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Abstract 

The Solar Tower Atmospheric Cherenkov Effect Experiment (STACEE) is an at:mospheric 
Cherenkov telescope that detects co smic 1'-rays using the wavefront-sampling technique. 
STACEE uses the large mirror area of the National Solar Thermal Test Facility (NSTTF) 
to achieve an energy threshold below 200 Ge V. This telescope was used to search for high­
energy 1'-ray emission from the Crab Nebula and pulsar. A statistical excess of 4.07 ()" in 
the number of on-source events compared to off-source events was detected in 15 hours 
of on-source observing time, corresponding to an integral flux above the energy threshold 
(Ethr = 185 ± 35 GeV) of I(E > Ethr ) = (2.5 ± 0.6) x 10-10 photons cm-2 S-l. 

The observed flux is in agreement with the previous result obtained by STACEE-32 and 
consistent with the power law spectrum seen at higher energies. A special instrument 
was developed to make simultaneous observations of the Crab in the optical and 1'-ray 
bands. Pulsed emission was detected in the optical band, demonstrating the accuracy of 
the barycentering and epoch folding analysis tools. After barycentering the arrivaI times 
and calculating the rotational phases of 1'-ray events, no evidence for pulsed emission 
from the Crab pulsar was found. The upper limit on the pulsed fraction of the signal was 
16.4% at the 99.9% confidence level. Unfortunately, neither the polar cap model, nor the 
outer gap model is excluded by this new upper limit. 
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Résumé 

Le télescope à effet Cherenkov atmosphérique STACEE détecte des rayons-'y d'origine 
cosmique en utilisant la technique d'échantillonnage du front d'onde. STACEE utilise 
les miroirs du National Solar Thermal Test Facility (NSTTF) pour atteindre un seuil 
d'énergie sous 200 GeY. Ce télescope fut utilisé pour effectuer une recherche de rayons­
, provenant de la Nébuleuse ainsi que du pulsar du Crabe. Un excès statistique de 
4.070" du nombre d'événements sur source comparativement au nombre d'événements 
hors source fut détecté en 15 heures d'observation sur source, ce qui correspond a un 
flux intégral au dessus du seuil d'énergie (Ethr = 185 ± 35 GeV) de I(E > Ethr ) = 
(2.5 ± 0.6) x 10-10 photons cm-2 S-l. Ce flux concorde avec le résultat obtenu 
précédemment par STACEE-32 et est compatible avec le spectre en loi de puissance 
mesuré à plus hautes énergies. Un instrument spécial fut développé pour effectuer des 
observations simultanées du Crabe dans les bandes optique et ,. Une émission pulsée 
fut découverte dans la bande optique, ce qui demontre la précision des procédures de 
barycentrisation et du calcul de phase. Apres la barycentrisation des temps d'arrivée et 
le calcul de phase des événements " aucune évidence d'émission pulsée n'est observée 
pour le pulsar du Crabe. La limite supérieure sur la fraction pulsée du signal fut de 16.4% 
à un niveau de confiance de 99.9%. Malheureusement, ni le modéle de la calotte polaire, 
ni le modèle de la cavité externe n'est exclu par cette nouvelle limite supérieure. 
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Chapter 1 

A primer on ,-ray detection 

Considered by many authors to be the seminal paper in the field of ')'-ray astronomy, 

Phillip Morrison's 1958 paper entitled "On Gamma-Ray Astronomy" [106] marked the 

beginning of a new era in the fields of cosmic ray research and astronomy. At the time, 

processes generating high energy charged particles were only studied through llow energy 

channels: radio and polarized optical bands. Radiation detected in these bands is produced 

by secondary processes; high energy particles interacting with magnetic fields. Even 

though cosmic rays could be detected from the ground, the galactic and extra-galactic 

magnetic fields scramble the arrivaI direction of charged particles, such that their places of 

origin cannot be identified. Morrison pointed out that ')' radiation in the few tenths Me V to 

100's MeV would be directly related to high-energy and nuclear processes. He described 

physical processes which were expected to produce continuous and line spectra in the 

')'-ray range and suggested that ')'-rays could be produced in solar flares and in the Crab 

Nebula, predictions that were later confirmed. He concluded his paper with the following 

statement: "This note is intended mainly to attract to this problem the attention of those 

experimenters skilled in the required arts." Many detectors, both in space and ground­

based, were commissioned during the next decades. The following sections highlight 

sorne of the key results from these experiments. For a more comprehensive review of the 

evolution of this field of research, the reader is invited to con suIt these excellent review 

articles [151,113]. 

1.1 Early satellites 

Above a few keV (X-rays), photons have so much energy that they cannot be focused by 

mirrors. Special techniques must be used to detect the energy lost by these photons when 

they interact with matter. At energies E .2: 30 MeV (')'-rays), photons predominantly lose 
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1.1. EARLY SATELLITES 3 

energy by e+ / e- pair production. Detectors aboard satellites use the following generic 

technique to detect these 'Y-rays: 

• Gamma-rays are first converted to e+ / e- pairs as they pass through a pieœ of dense 

material, called a target, which is about one radiation length thick. This target is 

usually made of a high-Z material, e.g. lead (Pb), which offers a large cross-section 

for pair-production. The charged partic1es then lose energy in different parts of the 

detector and generate a trigger if certain conditions are met. 

• Detectors located in space are constantly bombarded by charged partic1es (cosmic 

rays) that can initiate a response which is in many respects identical to that of a 

'Y-ray. Given that the flux of co smic rays is many orders of magnitude superior 

to the flux of 'Y-rays, they represent a significant source of background. For this 

reason, detectors are surrounded by a thin anticoincidence shield (usually made 

of plastic scintillator) which is viewed by sensitive light detectors. Wh~~n charged 

co smic rays pass through the anticoincidence shield, they lose energy by ionization 

and atomic excitation. The excited atoms in the plastic lose this energy by emitting 

photons which are detected by the light detectors. Contrary to cosmic rays, 'Y-rays 

can easily pass through the anticoincidence detector without losing energy. Rence, 

the anticoincidence shield acts as a veto against cosmic rays and is e:ssential to 

maximize the sensitivity of the detector. 

• In modem detectors, a tracking module is used to record the trajectory of the e+ / e­

pairs. This information is used to reconstruct the direction of the original 'Y-ray. 

• Finally, the e+ / c pair is absorbed in a calorimeter where its energy is measured. 

The origin, energy, and time of the primary 'Y-rays are used to study the spatial 

distribution, spectra, and time variability of the 'Y-ray sky. 

Launched on April 27 , 1961, Explorer XI was the very first satellite dedicatl~d to 'Y-ray 

astronomy [95]. The small 'Y-ray detector, which could fit in a college student's backpack, 

was built by William L. Kraushaar and George W. Clark from the Massachusetts Institute 

of Technology (MIT) and had an energy threshold of about 50 MeV (see figure 1.1). The 

'Y-rays were converted to e+ / e- pairs in a sandwich crystal scintillator made of altemate 

slabs of CsI and NaI, and the energy was measured by aLucite Cherenkov counter. Un­

fortunately, problems with the power supply forced the end of operation after only a few 

months. Of the 127 events identified as 'Y-rays, 105 were produced in the eatth's atmo­

sphere, and the remaining 22 events came from a variety of directions in space. After 
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ANT1COINClOENCE 

Figure 1.1: Schematic view of the Explorer XI "f-raydetector. The instrument is 20 inches 
high, 10 inches in diameter, and weighs about 30 pounds. Taken from [95] 
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Figure 1.2: First GRB detected on July 2, 1967. The data plotted show a sudden increase 
in the count rate of the ,-ray instrument on board the Vela-4A satellite indicating a sudden 
flash of ,-rays. Taken from [141]. 

the Explorer XI mission, a number of ,-ray detectors flew on the OGO!, OS02, Vela, 

and Russian Cosmos series of satellites. In 1967, the OSO-nI satellite carried a ,-ray 

instrument that detected 621,-ray events ab ove an energy threshold of 50 MeV [35,96]. 

The celestial distribution of the events was anisotropic, showing a concentration along the 

galactic equator and an extended region of higher intensity around the galactic center. 

One of the most exciting discoveries in ,-ray astronomy was made in the late 1960s 

and early 1970s by detectors on board military defence satellites. The Vela (meaning 

watchman in Spanish) satellite series was designed to detect ,-rays from nuc:1ear bomb 

testing in the vicinity of the Earth and monitor world-wide compliance with the 1963 

nuclear test ban treaty. The satellites were launched in pairs and the technologies for 

detection improved with each series. The Vela 5-AIB and 6-NB series had sufticient tim­

ing resolution to determine the direction of the triggered events with cv 10-degree angular 

resolution. The analysis of 16 short bursts of ,-rays by scientists at the Los ALamos Sci­

entific Laboratory excluded the Sun and Earth as possible sources and showl:!d that the 

,-ray events were of cosmic origin [93]. While looking back at older data from the Vela-

4AIB satellites, scientists found an event that occurred on July 2, 1967 (see Figure 1.2) 

and which is now believed to be the first observed ,-ray burst (GRB) [141]. 

IOrbiting Geophysical Observatories 
20rbiting Solar Observatories 



1.2. A REVOLUTION IN SPACE 6 

Advances in technologies developed at particle accelerators were soon incorporated 

into space-based detectors. The first satellite to use a spark chamber to track the trajec­

tory of e+ / e- pairs inside the detector was the second Small Astronomy Satellite (SAS-

2) [43]. SAS-2 was launched on November 19 1972, and on June 8 1973, a faillure of the 

low-voltage power supply ended the collection of data. Even though the mission lasted 

only seven months, it provided an exciting view of the high-energy Universe above 30 

MeV [48]. SAS-2 showed that Galactic 'Y-radiation dominated the diffuse radiation along 

the entire Galactic plane and was most pronounced in the region of the Galactic center. 

A number of point sources were discovered, including the Crab Nebula (for which a sig­

nificant fraction of the 'Y-ray signal was pulsed at the radio pulsar frequency) and Vela 

supernova remnant. The angular resolution of the telescope wasn't sufficient to associate 

the other sources with individual stars or stellar systems. Shortly after the SAS-2 mission 

ended, the European Space Agency (ES A) launched its own 'Y-ray mission, COS-B, on 

August 9, 1975 [16]. Initially planned for two years, the mission was extende:d success­

fully to 6 years and 8 months. The detector used a spark chamber to track e+ / e-- pairs and 

an energy calorimeter consisting of CsI scintillator (see figure 1.3). COS-B was sensitive 

to 'Y-rays with energies in the 30 MeV - 5 GeV range and had an effective area of 50 cm2 

(about the size of a human palm) at 400 MeV. The scientific objectives of the SAS-2 and 

COS-B missions included the study of the spectrum and distribution of Galac:tic 'Y-rays, 

the study of known point sources, and the search for new point sources. One of the best 

known results of the COS-B detector was the 2CG catalog of point sources (see Figure 

1.4). A total of 25 point sources were reported, including extragalactic (Quasar 3C273) 

and Galactic sources [142]. 

1.2 A revolution in space 

Our understanding of complex phenomena occurring in the Universe depends not only 

on the quantity, but also on the diversity and complementarity of the infornlation that 

we collect with our instruments. In astronomy, this often means combining data from 

different parts of the electromagnetic spectrum. For this reason, NASA proposed the con­

cept of Great Observatories, a series of four satellites that would study the Universe over 

many different wavelengths. The first observatory, and probably the best-known, is the 

Hubble Space Telescope (HST). Launched in 1990, Hubble can observe the Universe at 

ultraviolet, visual, and near-infrared wavelengths. The second of NASA's Great Obser­

vatories was the Compton Gamma Ray Observatory (CGRO), a satellite carrying 4 'Y-ray 

experiments designed to study the high-energy Universe. At 17 tons, the CGRO was 
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Figure 1.3: Diagram ofthe 1'-ray detector on COS-B. (NASA's HEASARC) 

Figure 1.4: 2CG catalog of point sources detected by the COS-B telescope [142]. 
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Figure 1.5: CGRO instruments: Burst And Transient Source Experiment (BATSE), the 
Oriented Scintillation Spectrometer Experiment (OSSE), the imaging Compton Telescope 
(COMPTEL), and the Energetic Gamma Ray Experiment Telescope (EGRET). 

the heaviest astrophysical payload ever flown at the time of its launch on April 5, 1991. 

The mission was terminated on June 4, 2000 and the satellite was deorbited, re-entered 

into the Earth's atmosphere, and plunged into the Pacific Ocean approximately 4000 km 

southeast of Hawaii. The CGRO revolutionized the field ofhigh-energy astrophysics (see 

next section). The third of NASA's Great Observatories is the Chandra X-Ray Observa­

tory (CXO), launched in 1999, and the last of the series, launched on August 25 2004, is 

the Spitzer Space Telescope, sensitive to infrared photons in the 3-180 micron range. 

1.2.1 The Compton Gamma Ray Observatory 

The CGRO carried 4 'Y-ray experiments, covering an energy range from 20 keV to '""30 

Ge V [94]. Figure 1.5 shows a diagram of the satellite with labels indicating the location 

of the different experiments . 

• The Burst And Transient Source Experiment (BATSE) was an all-sky monitor used 

for the detection and localization of GRBs and outbursts from sources over the en­

tire sky. Each corner of the satellite was equipped with a detector, and differences 

in count rates among separate detectors were used to reconstruct the direction of 

events. Each detector was composed of 2 NaI(Tl) scintillation crystals: one opti-
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Figure 1.6: Distribution of GRBs detected by BATSE, in Galactic coordinates. Taken 
from [119] 

mized for sensitivity and directional response, and the other optimized for energy 

coverage and energy resolution. The energy range covered by BATSE was from 20 

keV to 20 MeV. BATSE observations of 2704 cosmic GRBs revealed an isotropic 

angular distribution (see figure 1.6), providing the first indication of the €!xtragalac­

tic origin of GRBs [119] . 

• The Oriented Scintillation Spectrometer Experiment (OSSE) consisted of four NaI­

CsI phoswich scintillation detectors, sensitive to energies from 50 ke V to 10 Me V. 

Amongst other results, OSSE produced a map of Galactic 511 ke V positron annihi­

lation line emission [125] . 

• The imaging Compton Telescope (COMPTEL) used the Compton scatt<!r effect to 

pro duce maps of the 'Y-ray sky in the 0.8 to 30 Me V energy range. The top layer of 

the detector was made of a low-Z liquid scintillator (NE 213A) and the lower layer 

was composed of several blocks of NaI(TI) scintillator. The energy and direction 

of the primary 'Y-rays were determined by measuring the energy and interaction 
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Figure 1.7: Schematic of the EGRET instrument. 

position of the recoil electron in the top layer, and the total energy deposited in the 

lower layer . 

• The Energetic Gamma-Ray Experiment Telescope (EGRET) covered the highest 

and broadest energy range, from about 20 MeV to about 30 Ge V [87, 147]. EGRET 

used technologies very similar to those used by previous space instruments, notably 

SAS-2 and COS-B. EGRET used a multilevel spark chamber interspersed with thin 

layers oftantalum and a calorimeter made of NaI(Tl) (see figure 1.7). The effective 

area was approximatively 1500 cm2 between 200 MeV and 1 GeV, about 30 times 

larger than SAS-2's effective area. EGRET had a wide field of view of t'V0.5 sr, 

with an angular resolution of t'V 0.50 at 10 GeY. 

The EGRET experiment was an astounding success. Besides producing the first map 

of co smic 'Y-rays above 100 MeV, EGRET detected a large number of sources (t'V 270), 

inc1uding GRBs, solar flares, 6 'Y-ray pulsars, and more than 60 Active Galaetic Nuc1ei 

(AGN) of the blazar c1ass. Furthermore, the third EGRET catalog [73] contailned t'V 170 

unidentified objects which have yet to be identified with counterparts at other wavelengths 
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Figure 1.8: The third EGRET catalog all-sky map, in Galactic coordinates. Taken from 
[73]. 

(see figure 1.8). 

1.3 Future satellites 

Following in the footsteps of EGRET, two satellites are going to continue the exploration 

of the "(-ray Universe: AGILE and GLAST. The Astro-rivelatore Gamma a Immugini 

LEggero (AGILE) [145] satellite is designed to detect and image "(-rays in the 30 MeV-

50 GeV energy range and hard X-rays in the 10-40 keV energy range. The spark chamber 

found on previous generations of satellites will be replaced with silicon plane detectors, 

a technology developed by high energy physicists working at partic1e accelerators. AI­

though the sensitivity of the detector will be comparable to that of EGRET, the angular 

resolution will be much better (rv 5' - 20' for intense sources) and the field of view will 

be quite large (rv 3 sr). In addition, the small deadtime CS 200J-ls) and excellent absolute 

time tagging resolution of near IJ-ls will allow AGILE to study millisecond pulsars. AG­

ILE is due for launch by the Italian Space Agency in 2005 and will be the only satellite 

sensitive to "(-rays ab ove 30 MeV during the period 2005-2007. 

The Gamma-ray Large Area Space Telescope (GLAST) [58] is NASA's ne~xt genera­

tion "(-ray satellite. The Large Area Telescope (LAT) is GLAST's main instrument and 

uses technologies similar to that of AGILE. GLAST will have a much larger effiective area 

(8000 cm2 versus 1500 cm2 for EGRET) and will coyer an energy range from 20 MeV to 

300 Ge V, although above 100 Ge V there will be very few statistics. GLAST is due for 

launch in 2007. 
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1.4 Ground-based detectors 

Except at a few wavelengths, such as in the visible spectrum and at radio frequencies, 

electromagnetic radiation from space is unable to reach the surface of the Earth. ,-rays are 

no exception, and for this reason direct detection of ,-rays have been made by instruments 

on board rockets, balloons, or satellites. The radiation length for high energy ,,-rays in air 

is rv 37 g cm -2. Given an atmospheric depth at sea level of 1033 g cm -2, the atmosphere 

is rv 28 radiation lengths thick, which is comparable to the attenuation produced by rv 20 

cm oflead. 

From a ground-based perspective, ,-ray astronomy is the offspring of the prominent 

field of co smic ray research. Cosmic rays were discovered almost 100 years ago (1912) 

by Victor Hess [76] during a series of balloon flights where he measured the ionization of 

air at different altitudes. Instead of decreasing with altitude, the ionization incœased with 

altitude, indicating that the source of this penetrating radiation was extra-tenestrial. In 

1934, Bruno Rossi noticed coincidences between several counters placed in a horizontal 

plane, indicating the arrivaI of groups of partic1es at the same time. These events were 

studied in detail by Pierre Auger and collaborators and became known as Extensive Air 

Showers (EAS). It was realized that the primary partic1es responsible for these showers 

were of very high energy (higher than what could be produced in man-made acœlerators) 

and large arrays of counters were built around the world. Even today, scientific exper­

iments like the Pierre Auger project are building gigantic arrays of partic1e detectors to 

study primary partic1es with energy > 1020 eV. 

Even though Cherenkov radiation was discovered in the 1930's, it was not until1948 

that Blackett suggested that a small fraction of the light of the night sky shoulld be from 

Cherenkov radiation produced by co smic rays [17]. Shortly after this publication, Gal­

braith and Jelley built the first Atmospheric Cherenkov Telescope (ACT) and detected 

Cherenkov pulses [57] in coincidence with charged partic1es from EAS. Many devel­

opments followed in various countries, notably in Ireland, the U.S.S.R., and the United 

States. In 1960, Cocconi suggested that protons could be accelerated to high energies in 

the Crab Nebula. Nuc1ear collisions would produce neutral pions which would decay to 

,-rays. Being unaffected by Galactic magnetic fields, sorne of these ,-rays would reach 

the Earth. Even though the predicted fluxes were too optimistic, these predictions effec­

tively launched the field of ground-based ,-ray astronomy. As we shall see in the next 

section, co smic ,-rays interact with atoms in the atmosphere and produce EAS that can 

be detected on the ground. It took nearly two decades for the experimental techniques to 

reach a mature stage of development and the first convincing detections were reported by 

the Whipple group in 1989 [152]. Ground-based ,-ray astronomy became firmly estab-
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Figure 1.9: Sky map of point sources detected with a good statistical significance at ener­
gies above 250 Ge V by ground-based detectors (Year 2000). 

lished as a science in the 1990's, and by the year 2000, 6 sources had been detected with 

good statistical significance (see figure 1.9). 

1.4.1 Extensive Air Showers and Cherenkov radiation 

The physics of the interaction of high energy photons with matter (in the present case, 

the atmosphere) is fairly well understood (see for example [123]). A high energy pho­

ton interacts with an air molecule in the upper atmosphere and produces an e+ / c pair 

which initiates an electromagnetic cascade. Photons are created by Bremsstrahlung and 

subsequent e+ / e- pairs are created by the photons. The number of particles in the cas­

cade grows exponentially until the mean particle energy falls below the critical energy 

Ee (83 MeV in air), when ionization loss becomes more important than pair creation and 

Bremsstrahlung. Thus, the number of particles in the cascade rapidly reaches a maxi­

mum, called shower max, after which it gradually declines as shown in figure 1.10. Only 

the most energetic ,-rays (E > 100 TeV) pro duce enough particles to be detected at 
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Figure 1.10: Total number of particles in air showers initiated by '}'-rays of different en­
ergies as a function of depth in the atmosphere. The depth is defined by the number of 
radiation lengths (r.l), which is rv37 g cm -2 in air at STP. Taken from [113]. 

sea level; this explains why particle detectors are built at high altitude. The lateral de­

velopment of EAS is the result of Coulomb scattering of the electrons as they propagate 

through the atmosphere. The lateral spread is given by the Molière radius which defines 

the containment radius for 90% of the total energy of the shower (rv 75 meters for a 100 

GeV photon). 

The relativistic particles produced by EAS are beamed along their trajectories and so 

retain the directionality of the original '}'-ray. The shower front is quite thin (,....., 1 m at the 

center) and the lateral distribution extends to radii larger than 100 m. Thus, by measuring 

the arrivaI time of the charged particles at different positions on the ground, one can de­

termine the arrival direction of the '}'-ray. For ground-based detectors, the effective area 

is defined by the spread of the EAS, not by the size of the individual detectors. Conse­

quently, it is possible to achieve an extremely large collection area simply by spreading 

a number of detectors over a large area. For example, the CASA-MIA air-shower array 

achieved a detector area of 230000 m2 using 1089 scintillation detectors placed on a grid 

with intercounter spacing of 15 meters [22]. 

Another critical property of EAS is the production of Cherenkov photons by rela-
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tivistic charged particles. The Cherenkov effect was discovered in 1934 by Pavel A. 

Cherenkov [33], and the theoretical interpretation was given by Frank and Tarnm [55] 

(all three were later rewarded for their work with the 1958 Nobel Prize in physics). 

When charged particles move faster than the speed of light in air (or any other dielec­

tric medium), the electromagnetic fields add coherently to fonn a shock front (see figure 

1.11). This is the electromagnetic analog of a sonie boom. The opening angle 8c of the 

Cherenkov cone at wavelength À is given by: 

1 1 
cos 8 c = f3n(À) , 13 > n(À)' (1.1) 

where 13 = vic is the particle's velocity (expressed as a fraction of the speed of light) 

and n(À) is the index of refraction which may depend on the emission wavelength. The 

number of photons emitted per unit path length dx by a particle of charge ze is given by: 

(1.2) 

The radiation is mostly in the ultraviolet and blue regions of the electromagnetic spectrum 

and can easily propagate through the atmosphere to reach detectors located on the ground, 

typically 1000-2000 meters above sea level. Given that the refractive index n of the air at 

ground level and STP is 1.000273, the Cherenkov radiation energy threshold for electrons 

and positrons with energy mec2 /(1- (32)1/2 is cv 21 MeY. Thus, for electrons with values 

of 13 cv 1, the Cherenkov angle is 8 c cv 1.3°. Relativistic particles in the EAS produce 

Cherenkov radiation at aIl depths, and the total number of Cherenkov photons reaching the 

ground is proportional to the total number of e+ / e- pairs produced in the shower. Rence, 

the atmosphere acts as a calorimeter, and the total Cherenkov light yield is proportional to 

the energy of the primary particle (see figure 1.12). The radius of the Cherenkov light pool 

on the ground is cv 120-150 meters and the wavefront is relatively flat with a thickness of 

cv 1 meter (3-5 ns thick). 

Radronic cosmic rays also initiate EAS which are similar in many respects to those 

produced by '"Y-rays. Unfortunately, the flux of cosmic rays is much higher than the flux 

from '"Y-ray sources and constitutes a daunting source of background for ground-based '"Y­

ray telescopes. For exarnple, the integral flux of co smic ray particles above l Te V in a 

circular angular bin of 0.5° is 400 times larger than the integral flux of '"Y-rays from the 

Crab Nebula above 1 TeV [113]. The main differences between hadronic and '"Y-ray in­

duced EAS are in their compositions and morphologies. Gamma-ray induced showers are 

composed almost exclusively of e+ /e- pairs, while hadronic showers produœ copious 
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Figure 1.11: Cherenkov radiation shock front. Spherical wavefronts emanate from a mov­
ing charged particle at the phase velocity of light, cino The particle on the left is moving 
at half the phase velo city, whereas the particle on the right moves at 1.33c/n and emits 
Cherenkov radiation. The Cherenkov angle shown here (41 0

) corresponds to the case of 
highly relativistic particles in water; in air the opening angle of the Cherenkov cone is 
closer to 10

• Taken from [118] 

amounts of pions (7f±'o), muons (Jj,±), and e+ /e- pairs. In addition, the secondary nucle­

ons usually have larger transverse momentum than the e+ / e- pairs produced in "(-ray ini­

tiated EAS. Hadronic showers also produce Cherenkov radiation, but subtle differences in 

the light density and timing distributions can be used by ground-based Cherenkov detec­

tors to reject hadronic events. Figure 1.13 shows the lateral density profiles of Cherenkov 

photons on the ground for a 50 GeV "(-ray and 200 GeV proton initiated EAS. The nu­

cleonic cascades created in hadronic show ers can initiate their own sub-showers which 

result in more irregular Cherenkov density profiles. These irregularities are aIso seen in 

the timing profiles as shown in figure 1.14. Ground-based telescopes make use of these 

differences in the timing and density profiles to reject hadronic events and improve their 

sensitivities. 

Two different classes of ACT are used to study "(-ray sources: wavefront samplers, and 

imagers (IACT). Wavefront samplers use an array of mirrors to measure the lateral density 

and timing profile of the Cherenkov light pool; STACEE is such a detector and details of 

the technique are given in subsequent chapters. Imagers have typically use:d a single 

mirror with a pixelated camera to form an image of the EAS development. The shape of 

the Cherenkov image is used to differentiate between "(-ray and hadron induced EAS. As 

shown in figure 1.15, "(-ray showers tend to have an elliptical shape and point toward the 
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Figure 1.12: Cherenkov light yield as a function of energy and composition at an altitude 
of rv 3 km. The density is calculated using the photons landing within 125 meters from 
the shower axis. Only photons with wavelengths between 300 and 550 nm and landing 
within IOns of the peak arrivaI time are included. Taken from [113]. 
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Figure 1.13: Lateral density profile of Cherenkov photons produced by a 50 GeV "Y-ray 
(left) and 200 GeV proton (right) initiated EAS. 

center of the camera, while hadronic EAS have irregular shape. The imaging technique 

was used successfully by many telescopes; in particular the Whipple, CAT, HEGRA, 

and CANGAROO atmospheric telescopes. Energy thresholds as low as 250 Ge V were 

achieved by these telescopes, but this is still weIl above the range accessible by satellites. 

The new generation of telescopes (VERITAS, H.E.S.S., MAGIC, CANGAROO-III) now 

use up to 4 large (l0-17 meters) telescopes to get steroscopic images ofthe EAS which 

dramatically improve the sensitivity of the detectors. In addition, the larger effective areas 

of these instruments will help bridge the energy gap between satellites and the previous 

generation of ground-based instruments. 
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Figure 1.14: Lateral timing profiles for representative ,-ray and proton showers. The 
horizontal axes are position on the ground in meters, while the vertical axis is the arrivaI 
time of the Cherenkov photons in ns. 
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gamma proton 
Figure 1.15: Schematic of Cherenkov images in the focal plane of an imaging Cherenkov 
telescope. Left: ')'-ray images have an approximately elliptical shape and point towards 
the center ofthe camera. Right: proton images have irregular shapes. Taken from [113]. 



Chapter 2 

Gamma-rays from the Crab 

The Crab is a plerion-type1 supernova remnant [153] located at a distance of about 2 kpc 

(rv 6000 light-years) in the constellation of Taurus [148]. The visual magnitudes of the 

nebula and pulsar (PSR 0531+21) are respectively +8.4 and +16, well below what the 

human eye can see2 • The Crab pulsar is approximately 10 km in diameter and rotates 

30 times per second. In the optical band, the Crab Nebula has an elliptical shape 6 x 4 

arcminutes across (see figure 2.1). The Crab Nebula has been detected over a very broad 

range of energies, from radio frequencies, to Te V ,-rays. Unlike the nebula, the pulsar 

has never been detected convincingly at Te V energies. It is said that the Crab Nebula and 

its pulsar are the most studied objects in astrophysics. 

2.1 A brief biography of the Crab 

Interpretations of historical records link the Crab supernova remnant to the supernova ex­

plo sion of A.D. 1054 [34]. According to Chinese and Japanese observations, the guest 

star appeared twice as bright as Venus and could even be seen in the day time for ap­

proximately 3 weeks. The radiation from the supernova explosion eventually dimmed 

and the star disappeared from sight approximately 2 years later and was not observed for 

nearly 700 years. The first rediscovery of the supernova remnant was made by the English 

physician and amateur astronomer John Bevis, in 1731 (see figure 2.2 for a reproduction 

ofhis personal star atlas). Several years later on the night of August 28, 1758 the French 

astronomer Charles Messier independently rediscovered the supernova remnant while fol­

lowing the cornet of that year, cornet 1758 De La Nux. Here is an extract from Messier's 

1 Most supernova remnants have shell morphologies, but sorne, like the Crab Nebula are filled with 
emitting material at all wavelengths; these are called Plerions. 

2The unaided night-adapted human eye can see down to magnitude +6. 

21 
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Figure 2.1: Multi-wavelength images of the Crab Nebula (images not to scale). The 
nebula appears most compact in X-rays and largest in the radio. The X-ray nebula shown 
in the Chandra image is about 40% as large as the optical nebula, which is in turn about 
80% as large as the radio image. 

first catalog: 

The Cornet of 1758, on August 28, 1758, was between the horns of Taurus. 1 

discovered ab ove the southern horn, and little distant from the star Zeta of that 

constellation, a whitish light, elongated in the form of the light of a candIe, 

which didn't contain any star. This light was almost the same as that of the 

Cornet which 1 observed at that time; yet it was a bit more vivid, more white 

and a bit more elongated than that of the Cornet which to me had always 

appeared almost round in its coma, without the appearance of a tail or beard. 

On September 12 of the same year, 1 determined the position of this nebula, 

its right ascension is 80d 0' 33", and its declination 21d 45' 27" north. This 

nebula is p1aced [printed] on the chart of the route of the Cornet of 1758. 

Mémoires de l 'Académie for 1771, p. 435-436 (first Messier catalog). 

This supernova remnant became the first object in Messier's famous catalog ~md is now 

known as MI. In 1848, William Parsons, third Earl of Rosse, was the first one to refer to 

it as the Crab Nebula, after he published a drawing of the nebula in 1844 (see figure 2.3). 
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Figure 2.2: The first star chart showing the Crab Nebula, Ml, drawn by John Bevis, who 
discovered it in 1731. Ml is the faintly painted nebula slightly upper-right (NE) of Zeta, 
at the tip of the lower (southern) horn of Taurus the Bull. Taken from http://www.klima­
luft.de/steinicke/ngcic/persons/bevis. htm 
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Figure 2.3: Drawing of the Crab Nebula by William Parsons, the third Earl of Rosse. This 
drawing gave rise to the name "Crab Nebula". It was created using the 36-inch reflector 
at Birr Castle about 1844. 
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Spectroscopie studies of the Crab Nebula undertaken in 1919 [135] showed that the 

light from the nebula was made of two major components: bright lines which formed a 

complex web of filaments with an emission spectrum like that of gaseous nebulae, and a 

bluish diffuse background which had a continuous spectrum and was strongest toward the 

center of the nebula. In order to understand what was powering the nebula, astronomers 

started searching for the central star. Two stars appeared doser to the center and were 

examined by Minkowski [104] and Baade [14] in 1942. One of the stars was identi­

fied as a type F star, too cool to produce high levels of UV, and the other star showed 

a continuous spectrum without recognizable emission lines, making it difficult to das­

sify. The second star became the favorite candidate as the source of energy for the nebula 

but its nature would remain a mystery for almost 30 years. Another piece was added 

to the puzzle in 1949 when the Crab was detected as a strong radio source [19]. The 

radio flux density was so large that it could not be explained by thermal processes. In 

1953, Shklovsky [138] interpreted the continuous spectrum of the Crab Nebula as syn­

chrotron radiation. Subsequent measurements of the polarization of radio and optical 

emission confirmed Shklovsky's hypothesis [45,115]. Even though synchrotron radiation 

explained the nonthermal spectrum, the origin of the relativistic electrons that gave rise to 

the radiation remained a fundamental difficulty., and remains poorly understood. 

In 1967, a few months before the discovery of radio pulsars by Hewish andl Bell [78], 

Franco Pacini showed that a rapidly rotating neutron star with a dipole magnetic field 

would convert its rotational energy into electromagnetic radiation [120]. Pacini showed 

that a rotating neutron star could provide the luminosity of the Crab Nebula for its entire 

lifetime. Shortly after the discovery of radio pulses by Staelin and Reifenstein 1[140] from 

the central star previously identified by Minkowski and Baade, Thomas Gold argued that 

pulsars were actually rotating neutron stars [60]. His theory was confirmed [61] and the 

long-standing puzzle was solved when the period of the Crab pulsar was shown to be 

increasing with time, implying a spin-down which could power the nebula [130]. 

2.2 High energy emission from the nebula 

Shortly after it was shown that the continuous spectrum of the Crab Nebula was syn­

chrotron radiation, Robert Gould [64] predicted that high energy 1'-rays would be pro­

duced in the nebula by the inverse Compton (lC) process. As the name implies, it is 

the electrons that lose energy rather than the photons. The low energy seed photons are 

boosted to Ge V-Te V energies by interacting with high energy electrons accelerated in the 

termination shock of the pulsar wind [129,89]. The first convincing detection of the Crab 
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Nebula in the 'l'-ray regime by a ground-based detector was made in 1989 by the Whipple 

collaboration [152] when they reported a TeV signal (>0.7 TeV) at the 9 () level. The 

Crab Nebu1a has now been detected by more than 10 groups, from 60 GeV [42] to 80 

TeV [2]. 

The transport of energy from the pulsar wind and accompanying magnetic fields to 

the nebula has been modeled using magnetohydrodynamic (MHD) approximations [89]. 

Even though these models assume spherical symmetry (the Crab Nebula has an oblate 

shape) they successfully describe the general characteristics of the synchrotron nebula. 

Figure 2.4 shows the nonthermal spectrum of the Crab Nebula which extends over 21 

decades in energy. The IC spectrum appears to gradually steepen from ct rv 2 at E rv 

100 GeV, where the spectrum is defined by dN/dE ex E-a, to ct rv 2.5 - 2.6 at E rv 

1 Te V, which corresponds to the energy range covered by STACEE. The flattening of the 

spectrum at lower energies has not yet been measured and this is one of the reasons for 

STACEE to observe the Crab Nebula. Another reason is that the flux from the Crab Nebula 

in the GeV-TeV range is constant in time, which makes the Crab Nebula a standard candIe 

for 'l'-ray astrophysics and the perfect calibration source for ground-based telescopes. 

2.3 High energy emission from the pulsar 

As mentioned previously, the Crab pulsar was first discovered at radio wavelengths in 

1968 [140]. The discovery of rotating neutron stars was very exciting and many groups 

started searching for pulsed emission at different wavelengths. A few months later, opti­

cal pulses were detected from the Crab pulsar by Cocke, Disney, and Taylor [36]3. Dur­

ing the same year, two X-ray detectors specially designed to detect pulsed emission were 

launched on board rockets [56,23] and showed that the power radiated in the X-·ray region 

was at least 100 times that in visible light. Pulsed emission at higher energies was detected 

by the EGRET 'l'-ray detector from 100 MeV to rv 10 GeV with no indication of a cutoff 

and is weIl fit by a powerlaw with an index of -2.05 ±0.04 [112,127,49]. The pulse pro­

file is remarkably similar across all wavelengths and shows two narrow peaks separated 

by rvO.4 cycles. Figure 2.5 shows the pulse profile as formed from the data accumulated 

during the first three cycles of EGRET observations above 100 MeY. Ground-based de­

tectors with much higher energy thresholds have also searched for pulsed emission, but 

only upper limits have been reported, indicating a strong spectral cutoff ab ove a few lO's 

of Ge V. The most constraining upper limit published to date is that of the CELESTE col-

3 A dramatic and inspiring audio recording of their discovery was digitized and is available on the Amer­
ican Institute ofPhysics web site:http://www.aip.org/history/mod/pulsar/pulsarl/Ol.html 
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Figure 2.4: Nonthermal radiation of the Crab Nebula from radio to very hilgh energy 
')'-rays. The solid lines correspond to the synchrotron and inverse Compton emission, 
as calculated in the framework of the spherically symmetric MHD wind mode! [89]. The 
dotted Hne is the thermal excess radiation and the dashed Hne is the emission at millimeter 
wavelengths. Taken from [2]. 
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Figure 2.5: Pulse profile of the Crab pulsar formed from the data accumulated during the 
first three cycles ofEGRET observations above 100 MeY. Adapted from [49]. 

laboration at 60 Ge V [42]4. Figure 2.6 shows the differential flux of the Crab pulsar from 

rv60 MeV to rv 1 TeY. 

2.3.1 Pulsed emission models 

The detection of pulsed 'Y-rays indicates that charged particles are accelerated to high 

energies in the pulsar magnetosphere, but there is still no agreement on where the acceler­

ation occurs or on the radiation mechanisms. Two competing models (polar cap and outer 

gap) have been proposed to explain high energy emission and they were both derived 

from the idealized case of the aligned rotator model proposed by Goldreich and Julian in 

1969 [63]. Both models successfully explain the EGRET results and upper limits from 

ground-based detectors, but predict different cutoff energies. Figure 2.7 shows a diagram 

of the geometry of the emission regions in the polar cap and outer gap models. 

AIl the models assume that magnetized neutron stars are perfect conductors where 

there can be no net electric field in the stellar interior. Therefore, the star is polarized and 

must possess an interior electric field which satisfies 

E+ n x r x B = O. 
c 

(2.1) 

The charges redistribute themselves in such a way that the Lorentz invariant E·lB vanishes 

in the stellar interior. Goldreich and Julian showed that a strong electric field parallel to 

the magnetic field lines of magnitude rv 3 X 1010 V Icm is present just outside lthe surface 

of the star and that this field is strong enough to rip electrons and ions from the surface of 

the neutron star and carry them into the magnetosphere. Sorne of the charges I~an escape 

4The CELESTE collaboration has since revised their energy threshold to ,,-,100 GeV. Even with this 
change in threshold, their result is still the most cons training upper limit for a ground-based detector. 
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Figure 2.6: Pulsed 1-ray fluxes and limits for the Crab pulsar. The differential flux 
multiplied by E 2 is plotted versus energy. The dashed Hne is a power law fit to the 
EGRET points [49]. The dot-dashed Hne is a power law fit with an exponential eut­
off at Eo = 26 GeV whieh is eonstrained by the CELESTE result [42]. Tht:~ solid line 
is a fit of the EGRET data to a Polar Cap model [107], and the dotted Hne is a fit to 
an Outer Gap model [85]. Upper limits are from the CELESTE [42], STACEE [117], 
WHIPPLE [98,91], and HEGRA [2] experiments. 
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Figure 2.7: Schematic diagram of the polar cap and outer gap models showing the accel­
eration regions above the magnetic poles and outside the last closed magnetic field lines. 
The charge distribution is assumed to follow the Goldreich-Julian charge density. The 
dotted lines represent the null surfaces where n . B = 0 (on this plot n = w). The light 
cylinder is the radius at which a particle co-rotating with the neutron star would move at 
the speed of light (RL = cio') [92]. 
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the magnetosphere by following the open field lines, while others follow the c:losed field 

lines and co-rotate with the star. Assuming that the surface of the star can supply enough 

charge, the charged particles distribute themselves in the magnetosphere in such a way 

that E . B = O. The distribution of charges around the neutron star is known as the 

Goldreich-Julian charge density 

V'·E -n·B 
PGJ = -4-1r- = -21r-c-=-[ 1------:-' n-x-r-:-'-=-:""2]' (2.2) 

Figure 2.7 shows the distribution of charges around a neutron star as well as the null 

surfaces where (n . B = 0). If for sorne reason the charge density cannot be maintained, 

a "gap" will be created, the electric field won't be cancelled, and particle acceleration will 

occur. There are two distinct sites where a gap can form and strong electric fields may 

accelerate particles. This has given rise to two different models for l'-ray emission: the 

polar cap model, where the gap forms close to the magnetic pole of the neutron star, and 

the outer gap mode!, where the gap forms in the outer magnetosphere. 

The polar cap model proposed by Ruderman and Sutherland invoked a vacuum gap 

caused by the trapping of ions in the neutron star crust, preventing the fiow of positive 

charges along the open field lines [134]. The potential drop across the gap can accelerate 

electrons up to 1014 eV in the case of the Crab pulsar, at which point pair creation limits 

the growth of the gap. In this model, l'-rays are produced by curvature radiation5 • One 

of the problems with this model is the difficulty to produce double-peaked pulse profiles 

where the peaks are separated by less than 0.5 cycles, which is the case for the Crab pulsar. 

Modem polar cap models can now produce double-peaked pulse profile using a hoIlow 

beam of curvature radiation from a single pole of a nearly aligned rotator [38,39,71,107]. 

AlI these models predict a sharp cutoff in the l'-ray spectrum above t'V lOGe V due to 

pair creation in the strong magnetic field close to the surface of the neutron star. An 

interesting feature of this model is that the electromagnetic cascades produced in the 

accelerating region also produce synchrotron radiation which leads to pulsed emission 

at lower energies. Given that the pulse profile of the Crab is remarkably sirnilar at aIl 

wavelengths, this model is very appealing. 

The outer gap model was proposed as an alternative to the polar cap model which 

could not explain for a long time the separation between the two peaks seen in certain 

pulsars. The model was originaIly proposed by Cheng, Ho, and Ruderman in 1986 [32] 

SIn the very high magnetic field of the pulsar magnetosphere, an electron may be constrained to follow 
the path of a magnetic field line very closely, with pitch angle nearly zero. The field line will generally be 
curved, so that the electron will be accelerated transversely and will radiate. The radiation is closely related 
to synchrotron radiation. Taken from [99]. 
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and later refined by Romani [l33]. Negative charges are assumed to move out from 

the magnetosphere region beyond the light cylinder and leave behind a negative charge­

depleted region that acts as a positively charged region and pushes the positively charge­

separated plasma on the starward side of the null surface back toward the star and leaves a 

growing gap. This outer gap lies just outside the last c10sed magnetic field line and extends 

from the null surface out to the light cylinder. Charged partic1es that traverse the gap 

are accelerated along the magnetic field lines and emit ')'-rays due to synchro-curvature 

radiation and inverse Compton scattering of the soft photon background. The size of 

the accelerating region is limited by the production of e+ / e- pairs by the ')'-rays which 

interact with either the magnetic field lines or, more probably, lower energy photons which 

are produced by thermal emission at the surface of the star or by synchrotron radiation of 

charged partic1es. A generic feature of the outer gap model is that the high energy cutoff 

is at much higher energies and more graduaI than that of the polar cap model (see figure 

2.6). 

Although the next generation of instruments (MAGIC on the ground, and GLAST in 

space) will certainly be able to determine which model applies to the Crab, STACEE has 

the potential to improve the current upper limits and this is what we attempt here. 
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STACEE: A ground-based detector 
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Chapter 3 

Concept 

STACEE is a large-area Atmospheric Cherenkov Telescope (ACT) located at the Na­

tional Solar Thermal Test Facility (NSTTF) in Albuquerque, NM (latitude 35.0°, longi­

tude 106.5° West, altitude 1705 meters ab ove sea level). The NSTTF, which is operated 

by Sandia National Laboratories for the V.S. Department of Energy, is a test facility de­

voted to the development of the use of solar energy. Built in the mid 1970's, the facility 

uses an array of 222 heliostats, each 37 m2 in area, to focus sunlight onto a central receiver 

located on a central tower. Vnder ideal conditions, the heliostats can direct up to 5 MW 

of solar radiation onto a target 2 meters in diameter. Figure 3.1 shows an aerilal view of 

the NSTTF facility. 

One of the driving motivations of STACEE is to lower the energy threshold of ground­

based telescopes and bridge the energy gap between space-based and ground-based in­

struments. Given the linear relationship between the energy of ')'-rays and the Cherenkov 

light density (lower energy ')'-rays produce less Cherenkov light), we want to maximize 

the collection power to increase the signal-to-noise ratio (S / N). The fluctuations of the 

night sky, which constitute the background for ACTs, are proportion al to the square root 

of the total number of photons collected (E), which suggests that the signal-to-noise ratio 

scales with the square root of the collection power (S / N = S / VE). Therefore, the en­

ergy threshold of an ACT is proportional to the reciprocal of the SIN and can be written 

as: 

JiJ>nT 
Eth ex EA' (3.1) 

where iJ> is the flux of night sky background photons, n is the soHd angle of the field of 

view, T is the integration time (or the coincidence gate width ofthe electronic trigger), E is 

the detector collection efficiency, and A the collection area. Two of these parameters have 

limitations set by the physical properties ofEAS: T cannot be shorter than the duration of 
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Figure 3.1: Aerial view of the National Solar Thermal Test Facility (NSTTF), Albu­
querque, NM. 

the Cherenkov pulses (rv5 ns), and n must be large enough to contain the fuU width of 

the EAS at shower max (rv 0.5°). Two other parameters (<1> and E) have already reached 

a limit as most detectors are located at dark sites and use the best photo sensors available 

on the market. The only free parameter is the collection area (A). It was already known 

in the 1980's that the best way to attain a lower energy threshold was to increase the 

collection area. However, building large telescopes is very expensive (e.g. the budget for 

construction of the VERITAS telescope array is rv 13 million dollars) as the high price of 

the reflectors themselves dominates the overall cost of the experiment. 

The originality of the STACEE concept is to use the large collection area of the ex­

isting heliostat field at the NSTTF to collect Cherenkov light from 'Y-ray air showers at 

night. In fact, this idea dates back to 1982 when the same heliostats were used to reflect 

Cherenkov light onto a camera of photomultiplier tubes (PMTs) located on top of the 

central tower [37]. However, the initial concept had a number of flaws: 

• Because of the large distances separating the heliostats, the time of propagation for 

light varied significantly from heliostat to heliostat and changed with the Earth's 

rotation while tracking a source. For this reason, a very large (T » 5 ns) trigger co­

incidence gate width was required, cancelling the benefit of using a large collection 

area . 

• The large (> 1 m diameter) size of the spot of light from a given heliostat was 



36 

much larger than even a large PMT. A PMT would see the light from more than one 

heliostat, which would increase the amount of background light seen by each PMT. 

The idea of using existing solar arrays was revived in 1990 by Tumay Tümer who thought 

of using secondary optics (a large Fresnellens) to separate the light from each heliostat 

and focus it onto PMTs, with each PMT seeing only a single heliostat [149]. Fixed timing 

differences between heliostats caused by time of flight differences could be easily cor­

rected by using cables of different length. The remaining problem of varying time delays 

caused by the rotation of the Earth could be solved by using a computer controlled delay 

system which solved the large trigger coincidence gate width problem. Two groups stud­

ied this concept and proceeded to build detectors: the CELESTE group used the Thémis 

site in the French Pyrénées [59,121], while the STACEE group initially used the Solar 

Two site in Barstow, California [114] before moving to the current site at the NSTTF. 

The first prototype of the STACEE detector replaced the Fresnel lens with a secondary 

mirror and used eight heliostats [31]. In addition to CELESTE and STACEE" two other 

groups have build detectors using similar designs: the now defunct GRAAL group [13] 

operated near the city of Almeria in Spain, and the CACTUS group (formerly SOLAR-I1) 

is currently operating at the Solar Two site [1]. 

The CUITent version of the STACEE detector uses a subset of 64 heliostats, more or 

less uniformly distributed across the field, to track potential sources of '}'-rays and focus 

the Cherenkov light on a secondary optical system which reflects the light on cameras 

made of PMTs. The PMTs convert the photons to analog electrical signals which are fed 

to a coincidence trigger system. Figure 3.2 shows an illustration of the conceptual design 

ofSTACEE. 
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Figure 3.2: Conceptual design of the STACEE experiment. 



Chapter4 

STACEE optics 

Considerable progress has been made in the last decade to improve the sensitivity of 

ground-based 'Y-ray telescopes. However, the energy threshold (rv 250 Ge V) of imaging 

telescopes hasn't decreased significantly; this can be attributed to the limited collection 

area of the primary mirrors (rv lO-meter diameter) which hasn't increased except for the 

latest generation. The idea behind STACEE - to use the large collection area of the 

heliostats at the NSTTF - is a way to achieve a lower energy threshold. In the following 

sections we review the properties of each component of the optical system. 

4.1 Heliostats 

The STACEE heliostats are each composed of 25 individual square facets, arranged in 

a 5 x 5 array. Each facet is four feet on a side, giving a total reflective area of rv 37 

square meters per heliostat. The facets are made of two layers of glass with reflective 

silver between the glass layers and mounted on an adjustable metal frame with adjustment 

screws controlling the tilt and focus of the facets. Figure 4.1 shows a schematic diagram 

of an individual STACEE heliostat. 

The frame which holds the facets can be rotated and tilted in azimuth and elevation by 

two independent motors equipped with 13-bit encoders that provide a pointing accuracy 

of 0.044 degrees in each direction. The calibration of the absolute pointing, or biasing, of 

the heliostats involves doing drift scans of a bright star [25,24]. The heliostats are pointed 

10 ahead of the star in right ascension and stopped at this position. The PMT currents 

are read out as the star drifts in and out of the field of view of the heliostats and this 

procedure is repeated with the heliostats pointed at several different values of dec1ination. 

The currents are then interpreted as a raster-scanned (or 2D map) light distribution (see 

figure 4.2). Using this calibration procedure we can achieve a pointing accuracy of 1 bit 
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Figure 4.1: Schematic diagram of an individual STACEE heliostat. 

RMS. 

The number of particles produced during the development of EAS in the Earth's at­

mosphere reaches a maximum (shower max) at about 12.5 km above sea level (rv Il km 

above the STACEE heliostats). In order to maximize the number of Cherenkov photons 

collected, the heliostats are pointed (or canted) to the shower max point. Figure 4.3 il­

lustrates the concept of canting. The canting parameter is defined as the reciprocal of the 

height a.s.l. of the canting point. In principle, each heliostat can be assigned a different 

canting parameter. In the simple st configuration, called monocanting, ail the: heliostats 

track the same point and are assigned the same canting parameter (0.08 km- 1)., Recently, 

a new canting scheme, caIled paracanting, was proposed for STACEE. A subset of 16 

heliostats (out of the 64), which are uniformly distributed across the array, are pointed 

directly at the source (looking straight up in figure 4.3). Although this pointing scheme 

lowers the collection efficiency of the array, it is believed that we can get a better han­

dIe on the reconstruction of the "(-rays during the offtine analysis and make a net gain in 

sensitivity. 
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Drift Scan for Iota Cancri 

Figure 4.2: PMT currents for channel 20 over the course of a set of drift scans on Iota 
Cancri, overlaid by a sky chart of the area covered by the drift scan (20 wide in right 
ascension (RA) and 10 wide in dec1ination (Dec». Colored rectangles indicate the CUITent 
on the PMT when the heliostat is aimed at the RA and Dec of each point. Colored ellipses 
are a fit to the excess current caused by Iota Cancri. Taken from [25]. 
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Figure 4.3: Schematic diagram illustrating the concept of convergent pointing, or cant­
ing. This pointing configuration optimizes the collection efficiency for Cerenkov photons. 
Taken from [136]. 

4.2 Secondary optics and cameras 

The STACEE heliostats reftect light to the secondary mirrors located on the solar tower 

(see figure 4.4). The three secondary mirrors located on the 260-level (which is actually 

160 feet above the heliostat field) are made of seven hexagonal facets, each having a 

spherical shape and a focallength of 2 meters. The resulting multi-faceted secondary 

mirror has a diameter of approximately 1.9 meters. The two secondary mirrors on the 220-

level are spherical mirrors 1.1 meters in diameter, with a focallength of 1.1 meters. AIl 

the secondaries are made of front-surfaced aluminized glass, which has good reftectivity 

at ultraviolet wavelengths. 

The role of the secondary mirrors is twofold: reduce the size of the images œftected by 

the heliostats (rv 2-meterwide) to a size manageable by a single PMT (a few centimeters), 

and to separate these images to minimize the overlap between adjacent PMTs. Without 

the secondary mirrors we would need 64 huge light concentrators located at different 

(non-overlapping) positions on the tower, a solution which is highly impractical. Each 

of the 3 secondary mirrors on the 260-level collects the light from 16 heliostats that are 

c1ustered around the same region of the heliostat field. On the 220-level, each secondary 

mirror collects the light from 8 heliostats which are located near the front of the heliostat 

array. Figure 4.5 shows the 64 heliostats selected for STACEE and indicates to which 

c1uster each heliostat belongs. 
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Figure 4.4: Schematic view of the solar tower indicating the location of tht:~ STACEE 
secondary mirrors. Taken from [136]. 
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64 STACEE Heliostats at Sandia -- June 2001 
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Figure 4.5: Selection of the 64 STACEE heliostats. The numbers represent the cluster to 
which the he1iostats belong (see description of trigger system in section 5.2). Heliostats 
in clusters 0-5 reflect the light to the secondary mirrors located on the 260-level, while 
heliostats in clusters 6-7 reflect the light to the secondary mirrors on the 220-level. 
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The secondary mirrors reflect the light from the heliostats to the cameras (see figure 

4.6) which are made of PMTs enclosed in special cans (see figure 4.7). The image of the 

heliostats in the camera plane is approximately 15 cm x 15 cm, which is much larger than 

the diaineter of the PMTs (5 cm). Speciallight concentrators that were built at McGill 

University, called Dielectric TotaIly Internally Reflecting Concentrators (DTIRCs), are 

used to maximize the light collection efficiency and define the field of view of the PMTs. 

DTIRCs were introduced in 1987 [111], and were supposed to supplant the compound 

parabolic concentrators (Winston cones) which had been used in solar energy concentra­

tion systems and high-energy Cerenkov light detectors. DTIRCs combine front surface 

refraction with total internai reflection from the sidewall to achieve concentrations close 

to the theoretical maximum limits. When a light ray is incident on the front surface, it 

is refracted according to Snell's law, and then reaches the sidewall or goes straight to the 

far end. If the light ray is within the angular field of view of the DTIRC, it is reflected 

back into the DTIRC by total internaI reflection, and it gets out through the exit aperture. 

In the case where the light ray is beyond the acceptance angle, it exits through the side 

profile. Figure 4.8 shows trajectories of light rays at the limit of the acceptance angle. The 

photons that reach the photocathode have a chance to create photoelectrons. The PMTs 

and DTIRCs have been extensively tested at McGill University under different lighting 

conditions (different incidence angles and wavelengths) and the results ofthest~ tests have 

been incorporated into the Monte Carlo simulation of STACEE [52]. As shown in figure 

4.9, the overall throughput of the optical system, including heliostat and secondary reflec­

tivities, DTIRC transmission, and PMT quantum efficiency, depends very much on the 

wavelength of the photons. 

To a good approximation, the field of view of each heliostat is given by the angle sub­

tended by the secondary mirror on the tower when viewed from that heliostat. Thus, the 

heliostats' fields of view range from 0.5° (for the most distant heliostats) to 0.9° (for the 

closest heliostats). Because the amount of night sky background light each heliostat sees 

varies with its field of view, it is desirable to equalize the field of views of ail heliostats as 

much as possible. Ideally, each PMT would be matched with a custom-sized DTIRC, but 

it is impractical to use more than 3 different field of views for the DTIRCs. Therefore, 

PMTs viewing heliostats closest to the tower are matched with DTIRCs that have a field 

of view of 19°, whereas PMTs viewing the heliostats farthest from the tower are matched 

with DTIRCs having a field of view of 28°, and PMTs viewing heliostats at intermedi­

ate distances are matched with DTIRCs having a field of view of 24°. The effect of the 

DTIRC is to limit the effective diameter of the secondary mirror which modifies the field 

of view of the heliostat as explained above. 



4.2. SECONDARY OPTICS AND CAMERAS 45 

Figure 4.6: Photo of the secondary optical system on the 260-1evel showing the multi­
faceted secondary mirror and the camera made of photomultiplier tubes. A specimen of 
Homo sapiens is shown for scale. 
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Figure 4.7: Schematic view of a STACEE PMT can assembly. List of parts: (a) retaining 
ring, (b) light concentrator (DTIRC), (c) aluminum can, (d) silicon optical coupling, (e) 
PMT, (f) pressure pad, (g) base, (h) retaining screw. 
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Figure 4.8: Photo of a typical DTIRC used by STACEE (left), and ray-tracing simulations 
for a DTIRC with a 240 field of view, at various angles of incidence. 
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Figure 4.9: Overall throughput of the STACEE optical system as a function of wavelength, 
induding: heliostat and secondary reflectivities, DTIRC transmission, and PMT quantum 
efficiency, as well as the product of these curves (hatched area). Taken from [70]. 



Chapter 5 

STACEE electronics 

From an electronics standpoint, STACEE is much closer to particle physics experiments 

than conventional optical telescopes. Even though STACEE detects photons from the 

visible part of the electromagnetic spectrum, the brief duration of EAS (a few ns) demands 

special electronics modules and techniques which are rarely seen in optical astronomy. 

Figure 5.1 shows a block diagram of the STACEE electronics. In the following sections 

we review the properties of key electronic modules: the photomultiplier tubes (PMTs), 

the delay and trigger module, the waveform digitizers, and the hardware used to study the 

Crab pulsar in the optical regime. 

5.1 Photomultiplier tubes 

The photomultiplier tubes used by STACEE are subject to strict requirements; they must 

be able to tolerate high levels of illumination and have a fast response time. In addition, 

they must have a good quantum efficiency in the wavelength range of photons produced 

by EAS (near-UV to blue region of the visible spectrum). The large field of view and 

collection area of the heliostats subject the PMTs to very large light levels; indeed, the 

PMTs have typical single photoelectron rates in the GHz range. For a typical discrimina­

tor threshold of r'-.) 6 photoelectrons, the response time (or rise time) of the PMfs must be 

of the order of 1 ns to minimize the pile up of random photoelectron pulses. The type of 

PMT selected for STACEE was the Photonis1 (model XP2282B). It has a bi-alkali pho­

tocathode with spectral sensitivity in the range 290-650 nm and a maximum sensitivity 

at 420 nm, with a corresponding quantum efficiency of 27%. According to the manu­

facturer, the rise time is typically 1.5 ns with a duration at haIf height of 2.2 ns. The 

operational gains are typically r'-.) 1.0 x 105, which is at the low end ofthe range~ for which 

lComplete specs available at: http://www.photonis.com 
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Figure 5.1: Schematic diagram of the STACEE electronics. The PMTs convert the pho­
tons to analog electrical signals which are then AC-coupled and amplified before being 
discriminated. The digital pulses are delayed by the trigger system (MADDOG) which 
sets the coincidence requirement. Acronyms: Analog-to-Digital Converter (ADC), Time­
to-Digital Converter (TDC), Multiplicity Logic Unit (MLU), McGill Asynchronous Dig­
ital Delays for Observation of Gammas (MADDOG). 
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the PMTs were designed. We should point out that the benefits of using fast PMTs are 

somewhat diminished by the low-bandwidth of the electronic modules downstream of the 

PMTs; in particular, the Phillips 776 amplifiers and 748 fanout modules (see diagram) 

have a limited bandwidth of 250 MHz. In addition, the long signai cables (~150 meters) 

appreciably widen the pulses. 

5.2 Trigger system 

As mentioned in Chapter 3, STACEE samples the wavefront of EAS at 64 dilfferent lo­

cations on the ground which are separated by many light-nanoseconds. In order to retain 

the timing of the wavefront at the trigger leve1, each channel must be delayed to compen­

sate for the different times of fiight, and these delays must be dynamicaIly adjusted as the 

source appears to move across the sky. Delaying signaIs for a fixed duration can easily 

be accompli shed by using cables of different length, with the caveat that longer cables 

stretch-out and distort the pulses more than shorter cables. The real challenge is to dy­

namically change the delays during data acquisition. Two different approaches have been 

used by wavefront sampling experiments: one can dynamically change the cable lengths, 

or discriminate the signaIs, thereby converting the information in the traces to Os and 1 s, 

and delay these bits using a digital electronics module. 

The former approach is known as the analog trigger method and has been used with 

success by the CELESTE experiment. After calculating the required delay for a particular 

channel, a custom-made module selects the appropriate route by linking cables of differ­

ent length, effectively changing the transit time of the pulses. The delayed signais are 

then summed and may trigger the telescope under certain conditions. The advantage of 

summing the anaIog signaIs of individuaI channels is to increase the signal-to-noise ratio 

and achieve a lower energy threshold. 

The second approach is used by STACEE. In this particular case, the trigger system 

starts downstream of the fanouts, more precisely at the discriminator modules (see figure 

5.1) where the anaIog traces are converted to Os and ls (as ECL2 logic signaIs). AlI 64 

channels are discriminated at the same nominal discriminator threshold, which sets the 

minimum number of photoelectrons necessary to consider a channel hit. The widths of 

the discriminator pulses are approximately 5-6 ns long; the wider the pulse, the higher 

the channel deadtime. The signaIs come out of the discriminator modules as pulse trains 

of Os and ls, where the detailed information about the amplitude of the analog signais 

2The Emitter-Coupled Logic (ECL) is a bipolar logic family used to achieve extremely high speed in 
integrated circuits. 
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has been effectively reduced to binary values. The discriminated signaIs then enter the 

delay and trigger formation system, known as Mc Gill Asynchronous Digital Delays for 

Observation ofGammas (MADDOG), whose design is based on field-programmable gate 

array (FPGA) technology. A detailed description of the system is provided elsewhere 

[103,126]; here we simply highlight the general features relevant to this thesis. 

The array is divided into 8 c1usters of 8 heliostats each. The event trigger is divided 

into two levels: the LI, or cluster trigger, sets the coincidence requirement for the chan­

nels pertaining to a given c1uster; and the L2 trigger, or global trigger, sets the coincidence 

requirement between the different c1usters. This division into LI and L2levels also cor­

responds to a hardware division; 8 slave boards delay the individual channels with a step 

size of 1 ns over a range of 2 J1s and generate LI triggers, while a master board receives 

the LI triggers and generates the L2 trigger. A slave board generates a LI trigger when 

a set number of channels, called the Local Trigger Condition (LTC), is above threshold 

during a weIl defined coincidence window. The implementation of this logic is done using 

one of two modes. In wide mode, aL 1 trigger is generated if the number of channels with 

at least one hit within a 24-ns interval is greater than the LTC. In narrow mode, the width 

of the coincidence window is set in firmware, and is currently set to 12 ns. Similarly, a L2 

trigger is generated when a set number of c1usters, caIled the Global Trigger Condition 

(GTC), have generated a LI trigger. The selection of the LTC and GTC values is critical 

since it determines the raw sensitivity and energy threshold of the telescope. 

The operating point is determined by measuring the discriminator threshold at which 

accidentaI coincidences start to dominate the event trigger rate. Figure 5.2 shows a typical 

rate versus threshold curve for hadronic air showers taken with a trigger configuration of 

LTC/GTC equal to 5/5. The upward pointing triangles represent data taken with normal 

(intime) delays, and the downward pointing triangles represent data taken with random 

(scrambled) delays. The operating point is given by extrapolating the scrambled curve 

to 10-2 Hz, which would be 120-125 mV in this case. Its value is entirely determined 

by the background currents and the specifie LTC/GTC configuration. Above this point, 

triggers are caused uniquely by Cherenkov light from EAS. Correlated electronic noise, 

such as electromagnetic discharges or electronic pick-up, is unlikely to havl~ the right 

channel-to-channel delays and does not contribute to the trigger rate. 
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Figure 5.2: L2 trigger rate for hadronic air showers as a function of the discriminator 
threshold for a 5/5 LTC/GTC configuration. Upward pointing (blue) triangles: data taken 
with intime delays. Downward pointing (red) triangles: data taken with scrambled delays, 
showing the contribution of accidentaI coincidences produced by background photons. 
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5.3 Waveform digitizers (FADes) 

As shown in Figure 5.1, a copy of the analog signaIs is routed from the fanouts to the 

FADC3 digitizers. For each triggered event, the digitized signaIs are stored to disk for 

offline ana1ysis. The digitizer modules are produced by Acqiris 4 (model DC270) and 

have a sampling rate of 1 GSamples/s with a resolution of 8 bits. Although th~:! full scale 

range of the modules can be adjusted, the 1 Volt full-scale range represented the best 

compromise between good resolution for small pulses and minimizing saturation prob­

lems for large pulses. For each triggered event, the FADCs record a 192-ns 10l1lg trace for 

each of the 64 channels and ca1culate the pedestal and RMS of each trace using a 400-ns 

long window which immediately precedes the 192-ns long window. The pulse amplitude 

and integrated charge can be corrected on an event-by-event basis for fluctuations in the 

background levels. Figure 5.3 shows a sample FADC trace from a typical Cherenkov air 

shower. 

Although the trigger system successfully rejects a large fraction of hadron induced air 

showers, the raw sensitivity of the telescope is barely good enough to detect strong sources 

like the Crab Nebula. The key to improving the sensitivity of the telescope is to use the 

information stored in the FADC traces. In principle, the rise time, pulse width, integrated 

charge, pulse decay time constant, can all be used to help identify 'l'-ray showers and 

improve the sensitivity of the detector. 

5.4 Optical.pulsar detection system 

This purpose ofthis temporary systemS was to demonstrate the validity of the barycenter­

ing code (see Section 8.1) and confirm the accuracy of the GPS timestamps. The system 

was designed to work in parallel with the 'l'-ray telescope and integrate seamllessly with 

the data acquisition. The idea was to add three independent channels with special elec­

tronic modules and use triggers generated by the 'l'-ray telescope to start data acquisition 

and provide GPS timestamps. Three additional heliostats (8E3, 8W1, 8W3) were selected 

for optical observations and equipped with standard PMTs and signal cables. 

3FADC stands for Flash ADC, also called parallel ND converter. This type of circuit is formed of a 
series of comparators, each one comparing the input signal to a unique reference voltage. The compara­
tor outputs connect to the inputs of a priority encoder circuit, which then produces a binary output. Not 
only is the flash converter the simplest in terms of operational theory, but it is the most efficient of the 
ADC technologies in terms of speed, being limited only in comparator and gate propagation delays. Re!" 
http://www.allaboutcircuits.com 

4 Acqiris web site: http://www.acqiris.com 
sThe system was installed only for 3 months during the 2002-2003 Crab season. 
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Figure 5.3: Sample FADC trace for a typical Cherenkov air shower event near t = 90 ns. 
The dashed Hne indicates the pedestal value and the dotted line indicates the value of the 
nominal discriminator threshold. A fluctuation in the night sky background near t = 0 ns 
was large enough to trigger the discriminator. 
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Figure 5.4: Interface module used to link the analog signals, the GPS time code generator 
signal, and the external trigger signal with the National Instrument digitizing card in the 
PC. 

The analog signaIs from the three PMTs bypassed the standard high-passfilter mod­

ules and the lOOX amplifiers; instead, the signaIs were filtered using custom-made band­

pass filters (l'V 0.01 - 103 Hz). Figure 5.4 shows a picture ofthe interface module with 

three band-pass filters connected to the inputs. The interface module was used to connect 

the special acquisition card in the PC with the three signal cables, the GPS time code 

generator signal (more on this below), and the external trigger signal. The band-pass 

filter circuit was designed to remove high frequencies (mostly radio interferences) and 

AC-coupled the signal to prevent slow baseline drifts. Figure 5.5 shows a diagram of the 

passive circuit; this combination of resistors and capacitors lets the frequencies of inter­

est (1'V30 Hz and higher harmonies) pass through the circuit with little attenuation. The 

signaIs coming out of the interface modules were digitized using a National Instruments 

PCI card (NI 6034E). This partieular card samples and logs data to disk at up to 200 

kSamples/s with 16-bit resolution; a sampling rate of 10 kSamples/s was chosen for this 

project. The precision and stability of the sampling frequency were measured using the 
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Figure 5.5: Diagram of the band-pass filter circuit used by the optical pulsar system. The 
first stage (RI/Cl) is a low pass filter with a -3dB point at ~ 1.6 kHz. The second stage 
(R2/C2) is a high pass filter with a -3dB point at ~ 0.2 Hz 

1 kHz high precision time code generator (IRIG B) signal produced by the Datum bc637 

GPS c1ock. The time code signal was sampled at 10 kSamples/s and the recorded trace 

was folded at frequencies in the range (1000 ± 8) Hz. The pulse profile with the large st X2 

in this frequency range corresponded to the effective sampling frequency of the digitizer. 

We found that the effective sampling frequency was 9999.986 Hz and we could not detect 

any drift in that value over many hours of data acquisition (in fact this value was constant 

for the entire optical data set). The Data Acquisition (DAQ) code was based on the Linux 

open-source COMEDI6 driver which supports a wide a range of data acquisiltion cards 

produced by different manufacturers. 

6http://www.comedi .org 



Chapter 6 

Calibration of STACEE electronics 

The calibration process consists of measuring and adjusting the parameters which deter­

mine how the electronic modules respond to different input signaIs. Sorne modules are 

easily calibrated, while others require more attention or need to be regularly monitored. 

For example, the FADC digitizers feature on-board calibrated DC levels and the calibra­

tion procedure takes only a few minutes. The PMT gains, on the other hand, are more 

difficult to calibrate and tend to drift with time, which calls for regular monitoring. 

In this chapter, we review the calibration procedures which are unique to STACEE. 

These procedures make use of a special laser system (see figure 6.1) which is used to 

monitor the evolution of the detector's response [68,69]. A nitrogen laser generates short 

duration pulses (f"V 4 ns at half height) which simultaneously illuminate the 64 PMTs. 

The intensity of the pulses can be adjusted using neutral density filters and is monitored 

by photodiodes. This laser calibration system is used to measure the PMT gains, fine-tune 

the timing residuals, and measure the timing resolution. 

6.1 Calibration and monitoring of the PMT gains 

Unlike space-based detectors, STACEE cannot be calibrated with a beam of ,-rays pro­

duced by a partic1e accelerator. Instead, STACEE has to rely extensively on detaHed 

Monte Carlo simulations. Of all the parameters in the Monte Carlo, the PMT gains are 

probably the ones which most strongly influence the predicted performance of the de­

tector. For example, the PMT gains have a direct influence on the energy scale of re­

constructed showers; when the gains are underestimated, the reconstructed energies are 

overestimated, and vice versa. It is crucial to measure the value of the PMT gains and to 

monitor their evolution, as they are known to decrease with time. Two techniques were 

used to measure the absolute and relative gains. 

56 
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Figure 6.1: Schematic diagram of the laser calibration system. The nitrogen laser gener­
ates short duration pulses (~ 4 ns) of ultraviolet light (337 nm) which are converted to 
blue light (420 nm) by a stilbene dye module. A beam splitter diverts a fraction of the 
light to a photodiode which triggers the readout of the electronics. The remainiltlg fraction 
goes through a set of neutral density filters before being routed to monitor photodiodes 
and the cameras on the 220 and 260 levels. From [69] 

6.1.1 FADC Gain Inference Technique, a.k.a. FGIT 

The absolute gains are determined by measuring the charge of a single photoelectron 

pulse [53]. In order to get a small number of photoelectrons with each laser pulse, the 

intensity of the laser is attenuated to a point where only ~ 1/3 of laser shots produce 

one or more photoelectrons for a particular PMT. In addition, a special lens cap is used 

to coyer the front face of the DTIRC, such that only the light from the laser can reach the 

photocathode. Figure 6.2 shows a sample FADC trace for a single photoelectron pulse. 

The number of photoelectrons produced by a single laser shot is determined by Poisson 

statistics. The probability of getting r photoe1ectrons is given by: 

are-a 
P(r) = -,-, 

r. 
(6.1) 

where a is the mean number of photoelectrons produced by the PMT for a single laser 

pulse. Once the value of a is known, one can easily predict the relative number of events 

with 0, 1, 2, ... , photoelectrons. The technique used to determine the valut~ of a and 

calculate the charge of a single photoelectron is the following: 

• For each laser shot, we calculate the total charge in the background :and signal 

regions (see figure 6.2) by integrating the signal over the width of the region. 

• After processing hundreds of events, we obtain distributions of pulse charges simi­

lar to the ones shown in figure 6.3. 

• The background histogram is fitted with a Gaussian distribution and the parameters 
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Figure 6.2: Sample FADe trace for a single photoelectron pulse. The shaded area on 
the left side corresponds to the background region. The shaded area which overlaps with 
the photoelectron pulse is the signal region (same width as the background region). The 
sinusoidal signal is produced by RF interference. 
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ofthe fit (Ab, M, a)l are used to calculate Ct. By construction, the background region 

does not receive any light from the laser and the average charge should essentiaUy 

be 0 pC. The mean and width of the background distribution should be equal to 

the mean and width of the signal distribution when 0 photoelectrons are produced; 

the only difference between the two distributions being the normalization constants 

(Ab, As). The ratio of these normalization constants is equal to the probability of 

getting (r = 0) photoelectrons, namely: 

(6.2) 

• The charge of an average photoelectron pulse is obtained by fitting the distribution 

of pulse charges from the signal region with four separate Gaussian distributions, 

each corresponding to events with a different number ofphotoelectrons (0, 1,2, and 

3 photoelectrons2). Using the value of Ct and Poisson statistics, we can calculate the 

expected number of events with 1, 2, and 3 photoelectrons, which constrains the 

normalization factors of these distributions. In addition, the mean of each distribu­

tion is an integer multiple of the average charge of the single photoelectron pulse. 

This imposes serious constraints on the fit and the only free parameters ar,e the mean 

and variance of the charge of a single photoelectron. 

The total gain of the electronics - which includes the PMT gain, the gain of the 

amplifiers (rv 98), and the attenuation caused by the cables (rv 12%) - is given by the 

ratio of the average photoelectron charge to the charge of the electron (1.6 >< 10-190). 

For the example shown in figure 6.3, the total gain of the electronics is 1.06 x 107
, which 

corresponds to a PMT gain of rv 1.2 X 105 . The FGIT method is robust but tedious, as 

measuring the gains for aU 64 channels takes hours. For this reason, the FGIT method is 

used to measure the absolute gains for a subset of channels in conjunction with another 

method which measures the relative gains of aU channels. 

6.1.2 Monitoring the gains with 0'2/1 method 

As mentioned in the previous section, a different method is used to measure the relative 

PMT gains [67]. Both methods make use of Poisson statistics and FADC trace:s to calcu­

late the gains. This new method is caUed a 2 
/ 1 for reasons which will soon bec:ome clear. 

1 Ab is the normalization constant, fJ- is the mean, and CY is the standard deviation of the Gaussian distri­
bution. 

2The number of events with more than 3 photoelectrons is negligible and we have confirmed that adding 
a fifth Gaussian distribution does not improve the result of the fit. 
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Figure 6.3: Distributions of pulse charges for the background (red markers and solid line) 
and signal (black markers and dashed Hne) regions. The background distribution is fitted 
with a Gaussian distribution, while the signal distribution is fitted with four Gaussian 
distributions whose normalization factors are set by Poisson statistics (see text for details) 
and whose means are separated by the average charge of a single photoelectron. 
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Consider an ideal PMT which produces photoelectron pulses at a rate R. The CUITent 

measured at the base of the PMT is given by 

1= GeR, (6.3) 

where G is the PMT gain and e the electron charge. One could argue that the fluctuations 

of the CUITent ought to be proportional to the square root of the rate R since they are driven 

by Poisson fluctuations in the arrival of photons. Given that the voltage measured by the 

FADC is directly proportional to the cUITent, the RMS of the voltage can be expressed as 

() ex GeVR. (6.4) 

A simple manipulation of the last two equations shows the relationship betwee:n the vari­

ance of the FADC trace (()2), the PMT cUITent, and the PMT gain; namely that 

(6.5) 

Figure 6.4 shows the relationship between ()2 and l for 4 typical channels. The slope 

of the fits is used to compare the relative gains and can be combined with the FGIT results 

to get the absolute gains for aIl channels. With thousands of FADC traces and hundreds 

of CUITent measurements per run, this technique is extremely valuable as it provides gain 

measurements for free, i.e., we get information on the calibration of the deteetor in real 

time. We can easily monitor the evolution of the gains during the season and increase the 

high voltagewhen the gains drop below sorne value. 

6.2 Timing residuals and timing resolution 

As mentioned in section 5.2, the discriminated pulses must be delayed to account for dif­

ferences in the times of flight. Even though the positions of the heliostats and secondary 

miITors were surveyed with great precision (resolution of", 1 cm), the transit time of the 

photoelectrons and discriminated pulses through the cab les and electronic modules vary 

slightly from channel to channel (~ 5 ns). These small variations are caused by differ­

ences in cable length and intrinsic channel-to-channel differences caused by the manu­

facturing processes of the electronic modules (e.g., although the tap delay lillies used by 

the trigger module are separated on average by 1 ns, the actual specifications indicates 

that they can be separated by at least 0.5 ns and at most by 1.5 ns). Even though 5 ns 

appears to be small (if not negligible), this is quite large compared to the shower front 
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Figure 6.4: Plot of variance of FADe sarnples versus currents for four typical channels. 
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Figure 6.5: Timing residuals before (squares) and after (circles) the calibration procedure. 
The error bars represent the RMS values. 

size. Moreover, preliminary Monte Carlo studies indicate that sma11 timing differences 

between ,-ray and hadronic EAS can be used to improve the sensitivity of the detector. 

For this reason, we need to measure the timing differences as precisely as we can and 

account for them when setting the delays. 

The laser system is used to measure these small channel-to-channel timing differences, 

or timing residuals, by simultaneously illuminating the 64 channels with large pulses. 

The arrivaI time of the pulse on each channel is compared to the mean arrivaI time for 

all channels; for an ideal system, these times should a11 be equal. Figure 6.5 shows the 

timing residuals before and after the calibration procedure. These timing residuals need 

to be measured each time an electronics module is replaced. Luckily, the detector is 

relatively stable and we rarely have to replace modules. 

Equally important as the timing residuals, the timing resolution de scribes the accu­

racy with which one can reconstruct the arrivaI time of Cherenkov pulses. Ac:cording to 

simulations, ,-ray events look more spherical than hadronic showers (see figure 1.14) and 

one could hope to differentiate the two types of events by looking at the sphericity of the 

wavefront. For example, the X2 value of a spherical fit to the wavefront could be used as 

a cut parameter. The procedure used to measure the timing resolution after corrections 



6.2. TIMING RESIDUALS AND TIMING RESOLUTION 64 

for amplitude dependent pulse slewing is beyond the scope of this thesis [54], but the 

results are relevant and are summarized in figure 6.6. Except for the lowest background 

level (closed circle), which is never seen in real data (we had to use the lens cap to keep 

the PMT CUITent below lOV,A), the timing resolution clearly depends on the pulse ampli­

tude and background level; the larger the pulse amplitude and the lower the background 

level, the better the timing resolution. The following arguments help understand why this 

should be . 

• Figure 6.7 shows that the leading edge of a large pulse is sharper than for a small 

pulse. Conceptually, an infinitely large pulse would have an infinitely sharp edge, 

and background fluctuations would not change the time at which the pulse crosses 

the discriminator threshold. Conversely, the slope of a pulse just above the dis­

criminator threshold can change significantly under the influence of background 

fluctuations. This explains why the timing resolution degrades for small pulse am­

plitudes . 

• Intuitively, one would also expect the timing resolution to degrade as the back­

ground levels increase, especially for small pulses which are more distorted by the 

background fluctuations. The larger the background level, the higher the probabil­

ity that a random fluctuation would happen just before the pulse and push it above 

threshold, giving the impression of an early hit time. 

Multiple datasets similar to the one shown in figure 6.6 were analyzed and parameterized, 

which allows us to calculate the timing resolution for each pulse above threshold in the 

STACEE datas et. 
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Figure 6.6: Timing resolution of a typical FADe channel as a function of the pulse am­
plitude and the background level. Each data file (represented by a different symbol) was 
taken with a different background level of illumination. The red arrow indicates that as the 
background levels get larger the data points move upward, which signifies a degradation 
of the timing resolution. Error bars not drawn for clarity reasons. Symbols by increasing 
order of background level: ••• ,. + •. 
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Figure 6.7: Comparison of the rise time for small and large pulses. 



Chapter7 

Data reduction package: PAssa 

For eaeh event, the DAQ harvests data from the eleetronie modules and stores the infor­

mation to disk using formats specifie to each module. Although compact, these formats 

need to be decoded before the data can be interpreted. This process can be tedious, as 

sorne modules use arcane formats. A special software tool (p AS S 0) was created to de­

code the raw data and present the user with a calibrated data product. PAS S 0 calculates 

relevant quantities such as the totaI charge collected by each channel, the arrivai time of 

the Cherenkov photons on the heliostats, the reconstructed direction of the wavefront, etc. 

Although the details of the procedures used to caIculate these quantities are beyond the 

scope of this thesis, we highlight sorne important aspects of event analysis in the next sec­

tion. In the last section, we review in greater detail the most crucial procedure in PAS S 0: 

the correction of the field brightness, aIso known as padding. 

7.1 Event analysis 

In this section we review the analysis procedures used by PAS SOto extract meaningful 

information from the data. STACEE data files are made of two types of events: the 

environmental events, which are read out twice per second and contain infOImation on 

the PMT currents and rates; and the triggered events, which are produced by EAS. The 

environmental events are used exc1usively to determine the (j2 /1 ratios and monitor the 

stability of the PMT gains (see section 6.1.2). The analysis of triggered events can be 

done solely by decoding the information contained in the FADC traces. Figure 7.1 shows 

a typieal FADC trace with severaI annotations which highlight important aspects of the 

analysis. The following list is a step-by-step guide which explains how the events are 

analyzed. 
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Figure 7.1: Sample FADe trace for a triggered event. Horizontal dashed line: pedestal 
value which is ca1culated on a event-by-event basis. Horizontal dotted line:: nominal 
discriminator threshold. Vertical dashed line: time at which the pulse crossc:!d the dis­
criminator threshold. Vertical solid line: position where the pulse should have crossed 
the discriminator threshold for a spherical wavefront originating at the heliostat canting 
point. Shaded area: 16-ns window starting 6 ns before the expected arrivaI time which 
defines the region where the integrated charge is ca1culated. 



7.2. FIELD BRIGHTNESS CORRECTION 69 

1. The FADC traces with their respective pedestals and RMS values are decoded and 

converted to m V using the calibration parameters. Even though the signaIs from the 

PMTs are AC coupled, night sky background fluctuations on timescales of order 1 

MS can shift the baseline of the FADC traces up or down by a few m V. As mentioned 

in section 5.3, the pedestals and RMS values are calculated for each event and a11 

the physical quantities extracted from the FADC traces are calculated with respect 

to the pedestal values. 

2. The FADC traces are padded to equalize the field brightness of the ON/OFF runs. 

This process is discussed in detail in the next section. 

3. The FADC traces are discriminated at a threshold 10 mV larger than the nominal 

discriminator thresholds; e.g., for a typical nominal threshold of -140 m V, the anal­

ysis is done at -150 mV. A hit is produced each time the amplitude of the trace 

drops below the discriminator threshold. The position of the hit, or its arrivaI time, 

is calculated with respect to the beginning of the trace. 

4. Using the programmed delays we calculate the position in the FADC traces where 

a spherical wavefront originating at the heliostat canting point would arrive. This 

position is referred to as the dead reckoned position. 

5. We define a 16-ns wide intime window (not shown in figure 7.1) symmetrica11y 

centered on the dead reckoned position. The hits within this window (±8 ns) are 

considered to be intime and their properties are used during the subsequent recon­

struction of the wavefront; the hits falling outside this window are discarded for the 

rest of the analysis. 

6. For each of the 64 channels, we calculate the arrivaI time of the Cherenkov light on 

the corresponding heliostats. These arrival times are then used to reconstruct the 

direction of the EAS assuming a spherical wavefront. 

7. Fina11y, the total charge deposited on each channel is calculated by integrating the 

signal over a 16-ns window which starts 6 ns before the expected arrivaI time. 

7.2 Field brightness correction 

During the 2000-2001 season, we observed Markarian 421, a famous BL Lac AGN orig­

ina11y detected at TeV energies by the Whipple group in 1992 [124]. We quickly realized 
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that the PMT currents were larger in the direction of Markarian 421 than in the corre­

sponding OFF fields. The excess in the currents was coming from the bright star HD 

95934 (magnitude 6.16 in the B band), which is within a few arcminutes of Markarian 

421, weIl within the STACEE field of view. Sorne of the extra photons coming from the 

star arrive at the same time as sub-threshold events and therefore promote them and create 

a fake signal. This promotion effect was studied by observing a star (HIP 80460) with a 

magnitude and dec1ination comparable to HD 95934 [20]. We discovered that for a raw 

excess rate of rv 7 events per minute on Markarian 421, rv 2 events per minute resulted 

from the promotion effect. 

A systematic study of event promotion was undertaken in 2003. Three sitars of dif­

ferent magnitudes (HIP 89279, 21 Corn, and i CrB) were observed using the standard 

ON/OFF procedure. Notice that none of the ON and OFF fields contain any source of "(­

rays; the triggered events are purely hadronic in nature. Figure 7.2 shows the rdationship 

between the average excess event rate and the characteristic CUITent difference between 

the ON and OFF fields. As the plot suggests, if we could equalize the currents (or the 

FADC variances as indicated in section 6.1.2) of the ON and OFF fields we would cancel 

out the promotion effect. As the excess event rate varies from ron to mn due to differences 

in the sky conditions, one would like to account for event promotion on a ron-by-mn ba­

sis. The driving motivation of this study was to find the optimal method to equalize the 

field brightness of the ON and OFF fields. 

A simple way to correct the field brightness would be to add the background noise 

(which we automatically get from the early part of the trace that does not contain Cherenkov 

light) from the ON mn to the OFF mn, and vice versa. Mathematically, this can be written 

as: 
2 2 2 2 

CYON + CYNoise(OFF) = CYOFF + CYNoise(ON)· (7.1) 

The only drawback to this method is that it requires raising the analysis threshold of 

the detector by an excessively large value. A better way to equalize the field brightness 

would be to add noise only to the dimmest of the two fields to get its variance to match 

the variance of the brightess field. For a source where the ON field is brighter than the 

OFF field, the previous equation becomes: 

(7.2) 

This correction procedure is applied on a channel-by-channel basis since the field of view 

of each channel is sligthly different. Given that the differences in field brightness differ 

from source to source and span a considerable range, we built a library of noise traces with 
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Figure 7.2: Excess event rate as a function of the characteristic current difference for 
ON/OFF observations of stars. Solid line: linear fit to the data. Dashed lines: ±la error 
on the slope. 
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Figure 7.3: Excess event rate as a function of the analysis threshold for padded data for 
the star i CrB. Solid line: nominal threshold. Dashed line: analysis threshold (nominal + 
10 mV). 

different variances. Using a LED as a source of background light, we recorded thousands 

of FADC traces over a large range of background intensities. 

Given that we can only add noise to the FADC traces during the analysis, we cannot 

recover the events that would have passed the trigger requirements had the additional 

noise been present at the time of the acquisition. For this reason, the analysis threshold has 

to be raised after correcting the field brightness to remove this initial bias. We empirically 

determined that raising the discriminator threshold by 10 m V above the nominal value 

was sufficient to remove any bias in the data. This procedure was tested on star data and 

figure 7.3 shows the excess event rate as a function of the analysis threshold for data taken 

on i CrB, a star with current differences larger than any other STACEE source. The very 

last step of the padding procedure is to reimpose the trigger using the same LTC/GTC 

conditions as the ones used during the acquisition. After discriminating the FADC traces 

(see previous section) we simply count the number of intime hits in each of the 8 c1usters. 

If the number of cIusters with at least LTC hits is equal or greater than GTC, the event is 

considered valid, otherwise the event is rejected. 



Chapter 8 

Pulsar timing tools 

In October of 1632, Galileo Galilei (1564-1642) received the visit of the Inquisitor ofFlo­

rence, Italy, who summoned him to appear before the Inquisition in Rome. Ac:cording to 

the Catholic Church, Galileo was guilty of heresy for his views on the Copernic an theory. 

In his book titled "Dialogue Concerning the Two Chief World Systems", Galileo argued 

in favor of the Copernican idea and ridiculed the Catholic Church's position. Galileo was 

eventually sentenced to house arrest for life l ... 

Thanks to Copernicus and in spite of the persecution demonstrated in the case of 

Galilei, we've known for almost 400 years that the Earth is not a unique cellltrai body, 

but one of the bodies orbiting the Sun. The distance of the Earth to celestial objects is 

constantly changing and being modulated by our motion around the Sun. Pulses emitted 

from a pulsar will reach the Earth after the Sun when the Earth is farthest from the pulsar; 

six months later, the pulses will reach the Earth before the Sun. The only way to study 

pulsars over long periods of time (longer than a few minutes) is to take into account the 

position of the Earth with respect to the center of the solar system. The idleas of the 

Copernican revolution become essential in analysing pulsar data! 

8.1 Epoch folding and barycentering 

When searching for periodicities in time series data, a large variety of methods with differ­

ent statistical properties is available. For low to moderate signal-to-noise ratios, the epoch 

folding method is often used to search for coherent signaIs. This method is particularly 

well suited for unevenly sampled data, which is the case for STACEE. 

As mentioned at the beginning of this chapter, the motion of the Earth around the Sun 

creates a Doppler-like shift which needs to be accounted for. This correction is known 

lSee "The Galileo Project" at http://galileo.rice.eduformoredetailsonGalileo'slife. 
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as barycentering and consists in converting the arrivaI time of photons on Earth to arrivaI 

times at the solar system barycenter2 . This is a standard procedure in astronomy and is 

described in detail in [18]. The implementation of the barycentering procedure was done 

using the JPL Planetary and Lunar Ephemeris DE200 package [108]. 

Each month, the period, period derivative, and phase of the Crab Pulsar are determined 

with extreme accuracy from radio observations using the 10drell Bank radio telescope 

[100]. Using the monthly ephemerides, we can easily calculate the phase of each time­

stamped STACEE event and build the pulse profile. 

8.2 Validation of the technique 

The barycentering and epoch folding techniques were thoroughly tested using data from 

two different telescopes: the CELESTE "(-ray telescope [42], and the Arecibo radio tele­

scope. 

David Smith and Denis Dumora of the CELESTE collaboration graciously offered a 

subset of their optical data obtained on the Crab Pulsar. The observations of the Crab 

Pulsar in the optical regime were done to confirm the validity of their barycentering code. 

The data was sampled at 2 kHz for a duration of '" 17 minutes and their pulse profile is 

shown in Figure 8.1. As expected, the main pulse and interpulse are aligned at phase 0 

and 0.4 respectively (see Figure 10.9 for comparison with the Hubble Space Telescope 

pulse profile). The STACEE barycentering and epoch folding programs we:re applied 

to the same data and the resulting pulse profile is shown in Figure 8.2. The STACEE 

and CELESTE pulse profiles are identical, which constitutes the first evidenœ that our 

barycentering and epoch folding programs are working. 

Thanks to 1ason Hessels and Scott Ransom of the pulsar group at Mc Gill University, 

we were also able to test our analysis code on two radio pulsars: PSR 12021+3651 [131, 

132,77] and PSR 1639+36 [97]. PSR 12021+3651 is a young and energetk Vela-like 

pulsar coincident with the EGRET "(-ray source GeV 2020+3658 with a spin period of '" 

104 ms. The data were obtained using the Wideband Arecibo Pulsar Processor (WAPP) 

at 1.4 GHz with 100 MHz ofbandwidth. Figure 8.3 shows the pulse profile produced by 

our analysis programs. This profile is consistent with the pulse profiles reported in [131], 

providing a second confirmation that our analysis procedure is working. 

The last of the three pulsars was PSR 1639+36, a rapidly rotating 10-ms pulsar in the 

globular cluster M13 (NGC 6205), originally discovered by Kulkarni et al. [97]. Recent 

2The barycenter is the center of mass of two or more bodies which are orbiting each oth,:r, and is the 
point around which both of them orbit. 



8.2. VALIDATION OF THE TECHNIQUE 75 

Celeste Optical Crab phasogram2 
Ç!x1 .... (i9 ........ __________________ --l Nent= 419~l310 

o 

Mean = 1 
RMS = 0.5'773 

2 

Figure 8.1: Pulse profile of the Crab Pulsar in the optical regime as measured by the 
CELESTE collaboration. Two complete pulse periods are shown for clarity. 
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Figure 8.2: Pulse profile of the Crab Pulsar using the STACEE barycentering and epoch 
folding programs on CELESTE data. 
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Figure 8.3: Pulse profile of pulsar PSR 12021+3651 using the STACEE analysis pro­
grams. This pulse profile is consistent with the pulse profile reported in [131]. 
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data were obtained by Jason Hessels using the WAPP on Arecibo at 1.175 GHz. Figure 

8.4 shows the pulse profile as calculated using STACEE's barycentering cod,e. The top 

plot shows the narrow double-peak pulse which c1early stands out above the background 

noise. This pulse profile is identical to the pulse profile ca1culated by Jason Hessels3. 

The lower plot shows the pulse profile as a function of time (the duration of the run was 

3.8 ks). For rapidly rotating pulsars like PSR 1639+36, the pulse would rapidly get out 

of phase if the barycentering code was not working propedy. As an example" figure 8.5 

shows what happens to the pulse profile when the barycentering correction is not applied. 

Even though the signal-to-noise ratio of this pulsar is large, if one assumes that the earth 

is not moving with respect to the barycenter it becomes impossible to detect this pulsar 

after a few minutes. The lower plot c1early shows that the phase of the pulse rapidly drifts 

off. By counting the number of wraps one can estimate the total delay of the pulse over 

the observation period. Given that the number of wraps is rv 14, and the pulsar's period 

is 10 ms, this corresponds to a time delay of only 140 ms over more than one hour of 

observation! 

The analysis of these three pulsars confirms without any doubt the validity of our 

barycentering and epoch folding code. This provides another demonstration that Coper­

nicus was indeed correct! 

3Personal communication. 
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Figure 8.4: The top plot shows the average pulse profile for PSR 1639+36 afte:r barycen­
tering. The lower plot shows the pulse profile versus time as a fraction of the duration of 
the run (3.8 ks). 
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Figure 8.5: Pulse profile for pulsar PSR 1639+36 without the barycentering !Correction. 
The top plot shows the average pulse profile and the lower plot shows the pulse profile 
versus time as a fraction of the duration of the run (3.8 ks). 



Chapter 9 

Data quality cuts 

After much development, the STACEE telescope reached a relatively stable configuration 

with the addition of the FADC system. Although different pointing schemes were used, 

the trigger configuration remained the same for the last two seasons. In addi1tion, much 

progress was made in detecting and fixing problems early on, minimizing the amount of 

data corrupted by hardware and software failures. Unfortunately, external factors, such 

as the weather and other atmospheric perturbations, had a direct impact on the quality of 

the data. Special quality cuts were used to remove corrupted sections from the analysis. 

These cuts were grouped into two categories: detector malfunctions and atmospheric 

instabilities. 

9.1 Detector malfunction cuts 

A sophisticated online monitoring system was used to keep the heliostat and DAQ oper­

ators informed about the state of the detector. For example, if one of the FADC crates 

failed, a visual display would indicate that something went wrong with the FADC system. 

Within seconds, the DAQ operator could respond to the alert and take the appropriate 

measures to rectify the problem. The information about the state of the detector was 

recorded to disk, which made it possible for offline programs to automatically eut out bad 

sections from the data. A list of standard cuts is given in Table 9.1. 

9.2 Atmospheric instability cuts 

The atmosphere is an integral part of the detector, and as such, it must remaint stable for 

the duration of the acquisition. Unstable conditions can easily bias the data and artificially 
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HELIO cut The positioning of each heliostat is controlled by two in­
dependent motors; for 64 heliostats, this represents 128 
possible points of failure. Heliostats with tracking prob­
lems can seriously compromise the quality of the data; not 
only do they decrease the sensitivity of the detector (loss of 
Cherenkov photons), but a change in field brightness (by 
pointing at a different region of the sky) can change the 
cluster rates significantly and pro duce accidentaI triggers. 
The status of each heliostat is recorded every 20 seconds 
and this information is used to apply a tracking cut. If any 
heliostat was more than 2 bits off (!"VO.l degrees) in any di­
rection (azimuth or elevation), the cut program removes this 
20-second section from the analysis. 

STACQ cut The software driver provided with the Acqiris digitizers was 
not designed to support the high trigger rate of STACEE. 
For standard operating systems'(e.g. Linux or Windows), 
the latency to respond to interrupts can be as large as 30 ms, 
which is larger than the smallest event interval for STACEE 
(!"V 20 ms). A customized real time Linux driver was writ­
ten by the STACEE collaboration to support higher trigger 
rates. Driver errors causing missed events or ab normal ter­
mination are infrequent, but occur. Given that the event re­
construction relies almost exclusively on the FADC traces, 
sections with missing events are removed from the analysis. 

HV cut The PMT currents are continuously monitored by an online 
system which can automatically shut down the high voltage 
supply in case of a current surge to preserve the integrity of 
the PMTs. Current surges are usually caused by clouds or 
airplanes passing through the field of view. Sections where 
the high voltage supply was turned off are removed from 
the analysis. 

Table 9.1: List of standard cuts used to remove sections affected by software or hardware 
failures. 
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produce a false signal or cancel a genuine signal. The brightness of the night sky back­

ground and atmospheric attenuation have a direct impact on the individual tube currents, 

which in tum affect the c1uster rates and the global trigger rate. Since STACEE needs data 

from both the ON and OFF fields for background subtraction, the atmospheric conditions 

must remain stable on a time scale longer than the duration of an ON-OFF pair. In the 

following sections, we de scribe methods used to detect unstable atmospheric conditions. 

9.2.1 Clouds and transient disturbances 

Clouds passing through the field of view are the main source of atmospheric instabilities. 

Low altitude clouds not only block the Cherenkov photons produced by EAS, they also 

scatter the light pollution from the Albuquerque metropolitan area into the field of view 

of the telescope. This leads to short time scale variations (seconds to minutes) of the 

PMT currents and cluster rates. Given that the value of the break point in the rate versus 

threshold curve depends on the cluster rates, there is a chance that the break point will 

move above the operating point - which is only a few m V s higher than the breakpoint -

and pro duce accidentaI triggers which might not be removed during the offline analysis. 

Luckily, clouds can be easily detected by looking at the time evolution of the cluster rates. 

Figure 9.1 shows the cluster rates (LI rates) for a pair affected by clouds. The cluster 

rates of the OFF run (blue lines) indicate the passage of a big cloud through the field 

of view during the first half of the run and a smaller cloud during the last 200 seconds. 

Sharp spikes in the cluster rates also indicate the passage of airplanes through the field of 

view. The atmospheric conditions were clearly unstable and this pair was cut out from the 

analysis. 

Visual inspection of the cluster rates for the entire data set is sufficient to identify bad 

pairs, or pairs which are partially corrupted by the passage of clouds through 1the field of 

view. Bad pairs are manually cut out from the analysis while partially comlpted pairs 

are sliced using a special program (LI cut program). The LI cut program is used only 

after applying the detector malfunction cuts since heliostat malfunctions can al:so produce 

cluster rate fluctuations. 

9.2.2 Frost and water condensation 

The onset of water condensation (dew formation), or frost formation at lower temper­

atures, on the surface of heliostat facets is an insidious problem for STACEE since it 

cannot be easily detected. The only infallible way to detect it is by inspecting the he­

liostat array at regular intervals during a night of observation, which is rarely possible. 
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Figure 9.1: Effect of c10uds passing through the field of view of STACEE. Unstable c1uster 
rates (L1 rates) indicate changing atmospheric conditions. The red lines corresponds to 
the c1uster rates of the ON run, while the blue Hnes corresponds to the OFF run. This pair 
of runs was manually removed from the analysis chain. 
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The temperature to which air needs to be cooled in order for condensation to begin to 

form is called the dew point temperature. A small weather station installed on the roof 

of the heliostat control room continuously monitors the ambient temperature and the dew 

point temperature. When the difference between these two temperatures drops below 10 

degrees centigrade, there is a good chance of condensation 1. Data taken under these cir­

cums tances are suspicious and generally discarded. Frost, on the other hand, is formed 

by sublimation - water vapor moving directly to solid ice. Frost is formed when the dew 

point is near or below freezing and the temperature of the air falls to within a few degrees 

of the dew point. 

Water condensation and frost formation on the heliostat facets scatter the incident light 

and significantly reduce the collection efficiency. This drop in efficiency is not necessarily 

accompanied by a change in PMT currents or c1uster rates as light from random parts of 

the sky is scattered in the field of view of the telescope. Still, this reduction in collection 

efficiency has a direct impact on the trigger rate of the detector and the DAQ operator 

Can notice a monotonic drop in the L2 rate during the onset of condensation or frost 

formation. Figure 9.2 shows the effect of frost formation on the trigger rate of STACEE 

for the night of January 19,2004. Needless to say, the data taken under these conditions 

were discarded. 

IThis lO-degree temperature difference is empirical, but appears to work reasonably well für STACEE. 
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Figure 9.2: A monotonie deerease of the trigger rate (GTC rate) eaused by the formation 
of frost on the heliostat faeets (the most recent points are on left). The presence of frost 
was eonfirmed by the DAQ operator. 



Chapter 10 

Detector simulation and expected 

performance 

Ground-based experiments like STACEE measure a few simple quantities: the arrivaI 

time and density of photons at each heliostat, and the average event rate (trigger rate). 

Other experiments, sensitive to different parts of the electromagnetic spectrum, use a va­

riety of techniques - hence, they usually measure different quantities - to study the 

same astronomical objects. Our knowledge of the physical processes at play often cornes 

from combining information obtained at different wavelengths. This require:s standard 

measurement units. The quantities measured by STACEE must be converted into ener­

gies (GeV), differential flux (cm- 2s-1GeV-1
) , etc ... The conversion of an excess rate 

into an integral flux requires detailed knowledge about the detector response" Contrary 

to space-based instruments, which can be meticulously calibrated at particle accelerator 

laboratories, the response of STACEE cannot be measured in a controlled environment. 

We have to rely to a great extent on Monte Carlo simulations. 

In this chapter we present the simulation programs used to simulate the response of 

the STACEE detector and sorne cross-checks of the detector performance. The simulation 

chain is made up of three programs: CORS l KA, which generates Extensive Air Showers 

(EAS), sandfield, which propagates the Cherenkov photons through the optical sys­

tem, and elec, which simulates the response of the electronics. 

10.1 The CORSlKA air-shower simulation 

The first step of the simulation process is the production of EAS for various types of 

particles, e.g., protons (P), 4He nuclei, and 'Y-rays. STACEE uses the CORSIKA [74] 

simulation package which was initially developed for the KAS CADE experiment [44]. 

86 
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CORS l KA offers a choice of different interaction models used in particle physics. For high 

energy hadronic interactions (E > 80 GeV), six models are available: DPMJET [128], 

HDPM [28], NEXUS [46], QGSJET [86], SIBYLL [50], and VENUS [154]" STACEE 

operates in the lower region of the energy range covered by these models, where the 

physics is relatively well known and the differences between models is small. We decided 

to use the QGSJET model for high energy hadronic interactions and the GHEISHA [47] 

model for low energy hadronic interactions. Electrons, positrons, and ,-rays are simulated 

by the Electron Gamma Shower code EGS4 [110]. 

CORS IKA tracks partic1es through the atmosphere until they interact with air nuc1ei 

or decay. CORS IKA supports 20 predefined atmospheric profiles as well as two customiz­

able profiles. The predefined profiles are available for four world-wide locations: central 

Europe (measured above Stuttgart), the South pole, Malargüe (Argentina), and the US. 

Seasonal profiles are available for the first three locations, but only the US standard atmo­

sphere is available for the US [150]. At the time the simulations were done, only Linsley's 

parameterization of the US standard atmosphere was available [79]; a new parameteriza­

tion is now available for comparative studies [88]. The atmosphere is an integral part of 

our detector and it is essential to understand the effect of different atmospheric conditions 

on the Cherenkov yield. Monte Carlo studies indicate that seasonal variations at mid­

latitude (primarily due to density profile differences) lead to differences in Cherenkov 

yield of the order of 15-20% [15] - the winter and summer profiles having respectively 

the highest and lowest Cherenkov yields. Given that the Crab season typically starts in late 

October and ends in February - a period where the differences in atmospheric profiles 

are certainly less marked than the differences between the winter and summer profiles -

we estimate the systematic error on the Cherenkov yield to be rv 10% for STACEE. 

A special STACEE output module is used to save the information regarding the Cherenkov 

photons. Wavelength-independent los ses due to mirror reftectivities and quantum efficien­

des are handled within CORSIKA to reduce file size. 

10.2 The sandfield optical simulation 

Simulated Cherenkov photons produced in EAS terminate their course on a horizontal 

plane rv 30 meters above the heliostat array. The cores of these EAS are uniformly scat­

tered on a circular plane perpendicular to the trajectory of the primary partic1e to reftect the 

uniform spatial distribution of real EAS. The radius of the scattering region is adjustable 

and each EAS can be scattered multiple times. By reusing the same EAS we significantly 

reduce the amount of CPU time required by the simulation process. By keeping the num-
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ber of scatters to a small value (typically 5) we avoid introducing correlations in triggered 

events. 

After correcting the wave-vectors of the individual photons for the shift in core landing 

position, sandfield determines which photons interact with the STACEE heliostats. 

Individual heliostats are modeled as 25 square parabolic facets. The alignme:nt of each 

facet is given a small random jitter to reflect imperfections in the real heliostats [84]. 

sandfield also applies a wavelength-dependent cut to reproduce the reflectivity of the 

heliostats (see figure 4.9). 

Photons reflected by the heliostats are then ray-traced to the secondary mirrors. Sorne 

of these photons hit the camera box, which is a significant source of occultation for sorne 

channels. sandfield then calculates where the remaining photons intersect the plane 

of the secondary mirrors, which are modeled as spherical mirrors with a diameter of 1.9 

meters on the 260 level, or 1.1 meters on the 220 level. Figure 10.1 shows the distribution 

of photons in the plane of the North secondary mirror for 3 channels located at different 

distances from the tower. The width of the light distribution scales with the distance from 

the tower. The occultation from the camera box is more important for heliostats closer to 

the tower, with the exception of the south camera channels which use a different camera 

design and are not affected by occultation. 

Before reflecting the photons into the PMTs, s andf i e l d applies another wavelength­

dependent cut to reproduce the reflectivities of the secondary mirrors and the quantum 

efficiencies of the PMTs. Sorne of the reflected photons enter the DTIRCs, at which point 

a lookup table is used to determine those which get converted into photoelectrons. A list 

of photoelectrons with their arrivaI times at the DTIRCs is finally written out to disk for 

input into elec. 

10.3 The elec electronics simulation 

The simulation of the STACEE electronics response is the most complex part of the simu­

lation process. After reading the list of photoelectrons produced by s andf i e l d, el e c 

filters out events which don't have a chance to trigger the detector. Since we scatter the 

EAS over large areas, many of these events have a very small number of photoelectrons. 

If the total number of photoelectrons produced on all channels is not sufficient to trigger 

a single PMT, the event is thrown away. This rem oves a significant fraction of events and 

saves a significant amount of CPU time. Analog waveforms are built for the remaining 

events which are likely to trigger the detector. The signal part of the trace is built using 

the list of photoelectrons produced by sandfield. Each photoelectron produces an 
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Figure 10.1: Distribution of photons in the plane of the North secondary mirror for 3 dif­
ferent channels (32-39-45). The source of photons was located at the Crab transit point 
(Az = 180°, El = 77.1°). The angular size of the source was 0.5°, which is approximately 
the same size as a typical EAS. The red circ1es indicate the size of the secondary mir­
ror and the black circ1es indicate the area seen by each channel after accounting for the 
opening angle of different DTIRC sizes. 
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Figure 10.2: Left: Real trace from a typical channel. Right: Trace generated by elec. 

electron cascade in the photomultiplier tube which produces a photoelectron pulse with 

charge Ge, where G is the gain of the photomultiplier tube. The pulse shape is given by: 

f(t) = A(at)1.5 exp[-(O.lat?J, (10.1) 

where A is a scaling factor defined by the photomultiplier gains, and a is an empirical 

factor used to vary the pulse shape. The photoelectron pulses are added together to form 

the signal trace. The background trace, which corresponds to the contribution of the night 

sky background, is built by converting the currents into expected rates for each channel. 

RF noise can also be added to the background trace if desired. el e c then combines 

the signal and background traces. Figure 10.2 shows a typical trace generated by elec 

together with a real trace. 

The traces are then discriminated and a detailed simulation of the trigger system 

checks if the event satisfies the trigger conditions. If the event triggers the detector, el e c 

saves the information about the event using the same format as real data produced by the 

DAQ. 
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Hour Angle (HA) Azimuth (degrees) Elevation (degrees) 
-3 96.0 48.8 
-2 108.3 60.8 
-1 130.6 71.6 
0 180.0 77.1 

+1 229.4 71.6 
+2 251.7 60.8 
+3 264.0 48.8 

Table 10.1: Hour angle, azimuth, and elevation of the arrivaI directions for air showers 
simulated with CORSIKA. A complete set of showers (p, 4He,,) was simulated for each 
point. 

10.4 Simulation parameters 

The first stage of the simulation process is the generation of hadronic and ,-ray showers 

using the CORSIKA package as explained in section 10.1. Complete sets of EAS were 

generated for a number of points along the trajectory of the Crab. These points were 

equally spaced in hour angle (HA); the azimuth and elevation of each point is given in 

Table 10.1. 

In the case of hadronic showers, only p and 4He nuc1ei were simulated; heavier nu­

dei account for a negligible fraction of the trigger rate. The incoming directions were 

scattered uniformly in solid angle to reproduce the isotropic nature of cosmic rays. The 

angular radius was 2.50
, which was large enough to extend to the region where the proba­

bility of an event triggering the detector becomes negligible. The primary energy spectra 

for p and 4He were obtained from recent experimental data [82]. Figure 10.3 shows the 

differential energy spectra of hadronic co smic rays. A power-Iaw fit gives the spectral 

index and absolute normalization for each flavor of co smic rays. The spectral indices for 

p and 4He nuc1ei were -2.71 and -2.65 respectively. 

Similarly, ,-ray EAS were generated at dis crete energies and for a power-Iaw spec­

trum (Œ = -2.4). Showers generated at discrete energies were used to calculate the 

response of the detector and showers generated on a power-Iaw spectrum w(~re used to 

investigate possible, / hadron cuts. 

As mentioned on section 10.2, the cores ofEAS were scattered on a disk perpendicular 

to the arrivaI direction of the primary partic1es. Since partic1es generated in hadronic EAS 

usually have larger transverse momentum PT than partic1es in ,-ray EAS, the size of the 

light pool on the ground is larger (but less uniform) and hadronic events can trigger the 

detector at greater distances from the center of the array. For this reason, we used a 
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Figure 10.3: DifferentiaI energy spectra for p and 4He co smic rays. The dash~d red line 
is the fit used for aH the simulations of hadronic showers in CORSIKA. This line is a 
power-Iaw fit and the spectral index for p and 4He nuc1ei is -2.71 and -2.65 respectively. 
The fit also gives the absolute normalization of the differential spectra used to predict the 
trigger rate of the detector. 
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scattering radius of 400 meters for hadrons and 200-250 meters for ')'-rays. Figure 10.4 

shows the distributions of core positions for simulated ')'-rays and protons. Two different 

canting schemes were used for the simulations: monocanting and paracanting. The former 

scheme was the standard configuration for the data taken during the 2002-2003 season and 

the latter was used during the 2003-2004 season. 

As mentioned in Section 10.3, the amplitude of the photoelectron pulses depends on 

the PMT gains. The gains were ca1culated directly from the data - using the (j2 / 1 method 

presented in Section 6.1.2 - and we used an average value for all 64 channels. The PMT 

currents depend very much on the position of the source in the sky. The currents are 

generally lower when the source rises in the east and get larger when the source sets over 

Albuquerque (main source of light pollution). We calculated the average currents from 

the data for each channel at the hour angle positions where we generated the simulations. 

Other free parameters in elec; e.g., attenuation factor along the cables, amplifier gains, 

discriminator pulse width, etc., were set to values measured at the site. 

10.5 Effective areas and energy thresholds 

Using the simulation parameters mentioned above we ran complete sets of simulations 

for different points along the trajectory of the Crab. We used dis crete ')'-ray ene:rgies from 

30 Ge V to 10 Te V and ca1culated the trigger probability at each energy bin. The effective 

area as a function of energy and hour angle (HA) is given by 

(10.2) 

where Rscatter is the scattering radius as explained in section 10.2 (typically 200 - 250 

meters) and P(E, HA) is the probability for an event to trigger the detector (the ratio of 

the number of triggered events to the number of simulated events). Figure 10.5 shows the 

results of a simulation for monocanted heliostats using a wide mode trigger configuration 

and a 150 m V discriminator threshold. This particular configuration was used for a subset 

of the data taken during the 2002-2003 season. 

Effective area curves for different detector configurations show a nurnber of generic 

features. The sensitivity of the detector to 10w energy ')'-rays depends strongly on the 

source position. As the source moves away from its transit point to lower elevation, the 

effective area drops quickly, especially below fV 200 Ge V. At lower elevations, a larger 

fraction of Cherenkov photons are scattered and absorbed in the atmosphere - due to 

the greater path length for interactions. Angular projection effects increase the size of the 
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Figure 10.4: Distribution of core positions for simulated "Y-rays and protons. The left 
column shows the distributions for aU the events in the simulation. The right column 
shows the distributions for events that triggered the detector. 
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Figure 10.5: Effective area curves of the detector for different positions alolilg the tra­
jectory of the Crab. The configuration of detector for this simulation was: monocanted 
heliostats, wide mode trigger, 150 mV discriminator threshold. The Hnes join the points 
and are meant to guide the eye only. 
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Figure 10.6: Effect of the analysis procedure on the effective areas. The data produced by 
the simulation was padded to equalize the field brightnesses. The analysis threshold was 
raised by 10 m V, and a tighter trigger was reimposed. 

light pool on the ground, but decrease the density of photons. For low energy 1'-rays the 

density becomes insufficient to trigger the detector. This emphasizes the importance of 

acquiring as much data as possible when the source is close to transit. Above I"'.J 500 Ge V 

the opposite effect is seen; the lower the elevation of the source, the larger the effective 

area. Even though the density of Cherenkov photons is less, it is still above the trigger 

threshold and the larger light pool compensates for the loss in density; hence the net effect 

is to increase the effective area. 

The effective areas shown in Figure 10.5 correspond to what we would get at the raw 

trigger level, i.e., the events that get written out to disk by the acquisition system. We 

expect the effective areas to be different after the data go through the complete analysis 

chain (see Chapter 7 for more details). Padding the data, raising the analysis threshold, 

and reimposing a tighter trigger window change the trigger probability P(E, HA), espe­

cially at 10w energies. Figure 10.6 shows the effective areas for the same detector con­

figuration after processing the data with the standard analysis programs. The dominant 

effect is.to decrease the effective areas at low energies. 

These effective areas are valid for sources with the same declination (same trajectory 
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on the sky) and field brightness as the Crab. However, the energy threshold and overall 

sensitivity of the detector depend on the energy spectrum of the source. The definition of 

the energy threshold for detectors like STACEE is rather arbitrary. Ideally, the effective 

area of the detector would be a step function 

A (E) = {a if 
eff A if 

E < Ethr 

E 2: Ethr 
(10.3) 

where the energy threshold would be given by Ethr . As shown in Figure 10.6, the effective 

areas do not cutoff sharply and we cannot unambiguously determine the energy threshold. 

Here we follow the convention used in previous STACEE publications [117,21,137]: the 

energy threshold is defined as the energy at which the differential trigger rate reaches a 

maximum. The differential trigger rate is obtained by folding the effective area with the 

source energy spectrum. For the Crab Nebula we use the same spectral index (dN / dE '" 

E-2 .4) that was used for STACEE-32 [117]. 

Figure 10.7 shows the convolution of the effective area curves with an E-2.4 power 

law spectrum. When the source is at transit, the peak rate per unit energy occurs at 

an energy around 140 Ge V although there is sensitivity below 100 Ge V. The expected 

trigger rates are obtained by calculating the area under these curves. Not only does the 

energy threshold increase with hour angle, but the trigger rate drops abruptly. The detector 

sensitivity below 100 GeV is zero for hour angles greater than one hour. 

The overall response of the detector is obtained by weighting the different effective 

areas by the amount of time spent in each configuration. The result of this weighting 

procedure is presented in section 12.1 where we calculate the integral flux for the Crab 

Nebula. 

10.6 Cosmic ray event trigger rate 

Predictions from different parts of the simulation programs can be compared to real data 

and provide cross-checks to give us confidence in the simulation process. In this section, 

we compare the predicted co smic ray event rate with real data. The trigger rate is given 

by 

(10.4) 

where R is the radius used to scatter the core of the EAS in s andf i e l d, n ils the solid 

angle on the sky, P is the probability to trigger the detector, and <1> is the integral flux of 

co smic rays ab ove sorne low energy Eo (the probability to trigger the detector at Eo is 
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Figure 10.7: Differential,-ray trigger rate as a function of energy for an E-2
.4 power law 

spectrum. 

negligible). Table 10.2 shows the predicted trigger rates and real rates measured during 

the 2003-2004 season. The agreement between simulations and real data is good, with the 

predicted trigger rate being slightly lower than the real trigger rate. Given the complexity 

of STACEE, this result gives confidence in the simulation chain. 

10.7 Optical Crab Pulsar simulations 

In the energy range covered by STACEE, the Crab Nebula is the strongest steady source 

of ,-rays. It is the perfect source for calibrating and testing the response ofthe instrument. 

HA p (Hz) 4He (Hz) Total (Hz) Real Rate (Hz) 
0 3.85 ± 0.05 1.81 ± 0.09 5.67 ± 0.10 5.91 ± 0.09 

+1 3.9 ± 0.1 1.70 ± 0.09 5.6 ± 0.1 5.73 ± 0.07 
+2 3.4 ± 0.1 1.43 ± 0.07 4.8 ± 0.1 5.33 ± 0.08 

Table 10.2: Predicted trigger rates compared to real data for different source positions. 
The real rates were calculated by grouping aIl the data from the 2003-2004 season in hour 
angle (HA) bins. 
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As mentioned in Section 2.3, the Crab Pulsar is visible in every region of the electromag­

netic spectrum, from the radio to EGRET energies, but has evaded detection at higher 

energies. Theoretical mode1s predict ')'-ray emission at energies ab ove the EGRET range 

and one of the scientific motivations of STACEE is to search for pulsed emission from 

the Crab Pulsar. Contrary to space-based detectors which detect ')'-rays via the e+ / e­

pair creation process, atmospheric Cherenkov telescopes like STACEE collect Cherenkov 

light produced by air showers. The optical system used by STACEE is sensitive to photons 

with wavelengths between rv 300 nm and rv 700 nm. The large collection area of the he­

liostats can be used to study sources in the optical band. Although the angular resolution 

of the detector is poor, the timing resolution is excellent, which means that the detector 

can be used to study variable sources. The Crab Pulsar is the perfect candidate for such 

studies. Not only is the Crab Pulsar bright in the optical, but we can collect optical and 

Cherenkov data at the same time. Detecting the Crab Pulsar in the optical using the same 

GPS timestamps as Cherenkov events would confirm that the timing and barycentering 

procedure used by STACEE is working as expected. This would also give credence to our 

upper limit if we are unsuccessful in detecting a pulsed ')'-ray signal. A description of the 

special hardware used for this test was presented in Section 5.4; here we present results 

from the simulation of the optics and electronics. 

10.7.1 Optical photons from the Crab Pulsar 

The first step of the simulation process is to create a source of photons with the same 

characteristics as real photons from the Crab Pulsar; it must be a point source with the 

same energy spectrum, timing properties (pulse profile), frequency (approxilmately 30 

Hertz), and flux. The energy spectrum of the Crab Pulsar was measured by several groups 

in the optical and UV bands [122,109,65,139,29,62,51]. We used the spectrum presented 

in [139] because it covers both the UV and optical (see Figure 10.8). The UV data was 

obtained with the Space Telescope Imaging Spectrograph on board the Hubble Space 

Telescope and the optical data are from the Nordic Optical Telescope. The lower spectrum 

in figure 10.8 corresponds to what is seen from the ground - except for the UV part -

and this is what we used for the simulation of the source. The pulse profile was measured 

with the High Speed Photometer on board the Hubble Space Telescope between 400 and 

700 nm [122]. Figure 10.9 shows the pulse profile used for our simulation. Using the 

energy spectrum and pulse profile we generated photons having the same characteristics 

as the Crab Pulsar for a number of points along the trajectory of the Crab. 
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Figure 10.8: Spectrum of the Crab Pulsar in the UV and optical. The lower spectrum 
shows the ftux-calibrated spectrum without dereddening. Starlight passing tlhrough in­
tervening dust c10uds becomes reddened as the blue light is removed. The interstellar 
reddening causes stars to appear redder than their effective temperatures would otherwise 
imply. Fortunately, it is possible to detect this change and correct for it (upper curve) [30]. 
The insert shows a blowup of the dereddened spectrum from 5000 to 7000 Â. Figure taken 
from [139]. 
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Crab Pulsar Optical Pulse Profile 
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Figure 10.9: Pulse profile of the Crab Pulsar in the optical band (400-700 nm). The 
measurement was made using the High Speed Photometer on board the Hubble Space 
Telescope [122]. 
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10.7.2 Optical response 

In this section we study the throughput of the optical system. The procedure is very 

similar to the procedure used for EAS. The optical simulation package sandfield is 

used to generate the photons and propagate them through the optical system. When used 

in this mode, sandfield simulates only individual heliostats and uses a much smaller 

scattering radius (10 meters). We want to caIculate the effective areas of the 3 heliostats 

(channels 64-65-66) used to collect data as a function of the source hour angle (HA). 

The effective area is defined as 

(10.5) 

where Rscatter is the scattering radius and P( HA) is the probability for a photon to produce 

a photoelectron at the photocathode of the PMT. Figure 10.10 shows the results for a 

simulation of a point source of photons located at the Crab transit point (Az= 1800
, El 

= 77.10
). The upper left plot shows the spectrum of simulated photons (grey histogram), 

and the distribution of photons that produced photoelectrons (red histogram). 1he ratio of 

the number of entries in the red histogram to the number of entries in the grey histogram 

gives the probability P(HA). The lower left plot shows the distribution of photons in the 

plane of the secondary mirror. The red circ1e represents the size of the secondary mirror. 

The "void" in the lower left corner of the plot results from occultation by the camera box. 

The lower right plot shows the distribution of photons in· the plane of the DTIRC front 

face. The red circ1e represents the size of the DTIRC aperture. Figure 10.11 shows the 

effective areas of the three heliostats as afunction of the source hour angle. 

10.7.3 Electronics response 

Using the effective areas calculated in the previous section and the optical flux of the 

Crab Pulsar we can calculate the signaIs produced at the base of the PMTs. Before being 

recorded by the DAQ, these signaIs go through different filters used to remove undesirable 

frequencies. Figure 5.5 shows a diagram of the circuit used to process the signais. We 

used GNUCAP [40] to simulate the response of the circuit (see Appendix D for code) 

which is shown in Figure 10.12. The upper left plot confirms that the circuit is a bandpass 

filter; low frequencies below 10-2 Hz and high frequencies above 103 Hz are cut out. 

The lower plots show the real and imaginary Fourier coefficients. We can calculate the 

effect of the filters by convolving the impulse response of the filters with the pulse profile. 

When working in frequency-space, we simply multiply the FFT of the pulse profile with 
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Figure 10.10: Results from the simulation of the optical system for channel 66 (8W3). 
The source of photons was located at the Crab transit point (Az = 180°, El = 77.1°). 
The upper left plot shows the spectrum of simulated photons (grey histogram), and the 
distribution of photons that produced photoelectrons (red histogram). The ratio of the 
number of entries in the red histogram to the number of entries in the grey histogram 
gives the probability P(HA). The upper right plot shows the distribution of lilght on the 
ground (only photons falling within 10 m have been retained). The square at the center 
represents the approximate size of a heliostat. The lower left plot shows the distribution 
of photons in the plane of the secondary mirror. The red circ1e represents the size of the 
secondary mirror. Photons falling outside this circ1e are lost. The void in the lower left 
corner of the plot results from occultation by the camera box. The lower right plot shows 
the distribution of photons in the plane of the DTIRC front face. The red circ1e represents 
the size of the DTIRC aperture. 
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Figure 10.11: Effective areas of the 3 channels used for the optical pulsar search as a 
function of the source hour angle. 
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Figure 10.12: Frequency-domain response of the filter circuit. The upper plots show 
the magnitude and phase components. The lower plots show the real and imaginary 
components. 

the Fourier coefficients of the filters. We then ca1culate the inverse FFT to get the filtered 

pulse profile in the time-domain. Figure 10.13 shows sorne characteristics of the expected 

pulse profile before and after the filters 1. The left plot shows the power spectrum of the 

pulse profile. As expected, the fundamental harmonic of the pulse profile is '" 30 Hz. 

The right plot shows the pulse profiles for two complete periods. The filtered signal is 

AC coupled and the phase is slightly shifted ('" 2%). At this stage of the simulation, the 

signal is background-free; we consider the effects of the night sky background and light 

pollution on the pulse profile in Chapter Il. 

lWe assume that the impedence of the system is the same with or without the filters. This is not the 
case in reaIity, but it makes it easier to visuaIize the effects of the filters on the frequency contl:nt and pulse 
shape. 
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Chapter Il 

Optical data set 

The electronics and data acquisition system for the optical pulsar were insta~led at the 

beginning of December 2002. A total of about 7 hours was obtained on the Crab pulsar 

between December 9,2002 and February 22,2003. A detailed list of the individual data 

runs is presented in Appendix A. 

The large collection area of the heliostats, combined with their large field of view 

(0.6° - 1.0°), is a clear advantage when collecting Cherenkov photons produeed by low 

energy ')'-ray showers. For point sources in the optical band, however, the prospects are 

not nearly as good. The problem lies in the size of the field of view and the lack of any 

imaging capability. For traditional telescopes equipped with multi-pixel cameras, each 

pixel sees a unique region of the field of view. The light from a point source can be 

collected by a single pixel, easily separating the signal of interest from the background 

surrounding it. Conversely, each element (heliostat-pmt) of STACEE is a single pixel; the 

photons from the point source and from the background cannot be differentiated. This 

translates into a poor signal-to-noise ratio for optical observations. Using re:sults from 

the optical simulations presented in Section 10.7 and measured PMT currents, we can 

estimate the signal-to-noise ratio, which is given by: 

SNR = Srate 
VBrate' 

(11.1) 

where Srate is the rate of photoelectrons produced by the source, and Brate is: the back­

ground rate of photoelectrons. The simulations indicate that we should get on average 

t'V 3800 photoelectrons per second from the Crab pulsar, while the background current on 

a typical STACEE channel is t'V 30ILA. Given that the PMT gains for the optical channels 

were decreased by 50% (0.5 x 105 versus 1.0 x 105), a background current of:~ 15ILA is 

expected, which corresponds to 1.9 x 109 photoelectrons per second. This translates into 

108 
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a signal-to-noise ratio of 

SNR = 3800 = 87 x 10-3 . 

V1.9 X 109 
(11.2) 

The background noise dominates the signal and a deep exposure is required to detect 

pulsed emission. The significance of a detection (in units of sigmas) as a function of time 

is given by: 

Significance = SNR * 0. (11.3) 

Based on this equation, a 5-sigma detection is expected in ~ 1 hour. This is valid only 

if the background noise is random, i.e., the background noise is made of transient distur­

bances with a statistically random time distribution. 

Il.1 Properties of the background noise 

The noise present in the data is made of two components: electronic noise, and noise 

inherent to the signal that's being measured - photons from the night sky background 

and local sources of light pollution. The electronic noise should be dominated by AC 

pickup from the power lines at 60 Hz (and higher harmonics). These frequencies could 

be harmful since the harmonics of the Crab pulsar are close to the AC harmonics; hence, 

the electronic noise could interfere directly with the pulsed signal from the Crab pulsar. 

Figure 11.1 shows a sample trace of the electronic noise (the PMT was covered to prevent 

noise from the night sky background) with its frequency content. The trace is rv 200 ms 

long with a peak-to-peak amplitude of rv 300jLV. The power spectrum shows a strong 

peak around 60 Hz and higher harmonics. The effect of the electronic noise on the pulse 

profile can be investigated by folding the trace at the Crab pulsar frequency. Figure Il.2 

shows the resulting pulse profile for 28 minutes of integration time (224 samples). Given 

that the Crab pulsar frequency is rv 30 Hz, it is not surprising to see that the 60 Hz 

AC pickup does not completely cancel out. After folding, the peak-to-peak arnplitude is 

reduced to rv O.4jL V, which is much smaller than the amplitude of the expeeted signal 

from the Crab Pulsar (~ 10jLV). This result indicates that electronic noise is not an 

obstacle to the detection of optical pulsations from the Crab Pulsar. 

Photons from the night sky background and local sources of light pollution constitute 

the dominant sources of background noise. Assuming that the background noise is well­

behaved, i.e., the average intensity is constant in time, we can estimate the amplitude of 

the fluctuations. Using the numbers presented in the previous section, we get rv 2 X 105 

photoelectron pulses per sample (for a sampling rate of 10 kHz), which com~sponds to 
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Figure Il.1: Samp1e trace of electronic noise with its frequency content. The trace is 
rv 200 ms long with a sampling rate of 10kHz. 
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Figure Il.2: Pulse profile of electronic noise after folding 28 minutes of data using the 
Crab Pulsar frequency. 
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Figure Il.3: Sample trace and frequency content of the background noise when the PMTs 
are exposed to the night sky. 

fluctuations of ± rv 450 photoelectron pulses. Converting this number to a CUITent and 

multiplying by the effective impedance of the circuit (rv 50000 Ohms) gives an amplitude 

of::::: 2 m V. Figure Il.3 shows a sample trace of the background noise when the PMTs 

are exposed to the night sky. The modulated sinusoidal signal is very different from the 

random fluctuations that were expected. The main peak in the power spectrum indicates 

that the frequency of the signal is 120 Hz, which corresponds to the frequency of optical 

emission from gas lamps. It is regrettable that these lamps have now become ubiquitous 

around the STACEE site. The peak-to-peak amplitude of the wave is approximately 10 

times larger than the amplitude of the expected fluctuations, and 100 times larger than the 

amplitude of the electronic noise. Figure Il.4 shows the pulse profile of the background 

noise after folding 28 minutes of data at the Crab pulsar frequency. The peak-to-peak 

amplitude of the pulse profile is rv 25fLV, which is very large compared to the expected 

signal from the Crab Pulsar. There are two ways to minimize the effect of the background 

noise on the pulse profile: fold the data for a longer period of time, or use a digital notch­

filter to remove the noise at 120 Hz. 

We devised a simple simulation to investigate the first option. A sinusoidal signal at 

120 Hz was folded at the Crab pulsar frequency and the amplitude of the pulse profile was 
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Figure Il.4: Pulse profile of background noise (including electronic noise) after folding 
28 minutes of data using the Crab Pulsar frequency. The peak-to-peak amplitude is f"V 
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Figure Il.5: Amplitude of the folded pulse profile divided by the amplitude of the original 
sinusoidal signal as a function of time. The sinusoidal signal had a frequency of 120 Hz 
and was folded at the Crab pulsar frequency. 

measured as a function of time. Figure Il.5 shows the ratio of the amplitude of the pulse 

profile to the initial amplitude as a function of total integration time. At first, the ratio 

drops rapidly before reaching a pseudo-asymptotic value. It appears that it would take 

many hours (probably close to 10 hours) to reduce the amplitude of the pulse profile by a 

factor of 104 , which is the required value to reduce the amplitude of the background noise 

from 20 m V to 2 M V. This simulation is a best case scenario and it would probably take 

longer with real data. For this reason we decided to use digital signal processing (DSP) 

to remove the background noise at 120 Hz. 

11.2 Digital filtering 

Digital signal processing is a rich subject with applications in a multitude of disciplines. 

The concepts and theory of DSP are covered in many textbooks (see for example the 

books from Oppenheim [116], Lyons [102], or Lynn [101]) and we invite the reader to 

consult one of these books to get accustomed with the techniques presented in this thesis. 

A digital filter designed to rem ove a specific frequency from a signal is called a notch-
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jUter. There are different ways to design and implement such a filter; we decided to use 

the z-transform to create an infinite impulse response filter (IIR). The output of a IIR filter 

not only depends on past input values, but it also depends on past output values .. We opted 

for a simple design with pairs of complex conjugate zeros and poles. The filter's H(z) 
transfer function is given by: 

(11.4) 

where () is the frequency (in radians) to be rejected, and r is the radius of the z-plane pole 

used to set the width (-3 dB) ofthe notch. The filter's frequency response is given by: 

H(w) = [cos(2w) - 2cos(())cos(w) + 1] + j[sin(2w) - 2cos(())sin(w)] . 
[cos(2w) - 2rcos(())cos(w) + r2 ] + j[sin(2w) - 2rcos(())sin(w)] (11.5) 

Figure Il.6 shows the filter' s response for a sampling rate of 10kHz with a 5 Hz rejection 

band centered at 120 Hz. The gain of the filter is unit y for aH frequencies, except at 120 

Hz, where the signal is completely suppressed. The recursive formula for this type of 

filter is given by: 

y[n] = 2rAy[n - 1]- r2 y[n - 2] + x[n]- 2Ax[n - 1] + x[n - 2], (11.6) 

where x and y correspond to the input and output values of the filter, and A is the cosine 

of the frequency to be cut. This tilter is easy to implement in the time domain and is 

relatively fast. 

11.3 Predicted pulse profile 

In Section 10.7 we calculated the expected pulse profile for the Crab Pulsar in a noise­

free environment. It is instructive to study the effect of the notch-filter on the pulse profile 

before adding background noise. Given that the fourth harmonie of the Crab pulsar is 

almost exactly 120 Hz, we can expect the pulse profile to be significantly affected by 

removing tbis frequency. Figure 11.7 shows the pulse profiles before and aftler filtering 

the signal with a notch-filter at 120 Hz. Indeed, the pulse profile looks quite different after 

removing the fourth harmonic; the main pulse and interpulse are not as sharp, and ripples 

of significant amplitude coyer the entire period of the pulse profile. 

Instead of parameterizing the complex background noise present in the data, we de­

cided to use real data as a source of background noise for the simulation. Sorne of the 
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Figure Il.6: Frequency response of the notch-filter used to remove the background noise 
at 120 Hz. 
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Figure 11.7: Predicted pulse profile for the Crab pulsar before (dash-dot) and after (solid 
line) filtering the signal (no background noise) with a notch-filter at 120 Hz. 
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Figure 11.8: Predicted pulse profile after combining the simulated signal with real back­
ground noise and filtering the resulting trace with a notch-filter at 120 Hz. 

optical data was collected with the heliostats pointing at the Crab OFF field. The field 

brightness (i.e. PMT currents) for the ON and OFF fields are nearly identical, which 

makes the OFF field an ideal source of background noise for the simulation. The expo­

sure time of the simulation was comparable to the total livetime of the real data. Figure 

Il.8 shows the pulse profile after combining the simulated signal with real background 

noise and filtering the resulting trace using a notch-filter at 120 Hz. 

11.4 Analysis results 

The analysis of the optical data is now relatively simple. First, data corrupted by c10udy 

sky conditions were removed from the analysis. Only one run was affected by this prob­

lem; an the other runs were taken under c1ear, stable sky conditions. Another run was 

affected by a bright pulsating light source near the STACEE site and was discarded from 

the analysis. For reasons which are still not c1ear, the third channel ceased functioning 

after a few nights and this channel was exc1uded from the analysis. The signal traces 

from the first 2 channels were combined to reduce the statistical errors. After tHtering the 

signal trace with the notch-filter at 120 Hz, each sample of the trace was barycentered and 
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Figure 11.9: Pulse profile of the Crab pulsar in the optical band. The traces of the first 2 
channels were combined to reduce the statistical errors. The resulting trace was filtered 
using a notch-filter at 120 Hz, and each sample was barycentered (solid line) - or not 
(filled cirdes) - and folded at the Crab pulsar frequency. 

folded at the Crab Pulsar frequency. 

Figure 11.9 shows the final pulse profile for the optical data, with and without the 

barycentering correction. The similarity between the simulated pulse profile and the real 

pulse profile is remarkably good, both in phase and amplitude, providing strong circum­

stantial evidence that STACEE detects pulsed emission from the Crab pulsar in the optical 

band. This result confirms that the GPS dock is accurate and that the barycentering pro­

cedure is working. We can now search with confidence for pulsed emission from the Crab 

pulsar in ')'-ray data. 



Chapter 12 

Gamma-ray data set 

In the energy range covered by STACEE, the 'Y-ray emission from the Crab is e:xpected to 

be dominated by DC emission from the nebula, although pulsed emission from the pulsar 

might also be detected be10w 100 Ge V. The analysis techniques used for DC and pulsed 

emission are different and will be described in the following two sections. 

12.1 Nebula analysis 

Because of the low signal-to-noise and angular resolution of wavefront samplers like 

STACEE, the rate of 'Y-ray events can only be determined by making observations in 

ON-OFF pairs. Each observation of the source is immediately preceded or followed by 

the observation of an OFF field separated in RA by 30 minutes (standard duration of a 

STACEE run), ensuring that the background observation follows the same trajectory in 

azimuth and elevation as the observation of the source. Both parts of the pair are treated 

equally and the same analysis procedure is applied to them. The first step of the procedure 

is to run the data reduction package (PAS S 0) on the data. This is done automatically as 

soon as the data is available. Differences in the ON-OFF field brightness are corrected 

as explained in section 7.2, and a more selective trigger is applied (trigger reimposition). 

The second step is to apply standard quality cuts to the data (see chapter 9). Sections of 

the data that are affected by detector malfunctions or unstable atmospheric conditions are 

removed from the analysis. 

Here we analyze the data from two consecutive seasons, namely the 2002-2003 and 

2003-2004 seasons. We first calculate the excess event rates for each season b(!fore com­

bining the results to provide better statistics for the calculation of the integrated flux. 
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12.1.1 2002-2003 season 

The final version of the detector (64 channels, each equipped with an FADe channel) 

was put in place shortly before the 2002-2003 season, just in time for the Crab season. 

Getting data on the Crab early in the season was critical since we knew we would not 

be able to observe it during the best part of the season. The planet Saturn was going to 

pass in front of the Crab during the December and January campaigns. This rare and 

spectacular event happens only every 30 years. Although the exact time when Saturn 

would pass in front of the Crab was during the night of January 4-5 2003, its brightness 

(magnitude of -0.4) was large enough that its presence in our field of view would damage 

the PMTs. The observing campaign on the Crab was interrupted between December 14, 

2002 and January 27, 2003. For STACEE this event was unfortunate, but other scientists 

had a great opportunity to study Saturn's moon Titan. Using NASA's Challdra X-ray 

Observatory, astronomers were able to use the X-ray shadow cast by Titan to study the 

extent of its atmosphere [105]. 

A total of 49 ON-OFF pairs were taken on the Crab (see Table B.1 for dletailed in­

formation). Out of these 49 pairs, 12 pairs were manually removed because of unstable 

LI rates (see chapter 9), and 3 pairs were affected by frost. This left us with 34 pairs, 

totalling sorne 47231 seconds (13.1 hours) of ON-source observing. The heliostats were 

monocanted and used a canting parameter of 0.08 km-1• Halfway through the season 

the configuration of the trigger system was changed from narrow mode to wide mode; Il 

pairs were taken in narrow mode and 23 pairs in wide mode. Our simulation of the in­

strument response and calculation of the flux from the Crab Nebula take this change into 

account. The trigger requirement was set to LTC/GTC = 5/5 for the entire season and the 

PMT thresholds varied between 140 mV and 170 mV. Table 12.1 shows how much data 

survived each quality cut. The cuts were applied sequentially. It is unfortunate that 16% 

of the data was lost to STACQ cuts since this is the only quality cut that we have complete 

controlover. Three pairs were taken with at least one of the Acqiris crates missing (due to 

a crash), but even after taking these 3 pairs out, the STACQ cut still represents 6%. After 

the HELIO and LI cuts we are left with 27903 seconds (7.8 hours) of ON-source data. 

The quality cuts removed 41 % of the data. 

After correcting for differences in the ON-OFF field brightness and imposing a more 

selective trigger, the observed excess of ON-OFF events was +3.22 sigmas, at an excess 

event rate of 3.5 ± 1.1 min-1 (see Table 12.3). 



Quality Cut 
RAW (No cuts) 
STACQ 
HELIO 
HV 
LI 

Time Remaining (seconds) 
47231.10 
39662.21 
31115.52 
31115.52 
27903.33 
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Fraction Remaining (% of raw) 
100 
84 
66 
66 
59 

Table 12.1: Effect of quality cuts on the livetime of 2002-2003 dataset. The cuts were 
applied in sequential order. See chapter 9 for more details on each cut. 

12.1.2 2003-2004 season 

The configuration of the detector was changed again prior to the start of the Crab season 

for 2003-2004. The canting scheme of the heliostats was changed from monocanting to 

paracanting (see section 4.1) in the expectation of getting better 'Y 1 hadron rejection using 

sophisticated template methods during the offiine analysis [136]. Assumptions about the 

real throughput of the detector are now known to be incorrect and this methodl cannot be 

used without introducing sorne biases in the data. Until we get a better understanding 

of the channel to channel throughput variations we won't be able to take full advantage 

of this promising canting scheme. In the paracanting configuration, 16 heliostats have 

a canting parameter of 0.0, which means that they point at a source at infinity instead 

of pointing at shower max. This reduces their collection efficiency for Cherenkov light, 

which not only reduces the effective area of the detector but also increases the energy 

threshold. 

The early part of the season for 2003-2004 was devoted almost exclusively to the 

BL Lac object 3C66A [26]. The Crab was given second priority and a total of 63 pairs 

was taken during the season. The weather was notoriously uncooperative; we manually 

removed 17 unstable pairs and lost Il pairs to frost. We rejected 3 pairs taken in a different 

canting configuration. This left us with 32 pairs totalling 46349 seconds (12.9 hours). The 

configuration of the trigger was LTC/GTC = 515 for the entire season and the discriminator 

threshold was set to 140 mY. Table 12.2 shows the effect of quality cuts on the livetime. 

STACQ cuts removed 14% of the data, and heliostat malfunctions cost us an additional 

24%. As shown in Table 12.3 the observed excess of ON-OFF events was +2.56 sigmas, 

at an excess event rate of 2.6 ± 1.0 min- l . 



Quality Cut 
RAW (No cuts) 
STACQ 
HELlOandHV 
LI 

Time Remaining (seconds) 
46349.30 
39727.57 
28614.64 
26731.77 
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Fraction Remaining (% of raw) 
100 
86 
62 
58 

Table 12.2: Effect of quality cuts on the livetime of 2003-2004 dataset. The cuts are 
applied in sequential order. 

Year 
2002-2003 
2003-2004 

Total 

tON (s) 
27903.33 
26731.77 
54635.09 

tOFF (s) 
27918.90 
26687.05 
54605.86 

NON 

131596 
106454 
238050 

NOFF a 
130023 3.22 
105101 2.56 
235124 4.07 

Rate (mim-1) 

3.5 ± 1.1 
2.6 ± 1.0 
3.1 ± 0.8 

Table 12.3: Results of the Crab analysis after correcting the ON-OFF field brightness and 
imposing a more selective trigger. For both seasons the integrated livetime for the ON 
and OFF fields is shown, along with the total number of events which passed the cuts, the 
significances and event rate in events per minute. 

12.1.3 Integral Flux Results 

In this section we convert the excess event rate to an integral flux measurement at the 

appropriate energy. The first step of the process is to calculate the overall detector re­

sponse. We demonstrated in Section 10.5 that the response of the detector depends on a 

large number of factors. Each pair was taken under different conditions: different source 

position, different heliostat and trigger configurations. In principle we should extract a 

set of parameter values for the simulation chain and carefully model each pair before 

combining the simulation results to get the overall detector response. However, we don't 

have enough statistics in a given pair to get good estimates for the parameter values. In­

stead, we group pairs taken under similar conditions. We did complete sets of simulations 

(CORSIKA - sandfield- ELEC - PASSO) for each group and combined the results by 

weighing each group by the amount of data acquired in that configuration. 

Figure 12.1 shows the overall response of the detector for 'Y-rays. The upper plot 

shows the effective area of the detector as a function of 'Y-ray energy. The red dots cor­

respond to the detector response at the trigger level, Le., before correcting th~~ ON-OFF 

field brightness and imposing a more selective trigger. The blue squares correspond to the 

detector response after processing the data with the offline analysis software. This is the 

effective area curve that we use for the calculation of the integrated flux. The lower plot 

shows the differential trigger rate for 'Y-rays for a simulated Crab spectrum (ü = -2.4). 
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The energy threshold of the detector (energy where the differential trigger rate is maxi­

mal) at the trigger level was 150 GeV and 185 GeV after processing the data offline. 

The integral flux is defined as the total 1-ray flux above the energy threshold Ethr of 

the detector and can be derived from the differential flux by 

(OO dN 
I(E > Ethr ) = JI' dE dE' 

Ethr 

(12.1) 

As mentioned in Section 10.5 the differential flux is assumed to be a power law spec­

trum of the form 

dN (E )-2.4 
dE = C 100 GeV 

photons cm-2 S-l GeV- 1 , (12.2) 

where e is a normalization constant that we want to calculate. This can be acc.omplished 

by using the total trigger rate of the detector for 1-rays, which is given by 

(12.3) 

Substituting Equation 12.2 for dN / dE and using the effective area curve shown in Figure 

12.1 gives us: 

R-y = 100 

dE e E-2.4 A(E) = 6.29 x 10
ge. (12.4) 

As shown in Table 12.3, the average excess event rate was 0.05 ± 0.01 Hz. Using this 

rate and Equation 12.4 we can solve for e. The differential flux spectrum becomes 

dN ( E ) -2.4 
dE = (8.1 ± 2.0) x 10-

12 
100 GeV photons cm-2 S-l GeV- 1 • (12.5) 

The integral flux is obtained by integrating this differential flux above the energy 

threshold of 185 GeY. This gives us: 

I(E> 185 GeV) = (2.5 ± 0.6) x 10-10 photons cm-2 
S-l. (12.6) 

It should be noted that the error here is only statistical. The systematic error is calculated 

in the next section. 
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Figure 12.1: Overall detector response for "(-rays. The upper plot shows the effective 
area of the detector as a function of "(-ray energy. The red dots correspond to the detector 
response at the trigger level, while the blue squares result from processing the data with 
the offiine analysis software. The lower plot shows the differential trigger rate for "(-rays 
for a simulated Crab spectrum (a = -2.4). 
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12.1.4 Estimating the systematic errors 

The error bars on the effective area and detector response curves shown in figure 12.1 

inc1ude only statistical errors from the air shower simulations. However, a number of 

systematic errors on the measurements of the detector calibration and characterization 

(e.g., reflectivity and transmission curves, phototube gains, etc.) also affect the detector 

throughput, and constitute sources of errors in the energy threshold of the flux measure­

ment. 

We showed in chapter 1 that ')'-ray showers of different energies are very similar in 

all their properties (overall timing profile and lateral distribution of Cherenkov light), 

differing only in the Cherenkov yield on the ground (see also [118,136]). For example, 

a 100 Ge V shower where one-quarter of the photons are randomly thrown away c10sely 

resembles a 75 GeV ')'-ray shower. 

The calorimetric nature of Cherenkov light for ')'-ray showers greatly simplifies the 

systematic error analysis, as errors in the detector throughput change the effective energy 

scale of the experiment. Scott Oser demonstrated that the effective area Aef f (E) is related 

to the nominal effective area via [118]: 

(12.7) 

where (3 is the ratio of the true throughput of the detector to the nominal throughput. 

Systematic uncertainties can be combined and expressed in terms of sorne error on (3 

(3 = 1 ± ~(3, (12.8) 

where ~(3 is the uncertainty in the throughput. For a source with a power law spectrum 

(e.g. the Crab Nebula), the differential trigger rate is proportional to A(E)B-a, which 

becomes 

A(B)E-a ~ A((3E)E-a. (12.9) 

As mentioned previously in section 10.5, the energy threshold (Ethr) of the experiment 

is defined as the energy at which the differential trigger rate reaches a maximum. If we 

define E' = (3E, one must maximize 

(12.10) 

Since ,Ba is simply a constant, the differential trigger rate is maximized at the original 
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energy threshold E' = Ethr-org. Since E' = (3E, it follows that: 

E' E thr-org (A ) Ethr-new = (j = (3 ~ Ethr-org 1 ± u(3 . (12.11) 

This shows that the fractional uncertainty of the spectral energy threshold is equal to ~(3. 

In addition, by replacing A(E) with A((3E) and Ethr with Ethr/ (3 in the caleulation of 

the integrated flux, one can show that (3 cancels out of the calculation and that 

1 (E > Ethr-org) = 1 (E > Ethr-new = Ethr-org / (3). (12.12) 

Therefore, the integral flux above the energy threshold for a power law spectrum is com­

pletely insensitive to the energy calibration. Changing the throughput parameter (3 does 

not change the integral flux value, but it does change the value at which that flux is quoted. 

The estimation of ~(3 is achieved by combining the various uncertainties in Ithe through­

put of the detector and adding them in quadrature, assuming that they are uncorrelated. 

Here is a description and estimate for each of the relevant sources of error: 

1. Cherenkov production: The uncertainty in the amount of Cherenkov light pro­

duced by ')'-ray showers of a given energy is estimated by comparing the results 

from two different air shower simulation programs. We compared Cherenkov lat­

eral density profiles generated with EGS4 (CORSIKA) and another air shower sim­

ulation package (MOCCA [80]) and found that CORS l KA produced approximately 

5% more Cherenkov light for ')'-ray initiated showers [83]. The estimated error is 

thus 5%. 

2. Atmospheric attenuation: As mentioned in section 10.1, seasonal variations in 

the atmospheric profile affect the Cherenkov yield and we estimate an uncertainty 

of 10% for STACEE. 

3. Heliostat reflectivity: Given that the heliostat facets are back-silvered we don't 

expect long-term changes in their reflectivity. A laboratory measurement of the 

overall reflectivity was estimated to be accurate to 10% [118]. 

4. Secondary reflectivity: The reflectivity of the secondary mirrors is measured with 

a reflectometer every month. It differs from mirror to mirror, or even from facet to 

facet by less than '" 5%. 

5. Quantum efficiency and PMT gains: According to the specifications from the 

manufacturer, the channel-to-channel uncertainty on the quantum efficiency is '" 10% 
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Cherenkov production 5% 
Atmospheric attenuation 10% 
Heliostat reflectivity 10% 
Secondary reflectivity 5% 
Quantum efficiency and PMT gains 18% 
Optical alignment 7% 
Total uncertainty (/1(3) 19% 

Table 12.4: Sources of systematic errors in the energy scale. 

[118]. Similarly, the systematic error of the different gain measurement procedures 

(see section 6.1) is rv 15%. Both estimates are conservative. When combined, this 

gives a systematic error of 18%. 

6. Optical alignment: This category regroups the systematic errors on the alignment 

of the heliostats (mis-biasing) and the PMT cans in the camera plane. As mentioned 

in section 4.1, the regular alignment of the heliostats using drift scans of stars, keeps 

them within 2 bits of optimal bias. The uncertainty on the heliostat biases introduces 

an error of 5% on the collection efficiency [136]. Similarly, ray-trace simulations 

of the alignment of the PMT cans in the camera plane suggest a systematic error of 

5% on the collection efficiency. Combining these errors gives an uncertailnty of7%. 

Table 12.4 summarizes the systematic errors that go into determining /1(3. We there­

fore conc1ude that the energy threshold for the STACEE observations of the Crab Nebula 

during the 2002-2003 and 2003-2004 seasons was: 

Ethr = 185(1 ± /1,6) ~ 185 ± 35 GeV. (12.13) 

There is one source of systematic error that affects the flux directly: the assumed spectral 

slope Œ of the Crab Nebula's spectrum. Above 300 GeV, the spectral index is near -2.5. 

Predictions of inverse Compton models indicate that the spectrum should vary from -2 

near 60 GeV, to -2.3 or -2.4 at 200 Gey. Previous studies done for STACEE-32 calculated 

integral fluxes assuming spectral indices in the range -2.2 and -2.6. These studiles showed 

variations in the energy threshold and integral flux of only ± 10 Gev and 2% respectively 

[118]. These errors are much smaller than the systematic error on the energy scale and 

can safely be ignored. 
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Figure 12.2: Pulse profile for the Crab pulsar. The shaded regions indicate the range of 
phases where pulsed emission was detected by EGRET. Two periods are shown for clarity. 

12.2 ,-ray pulsar analysis 

In this section we search the data for evidence of pulsed emission from the Crab pulsar. 

We selected events using the same criteria that were used to calculate the integral flux in 

Section 12.1.3. The barycentering package was used to calculate the phase of the events 

that passed the time and event cuts (trigger reimposition) and to construct the phasegram 

(pulse profile). We used the Crab pulsar ephemeris from the Jodrell Bank Crab Pulsar 

Timing Results Ephemeris [100]. This monthly catalog provides extremely accurate in­

formation on the Crab pulsar period, period derivative, and arrivaI time of the main radio 

pulse at the barycenter of the solar system. Figure 12.2 shows the resulting pulse profile. 

The abscissa shows two complete periods of the pulse profile (0-2). The shaded regions 

indicate the range of phases where pulsed emission was detected by EGRET [49]. The 

phase intervals of the main peak and interpulse are 0.94 - 1.04 and 0.32 - 0.43 respec­

tively. The ordinate shows the number of events in each bin with the corresponding error 

bar. A straight line was fitted to the first period (0 - 1.0) to indicate the average value of 

the pulse profile. 

Sorne features are present in the phasegram but given the size of the error bars these 
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features are likely consistent with statistical fluctuations. A statistical test is required to 

determine if this pulse profile is consistent with a flat distribution. Three tests are used 

frequently in the literature, the Pearson's x2-test, the Z!-test [27], and the H-test [41]. 

The H-test is independent of binning as it uses the phase of each data point. The H-test 

was aIso shown to have a very good power against most light curve shapes encountered in 

X-ray and 'Y-ray astronomy. For these reasons we decided to use this test for the analysis 

of STACEE data. The H statistic is given by: 

where Z! is given by: 

and 

H = maximum (Z! - 4m + 4) 
1::;m:s;20 

m 

Z! = 2n 2)&% + (3z) 
k=l 

for n points with phases cPi between 0 and 1. 

(12.14) 

(12.15) 

(12.16) 

(12.17) 

The significance of a detection can be calculated using the probability distribution of 

H under uniformity which is given by 

Prob(H> h) = a e-bh
. (12.18) 

For large n, which is the case here, a ~ 1.0 and b --+ 0.398. The H value cakulated for 

the STACEE data is 4.18, which corresponds to a probability of 18.7% (i.e., for uniformly 

distributed data, we would expect the H value to be 18.7% of the time larger than 4.18). 

This probability is rather large, which indicates that the features in the pulse profile are 

consistent with statistical fluctuations. We conc1ude that the pulse profile is consistent 

with a uniform distribution in phase. 

Having established that we have not detected pulsed emission from the pulsar we can 

calculate an upper limit on the pulsed fraction of the total observed excess. Although 

we could set upper limits for any phase of the pulse profile, it makes sense to use the 

phases where pulsations have been observed by other instruments at other wavelengths. 

EGRET detected pulsations in two intervals; the first one corresponding to the radio main 

pulse at phase 0.94-0.04, and the second one corresponding to the radio interpulse at 



# of events in ON interval 
# of events in OFF interval 
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49889 
188165 

Significance for pulsed region -0.52 CT 

Upper limit (90%) 204 counts above background, U L = 7.0% DC 
Upper limit (99.9%) 480 counts above background, U L = 16A% DC 

Table 12.5: Results of search for pulsed emission from the Crab pulsar. The upper limits 
are given as a fraction of the integral flux. 

phase 0.32-0.43 [49]. Using the number of events in the ON intervals and the number 

of events falling outside that range we can calculate an upper limit using the method of 

Helene (see Appendix C). The resulting upper limit on the pulsed fraction for a confidence 

level of 99.9% is 16.4% of the total 'Y-ray excess. This corresponds to an integrated flux 

(OA ± 0.1) x 10-10 photons cm-2S- 1 . Table 12.5 shows the number of ON and OFF 

events and the corresponding upper limits for different confidence levels. 



Chapter 13 

Summary of results and conclusions 

The first ground-based instrument that detected the Crab Nebula below 200 GeV was the 

STACEE-32 detector [117]. This earlier version of STACEE used 32 heliostats (versus 64 

for the current version), and therefore had a smaller effective area than that of the version 

presented here. Adding 32 heliostats helped gain sensitivity below 100 GeV and lower the 

raw energy threshold of the detector substantially (150 GeV for the CUITent version versus 

190 GeV for STACEE-32). The addition of FADCs was a crucial update that: helped us 

understand and correct for the effect of promotion caused by the presence of bright stars 

in the field of view of the detector. Here we report an integral flux for the Crab Nebula 

and an upper limit on pulsed emission from the pulsar at the effective energy threshold 

of the detector; that is, after correcting for differences in the ON-OFF field brightness 

and imposing a more selective trigger. As shown in section 10.5, the net effect of this 

procedure is to increase the energy threshold of the detector by rv35 GeV. Table 13.1 

summarizes the results, and figure 13.1 shows the STACEE integral flux result which is 

consistent with the previous result obtained by STACEE-32 and with a continuation of 

the power law spectrum seen at higher energies. The upper limit on pulsed e:mission is 

also consistent with the limit calculated by STACEE-32, but unfortunately, neither the 

polar cap model, nor the outer gap model is excluded by this new upper limit. Even 

though pulsed emission from the Crab pulsar in the optical band has been detected by 

countless experiments, its detection by STACEE is an important result that demonstrates 

the accuracy of our barycentering and epoch folding analysis tools. Moreover, it shows 

that the timestamping procedure is correct and that we have a good understanding of the 

optical throughput of the detector. 

132 



Total significance of detection 
Energy threshold (Ethr ) 

Integral flux above Ethr (photons cm-2 S-l) 

Pulsed fraction upper limit (90%) 
Pulsed fraction upper limit (99.9%) 
Pulsar flux limit (99.9%) (photons cm-2 S-l) 

+4.07a 
185±35 GeV 

(2.5 ± 0.6) x 10-10 

7.0% DC 
16.4% DC 

< (OA ± 0.1) x 10-10 

Table 13.1: Summary of STACEE results for the Crab Nebula and pulsar. 
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Figure 13.1: STACEE integral flux result for the Crab Nebula shown with measurements 
from other experiments: CELESTE [42], STACEE-32 [117], Whipple [81], CANGAROO 
[144], and HEGRA [2]. 
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13.1 Future directions for STACEE 

As mentioned previously, the raw energy threshold of STACEE for a source with a Crab­

like spectrum and a dec1ination of", 20° is ",150 GeV, which is weIl ab ove the design 

goal of 50 Ge V. It appears that the initial studies underestimated the contributIon of light 

pollution from the city of Albuquerque and from the Kirkland Air Force Base to the 

background currents. The number of bright light sources has dramatically increased in 

the vicinity of the STACEE site over the years and this is hurting the experiment. In 

principle, the distinctive yellow glow of sodium lamps could be taken out using bandpass 

filters. We have recently experimented with SCHOTT BGl and BG3 filters and have seen 

a decrease of 75% in the background currents. This allowed us to run at a much lower 

operating point, but it is still not c1ear how the filters affect the sensitivity of the detector. 

Observations of the Crab Nebula later this year and simulations will shed sorne light on 

this problem. 

Besides using filters, the only other way to lower the energy threshold of STACEE 

would be to replace the digital trigger system with a CELESTE-like analog trigger. Even 

with an analog trigger, it is unlikely that the effective energy threshold would be much 

below 100 Ge V. However, the increased sensitivity below 50 Ge V would allow us to 

search for pulsed emission from known ,-ray pulsars (EGRET detected 6 ,-ray pulsars 

above 100 MeV [146]) and from millisecond pulsars [72]. Although PSR 1951+32 is the 

weakest of the known ,-ray pulsars, it is the best candidate for emission above lOGe V 

as its hard spectrum (0; = -1.8) does not show any sign of a cutoff at EGRET energies. 

Moreover, its dec1ination makes it a perfect target for STACEE. Recent studi,es of high­

energy emission from millisecond pulsars predict that the curvature radiation spectrum 

may peak in power around 10 Ge V. These objects could possibly be detected by STACEE 

if the digital trigger were to be replaced with an analog trigger. The detection of a single 

,-ray pulsar by STACEE would be a major scientific contribution. 

The sensitivity of STACEE is also lower than what was initially predicted. The addi­

tion of heliostats did increase the effective area (and sensitivity) of the detector, but the 

gain was marginal. Even though the hardware trigger rejects a large fraction of cosmic 

ray events, offline cuts are necessary to improve the hadron rejection. Recently, a remark­

able technique was used with success by the CELESTE collaboration [66]. This tech­

nique, which uses timing and pulse shape information from the FADC traces, increased 

the sensitivity of CELESTE by a factor of 4. Given the similarity between CELESTE and 

STACEE, this technique could very weIl work for STACEE. 
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13.2 Ground-based revolution 

The new generation of ground-based 'Y-ray instruments (R.E.S.S., CANGAROO-III, VER­

ITAS, MAGIC) is now operational (sorne instruments will become operational within the 

next year) and a flurry of new results (mostly from R.E.S.S.) is taking the whole field 

of astrophysics by surprise. The R.E.S.S experiment (a system of four 13 m IACTs in a 

square of 120 m side, located in Namibia), started operating in June 2002 with one tele­

scope, and the last telescope was added to the array in December 2003. Rere is a summary 

of recent results from the R.E.S.S. collaboration: 

• Detection of the high-frequency peaked BL Lac PKS 2155-304 at redshift z 
0.117, the second most distant object detected at TeV energies (lES 1426+428 has 

a redshift z = 0.129) [8]. 

• Detection of a point-like source coincident within l'of Sagittarius A * [6]. 

• Detection of high-energy particle acceleration in SNR RX J1713.7-3946 [12]. For 

the first time in the history of ground-based 'Y-ray astrophysics, the detection of 

celestial 'Y-ray source could be based not only on positional coincidence, but also 

on image morphology. The overall shell structure closely matched that seen in X­

rays. 

• Detection of the composite SNR G 0.9+0.1, the weakest source ever detected at 

TeVenergies (2% of the flux from the Crab Nebula above 200 GeV). This source 

was serendipitously discovered while observing the Galactic Center. The 'Y-ray 

emission appears to originate in the plerionic core of the remnant, rather than the 

shell. 

• R.E.S.S observations around the position of PSR B 1706-44 revealed no evidence 

for 'Y-ray emission in the Te V range at the pulsar position or at the radio arc which 

corresponds to the supernova remnant G 343.1-2.3 [9]. The reported upper limits 

correspond to 8% of the flux from an earlier detection by the CANGAROO experi­

ment [90]. 

• Another upper limit was reported for the young shell-type supernova remuant SNI 006 

[10], which is a factor of 10 lower then previously published fluxes from CANGAROO-

1 [143]. 

• A sensitive survey (at a flux sensitivity of 3% of the Crab Nebula flux) of the inner 

part of the Milky Way revealed a population of 8 previously unknown sources of 

very high-energy 'Y-rays [3]. At least 2 have no known radio or X-ray counterparts. 
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• Discovery of extended very high-energy 1-ray emission from the asymmetric pulsar 

wind nebula in MSH 15-52 [4]. The morphology coincides with the diffuse pulsar 

wind nebula as observed at X-ray energies. 

• Discovery of very high-energy 1-rays from the high-frequency peaked BL Lac PKS 

2005-489 [11], the second blazar detected in the Southern Hemisphere. 

• Serendipitous discovery of an unidentified extended Te V 1-ray source dose to the 

Galactic plane (HESS 11303-631) [5]. This source has no counterpart at other 

wavelengths. 

• Detection of Te V 1-ray emission from the shell-type supernova remnant RX J0852.0-

4622 [7]. This source is the second shell-type SNR to be resolved at TeV energies. 

More data are required to distinguish between electronic and hadronic acceleration 

scenarios. 

These results are remarkable and the number of sources of high-energy 1-rays is 

rapidly increasing. From 6 sources in 2000 (see figure 1.9), the high-energy catalog 

counts well over 20 sources today (see figure 13.2). The next years promise to be exciting 

as MAGIC and VERITAS come online and start exploring the Northem sky. Consider­

ing that the sensitivity of these new ground-based instruments is much larger than that 

of wavefront sarnplers like STACEE (H.E.S.S. detects the Crab Nebula at the .sa level in 

30 seconds, versus many hours for STACEE), and that they have a comparable energy 

threshold, wavefront samplers aren't competitive anymore and are essentially at the end 

of their usefullifetime. STACEE willlikely continue running for one more year, before 

shutting down permanently. 
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TeV Gamma Ray Sky (March 2005) 
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Figure 13.2: Sky map of point sources detected with a good statistical significance at 
energies above 250 GeV by ground-based detectors (March 2005). 



AppendixA 

Optical data set 

The next table contains a detailed list of ail the runs taken during the optical pulsar cam­
paign. This includes calibration as weIl as test runs. 

Runlog summary for optical pulsar campaign 
PSRa VMEDAQb UT Date Dur. Remarks 

21 9983 2002-12-09 l' Fake, no HV 
22 9984 2002-12-09 8' Fake, noHV 
23 9992 2002-12-09 8' Fake, no HV 
24 10020 2002-12-09 10' Fake, HV on. Lens Cap on 
25 10027 2002-12-09 5' CrabON 
26 10034 2002-12-09 30' Fake, no HV, timer calibration J'Un 
27 10035 2002-12-09 30' Fake, no HV, timer calibration run 

10036 10036 2002-12-12 28' Crab ON , Clouds, cut fro analysis 
10037 10037 2002-12-12 28' Crab OFF 
10038 10038 2002-12-12 28' Crab ON CORRUPTED, LOST! 
10039 10039 2002-12-12 28' Crab OFF MISSED FIRST EVENT 
10048 10048 2002-12-13 28' CrabON, 
10049 10049 2002-12-13 28' Crab OFF 
10050 10050 2002-12-13 20' CrabON 
10051 10051 2002-12-13 20' Crab OFF 
10053 10053 2002-12-13 5' Zenith 
10056 10056 2002-12-13 28' Mrk421 ON 
10057 10057 2002-12-13 28' Mrk421 OFF 
10058 10058 2002-12-13 28' Mrk421 ON 
10064 10064 2002-12-14 5' CrabON 
10065 10065 2002-12-14 5' CrabON 
10066 10066 2002-12-14 5' CrabON 
10067 10067 2002-12-14 5' CrabON 
10068 10068 2002-12-14 5' CrabON 
10069 10069 2002-12-14 5' CrabON 
10070 10070 2002-12-14 5' CrabON 
10073 10073 2002-12-14 28' Mrk421 OFF 

continued on next page 
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continued From previous page 
PSRa 
10074 
10075 
10076 
20000 
20001 
20002 
20003 
20004 
10685 
10688 
20005 
10733 
10736 
10737 
10738 
20006 
20007 
20008 
20009 
20010 
20011 
20012 
20013 
20014 
20015 
10761 
10763 
10765 
10840 
10842 
10844 
10952 
10955 

VMEDAQb UT Date Dur. Remarks 
10074 2002-12-14 28' Mrk421 ON 
10075 2002-12-14 20' Mrk421 OFF 
10076 2002-12-14 20' Mrk 421 ON MISSED FIRST EVENT 

- 2003-01-30 5' Test run with GPS timecode signal 
- 2003-01-30 28' Test run with GPS timecode signal 
- 2003-01-30 l' Bogus run to test HV ... 
- 2003-01-30 l' Bogus run to test HV ... 
- 2003-01-30 l' Bogus run to test HV ... 

10685 2003-01-30 28' Crab ON 
10688 2003-01-30 28' CrabON 
- 2003-01-30 l' Bogus run to test HV ... 

10733 2003-01-30 28' Crab ON First Fake Event? 
10736 2003-01-30 28' CrabON 
10738 2003-01-30 28' CrabON 
10739 2003-01-30 28' Crab OFF First Fake Event? 
- 2003-02-01 l' Swapping filter 2 and 3 ... 
- 2003-02-01 l' Retum to original configuration ... 
- 2003-02-01 l' Testing channel 3 
- 2003-02-01 l' Testing channel 3 
- 2003-02-01 l' Testing channel 3 
- 2003-02-01 l' Testing channel 3 HV OFF. .. 
- 2003-02-01 l' Testing channel 3 HV OFF. .. 
- 2003-02-01 l' Testing channel 3 HV OFF ... 
- 2003-02-01 l' Testing channel 3 HV ON ... 
- 2003-02-01 l' Testing channel 3 HV ON ... OFF 

10761 2003-02-01 28' CrabON 
10763 2003-02-01 28' CrabON 
10765 2003-02-01 28' CrabON 
10840 2003-02-04 28' CrabON 
10842 2003-02-04 28' CrabON 
10844 2003-02-04 28' CrabON 
10952 2003-02-22 28' Crab ON Cut, bright light at 1 Hz 
10955 2003-02-22 28' CrabON 
Table A.1: Runlog summary for optlcal pulsar campmgn. a: 
number of the run assigned by the optical pulsar DAQ. b: 
Number of the run assigned by VMEDAQ. 
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List of pairs and analysis results 

Listing of pairs for the 2002-2003 season 
Pair tON (s) tOFF (s) NON N OFF (7 Remarks 

9470 - 9469 0.00 0.00 0 0 0.00 f 
9472 - 9471 0.00 0.00 0 0 0.00 a 
9496 - 9495 1346.31 1346.91 6273 6168 0.97 
9498 - 9497 1419.91 1417.85 7982 7801 1.35 
9500 - 9499 385.87 384.58 2149 2219 -1.17 
9501 - 9499 196.70 196.35 1140 1123 0.31 
9526 - 9525 0.00 0.00 0 0 0.00 b 
9528 - 9527 0.00 0.00 0 0 0.00 b 
9531 - 9530 0.00 0.08 0 0 0.00 b 
9543 - 9542 0.00 0.00 0 0 0.00 c,d 
9545 - 9544 0.00 0.00 0 0 0.00 c,d 
9547 - 9546 0.00 0.00 0 0 0.00 b,d 
9549 - 9548 0.00 0.00 0 0 0.00 b,d 
9551 - 9550 0.00 0.00 0 0 0.00 b,d 
9589 - 9588 0.00 0.00 0 0 0.00 c 
9609 - 9608 0.00 0.00 0 0 0.00 a 
9611 - 9610 0.00 0.00 0 0 0.00 a 
9673 - 9675 1321.08 1316.29 7172 7157 -0.09 
9722 - 9721 751.73 751.82 3818 3900 -0.93 
9811 - 9813 0.00 0.00 0 0 0.00 b 
9831 - 9832 1477.35 1475.79 6700 6527 1.44 
9834 - 9836 0.00 0.00 0 0 0.00 b 
9903 - 9902 1189.12 1185.87 6467 6323 1.12 
9935 - 9934 0.00 0.00 0 0 0.00 f 
9936 - 9937 0.00 0.00 0 0 0.00 b 

10025 - 10026 0.00 0.00 0 0 0.00 b 
10036 - 10037 0.00 0.00 0 0 0.00 b 
10038 - 10039 0.00 0.00 0 0 0.00 b 

continued on next page 
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continued from previous page 

Pair tON (s) tOFF (s) NON N OFF (J' Remarks 
10048 - 10049 1353.43 1361.20 5817 5666 1.72 
10050 - 10051 1060.67 1061.60 3922 4020 -1.06 d 
10579 - 10580 1072.99 1076.06 5708 5664 0.56 
10582 - 10583 861.57 864.53 4276 4194 1.05 
10603 - 10604 1441.49 1444.86 7069 6999 0.73 
10605 - 10606 1363.61 1370.26 6681 6540 1.51 
10610 - 10611 1471.03 1479.45 6425 6313 1.31 
10686 - 10687 1483.28 1483.23 6593 6592 0.01 
10688 - 10689 1510.17 1509.82 5800 5762 0.34 
10733 - 10735 0.00 0.00 0 0 0.00 f 
10736 - 10737 0.00 0.00 0 0 0.00 f 
10738 - 10739 0.00 0.00 0 0 0.00 f 
10760 - 10759 598.92 595.75 3195 3008 2.17 d 
10761 - 10762 1268.82 1267.54 6417 6276 1.19 
10763 - 10764 468.13 468.14 2284 2228 0.83 
10765 - 10766 1456.48 1453.89 6023 5990 0.20 
10840 - 10841 1450.24 1451.02 7278 7161 1.01 
10842 - 10843 1466.96 1464.69 6789 6688 0.78 
10844 - 10845 1487.49 1491.30 5618 5704 -0.67 
10952 - 10953 0.00 0.00 0 0 0.00 f 
10955 - 10956 0.00 0.00 0 0 0.00 f 

Table B.1: Listing of pairs for the 2002-2003 season. a: 
missing FADe data, b: manually removed, c: frost, d: non-
standard duration, e: monocanted, f: standard quality cuts 
(see chapter 9). 
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Listing of pairs for the 2003-2004 season 
Pair tON (s) tOFF (s) NON N OFF a Remarks 

12586 - 12587 1487.52 1484.30 6369 6339 0.14 
12622 - 12621 0.00 0.00 0 0 0.00 b 
12636 - 12637 0.00 0.00 0 0 0.00 e 
12639 - 12640 1499.72 1496.15 5529 5347 1.62 
12700 - 12701 0.00 0.00 0 0 0.00 a 
12730 - 12731 1514.25 1511.45 6270 6266 -0.07 
12732 - 12733 1425.28 1417.87 5912 5824 0.53 
12756 - 12755 0.00 0.00 0 0 0.00 c 
12757 - 12758 0.00 0.00 0 0 0.00 c 
12759 - 12760 0.00 0.00 0 0 0.00 c 
12788 - 12790 547.93 548.81 2373 2261 1.70 
12791 - 12793 776.92 773.77 3030 3187 -2.15 
12792 - 12793 288.89 287.69 1120 1092 0.50 
12836 - 12837 0.00 0.00 0 0 0.00 f 
12838 - 12839 0.00 0.00 0 0 0.00 f 
12858 - 12857 1396.33 1388.23 5975 5961 -0.19 
12859 - 12860 1403.12 1399.73 5686 5614 0.55 
12861 - 12862 1481.60 1481.31 5889 5761 1.18 
12880 - 12881 1271.72 1272.23 5239 5159 0.81 
12882 - 12883 0.00 0.00 0 0 0.00 f 
12884 - 12885 0.00 0.00 0 0 0.00 f 
12904 - 12905 0.00 0.00 0 0 0.00 f 
12906 - 12907 0.00 0.00 0 0 0.00 f 
12927 - 12928 1495.90 1490.45 6124 5949 1.39 
12929 - 12930 0.00 0.00 0 0 0.00 b 
12942 - 12943 0.00 0.00 0 0 0.00 b 
12944 - 12945 1493.81 1491.24 5723 5588 1.18 
12954 - 12955 1527.41 1523.00 5394 5310 0.66 
13040 - 13038 1023.08 1019.95 3970 3945 0.14 
13054 - 13053 0.00 0.00 0 0 0.00 b 
13056 - 13055 0.00 0.00 0 0 0.00 b 
13058 - 13059 0.00 0.00 0 0 0.00 b 
13107 - 13106 876.50 875.94 3304 3355 -0.65 
13108 - 13109 0.00 0.00 0 0 0.00 b 
13118 - 13117 0.00 0.00 0 0 0.00 b 
13141 - 13140 0.00 0.00 0 0 0.00 b 
13142 - 13143 0.00 0.00 0 0 0.00 b 
13144 - 13145 0.00 0.00 0 0 0.00 b 
13201 - 13202 0.00 0.00 0 0 0.00 f 
13203 - 13204 592.62 593.13 2204 2218 -0.18 d 
13223 - 13222 0.00 0.00 0 0 0.00 e 

continued on next page 
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continued [rom previous page 

Pair tON (s) tOFF (s) NON N OFF (J Remarks 
3225 - 13224 0.00 0.00 0 0 0.00 e 
13249 - 13248 0.00 0.00 0 0 0.00 c 
13253 - 13252 0.00 0.00 0 0 0.00 c 
13254 - 13255 0.00 0.00 0 0 0.00 c 
13256 - 13258 0.00 0.00 0 0 0.00 c 
13273 - 13272 0.00 0.00 0 0 0.00 b 
13275 - 13274 1273.30 1278.61 4499 4444 0.78 
13277 - 13276 0.00 0.00 0 0 0.00 b 
13301 - 13300 0.00 0.00 0 0 0.00 c 
13303 - 13304 0.00 0.00 0 0 0.00 c 
13306 - 13307 0.00 0.00 0 0 0.00 c 
13308 - 13309 0.00 0.00 0 0 0.00 c 
13326 - 13327 1442.75 1440.10 6044 5971 0.57 
13328 - 13329 1278.63 1274.94 5454 5364 0.71 
13457 - 13458 595.97 595.18 2216 2185 0.42 
13459 - 13460 1433.68 1436.81 5419 5268 1.57 
13495 - 13496 0.00 0.00 0 0 0.00 b 
13497 - 13498 0.00 0.00 0 0 0.00 b 
13520 - 13521 604.84 606.17 2711 2693 0.33 
13522 - 13523 0.00 0.00 0 0 0.00 f 
13548 - 13549 0.00 0.00 0 0 0.00 b 
13574 - 13575 0.00 0.00 0 0 0.00 b 

Table B.2: Listing of pairs for the 2003-2004 season. a: 
missing FADe data, b: manually removed, c: frost, d: non-
standard duration, e: mxonocanted, f: standard quality cuts 
(see chapter 9). 
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Upper limits using the method of H~elene 

Most sources in the field of high energy astrophysics are relatively dim and difficult to 

detect. Although the detection of a new source is always exciting, the non-detection of 

a source can be very useful for constraining different theoretical models. This requires 

ca1culating an upper limit on the flux from the source. In the field of pulsar astronomy the 

method of Helene [75] is used to ca1culate upper limits. Here our goal is not to explain 

the method but to show how we solved the equations using simple computer programs. 

For experiments like STACEE with large number of events, Gaussian statistics apply 

and we need to solve Equations 6 and 7 in [75]. The probability density function (p.d.f) 

g(a) is given by 
e-(a-a)2/2(72 

g(a) = N V'ii ' 
211"0" 

(C.1) 

where N is a normalization parameter, and a is equal to the number of counts in the signal 

region minus the number of expected counts from the background. For the specifie case 

of the Crab pulsar, we expect to get a signal in two regions of the pulse profile (see Figure 

12.2). The rest of the period (off pulse region) is used to estimate the background in the 

signal region. The parameter 0" is the standard deviation of the signal region given by 

0"2 = 0"1 + C, where 0"1 is the variance of the expected background and C is the variance 

on the number of counts in the signal region. 

The first step is to ca1culate the normalization factor N such that 

100 

g(a) da = 1. (C.2) 

Using the exact expression for g(a) we have 

1 _ 1 100 

d -(a-a)2/2(72 ---- ae . 
N V'ii0" 0 

(C.3) 
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We can simplify the expression by a simple change of variable. We get 

1 1 Joo _x2 1 -Ci - = - dx e = -erfc(-). 
N y'7r -a 2 V2(J 

V2" 

(CA) 

where we recognize the famous complementary error function er f c( X). After calculating 

Ci and (J we can calculate the complementary error function to solve for N. 

Once we have the normalization factor we can calculate the upper limit Iby solving 

this equation, 

a = Loo g(a) da, (C.5) 

which gives the probability of having an a value greater then A. The significance level is 

given by (1 - a) . 100%. 

Again, substituting the full expression for g( a) and using a simple change of variable 

weget 

a = ~ erfc (~(JCi) (C.6) 

The upper limit can easily be calculated by inverting the complementary error function. 
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GNUCAP code 

This is the GNUCAP code used to simulate the response of the Re circuit shown in Figure 
5.5. See the GNUCAP web site for instructions on how to use this package [40]. 

Optical Crab Pulsar RC circuit 

***************************************************** 
* Components in the circuit 

***************************************************** 
* Capacitors 
Cl 2 0 10n 
C2 2 3 10u 
* Resistors 
R1 1 2 10k 
R2 3 0 lOOk 
R3 1 0 lOOk 

***************************************************** 
* Description of the current source .. 
* The DC current is set to 20 uA 
* The AC current is set to 0.1 mA 

***************************************************** 
Iin 1 0 dc 20u ac O.lm 

***************************************************** 
* Do a DC analysis. We sweep the current from 2uA to 
* 20uA in 1 uA steps and measure the voltage at the 
* 3 nodes. 
***************************************************** 

.print dc V(l) V(2) V(3) 

.dc Iin 2u 20u lu 
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***************************************************** 
* Do a AC analysis. We sweep the input frequency from 
* 0.01 Hz to 100 kHz using 100 steps per decade. We 
* measure the voltage and currents at different nodes 

***************************************************** 
*.print ac I(Iin) I(R3) I(R1) V(l) V(2) V(3) 
.print ac I(Iin) VM(3) VP(3) VR(3) VI(3) 
.ac Decade 100 0.0001 lOOk >FilterResponse.dat 

.end 

*vin 1 0 pulse (0 1) ac 1 
*.tran 0.1 7.0 
*.print tran v(2) i(vin) 
*.AC dec 10 .01 10 
*.plot tran v(2) i(vin) 
*.plot ac vdb(2) xlog 
*.print ac vdb(2) xlog 
*.print ac v(l) 
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