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INTRODUCTION 

Fick's laws 

It was shown experimentally by Parrot (1815) that 

when a partition between two gases is removed, the two gases 

would intermingle even in the absence of mechanical agitat-

ion and convection currents. The process which causes this 

tendency towards homogeniety is called diffusion. One of 

the earliest direct observations that metals would inter-
1 

diffuse was the qualitative investigation of Spring in 

1894. However, before this, certain familiar metallurgical 

phenomena had indicated that diffusion occurred in metals, 

such as occurs during the cold welding of metals, the 

carburization of iron to form steel, and the preparation 
2 

of alloys by heating compacted metal powders below their 

melting points. The velocity of this metallic inter­

penetration was not realized until the quantitative experi-
3 

ments of Roberts-Austen • He showed that at 300°C the rate 

of penetration of gold into lead was faster than that of 

sodium chloride into water at 18oc. 

The phenomenological equations covering the diffus-
4 

ion process were proposed theoretically by Fick before any 

quantitative experiments had been performed. By analogy to 

Fourier, who had just studied thermal conductivity, he 
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defined a diffusion coefficient, D, for diffusion occurr­

ing along the x direction in terms of the equation 

where 

ôc 
J =-AD ôx (1) 

J = Amount of material crossing a plane of area A 

normal to x -grams/cm. 2/sec. 

A = Area of the diffusion interface - cm.2 

D = Diffusion coefficient - cm.2/sec. 

~= Concentration gradient- grams/c.c/cm. 

The general diffusion equation can be deduced from the 

previous equation by equating the rate of change of concentra­

tion in a small cube to the amount of material diffusing out 

of the cube faces normal to the x axis. 

The resulting equation is 

where 

gr 

~t = ~~D(c) ~~) (2) 

= Rate of change of concentration at any point 
ôc 

where the concentration gradient is ~ 

-grams/c.c./sec. 

D ( c) = Diffusion coefficient which may or may not be 

concentration dependent. 

When the diffusion coefficient is independant of concentration, 

Equation (2) reduces to the simpler form 

de _ D dt ar - Cf"X'i: (3) 
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Concentration dependence of D 
5 

In 1932 Grube and Jedele studied diffusion in the 

copper-nickel system. Their results indicated that D was 
6 

dependent on concentration. The following year Matano 

correctly interpreted their results and showed that D had 

a tenfold variation with composition. 

With the accumulation of diffusion data, measured 

over wide concentration ranges, it became interesting to try 

to correlate the variation of D0 with sorne function of the 
7 

composition. Uller pointed out that if the equation 

Mass flow ; Constant D x Gradient of concentration 

was not applicable to a particular diffusion system because 

D varied with composition, then there were two alternatives: 

either 

Mass flow=-AD(c)g~ 1 gi ving g~ = %x (o (c) g ~ ) ( 4) 

or 
1 ôf(c) ~= 01 ô'l..f(c) 

Mass flow=-AD ô x , giving ôt ô x~ ( 5) 

In the first expression it can be assumed that D(c) varies 

with composition, and a complete phenomenological description 

of the system is given when the variation of D(c) with 

composition is found. In the latter expression, a suitable 

function of concentration f(c) is to be found, so that nl 
. 

becomes a constant throughout the composition range. 
8 

Darken suggested that the thermodynamic activity 
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might be the correct function of concentration to be 
9 

substituted into Equation (5). Birchenall and Mehl , using 

this approach, were moderately successful in treating the 

simple case of interstitial diffusion. Equation (5) becomes 

(6) 

ôa· where ~ is the activity gradient of the interstitial 

component i. The relationship between the experimentally 

observed diffusion coefficient, Dc,and nl was shown to be 

where 

D(c) = ( 
fi 

Dl 

Ni = Atomic fraction of the diffusing solute 

f; 1 = Activity coefficient of the solute at Ni 

(7) 

The application of Equation (?) to the measured values of 

D(c) for the diffusion of carbon into gamma iron gave a 

constant value of nl, within the errors of the experimental 

values. The variation of D(c) was twofold over the investi­

gated composition range. Extension of this approach to the 

case of diffusion in substitutional solid solutions, in 

particular to the copper-zinc system, was not particularly 

successful. In this system the variation of D(c) with 

composition in the alpha brass region was twentyfold. 
10 

Darken has pointed out that Fick 1 s law should be 

written in the form 
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1 ôGi 
Ji = - """'1\r ô x . Bi Cj (8) 

Ji= Flux of atoms of the ith species across a unit 

plane normal to the x axis 

N = Total number of atoms present in a unit cube 
ôG· 
~ = Partial molal free energy gradient 

Bi= Mobility of the ith species under unit potential force 

Ci= Atomic fraction of i atoms 
N 

Use of equations
1
lf this type had previously been proposed ~~ 

Onsager and Foss for dilute electrolytes and by Dehlinger 
13 

for alloys. Le Claire , in discussing Birchenall and Mehl's 

approach, has pointed out that Equation (6} makes the implicit 

assumption that the mobility is independant of concentration. 

The failure of their approach indicates that in a substitution­

al solid solution, the mobility will depend on concentration, 

and the use of an activity gradient in place of a concentra-

tion gradient is not suEEicient to make the mobility constant. 

Since the mobility varies with composition this 

approach still leads to a phenomenological description of 

diffusion in alloys. 

Temperature variation of D 

The temperature variation of the diffusion coeffic­

ient always appears to obey the equation 

D = Doe -Q/RT (9) 
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D = Diffusion coefficient at any temperature 

T - cm.2/sec. 

Q = Activation energy - cal./mole 

R = Gas constant - ca1./°K./mole 

D0 = Frequency factor - cm.2/sec. 

The exponential variation of the diffusion coefficient with 

temperature seems to have been first emp1oyed by Tamman and 
14 15 

Schonert , and by Weiss and Henry , to express the tempera-

ture variation of their resu1ts. 

Actual1y equations of this type were proposed much 
16 17 

ear1ier by van't Hoff and Arrhenius to express the tempera-

ture variation of the rate constant for a chemical reaction. 

By ana1ogy to the rate expression for a unimo1ecu1ar chemical 
18(1922) 

reaction Dushman and Langmuir A proposed a semi-emperica1 

equation for the diffusion coefficient. 

D = (Q/Nh) d2 e- Q/RT (10) 

where 

N = Avogadro' s number - atoms/mole. 

h = Plank's constant - cal. sec. 

d = Lattice parameter - cm. 

Since this time the constant Q has been identified as the 

activation energy necessary for a diffusion jump. 
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Diffusion mechanisms 

The early investigators realized tm t there were at 

least two possible modes of diffusion. In tœ interstitial 

alloys it was proposed that diffusion of the solute took 

place interstitially through the rigid lattice of the solvent. 

There has never been any reason to modîfy this concept. In 

alloys, where the two components form a substitutional solid 

solution, it was tacitly assumed that diffusion took place by 

direct interchange. The most obvious result of this mechan­

ism is that the solute and solvent must diffuse with equal but 

20 
opposite rates. 

19 
Frenkel and Wagner and Schottky proposed that 

diffusion in metals or crystalline materials could be described 

by any one or a combination of three basic mechanisms. These 

possibilities are illustrated in the following figures. 

A A B A B B A A A B A B B A A A B B B B A 
B A B B A B B B A B B A B B B A B B A B B 
A B B.-A B A B AB BÂBB A B A B B A B A B 
A A V B A A A A A B A A AAB --BAA 
B B A B B B A B B A B B B A B B A B B B A 
A B A B A B A A B A B A B A A B A B A B A 
B A B A B A A B A B A B A A B A B A B A A 

(a) (b) ( c) 

Diffusion by Interstitial Vacancy 
direct interchange diffusion diffusion 

FIGURE 1. THE THREE BASIC MECHANISI~ OF DIFfUSION 

Mechanism (a) illustrates the simple case of direct inter-
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change. The atoms A and B move relative to each other by 

the direct interchange of neighbouring A and B atoms. Since 

atoms behave as if they are rigid spheres, it is clear that 

the neighbouring atoms will have to yield slightly to allow 

the interchange to take place. The fact that the surrounding 

lattice is strongly distorted during this type of interchange 

indicates that large saddle point energies are involved. If 

this is the only mechanism operating, then a single diffusion 

constant, D, can describe the motion of the A and B atoms. 

Mechanism (b) illustrates a type of interstitial 

diffusion. Here the atom B leaves its normal lattice position 

and moves interstitially through the lattice. The migrating 

B atom could eventually fall into a vacant lattice site such 

as it created when it moved into an interstitial position. A 

particular case of this type of mechanism occurs in the inter­

stitial alloys, when the atomic radius of the B atoms is small 

enough so that the normal positions for these atoms is an inter­

stitial position. In both types of interstitial diffusion the 

A atoms are assumed to remain stationary, and the migrating B 

atoms move relative to one another and to the A atoms. If 

this is the only mechanism operating a single diffusion coeffic­

ient will suffice to describe diffusion in a binary alloy. 

On an energy basis this mechanism would appear to have 

an advantage over the direct exchange mechanism, in that a 

smaller amount of lattice distortion will take place. However 
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there are two considerations which do not place this mechan-

ism at an advantage. Once the B atom has jumped into the inter­

stitial position, its next jump wouJd most likely be back to 

the vacant site it left behind, rather than to a neighbouring 

interstitial position. Therefore the chance of a net displace­

ment by diffusion is reduced. Also, if at any time a large 

number of B atoms are in interstitial positions, seeking vacant 

sites, the total lattice strain energy will be increased, 

reducing the chance that any one atom will receive sufficient 

energy by thermal fluctuations to make a diffusion jump. 
21 

Seitz has proposed a type of interstitial mechanism 

which avoids these objections. After the B atom has moved into 

the interstitial position, it then forces a neighbouring atom 

into an interstitial position and takes its place. The dis­

placed atom can repeat this process so that the interstitial 

distortion moves through the lattice in the manner of a phase 

pattern. Seitz terms this "interstitialcy" migration. 

Mechanism (c) assumes the existence of vacant lattice 

sites called vacancies. Diffusion occurs in these alloys by 

a neighbouring atom exchanging places with a vacancy. This 

particular mechanism is an extremely powerful concept because 

it can explain the two possible extreme cases which might occur 

in substitutional alloys. One extreme is that A and B diffuse 

with equal but opposite rates. To explain this situation it 

is only necessary to specify that A and B have equal probabi-
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lities of exchanging places with the vacancy. The other 

extreme is that the B atoms diffuse and the A atoms remain 

stationary. Two assumptions are necessary to explain this 

circumstance. The probability of a B atom exchanging places 

with a vacancy is assumed to be so much greater than the pro• 

bability of an A atom making the same exchange, that the latter 

circumstance hardly ever occurs. Also, the vacancies must be 

maintained in thermal equilibrium with the lattice so that we 

need not assume a net flux of vacancies to balance the flux 

of B atoms. By modifying the assumptions about the relative 

probability of exchange of A and B atoms with vacancies, any case 

intermediate to these two extremes can be explained. Because, 

in general, the rates of diffusion of A and B atoms are 

different, it is necessary to use two diffusion coefficients to 

completely describe the motion. 

Evidence in favour of a vacancy mechanism 

Theoretically, the vacancy mechanism received consi-
22 

derable support from the calculations, by Huntington and Seitz 

for the activation energy necessary for self-diffusion in 

copper. They found that the activation energy, in kcal./mole, 

is 400 for direct interchange, 230 for an interstitialcy 
23 

mechanism and, with a more refined calculation 81 for the 
24 

vacancy case. A further calculation has reduced the energy 
25 

for direct interchange to 240. Seitz , in a recent review 

' 
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article, has quoted the value for the vacancy mechanism as 64, 

though no reference is given to the origin of this value. Even 

with the approximations involved, the vacancy mechanism is the 

only one of the proposals where the calculated activation 
26-29 

energy is close to the experimental one of about 47 k cal./mole 

More recently an alternative mechanism was suggested 
30 

by Zener • He suggested that diffusion might occur by a sim-

altaneous movement of a group of n atoms arranged in a ring. 

Each atom in the ring is the nearest neighbour of the atoms 

Figure 2. Four-Membered Ring Diffusion Mechanism 

immediately before and after it. The above illustration shows 

a four-membered ring in a face-centered cubic metal. The simple 

case of direct interchange corresponds to n = 2. Zener has found 

that the lowest activation energy, 90 k cal./mole, occurs in a 

four-membered ring. While this energy is higher than the value 

found for the vacancy mechanism, the difference is not g r eat 
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enough to completely eliminate the ring mechanism from consi­

deration. There is however, a basic difference in the two 

mechanisms. The vacancy mechanism permits unequal diffusion 

rates in an alloy, while this is forbidden by the ring mechan­

ism. A choice can be made in favour of the vacancy mechanism 

in any particular case, where a net flux of atoms relative to 

the lattice is found. 

Until 1947 it was not generally accepted that the two 

components in a binary alloy could diffuse at unequal rates, 

although prior to this time several investigators had presented 

data showing that a simple cyclic interchange of atoms did not 
31 

agree with their experimental results. Seith and Kiel (1933) 

showed that the rates of diffusion of gold and silver into lead 

were not consistent with the measured rate of self-diffusion 

of lead in the same alloy. The much higher rates of diffusion 

obtained for gold and silver led them to propose that these 

atoms were diffusing interstitially into lead. (The concept of 
32 

vacancies was practically unknown at this time). Johnson 

(1942) measured the self-diffusion coefficients of silver and 

gold along with the chemi cal diffusion coefficient in a 50 per 

cent gold-silver alloy. The values at 965°0 were 

D* 5 51 lo-9 2! Ag = • x cm. sec. (self-diffusion coefficient of silver) 

n!u = 2.20 x l0-9 cm.2/sec. (self-diffusion coefficiènt of gold) 

De = 6.56 x lo-9 cm.2/sec. (chemical dif f usion coefficient) 



-13-

Lacking an analysis to connect self-diffusion measurements with 

standard diffusion coefficients, his results could not be 

satisfactorily interpreted. However because the self-diffusion 

coefficients for gold and silver differ, it is evident that they 

diffuse at different rates. 

The relationships necessary to analyse Johnson's results 
10 

were first presented by Darken (1947). By assuming that a radio-

active isotope and a stable isotope of the same metal have equal 

mobilities under unit potential force, Darken derived from 

Equation ($) the following relationship 

where 

Da=Da* (1 + ôlogfa) 
Ôlog Na 

(11) 

Da = Intrinsic diffusion coefficient of an "a" atom where 

the concentration gradient is ~~ , and the concentra­

tien is Ca. 

D *= Self-diffusion coefficient of an "a" atom in a homo­a 

geneous alloy of concentration C • 
a 

fa = Activity coefficient of component 11 a". 

Na = Atomic fraction of "a" at oms.· 

The chemical diffusion coefficient in the same binary alloy is 

given by 

(12) 



where 

Da, 

Na, 
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De = Standard diffusion coefficient determined by 
6 

Boltzmann-Matano method. 

Db = Intrinsic diffusion coefficients of a andb 

Nb = Atomic fractions of a and b a toms. 
33 34 

atoms. 

In 1942 Kirkendall supplemented sorne earlier work on the rate 

of diffusion of zinc in alpha brass. He detected a definite 

shift of the original diffusion interface towards the zinc rich 

alloy in the diffusion couple. To explain this shift Kirkendall 

proposed that the zinc diffuses more rapidly than the copper 

in alpha brass. The result of the zinc diffusing out faster 

than the copper can diffuse in, necessitates a reforming of 

the lattice in the zinc rich region. The resultant contraction 

of the zinc rich region would cause the observed shift in the 

original interface. 

The results of all these researches seem to have been 

completely ignored by most investigators. However in 1947 
35 

Smigelskas and Kirkendall performed an experiment which 

definitely demonstrated that a net movement af atoms takes 

place relative to the lattice. The diffusion couple used in 

their experiment is illustrated below. 

Wire Markers 

Alpha Brass 

Copper 

Figure 3. Kirkendall's Sandwich Diffusion Couple. 
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As shown, a series of inert molybdenum wires are present at 

the original interface of a copper-alpha brass couple. If 

there is a net flux of atoms moving relative to the diffusion 

interface during diffusion, the section of the lattice which 

is losing atoms contracts. This contraction shifts the position 

of the diffusion interface relative to a fixed point outside 

the diffusion zone. As the wires are embedded in the diffusion 

interface, they move with it, and can be used to determine the 

extent of contraction. 

At regular periods during the diffusion anneal, the 

interval d between the diffusion interfaces was measured with 

the aid of the wire markers. The interfaces were found to 

migrate towards the zinc rich core. The total distance moved 

by the markers varied as the square root of the annealing time. 

This was added confirmation that the contraction was a diffusion 

phenomenon, as the parabolic relationship is characteristic of 

diffusion processes. The marker shift confirmed Kirkendall's 

earlier supposition that zinc diffuses faster than copper in 

alpha brasses. This marker rnovement in metals is known as the 

Kirkendall shift. 

Kirkendall's measurements were confirmed by Correa Da 
36 37 38 

Silva and Mehl , Bückle and Blin , and Barnes • The effect 

has also been found to occur in the face-centered cubic metal 
36,38,39,40 36 36,39,40 39,40 

systems Cu/Ni , Au/Cu , Ag/Au , Ag/Pb , 
39,40 39,40 40 

Ni/Co , Ni/Au and Fe/Ni , and in the alpha r egions 
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36 36,37 
of the Sn/Cu and Al/Cu alloys. 

Kirkendall's marker movement experiment was inter­
lü 

preted by Darken on the assumption of separate intrinsic 

diffusion coefficients for both components of the alloy. The 

resultant equations are 

where 

D = c 

v = 

(12) 

(13) 

v = Velocity of the marker relative to sorne point well 

removed from the diffusion zone. 

Intrinsic diffusion coefficients of a and b atoms. 

Mole fraction gradient at the marker. 

Theoretically this phenomenon can only be explained 

by a vacancy or interstitial mechanism. As Huntington's 

calculations indicate, an interstitial mechanism is energeti­

cally unlikely in copper, a face-centered cubic metal, it 

would appear that diffusion proceeds in such metals due to the 
41 

presence of vacant lattice sites. Quite recently Le Claire 
42 

and Buffington and Cohen , have proposed theories which permit 

self-diffusion data to be correlated with other physical data 

for the associated metals. Their theories were only success­

ful when a vacancy model for self-diffusion was assumed for 

the face-centered cubic metals. Zener's ring mechanism is 
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not successful in correlating the available data and is thus 

rejected as a possible mechanism. 

There is other evidence to support the premise that 
43 

vacancies exist in metals. It has been shown that atomic 

imperfections are characterized by the fact that they can 

exist in thermodynamic equilibrium in a lattice at finite 

temperatures. One imperfection which was considered was the 

Schottky defect or vacant lattice site. The concentration 
43 

of vacancies at any temperature was shown to be 

where 

(14) 

Nv /N = Fraction of si tes vacant at temperature T. 

/j. G1 = Isotherma1 work to remove an atom from the 

interior, apart from that contributed by changes 

in the entropy of mixing. 

Therefore the equi1ibrium number of vacancies in the lattice 

is much larger at high temperatures than at low temperatures. 

As vacancies are supposed1y instrumental in permitting 

the migration of atoms, an alloy which is quenched from 

a high temperature to retain an excess of vacancies, should 

give larger D values than a well-annealed specimen containing 
44 

the equilibrium concentration. Turnbull and Hoffman were 

unable to find any difference in the rate of self-diffusion 

of si1ver in quenched and well-annealed specimens. This is 
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45 
not unexpected on the basis of Seitz 's suggestion that the 

concentration of dislocations in a metal is high enough to 

reduce the concentration of vacancies to its equilibrium value, 

in a period which is very short compared to the time taken to 

perform a conventional diffusion experiment. 

Recent developments have shown it is possible to 
46-50 

measure diffusion coefficients by anelastic techniques 

in substitutional alloys. While the theoretical analysis 

connecting the observed experimental relaxation time with the 

mean time of stay between diffusion jumps is not yet completely 

developed, the technique has tremendous possibilities. Diffus­

ion measurements can be made in a fraction of the time and at 
51 

much lower temperatures than by standard techniques. Nowick 

quenched a Ag/Zn (30% Zn) alloy from 4000C to room temperature 

to trap an excess number of vacancies. At 5ooc this quenched 

alloy, containing an excess of vacancies, initially showed a 

relaxation time 105 times as large as th at of an alloy c ont ain­

ing an equilibrium number of vacancies. (The relaxation time 

is proportional to the mean time of stay between diffusion 

jumps). As time elapsed the relaxation time decayed towards 

the equilibrium value for a well-annealed, slow-cooled alloy. 

This experiment suggests that an excess number of vacancies 

causes higher rates of diffusion. From his measurements 

Nowick estimated the activation energy necessary to form a 

vacancy to be equal to or greater than 12.5 kcal./mole. This 
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is about 0.4 times the total activation energy of 32.9 

kcal./mole for diffusion in this alloy. 

Anomalies in the resistivity of metals at high tempera­

tures have been attributed to the presence of vacancies. 
52 

Meechan and Eggleston measured the resistivity of copper and 

gold over a wide temperature range. In the range from room 

temperature to about 500°C the resistivity was accurately 

represented by a quadratic equation 

R = A + BT + CT2 (15) 

At higher temperatures there was an additional increment in 

the resistivity ~R, the difference between the measured 

value and the value extrapolated from the quadratic equation, 

which fitted an expression 

(16) 

On the assumption that the additional increment in resisti-

vity was due to the existence of vacant lattice sites, the 

activation energies for the formation of a vacancy in copper 
53 

and gold were respectively 20.6 and 15.3 kcal./mole. Abeles 

calculated the increase in resistivity caused by the forrm tion 

of a vacant lattice site. Using this value the calculated 
52 

density of vacancies near the melting point was 0.2 and 0.4 

atomic per cent respectively for copper and gold. 
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Thus while the presence of vacancies in the lattice 

depends on supposition, the increasing number of experimental 

phenomena which can be easily explained on the basis of 

vacancy theory gives reason to accept this premise. In the 

absence of any contradictory evidence, it is assume~ that 

diffusion occurs in face-centered cubic metals by a vacancy 

mechanism. 

Short-Circuiting Paths in Diffusion 

Diffusion may take place along three different routes 

in a polycrystalline specimen; on the surface, through the 

lattice or along the grain boundaries. Because of the lower 

binding forces acting on the surface atoms, it is apparent that 

the activation energy for surface migration is appreciably lower 

than for lattice diffusion. Similarly in the region of misfit 

between two adjoining grains, i.e. the grain boundary, the atoms 

are less tightly bound and here again a migrating atom requires 

less activation energy than in the interior of the lattice. 

Particularly at low temperatures these smaller activation 

energies result in atoms migrating much faster on the surface 

and along the grain boundaries than through the lattice. 

Experimentally, when measuring volume diffusion coeffi­

cients, errors introduced by surface diffusion are easily 

eliminated in the following manner. After the diffusion anneal, 

the surface layers lying parallel to the diffusion direction 
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are machined off the sample. The layer of material taken off 

is thicker than the maximum penetration which could occur by 

lattice diffusion from the surface. 

Unfortunately the errors introduced by high rates of 

diffusion along the grain boundary cannot be eliminated 
54 

experimentally except by using single crystals. Measurements 

of the self-diffusion coefficient for silver in single crystals 

and polycrystalline material indicate that at high temperatures 

identical volume diffusion coefficients are obtained in both 

media. At low temperatures however, the coefficient obtained 

using polycrystalline material is much greater than that obtained 

using a single crystal. Therefore to obtain values of Q and 

D0 in polycrystalline material representative of volume diffusion, 

it is important to have sorne criterion for rejecting results 

which are erroneously high due to the contribution of grain 

boundary diffusion. 

The standard technique for measuring diffusion coefficients 

using radioactive tracers is to electroplate a thin layer of 

tracer onto one face of a specimen. The solution to Fick's Law 

corresponding to the case of diffusion of an infinitely thin 

layer of material into a semi-infinite medium, D assumed constant) 
55 

is 

C(x,t} = Co e- x2/4Dt 
/nbt 

(17} 



where 
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C(x,t} = Concentration of tracer after time t at a 

distance x below the surface - arbitrary units. 

Co = 

D = 

t = 

x = 

Total quantity of tracer contained in an infinitely 

thin layer at time t = o - arbitrary units. 

Lattice diffusion coefficient - cm.2/sec. 

Diffusion time - sec. 

Diffusion distance - cm. 

Taking the logarithm of Equation {17} gives 

ln C(x,t) = ln Co//Tî' Dt - x2/4Dt (18) 

Therefore the diffusion coefficient can be obtained from the 

slope of the linear plot of ln C vs x2. 
56 

Fisher has considered diffusion into an infinite bi-

crystal where the grain boundary is normal to the original 

diffusion surface. When the concentration at the surface is 

maintained constant throughout the diffusion anneal, and when 

the grain boundary diffusion coefficient Db is much larger than 

the lattice diff usion coefficient n1 , the following figure 

shows the type of concentration contour obtained. 
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x = 0 

Concentration 
contour 

Material in this region 
diffused laterally from 
the grain boundary 

S = Grain boundary width 

y = 0 

Figurè 4. Diffusion in the Neighbourhood of a Grain Boundary. 

The amount of material in the grain boundary itself 

is quite small and would have little effect on the lattice 

diffusion coefficient. The errors in lattice diffusion 

coefficients are caused by the material which diffuses later­

ally away from the grain boundary into the lattice. At a 

distance x below the surface, which is greater than the maximum 

penetration by lattice diffusion alone, the average concentra­

tion of tracer in a slice is 
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where 

Cb = Concentration of tracer in a slice at distance x 

below the surface - arbitrary unit s. 

Dl = Lattice diffusion coefficient - cm.2/sec. 

Db = Grain boundary diffusion coefficients - cm.2/sec. 

6 = Grain boundary width - assumed = 5xlo-8 cm. 

t = Diffusion ti me - sec. 

x = Diffusion penetration - cm. 

and the value of the constant depends only on t not on x. 

Equations (18) and (19) indicate for atoms migrating 

solely by volume diffusion, ln C varies as x2, and for atoms 

migrating along the grain boundaries ln C varies as x. This gives 

a criterion for discriminating against lattice diffusion measure-

ments in which enough grain boundary diffusion takes place to 

invalidate the results. 
57 

Wajda has made a complete investigation of lattice and 

grain boundary self-diffusion in polycrystalline zinc. At high 

temperatures where ln C varies as x2 for all penetration 
58 

distances, his results are in agreement with previous work 

using single crystals. At low temperatures where ln C varies 

as x for all penetration distances, the concentration-penetra­

tion curves can be used to evaluate grain boundary diffusion 

coefficients. In the intermediate range of temperatures both 

types of diffusion contributed to the migration of the tracer 
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atoms. The types of penetration curve obtained in this range 

of temperatures are shown in Figure 5. 

ln C vs x 

ln C vs x2 

x or x2 

Figure 5. Type of Penetration Curves Obtained When Mixed 

Diffusion Occurs. 

The penetration curve obtained for lattice diffusion 

is convex to the coordinates at large values of x2. In this 

region ln C varies as x showing that most of the tracer atoms 

in this region migrated with the assistance of the grain 

boundaries. The lattice diffusion coefficients calculated from 

the linear portion of the penetration curve (ln C vs x2) were 
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found to be considerably higher than the values obtained for 

single crystals. This indicates that even in the linear 

portion of the plot (ln C vs x2) the penetrations are too high 

due to the contributing influence of grain boundary diffusion. 

Therefore a criterion for accepting experimental results as 

being truly representative of lattice diffusion is that ln C 

must vary as x2 over the whole penetration range. 

To give a relative idea of the activation energies 

associated with the various modes of diffusion the following 

results are given for self-diffusion in silver. 

44 
0.895 e-45,950/RT cm.2/sec. Latt~ce Diffusion Dl = 

44 
Grain Boundary Diffusion Db = 0.03 e-20,200/RT cm.2/sec. 

59 
O.l6 e-10,300/RT cm.2/sec. Surface Diffusion Ds = 

60,61 
An orientation effect has been found for the rate of 

diffusion along the grain boundaries. The greater the angle 

between the principle axes of adjoining grains, the higher the 

rate of diffusion along the boundary. For low angles of misfit 

(less than 20°) the grain boundary is supposedly composed of a 
62,o3 

set of parallel individual edge dislocations • At these 

angles the rate of grain boundary diffusion is comparable to 

that of lattice diffusion. This is in contradiction to the work 
64 

of Hendrickson and Macklin who found the rate of diffusion along 

individual edge disclocations was twice as fast as normal grain 

boundary diffusion. Until this question is resolved the role of 
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individual edge dislocations in .short-circuiting diffusion will 

not be known. Possibly the rate of diffusion along dislocations 

is easily hindered by foreign atoms making it difficult to 

compare the results of different investigators. 

Empirical correlations for Q 

The basic step in the migration of an atom, irrespective 

of mechanism, involves leaving its equilibrium position in the 

lattice. As the local disorder occurring during this process 

may be akin to that occurring in melting or in sublimation, it 

has been attempted to correlate the activation energy with the 

melting point, Tm25, 55, and with the latent heat of sublimation, 
65 

Ls25, 55. More recently Nachtreib has proposed the following 

empirical expression for the activation energy 

Q = 16.5 Lr (20) 

where 

Lr = The latent heat of fusion - kcal./mole. 

The appropriate ratios necessary to check the degree of linear 

correlation given by these proposals, have been calculated from 

the experimental results for self-diffusion in sorne face-centered 

cubic metals, and are listed in Table 1. 

The most obvious feature of Table 1 is the large dis­

crepancies in the ·reported results for any one metal. The 
U,~ 

results marked * have been selected as the most reliable • 
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TABLE 1 

Proportionality of the Activation Energy for Self-Diffusion to 
the Melting Point, the Latent Heat of Sublimation, and the 
Latent Heat of Fusion. 

Metal Q Q/Tm Q/Ls Q/16.5Lf Ref. 
kcal. kçal 1 

mole deg. mole 

Pb 27.4 * 46 0.59 1.36 66 
24.2 * 40 0.53 1.20 67 
25.7 * 43 0.55 1.28 68 

Ag 45.9 * 37 0.68 1.03 44, 55 
45.5 * 37 0.67 1.02 69 

Au 51.0 38 0.57 1.02 70 
53.0 40 0.60 1.06 71 
45.6 * 34 0.52 0.911 72 

Cu 57.2 42 0.72 1.11 26 
61.4 45 0.77 1.19 27 

(p. cryst.} 45.1 * 33 0.57 0.876 28 
(s. cryst.} 49.0 * 36 0.62 0.952 28 

46.8 * 35 0.59 0.910 29 

Co 61.9 35 0.73 1.02 73 
67.0 * 38 0.79 1.10 74 
67.7 * 38 o.so 1.11 75 

Fe 74.2 42 0.82 1.26 76 
67.9 38 0.75 1.14 77 

Average 38 0.66 1.08 

Values of Tm, L5 , and Lf taken from Reference 78. 
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~lliile sorne proportionality exists, none of the ratios is con­

stant enough to indicate an exact linear relationship. In 

particular, all three ratios for lead differ appreciably from 

the mean values. As the activation energy for self-diffusion 
67 

in lead has recently been carefully checked , it would appear 

that this discrepancy is real and the proposed correlations 

are good only to an order of magnitude. 

Theoretical expressions for D 

An interpretation of diffusion as a random walk 
79 

phenomenon gives an expression for the diffusion coefficient 

( 21) 

where ri is the rate at which an atom makes a particular 

jump associated with a change ~Xi in the x co-ordinate. 

Referring to Figure 6 it is evident that each atom in a face­

centered cubic structure can make twelve equivalent diffusion 

jumps, eight of which result in a change of a/2 in the x co­

ordinate. The probability of a forward jwnp is 1/3, of a 

backward jump is 1/3, and of a jump which leaves x unchanged 

is 1/3. Assuming a vacancy model, diffusion can only occur 

when the site towards which the migrating atom is moving is 

unoccupied. If p is the probability that a particular lattice 

site is vacant, Equation (21) becomes 

D = i • 12 • 2/3 (a/2) 2 p 
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• 
_, 

• 
a~ 

Figure 6. Twelve Equivalent Diffusion Jumps in a Face-Centered 
Cubic Lattice 
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th us 

D = p a 2/ 'C , ( r = 1/ ~ ) (22) 

where 

"C = Mean time of stay between diffusion jumps - sec. 

a = Lattice parameter - cm. 
80,81 

Using the same assumptions as Eyring but paying 

closer attention to the particular case of solid state diffusion, 
82 

Wert and Zener deduced the following expression for ~ 

where 

(23) 

Â G2 = The isothermal wo rk required to move an a tom 

from its equilibrium position to the top of 

the energy barrier separating adjacent sites. 

= Frequency of vibration of atoms about their 

normal lattice sites, generally taken to be 

the Debye frequency - sec-1. 

Combining Equations (14), (22) and (23) 

where 

(24) 

Â G1 = The change in free energy necessary to form a 

vacancy at constant temperature, apart from 

that contributed by changes in missing entropy. 

With each change in free energy, Â G, there is associated a 
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corresponding change in entropy, ~S, and heat content, ~ H. 

Thus Equation (24) becomes 

By differentiating the above expression with respect to 

temperature the heat of activation, ~ H1 + ~H2, can be identi­

fied with the experimentally determined activation energy, Q. 

Therefore 

( 26) 

and 

(27) 

The calculation of any of the quantities ~ s1 , ~ s2 , 

~ H1 and ~ H2 has not b een satisf actorily performed as yet, 

even for a single metal. As an alternative it should be 

possible to relate these functions to other physical properties 

of the lattice. Then the correlation coefficients for each 

face-centered cubic metal, for which the self-diffusion coeffi­

cient has been measured, can be calculated. Identical values 

for these constants will indicate that the experimental result s 

are consistent, within the assumptions made, wi th the model 

chosen to derive expressions for D0 and Q. 

This procedure has been f ollowed by Le 
42 

41 
Claire 
83,84 

and 

Buffington and Cohen , who have applied Zener' s l a ttice 
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strain theory more carefully to the case of self-diffusion in 
41 

cubic metals. Le Claire in particular bas shown that the 

experimental results for face-centered cubic metals are con­

sistent only with a vacancy model. 

Le Claire's equations for D0 and Q 

In the derivation of Equation ( 23 ) the term l:l G2 is 

associated with the isothermal work done in moving an atom 

from its equilibrium position to the top of the potential 

barrier separating adjacent lattice sites. Assuming that all 
85 

the isothermal work is expended in straining the lattice the 

value of l:l G2 can be related to the elastic properties of the 

lattice. If é represents the strain produced by the diffusing 

atom and jJ is the appropriate shear modulus, then the strain 

energy per unit volume is i jJE.2. If the further assumption is 

made that the strains are geometrically similar in similar 

lattices, and are localized in volumes proportional to the atomic 

volume of the lattice, then 

giving 

(28) 

The choice of modulus jJ depends on the type of strain 

the diffusing atom produces. In Figure 7 the basic act of 

diffusion can be represented by a jump of the front face-centered 
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atom (1, ~, ~) to the vacant site (!, 1, i) in the center of 

the right band face. As shown in Figure 8 the intervening 

"barrier" atoms in the (llO) plane are displa.ced in (112) 

directions when the migrating atom is in the saddle position. 

The result ing (112) strain can be resolved into a <ool) 
and a <.110) strain in the (llO) plane. The atom movement s 

in the (OOl)directions are similar to those occurring in a 

(llO) (001) shear for which the appropriate modulus is c44• 

Simila.rly, movement in the (llQ)direction is related to a 

(llO) (llO) shear for which the modulus is i(cll- c12). 

Le Claire assumed the appropriate modulus to be the sum of 

these moduli. Therefore 

(29) 

where c11' c12 and c44 are the moduli of elasticity for the 

cubic system. 

Making use of the thermodynamic relation 1:::.5 =- ô!:::. G/ô T, 

an expression for 1:::. Sz can be deduced from Equation (28), 

(30) 

The temperature variation of the shear moduli of polycry­

stalline metals is approximately linear below the temperatures 
86 

where viscous slip occurs on the grain bourrlaries • If it is also 

assumed that the density varies linearly with temperature, 
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Figure 7. The Face-Centered Cubic Structure Regarded as Bei.ftg 
Derived by the Close Packing of Spheres. Consider 
the Elementary Act of Diffusion as the Movement of 
the Front Face-Centered Atom to the Vacant Site in 
the Center of the Right Hand Face. 

Figure 8. Direction of Displacement of Barrier Atoms when 
Diffusing Atom is in Saddle Position. The Barrier 
Atoms are Located ill a (110) Plane. 
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Equation (30) becomes 

= - kM~ jJ ~ 
[ 

1 __ n'j 
2 Go }Jo Go 

(31) 

where )J
1 and â are .J..l and Q respectively differentiated with 

respect to temperature, and J.Jo and <2 0 are the values of j.J 

and Q extrapolated to OOK. The temperature coefficient of the 

elastic moduli is al ways negative, and because j.JI / }J 
0 

) Q1
/ Q 0 

the strain entropy will always be positive. It also follows 

that 

fj. Hz = kz M j.J o/ Q o ( 3 2 ) 

87 
It bas been suggested that the change in energy, fj. H1, 

on forming a vacancy is proportional to the latent heat of 

sublimation, Ls, of the lattice. Thus 

Combining Equations (27), (32) and (33) gives 

Q = kl Ls + k2 M • • An ro ~o (34) 

The change in entropy, ~ s1 , arises solely from the 

greater freedom of motion permitted the atoms surrounding the 

vacancy, resulting in these atoms having reduced frequencies 

of vibration. Thus the value of fj. s1 is also positive. Le 

Claire neglects this contribution to the total entropy change 

as being small compared to /j.S 2• An order of magnitude cal-
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culation performed in Appendi.x 1 shows that the use of the 

bulk values of the elastic moduli in calculating ~s2 , rather 

than the local values, partially compensates for this omission. 

The expression for the frequency factor D0 from Equation (26) 

and (31) is 

D0 = a2 v- exp 05a) 

or substituting for k2 from Equation (34) 

Le Claire, using selected data for the self-diffusion 

of Au, Ag, Cu and Pb, obtained average values of k1 = 0.215 and 

k2 = 0.215 using Equations (34) and(35b). 

Buffington and Cohen's equations for D0 and Q 

Using the same basic approach as Le Claire, Buffington 

and Cohen deduced a similar pair of equations for correlating 

the measured values of D0 and Q in face-centered cubic metals. 

Referring to Figure 8, it may be seen that the barrier atoms 

are displaced in (211) directions when the migrating atom is 

in the saddle position. To calculate the strain energy involved 

in this event, they have selected as the shear modulus Young's 

Modulus, E2ll' for the <211> direction in a cubic crystal. 

This difference in choice of modulus does not noticeably affect 
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the degree of correlation, as the ratio of E211/ jJ is relatively 

constant for the face-centered cubic metals. The value of this 

ratio for sorne metals of interest is recorded in Table 2. 

Table 2 

Comparison of E211 and p 

Metal E211 J..l E/J..I 
kcal./cm.3 kcal./cm.3 

Pb 7.28 5.41 1.34 

Ag 21.6 15.5 1.40 

Au 21.2 14.4 1.47 

Cu 35.2 25.4 1.39 

Ni 57.0 42.4 1.34 

Values of E211 and J..l calculated from data in Reference 88 and 

extrapolated to OOK with data from References 89 and 90. 

Le Claire' s propos al for evaluating b. H1, the change 

in enthalpy necessary to form a vacancy, is 

(33) 

Buffington and Cohen used a different approach and assumed that 

a constant fraction of the activation energy, À , is associated 

with straining the lattice. Therefore 

À = = Lili2 
Q 

(36) 
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The final expressions for D0 and Q are 

and 

where 

= (37) 

(38) 

E211 = Young's Modulus along the <211> direction in 

ao = 

N 1= 

~ = 

a cubic crystal evaluated at 0°K (see Appendix 1} -

kcal./cm.3 

Lattice parameter at ooK - cm. 

Avogadro's number 

- 1 dE 
Ea dT 

- deg.-1 

rJ.... = . - .L da - deg.-1 
a0 dT 

and K and À are the correlation coefficients. Using the 

accurate self-diffusion data for silver the values of À and 

K are respectively 0.64 and 0.0514. 

As Buffington and Cohen pointed out it is difficult to 

choose whether Equation (34) or Equation (38) is the better 

expression for the activation energy. This arises because of 

the proportionality existing between k1 15 and E211 a0 3 N, as 

illustrated in Table 3. 
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Table 3 

Proportionality Between k1 Ls and E211 a0 3 N 

Metal E2ll ao3 N Ls E2ll ao3 N/Ls 

kcal./mole kcal./mole 

Pb 531 46.5 11.4 

Ag 885 69.0 12.8 

Au 870 82.3 10.6 

Cu 995 81.2 12.3 

Ni 1475 101.1 14.6 

A calculation of Q from macroscopic considerations 
91 

Brooks recently proposed a method for calculating the 

activation energy required to forma vacancy. He assumed that 

the formation of a vacancy is equivalent to creating new surface 

area in the lattice corresponding to one atomic volume. To 

preserve the total volume, the atom removed to form the vacancy 

must be placed on the exterior of the lattice. For a low 

concentration af vacancies the resultant increase in external 

lattice surface area is negligible. The formation energy of a 

vacancy, fv, becomes 

(39) 
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where 

rs = Radius of sphere corresponding to one atomic 

volume - cm. 

~ = Specifie surface free energy (see Appendix 2) 

- kcal./cm.2 

However the forces of surface tension acting on the 

surface of this spherical cavity will tend to reduce its size 

by elastically distorting the lattice. Correcting Equation (39) 

for this distortional strain energy, and also for the accompanying 

decrease in surface area resulting from this contraction, the 

final expression for the formation energy is 

where 

f = 411 r 2 (5 N 
v s 

(40) 

G• = Rigidity modulus of the surrounding crystal (see 

Appendix 2) - kcal./cm.3 

An estimate of the activation energy required for an 

atom to diffuse can be calculated in a manner similar to that 

used previously. Referring to Figure 8, consider a sphere of 

radius r 0 which is jus t small enough to slip in between the 

barrier atoms. Once this sphere is in the saddle position, it 

is expanded against the elastic forces until its radius is 

equal to the radius, rs, of the other atoms in t he lattice. 
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The total force acting across a spherical surface of radius r is 

where 

ro 

G" 

The work 

(41) 

= Initial radius of the sphere wh en the crystal is 

in equilibrium - cm. 

= She ar modulus appropria te to this circums tance 

(see Appendix 2) - kcal./cm.3 

done in expanding the sphere from ro to rs is 

Fr dr = 811 G" rs3 [ 2/3 ln(rs/r0 )- 2/9(1- r 0 3/rs3)] (42) 

91 
The values calculated by Brooks from equations (40) 

and (42) are entered in Table 4. A comparison with the experi-

mental values make it apparent that little credence can be 

given to the magnitude of the calculated activation energies. 

However as the percentage overestimation is quite constant sorne 

reliance may be given to the predicted relative magnitudes of 

the different contributions to the energy. If this is true, it 

appears that 50 to 6o% of the activation energy is required for 

vacancy formation. This is considerably higher than previous 
41-2' 51-2 

estimates varying from 35 to 45% • 

These calculations may also be useful f or correlating 

additional diffusion data. In particular it can be seen that 

the activation energy for lead self-diffusion is consistant with 

thi s treatment, which was not true f or the emperical correlations 

considered previously (see Table 1). 
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Table 4 

Calculation of Activation Energy 
for Self-Diffusion Using Macroscopic Concepts 

Element Saddle V ac ancy Total 
Point Fornation Activation 
Energy Energy Energy 

fs fv fs + fv 

kcal. kcal. kcal. 
mole mole mole 

Cu 46.1 41.9 88.0 

Ag 39.9 43.8 83.7 

Au 37.6 54.6 92.2 

Al 27.6 33.5 61.0 

Pb 22.5 26.8 49.3 

Diffusion of solutes at low concentrations 
92 

Experimental 
Activation 

Energy 
Q 

kcal. 
mole 

46.1 

45.7 

51.0 

32.8 

26.8 

Theory 
Exp. 

fs + fv 
Q 

1.85 

1.82 

1.81 

1.89 

1.83 

Rhines and Mehl measured the rate of diffusion of a 

number of metals in binary copper alloys having compositions 

in the alpha solution range. The values of D obtained for the 

varioœ alloys tended to be approximately the same at law solute 

concentrations. This suggested that the values were character­

istic of the solvent rather than the solute, and represented 

the self-diffusion coefficient of copper. This hypothesis was 

not confirmed by subsequent measurements of D for copper self-
26-9 

diffusion • In general, particularly at low temperatures, 

the solute atoms diffused at much higher rates, and compared to 
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the self-diffusion values the associated activation energies 

were as much as 50% lower, and the values of the frequency 

factor were often l0-5 times as small. Similar results have 

been reported for many other metals. 
93 

The following argument led Johnson to conclude that 

these anomalous results were irreconcilable with a simple 

vacancy concept of diffusion. For diffusion to occur a solute 

atom must be adjacent to a vacant site. Then because the 

successive jumps of a vacancy and solute atom are assumed to be 

uncorrelated, the rate of diffusion of a solute atom will depend 

on the rate at which vacancies migrate to it through the sol vent. 

Therefore at low solute concentrations the rate of migration of 

solute atoms should be comparable to the rate of self-diffusion 

of the sol vent. 
93 

As an alternative, Johnson proposed a mechanism based 

on the assumption that the solute atoms are less tightly bound 

to the lat tic e than sol vent a toms. Once a vacancy migrates into 

one of these regions of lower binding forces it tends to be 

trapped tœ re, f orming a "solute-hole mole cule". Then bef ore 

the vacancy escapes, it is available for a multitude of ex-

changes with the solute atom and those solvent atoms which are 

nearest neighbours to both members of the complex. Diffusion 

of the solute atom through the lattice proceeds by a cyclic 

motion of the vacancy around the solute atom, as illustrated in 

Figure 9. With a law concentration of vacancie s, the ti me t a ken 

for the vacancy to circumvent the solute atom should be short 
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compared to the time taken for the random motion of a vacant 

site into the correct position for forward migration. There­

fore solute diffusion should proceed more rapid ly th an sol vent 

self-diffusion. 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 x- 0 0 0 x 0 0 0 0 x 0 0 0 0 x 0 0 0 0 x 0 0 0 0 x ...... 

0 
0 
0 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

(l} (2} ( 3} {4) ( 5} (6) 

Figure 9. Cyclic Motion of Vacant Site in Johnson's Sol ut e-Hole 

Mole cule The ory. 

The formation of a stable solute-hole molecule requires 

the assumption that the forces binding a solute a tom to the 

lattice are smaller than those acting on solvent atoms. There-

fore in this region of lower binding forces the activation energy 

required for a diffusion jump would be smaller than in the pure 

solvent. Also it was suggested that the observed D0 values for 

solute migration would decrease exponentially (in comparison to 

the value for solvent self-diffusion} with the number of jumps 

taken for the vacant site to circumvent the solute a tom. In 

this manner a qualitative explanation was given for the observed 

numerical values of D0 and Q for solute diffusion. 
83,84 

Zener in reviewing Johnson's solute-hole molecule 

theory, pointed out that the motion of a solute atom can be 

represented by the rate of migration of the solut e-hole mole-
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cule's center of gravity. A statistical analysis of the motion 

of the center of gravity led to an expression for D0 identical 

in form to that for self-diffusion of the solvent. Therefore, 

Zener concluded, it is valid to use Equation (26) to calculate 

the entropy change associated with solute diffusion. All the 

experimental data on which Johnson's mechanism was based gave 

negative entropies of activation. As this is physically im-

possible on the basis of Zener's lattice strain theory, the 
83,84 

experimental data is now suspect. As emphasised by Zener 
94 41 ' 

Nowick and Le Claire the diffusion coefficients measured at 

high temperatures seem to be reasonable, but the law tempera­

ture values appear to be erroneously high due to rapid diffus­

ion along short-circuiting paths. Thus the law values obtained 

for D
0 

and Q would appear to be due to errors in experimental 

technique. 

The use of large chemical con cent ra ti on gradients 

seems to enhance the tendency for grain boundary diffusion to 
95 

occur. Barnes demonstrated that diffusion in the presence of 

large concentration gradients causes polygonization inside 

individual grains situated in the diffusion zone. These small 

areas inside the grains differ in orientation by as much as 

two degrees. If diffusion along edge dislocations is as rapid 
64 

as has been suggested , the presence of this multitude of short-

circuiting paths could account for the erroneously low values 

-------- --------------------------------' 
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for D
0 

and Q obtained by techniques involving a large concentra­

tion gradient. 

The use of high specifie activity radioactive tracers 

permits the use of much smaller chemical concentration gradients 

in solute diffusion studies, minimizing these short-circuiting 

tendencies. The results of recent investigations confirm 

Zener's critism of the older data, and suggests the following 

interpretation of diffusion at low solute concentrations. When 

the solute and solvent atoms have a similar number of valence 

electrons, and similar atomic radii, the values of D0 and Q 

obtained for solute diffusion correspond quite closely to those 

obtained for self-diffusion of the solvent. This is illustrated 

by a comparison of the data for gold diffusing into copper and 

for copper self-diffusion. 

Dcu = O.l e -44,900/RT 
Au 

Cu 
D 

Cu 
= O.J 2 e -46,800/RT 

(Reference 96) 

(Reference 29) 

However when the solute atoms have an excess or deficit 

of valence electrons compared to the solvent atoms, there appear 

to be marked differences in the D0 and Q values obtained for 

solute diffusion into the solvent compared to solvent self­

diffusion. For example compare the following results for the 

diffusion of antimony into silver single crystals, and for 
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silver self-diffusion. (Antimony has four extra valence electrons) 

DAg = O.l67 e -38,200/RT 
Sb 

Ag -45,500/RT 
D = 0.72 e 

Ag 

(Reference 97) 

(Reference 69) 

The above result s have been theoretically int erpreted 
98 

by Lazarus • Starting with the values of D0 and Q for the 

solvent, he calculated expressions for D0 and Q for solute 

diffusion, taking into account the screened coulomb potential 

surrounding the impurity atom. These expressions indicate that 

electronegative impur.ities should diffuse more rapidly than 

solvent self-diffusion, and electropositive elements should 

diffuse more slowly. 

Object of research 
41 42 91 

Le Claire , Buffington and Cohen , and Brooks have 

deduced equations for correlating the rate of self-diffusion 

in a metal to its elastic properties. However the data for only 

four face-centered cubic metals are suitable for testing the 

validity of these expressions. To provide a further test it 

seerned of interest to study the rate of nickel self-diffusion. 

This is a particularly interesting metal, as it is the only one 

of the three transition elements, cobalt, iron and nickel, whose 

elastic properties are known sufficient to permit this correla-
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tion. (Iron and cobalt assume a face-centered cubic structure 

only above temperatures of 91ooc and 6oooc respectively, making 

it difficult, if not impossible, to obtain the requisite elastic 

pa ramet ers ) • 

The transition elements form an interesting group of 

metals in that, with few exceptions, they have an identical 

number of valence electrons. Hence if the existing concepts 

of diffusion at low solute concentration are correct, it would 
63 

be expected that the rates of diffusion of Ni into iron and into 

cobalt should be in close agreement with the rates of self­

diffusion of these metals. To test the validity of this state-
63 

ment the rates of diffusion of Ni into iron and cobalt have 

been measured. 

To further our knowledge of the concentration dependance 

of intrinsic diffusion coefficients, the rates of diffusion of 

nickel in two iron-nickel alloys, 6% and 16% Ni, have been 

measured. Because of the widespread use of nickel as an alloy-

ing element in steel, these result s may eventually be of sorne 

practical use in interpreting the effect of nickel on the 

transformation properties of nickel-steels. 

~~-~--~--~ ---------------------------------" 
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EXPERIMENTAL TECHNIQUES AND RESULTS 

63 
Part 1 - Characteristics of Ni 

Diffusion measurements 

Diffusion coefficients obtained by the use of radio­

active tracers are measured most commonly by either of two 

methods, sectioning or surface activity techniques. In both 

methods a thin layer of radioactive rnaterial is deposited on 

the surface of a prepared metal dise. Then after a suitable 

period for diffusion at temperature, the diffusion coefficient 

is evaluated by determining the concentration and extent of 

the tracer's penetration into the dise. 

In the sectioning technique the sample is mounted in a 

lathe and thin slices are machined off parallel to the active 

surface. After the specifie activity of each slice is determined, 

a concentration-penetration curve can be drawn. The diffusion 

coefficient can be calculated from this curve using Equation (18). 

This technique has yielded the most dependable diffusion data. 

In the surface activity technique the diffusion coefficient 

is calculated from the decrease in surface activity caused by 

diffusion of the active material into the specimen. This 

decrease results from the absorption of the radiation emitted 

from the active atoms located belO\'l the surface of the specimen. 
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A disadvantage here is that the shape of the concentration-

penetration curve is not determined. However this method can 

be us ed to rœasure much smaller diffusion coefficients than the 

sectioning technique, as much smaller penetrations are required 

to obtain results of comparable accuracy. 

The application of both methods depends on a knowledge 

of the counting characteristics of the tracer, particularly in 

the case of the surface activity technique. The following 

section deals with the preliminary experiments performed to 

obtain this informa ti on. For simplicity of presentation the 

relevant theory is presented in each individual section along 

with the experimental results. 

Relative count ing of a beta-emitting nuclid e 

When a radioactive source is placed under a counter only 

a fraction of the total number of disintegrations occurring in 

the source is detected. The counting rate, rn, of a radioactive 

source is related to t he actual number of disintegr ations, D, 
99 

occurring in the source by the expression 

(43) 

whe r e 

E = Counter efficiency, which depends on its intrinsic 

sensitivity to beta-parti cles and the solid angle 

over whi c h particles emi tted from t he s ource are 

detected. 
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~ = Correction factor for dead-time losses. The number 

of recorded counts will, in general, be smaller than 

the number of ionizing events occurring in the count er 

because of its inability to resolve closely spaced 

events. 

fb = Correction factor for backscattering. vllien a source 

is mounted on a thick backing, sorne particles emitted 

originally in a direction away from the counter are 

reflected back to the counter. 

fw = Correction factor for absorption in counter window, 

intervening gas, absorbers, etc. 

fs = Correction factor for self-absorption in the source. 

The expression is simplified considerably when an internai source 

counter with a 2~ geometry is used, as the factor E fw is a 

constant. By using source mounts which behave as infinitely 

thick backscatterers the factor fb is also constant. Equation 

(43) then becomes 

rn = K D f,; fs (44) 

where 

K = E fw fb 

It is not necessary to know the value for K in determining the 

r elative specifie activity of a series of s ources . Renee it is 

suff icient to determine t he dead-time loss correction f or the 
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counter, and the self-absorption curve for the nuclide being 

counted. 

Long-lived nickel isotopes 

The active nickel used in this research was prepared 

by exposing three rods of spectrographically pure nickel metal 

to a thermal neutron flux. The metal was obtained from Johnson, 

Matthey and Company Limited, who supplied the analysis given 

in Table 5. The irradiation, of two weeks duration, was per-

formed in the nuclear reactor at the Brookhaven National 

Laboratory. The two long-lived nickel isotopes produced by 
63 

(n, ~)reactions are Ni decaying by the emission of a beta-
100, 101 

particle, maximum energy 61.5 - 67 kev , half-life 
101 59 

85 ± 20 years , and Ni decaying by K-electron capture with 
4 101 

the emission of a Co K c1.. X-ray, half -lif e 7. 5 x 10 years • 

In a predominantly thermal neutron flux, a minimum of iron and 

cobalt impurities is formed by (n, o() and (n,p) reactions 

respectively. 

The activated material was stored for several months to 

permit any short-lived impurities and short-lived nickel isotopes 

to decay. After this peri od the sample continued to emit g-amma 

radiation indicating t he presence of a radioactive impurity. 
59 63 

(Ni and Ni are known not to decay with the emission of gamma 

rays). Because of the long half-life of the impurity and the 

high purity of the nickel metal irradiated it was concluded 
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Table 5 

Spectrographie Analysis of Nickel Rods 

Element 

Silicon 

Magnesium 

Aluminum 

Iron 

Copper 

Sodium 

Le ad 

Silver 

Estimate of Quantity Present 
in Per Cent 

lines faintly visible 

lines barely visible 

detected by total combustion 

method 

0.003 

0.0005 

0.0005 

0.003 

0.0002 

< 0.001 

< 0.0001 

No lines of the following elements were observed: 

As, Au, Bi, Cd, Co, Cr, Li, Mn, Sb, Sn, Ti, V, W, Zn, Zr. 

that the impurity must have been formed by a nuclear reaction 

with one of the stable isotopes of nickel. The possible 

impurities, their modes of production, and the respective 

energies of the gamma rays emitted are shown in Table 6. 

The gamma spectrum of the material was determined using a 

Nai - Tl activated crystal scintillation spectrometer and an 

energy peak was found at O. 81 Mev. This t entati vely identified 

the impurity as co58. 
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Table 6 

Sorne Radioactive Impurities Formed From Nickel 

Impurity Reaction Energy of the 
Gamma Rays Emitted-Mev 

Fe 55 Ni 58 ( n, o() Fe 55 0.07 

Fe 59 Ni62 (n, o() Fe 59 1.10, 1.30 

co 58 Ni 58 (n ,p) co 58 0.805 

co60 Ni60 (n, p) co60 1.115, 1.317 

Purification procedure 

The method chosen to separate the cobalt impurity from 

the active nickel was an anion exchange technique suggested by 
102 

Moore and Kraus The separation is based on the fact that 

in concentrated hydrochloric acid solutions cobalt forms an 

anion complex CoClj, and nickel do es not. Thus wh en a hydro­

chloric acid solution containing nickel and cobalt ions is 

passed through an anion exchange column.the cobalt is adsorbed 

on the resin, retarding its passage through the column, while 

the nickel passes directly through. The acid concentration 

range is critical, with best results obtained in a 9-M (molar) 

hydrochloric acid solution. This purification procedure has 

the additional advantage that any iron in the nickel solution 

is removed along with the cobalt. 

The type of ion exchange apparatus used is illustrated 

in Figure 10. The column was 15 cm. long and had a 5 mm. bore. 

The lower 10 cm. was packed with Dowex-1, an anion exchang e 
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Air pressure 

Dowex-1 resin 

~~- Glass Wool 

Figure 10 • bion Exchange ColUJDl'l 
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res in, the particle size of which varied from -200 to + 500 

mesh. The use of this fine material made it necessary to 

apply air pressure - about 2 psi gauge - to force the solution 

through the column at reasonable rates. A 60-ml. separating 

funnel served as a reservoir for the impure solution. The 

stop-cock separating the reservoir from the column made it 

possible to pretreat the resin, and to remove adsorbed material 

from it without emptying the reservoir. The necessary reagents 

for these operations were added directly to the top of the column 

by breaking the joint connecting the column to the reservoir. 

The purification of the active material was carried out 

in a "dry-box". A dry-box is a highly developed form of enclosed 

working space, access to which is provided by means of two long­

sleeved rubber gloves,the cuffs of which are attached to special 

circular openings. This box is maintained at a negative pressure 

and the complete assembly protects the surroundings from con­

tamination. 

To perform a separation the nickel was first dissolved 

in hot concentrated hydrochloric acid. The resulting solution 

was evaporated to dryness, and the nickel chloride dissolved in 

sufficient 9-M HCl to form a 2-M NiC12 solution which was 

placed in the reservoir on top of the column. After the resin 

was prepared by acidifying it with 9-M HCl, a drop of inactive 

CoCl2 solution was placed on top of the resin. This formed an 
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intense blue band, which served as a visual marker to follow 

the descent of the cobalt complex. The stop-cock was then 

opened and the active solution was allowed to flow through the 

column. 

For the column size specified, about 40 c.e. of active 

solution could be purified before the cobalt band had descended 

two-thirds of the length of the colurnn. The stop-cock was then 

clos ed and the residual trace .. of active nickel was rinsed from 

the resin by passing successive additions of 9-M HCl down the 

column. The container holding the purified effluent was then 

removed and the adsorbed cobalt was eluted from the resin using 

distilled water. 

Examinations of the purified nickel effluent showed no 

gamma radiation indicating that one pass through the column 

effected a complete separation. 

Counting equipment 

Ni59 decays by K-electron capture followed by the emission 

of a Co K d. X-ray to form the stable isotope co59. Ni 63 decays 

to stable cu63 by the emission of arp--ray (""" 67 kev) which is 

so soft that it is completely absorbed in the window of a 

standard end window counter. For this reason an internal source 

proportional counter with a 2fT geometry (AEP CFIS 2) was used 

throughout these experiments. The details of the counter are 

shown in Figure 11. The counter's chamber consists of a short 



Gas -outlet -

Gas 
ialet 

-59-

'l'ullgsten anode 

~~~~:~:~~~~!~r-- non ring seal 
Sliding source 
carrier 

Source 

.....------ ,.,.--- ....... 

' -._ ____ 7 
'\ 

1 \ 

1 \ 
l 

1 1 
\ 1 
\ 1 _____ _ \. 

1 
------"""" / 

...... / ___ ....... 

Sliding source 
carrier 

~ .Aluminum 

~ Teflon 

Figure 11. 2~ Constant Flow Interna.! Source Proportional Counter 
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right cylindrical cavity with a horizontal tungsten anode 

stretched perpendicular to the axis of the cylinder. The 

source is introduced into the bottom of this cavity by a sliding 

aluminum plate which contains a depression for the source. 

Providing the source to anode distance is unaltered, a variety 

of counter bottoms can be used to accomodate different source 

sizes without changing the counter's characteristics. 

The pulse from the counter was amplified (~2000) by 

an AEP-1448 amplifier-discriminator unit and then fed into a 

Marconi AEP-908 scale of 1000. The proportional chamber was 

mounted directly on the front panel of the amplifier-discri­

minator which plugged into the same base unit as the scaler. 

A Dynatron Radio Limited 4000 volt power supply (P 200 A) 

provided the anode potential. The counter gas used was C.P. 

methane dried with silica gel and flowed through the counter 

at a rate of two bubbles per second after an initial rapid pre­

flushing period. 

A proportional counter operates in what is known as the 
99 

region of proportionality • In this region, each electron 

produced by the primary ionizing event initiates an electron 

avalanche in the vicinity of the anode. As the avalanches are 

of similar size, the total charge, Q, collected at the anode,is 

proportional to the number of ions formed in the initial ioniz­

ing event which is dependent on the energy and type of radiation. 
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This charge produces a voltage pulse V = Q/C (where C is the 

capacity of the anode to ground). As the potential across 

the chamber is increased the magnitude of V increases sharply. 

Eventually enough amplification is produced that even the 

weakest ionizing event produces a sizeable pulse. All pulses 

over a certain size trigger the associated electronic apparatus 

and are recorded on the scaler. 

A beta-emitting nuclide emits electrons having a con­

tinuous energy spectrum, varying from a l~j energy to the 

maximum allowable for the transition. Bence as the voltage 

increases across the chamber, the most energetic particles 

are the first to produce a pulse large enough to trigger the 

scaler. With further increases a voltage is eventually 

reached where even the weakest beta-particles can be detected. 

Any further increase in voltage does not produce an increase 

in counting rate as ·all the beta-particles have already been 

detected. Thus a region, called the plateau, exists where the 

counting rate is very nearly independant of the applied anode 

potential. The length of the plateau indicates the useful 

rang~ of voltage which may be used to operate the counter. 

The position of the plateau in any counter is dependent 

on the energy of the beta-particles being counted. For this 

reason the high voltage characteristics of the proportional 

counter were determined using a Ni63 source, and are shown 

in Figure 12. The plateaus have negligible slopes, less than 
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0.5%/100 volts, and are about 400 volts in length. Thus when 

the counter is operated 100 volts above the threshold of the 

plateau, small fluctuations in anode potential have a negli­

gible effect on the counting rate. This also ensures that all 

ionizing particles are being counted. 

The size of the voltage pulse required to trigger the 

scaling circuit may be increased by varying the negative bias 

applied to the grid of the input tube in the amplifier­

discriminator. Other than shifting the position of the plateau, 

it can be seen that the only effect of increasing the grid bias 

is to decrease the counting rate slightly. This indicates that 

very few, if any, spurious counts are recorded due to stray 

electronic phenomena. Because of the flat plateau and the 

negligible effect caused by varying the grid bias, it may be 

assumed that the accuracy with which a particular source may 

be counted depends solely on counting statistics. 

Counting statistics 

The decay of a radioactive nuclide is a random phen-
99 

omenon subject to the laws of statistics • The statistical 

variations of a counting rate, R, are most commonly expressed 

in terms of the standard deviation u-. The standard deviation 

is defined by the expression 

(45) 
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\ihere 

t = Total counting ti me. 

The standard deviation is related to the probable accuracy 

of an individual measurement. The probability, P, that an 

individual counting rate lies within the following limits, 

expressed in terms of the standard deviation, a-, is given in 

the following tabulation. 

Probability Limits 
in 12er cent 

68.3 + a---
90.0 + 1.65 cr--
95.4 + 2.0 a--
99-7 + 3.0 (J' -

As it is clearly impossible to define an error limit, the 

common practice of expressing the confidence limits as ! a­

has been followed in this research. 

During the normal operation of a counter a certain 

background counting rate registers even in the absence of 

a source. This is due to cosmic radiation, and possibly from 

neighbouring sources. \Vhen an active source is counted this is 

included in the total activity and must be deducted to give the 

true activity. The standard deviation, ~ , of the corrected 

counting rate is given by the expression 
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=/ c 
- + tc (46) 

where 

c = Counting rate due to activity and background -

c.p.m. 

b = Background - c.p.m. 

tc = Counting ti me for source - minutes. 

tb = Counting ti me for background - minutes. 

When the available counting tirne is lirni ted, the above expression 

is minimiz ed wh en the ti mes taken to c ount the sample and to 

determine the background are related by 

tb = lb 
tc j ~ 

Dead-time loss correction 

(47) 

At low disintegration rates the number of recorded 

counts i s equal to the number of ionizing events. At higher 

rates however, the nurnber of recorded counts is lower because 

clos ely spaced events may not be resolved in ei ther tœ chamber 

and/or the auxilia ry electronic ci rcuits. The magnitude of this 

coincidence loss was determined using the two source method. 

(See reference 99 for a complete description of the procedure). 

In this technique the sum of the measured activities of two 

single sources is compared to the measured activity of the two 
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sources c ombined. The expe rirœ nt al re sul t s are summa riz ed in 

Figure 13. \fuen the coïncidence los s is small, the ac curac y 

with which it can be determined is quite lmv as it is obtained 

from the difference between two large numbers. However as the 

magnitude of the coïncidence loss increases, the accuracy of 

its determination increases accordingly. Even at 105 c.p.m. 

the correction is le ss tha n two per cent. For co un ting rates 

below 104 c .p.m. the dead-time loss correction ( ~ t 0.6%) is 

negligible compared to the counting statistics generally employed 

( :!: 1%) and has be en neglected. 

The dead-time can be calculated from the following 
99 

equation 

Ri = R 
1- R'L (48) 

where 

Ri = Numb er of ioniz ing events per second. 

R = Recorded counting rate - c.p. s . 

't' = Dead-time - sec. 

The dotted line in Figure 13 was calculated from Equation (4$) 

as suming a constant dead-time of 14 micros econds. The 

difference between this line and the one drawn through the 

experimental points may not be significant. If it is signifi-

cant, it may be due to one or a combination of two f actors. 
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(l) Equation (48) does not adequately represent the conditions 

which cause this resolution loss. It is derived on the assump­

tion that any event occurring during the period ~ following 

the preceding event does not extend the dead-time. 
104 

of this assumption has been questioned • 

The validity 

(2) The dead-time is not a constant. It is commonly observed 

that the dead-time decreases with increasing counting rate. 

3ource mounting technique 

All sources used in this work were prepared by electro-

plating active nickel onto one-i nch diameter copper dises. The 

plating cells used are shown in Figure 14. To define accurately 

the area of the deposit, the polyethylene liners were made a force 

fit in the brass shells. However, the polyethylene tubing tended 

to contract with use, resulting in smaller deposits which were 

not always circular because the soft lining was no longer 

supported by the metal shell. This diff iculty was overcome by 

placing the liners in warm water for 15 minutes before the cells 

were assembled. With this precaution the diameter of the 

deposits never varied by more than t 0.005 inches, correspond­

i ng to errors i n the a r ea of the deposit of t 1.5% (mean diameter 

of the deposit was 0.70 in.). 

As the roughness of the source mount influenced the 

counting rate, all source mount s were eut from highly polished 

copper foil. This foil was visibly free from tarnish and the 
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only precaution necessary to obtain adherent deposits was to 

remove any oil with carbon tetrachloride. 

As an electrolyte the following stock solution was 

employed: 

70 cc. conc. NH40H 

30 cc. HzO 

10 gm. (NH4)2so4 

Enough concentrated nickel chloride solution was added to this 

solution in the individual plating cells to prepare sources 

of the desired mass thickness. The nickel concentration was 

initially about 0.03 moles per liter. As this electrolyte 

readily attacks copper, it was essential that the anode and 

cathode be connected to the power supply before adding the 

plating solution. 

The solution was stirred during deposition to remove 

bubbles formed by the considerable quantities of gas evolved at 

the anode and cathode. The minimum possible speed, about 60 

r.p.m., was used as higher speeds tended to give a non-uniform 

deposit. Even at these low speeds the deposit on the periphery 

was several per cent thicker than in the center. The cell 

current density was 20 ma./cm2. 

External absorption curve for a nickel source 

The absorption of beta and electromagnetic radiations 
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generally obeys an exponential absorption law, 

(49) 

where 

Ao = The acti vi ty without an absorber. 

Ad = The activity with an absorber. 

d = The mass thickness of the absorber - mg./cm2. 

r = The ma.ss absorption coefficient - cm2/mg. 

For x-rays the value of~ depends only on the energy of the 

emitted radiation and the nature of the absorbing material. 

Th us it can be us ed as a me ans of id entifying the decaying 

material. In the case of beta-radiation the exponential behav­

iour is a fortuitous result of the combined effects of scatter­

ing and the continuous energy spectrum of the radiation. At 

larger absorber thickness the exponential law breaks down and 

the beta-radiation exhibits a maximum range. This range is 

more commonly used to identify beta-emitters as it is less 

dependent on the geometrical arrangement of the source, counter 

and absorbers than is ~ • 

An external absorption curve was determined in order to 

confirm that the radioactive species in the active material were 

actually Ni59 and Ni63, and to ascertain their relative counting 

rates. In addition to this essential information, the results 

permit an estimation of the maximum energy for Ni63 beta-



-72-

particles, and an additional check on the radioactive purity of 

the na terial. 

Referring to Figure ll it can be observed that placing 

an aluminum foil layer over the active source transforms the 

counter into an end-window proportional counter. In addition 

to the reduction in counting rate caused by absorption of beta­

particles in the absorber, further reductions are caused by 

absorption in the methane trapped between the foil and the 

source, and by scattering of beta-particles at the îoil surface 

away from the chamber. These two latter effects can be 

eliminated by laminating the aluminum foil to the source with 

a thin layer of plastic. 

The following procedure for this was found to be the 

most reliable. A 20 }A. gm.jcm2. VYNS film was prepared on a 
/ 104 

wire frame as suggested by Pate and Yaffe The active side 

of the source was then wet with a thin layer of cyclohexanone, 

a solvent for VYNS resin. The source was passed slowly up 

through the film, and on contact the film over the source 

dissolved. This was repeated until the source no longer readily 

dissolved the film. Then the aluminum foil was smoothed on 

the coated source and it was put into an oven to dry at 12ooc. 

\Vhen dry, the excess aluminum was trimmed and the source re-

weighed to determine the mass thickness of the absorber. The 

advantage of using this laminating technique is that very thin 
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uniform layers of plastic can be applied to larninate the 

aluminum foil to the source. For the thinnest foils employed 

the weight of aluminum was 0.225 mg./cm2. and that of the 

plastic about 0.060 mg./cm2• For thicker aluminum foils the 

ratio of aluminum to plastic increased accordingly. 

Additional foils of various thicknesses were larninated 

onto the source to give the absozption curve shawn in Figure 15. 

The laminating process apparently eliminated the scattering 

which usually occurs at the foil interfaces, because it was 

immaterial whether the thicker absorbers consisted of a single 

layer of thick foil, or one laminated from several thinner 

ones. The external absorption curve for Ni63 was obtained by 

subtracting the contribution of Ni59 from the total counting 

rate. This curve, show.n in Figure 16, illustrates the commonly 

observed experimental fact that the absorption of beta-particles 

is an exponential phenomenon. 

Referring to Figure 15 it can be seen that at zero 

absorber thickness, the ratio of the detected activities for 

Ni63 to Ni 59 is 104. The half-thickness for Ni59 is approxi­

mately 9.0 mg./cm2., indicating that no gamma background is 

present in the source. (\f.hen absorption is an exponential 

phenomenon the half-thickness is that thickness of absorber 

which reduces the observed activity by 50% and is equal to 

0.693/~). The calculated half-thickness for Ni63 is 
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Figure 16. Absorption Curve for Ni 65 in Aluminum 

(source thickness 1.40 mg.jcm2.) 
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0.523 mg./cm2 • The maximum range for Ni63 in aluminum was 
105 

determined visually as 8.5 ± 0.5 mg./cm2. A Feather Plot 

was not made because a standard in the same energy range is not 

yet available. 

Self-absorption of Ni63 in nickel 

\vith infinitely thin sources all the beta-particles 

emitted toward the counter are detected. However as the source 

thickness is increased, sorne of the beta-particles emitted by 

atoms lying beneath the surface are absorbed or scattered by the 

overlying layers of atoms. Thus the apparent specifie activity 

of the material decreases as the source thickness is increased. 

If the activity, a, associated with a thin layer of atoms lying 

at a distance x beneath the surface is reduced to ae-kx by 
99 

absorption, it may be shown that the counting rate for a 

source of thickness x is 

where 

A(x) = ao (1 - e -kx) 
k 

(50) 

A(x) = Observed activity for a source of thickness 

x - c.p.m. 

a0 = Specifie activity of the source material -

c.p.m. cm2./mg. 

k = Mass absorption coefficient - cm2.jmg. 

x = Mass thickness of source - mg ./cm2. 
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The apparent specifie activity of a source is A(x)/x, and for 

an infinitely thin source this is equal to the specifie acti­

vity of the material a0 • 

For thick sources Equation (50) reduces to 

A(x) = ao 
X-+ao k 

(51) 

Thus for thick sources the observed activity is directly 

proportional to the specifie activity of the material. The 

required thickness, x, is somewhat less than the range 

determined in an external absorption experiment. The use of 

infinitely thick sources affords a simple method of determining 

relative specifie activities of weak beta-emitters. 

While Equation (50) has successfully interpreted the 

results of many investigations, it has been found that the 

value of k determined for any nuclide depends on the geometry 

of the counter. The greater the geometry the smaller the 

value of k associated with a given nuclide. 
106 

Gora and Hickey 

recently deduced an expression which gave identical k values for 

the self-absorption of c14( (3- 0.156 Mev) in narrow and wide 

angle geometries. 

Particles emitted at an angle 9 to a normal on the 

source surface traverse a~ effective thickness of source x/cosS 

to reach the surface. Thus the activity of particles emitted 

at an angle e for a source of thickness x is 



A(x, 8 ) = 

-78-

ao cos e 
k 

(1 - e- kx 
cos e ) (52) 

The integrated values of this expression for a 211 georœtry 

are plotted in Figure 17. The absorption effects arising from 

self-scattering in the source and from source mount back-

scattering are not included in this treatment. \'lith the proper 

selection of k, a set of experimental results will coincide with 

the theoretical curve if they are consistent with the integrated 

form of Equation (52). 
106 

Gora and Hickey also considered the case where a 

fraction, p, of the particles incident on the source mount are 

geornetrically reflected back toward the counter. They were 

unable to extend this treatment to include the effects of back-

and self-scattering in the source. Their integrated expression 

has been evaluated for p = O. 5, and for the hypothetical case 

p = 1.0 where all the particles incident on the source mount 

are backscattered into the counter. The effect of back-

scattering is to increase the apparent specifie activity of 

the thin sources and to leave that of thick sources unchanged. 

As can be observed in Figure 17 the apparent specifie activity 

initi ally decreases more r apidly when backs catteri ng occurs. 

It will be noted that for convenience in Figures 17 and là the 

specifie activity of the source material has been given the 

value uni ty and tre values of the apparent spe cifie activity 

adjusted accordingly. 
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....,.r---------- Gora and Hickey - p = 0 

k = 1.4.3 

·'-- --------- Go ra and Hickey - p = 0. 5 
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Figure 17. A Comparison of Self-Absorption of Ni6.3 with the 
Theoretica~6curves by Gora.and Hickey. Experimental 
Data for N1 .3 Taken from F1gure 18 and Shown as 
Dotted Lines for Various Values of k. 



LO 

0.9 

0.8 

~ 
+' 0.7 
..-t 
1> 

"" +' 
t> 0.6 ~ 

t> 
..-t 
Co-i 

"" o.l t> 

\ l 1 4l 
o. ~ 

Cl.l 0 
1 

+:l s:: 
1) 
Jo. 

"' ! O.J 

0 
0 1 2 3 4 5 

Mass Thickness (mg.jcm2.) 

Figure 18. Self-Absorption Curve for Ni6J in Nickel - Apperent Specifie Activity Plot. 



-81-

loO 

0.8 

8 
~ ...-

>4 0.6 ......., 
~ 

~ ..... 
> ..... 

-+> 
() 

< 
t) 
1> ..... 
~ 0.4 <Il 
.-1 
'V 
IX: 

0.2 

0 
0 1 2 3 4. 

Maas ThiCkness (mgo/cmo2) 

Figure 19. Self~Absorption Curve for Ni63 in Nickel -Saturation Plot. 



-82-

To investigate the phenomenon of self-absorption, a 

series of active nickel sources of varying mass thickness was 

prepared by electrodeposition. All sources were prepared from 

material of the same specifie activity. The range of source 

thickness investigated varied from 0.05 to 4.5 mg./cm2. The 

source mounts were weighed on a five-place balance, sensitive 

to 0.005 mg., to determine the weight of the deposit. The 

deposits were checked for circular symmetry by measuring across 

various diameters and the mass thickness of the deposit was 

calculated from the mean of these diameters. All observed 

counting rates were corrected to correspond to the same area 

of active surface - a correction ~ t 1.5%. The apparent 

specifie activity of each source was calculated and is plotted 

against its mass thickness in Figure 18. 

By selecting different values of the mass absorption 

coefficient, k, it was attempted to correlate the results shown 

in Figure 18 with the theoretical curves of Gora and Hickey 

plotted in Figure 17. As can be seen it is not possible to select 

a value of k for which the experimental and theoretical curves 

coincide over the whole range. The best agreement occurs with 

the Gora and Hickey expression for the limiting case, p = 1.0. 

The counting rate of each source is plotted against 

its rnass thickness in Figure 19. The r esults show the typical 

satura tion behaviour expected. All sources t hicker than 4.0 

mg./cm2 • have a constant counting rate and are known as 
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infinitely thick sources. The curve drawn through the experi­

mental data was calculated from the following empirical 

expression 

A(x) = Ad:) [0.194(1- e-7.5X) + 0.806(1- e-1.35x)] (53) 

where 

Aoo~ Observed counting rate for an infinit ely thick source. 

This indicates that with a 2'TI geometry an absorbing layer of 

thickness x reduces the activity of Ni63 in proportion to 

1.46 e-7.5x + 1.09 e-1.35x (54) 

The curve showa in Figure 19 can be used to correct 

the activity obtained for a source of thickness x to that 

which would be observed for an infinitely thick source. To 

check the probable error \~th which relative activities could 

be routinely determined us ing this curve, ten additi onal sarnples 

of mass thickness 2.0 to 4.5 mg ./cm2. were prepared. None of 

the corrected counting rates obtained differed from the mean 

value by more than ± 1.5%. Sufficient counts were taken to 

obtain counting statistics of ! 0.5% for this investigation. 
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DISCUSSION 

Part 1 - Characteristics of Ni63 

External absorption curve for a nickel source 

From the characteristics of the absorption curves given 

in Fig ur es 15 and 16 it can be con cl ud ed th at the active 

species present in the activated nickel metal are Ni59 and Ni63. 

The external absorption curve given in Figure 15 indicates 

the presence of a 1ow activity component with a half-thickness 

of 9.0 mg./cm2. This value is in agreement with that given 
107 

in x-ray tables for the absorption of Co K cl... X-rays in 

a1uminum of 9.4 mg./cm2., and serves to identify this component 

as Ni59. The soft component, Figure 16, has a ha1f-thickness 

of 0.523 rng./cm2. and a range of 8.5 ± 0.5 mg./cm2., which are 

close enough to the values reported by Bros i, Borkowski, Conn 
101 

and Greiss of 0.6 mg./cm2 • and 6.6 rng./cm2 • respectivel~to 

identify this component as Ni63. Also, as there is no sign of 

a gamma ray background in Figure 15, it can be concluded that 

the anion exchange separation comple tel y remov ed the radioactive 

impurity co5S. 

The value found for the range of Ni63 in these experiments 

is 8.5 ± 0.5 mg./cm2 . The "visual method" of estimating the 
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range from the absorption curve, Figure 16, was employed because 

no suitable standard is as yet available in this energy range 
105 

for a Feather analysis. As the individual measurements made 

to obtain the external absorption curve for Ni63 can be 

accurately reproduced, the value 8.5 :!: 0.5 mg./cm2. is stated 

with confidence. This value is considerably greater than the 
108 

values given by Wilson and Curan of 6.0 mg./cm2., and by 
101 

Brosi et al of 6.6 mg./cm2. 

Wilson and Curan give no information concerning their 

measurements, making it impossible to assess the accuracy of 

their results. However their failure to publish an absorption 

curve, and their rather high estimate of the maximum energy 

for Ni63 beta-particles (60 - 70 kev) corresponding to their 

value for the range (6 mg./cm2.) gives the impression that their 

value is not very accurate and is probably low. Brosi et al 

determined their range using a Feather plot. Their failure to 

state which isotope they used as a standard in their Feather 

analysis makes their range determination of questionable worth. 

As they followed the absorption of Ni63 over only three decades 

of activity, the use of a standard having an energy spectrum 

different from Ni63 could result in an appreciable error in the 

estimated range. Furthermore a careful examination of their 

published absorption curve shows that they did not completely 

eliminate the scattering phenomenon which occurs when the first 
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absorber is placed over the source. This could also account for 

their low value obtained for the range of Ni63. 

There are many empirical and semi-empirica1 expressions 

for relating the maximum energy of a beta-ray spectrum to the 

observed range of these particles in aluminum. However on1y 

two are recommended for use be1ow 100 kev: 
109 

(1) Glendenin's range-energy curve; 
llO 

(2) Libby's range-energy relation 

R = 1/150 E5 j3 

where 

R = Range - mg./cm2. 

E = Maximum energy - kev. 

(55) 

The maximum energy for Ni63 beta-particles obtained from 

relation (1) is 72.5 ± 2.5 kev and from relation (2) is 

72.9 ± 2.5 kev using a range of 8.5 ± 0.5 mg./cm2• These 
101 

values are higher than the reported values o:f 67 ± 2 
111 lOO 

63 :!: 2 and 61.5 t 2.5 kev , obtained direct1y using 

proportional count er beta-spectrometers. However the se direct 

determinations may not be as free from error as might be desired. 
101,111 

In two of the determinations thick source mounts were 
100 

employed, and in the other a thick source. These conditions 

~nll result in an excess of soft electrons being observed in 

the beta-spectrum, and the resulting error in the slope of the 
99 

Kurie plot will cause the maximum energy to be underestimated. 
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Un til a spectrometer measur ement is made whi ch is not sub je ct 

to these limitations, it is proposed that 72.7 + 2.5 kev be 

accepted as the value for the maximum energy of the Ni63 beta-

spectrum. 

In Figure 15 1it can be observed that at zero absorber 

thickness the ratio of the detected disintegrations of Ni63 to 

Ni59 is 104 for a source of mass thickness 1.40 mg./cm2 • Using 

the appropriate corrections for self-absorption in the source, 

it is apparent that even for sources of superficial densities of 

15 mg./cm2 • the ratio of detected disintegrations is 103. Hence 

it can be concluded that for the purposes of this research the 

active material consists of a single active species, Ni63. 

Self-absorption of Ni63 

The results for self-absorption of Ni63 given in Figure 

18 are practically identical to those determined previously in 
112 

a 2 'i1 geometry by Schweitzer, Stein and Nehls • The agree-

ment confirms the accuracy of both sets of data, which is 

important, as it is apparent with reference to Figure 17, that 

the experimental results for Ni63 self-absorption are not con-

sistent with the theoretical expressions deduced by Gora and 
lOS 

Hic key • As can be observed the correlation is improved 

when a correction is made for source mount backscattering, with 

better correlation for the hypothetical case p = 1.0 than for 
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p = 0.5. From this it may be concluded that for low energy 

beta-emitters the effects arising from self-scattering and 

backscattering are important enough to invalidate any description 

of self-absorption in a 211 system which ignores these processes. 

When a value of the mass absorption coefficient, k, is 

selected to make the theoretical and experimental curves coin­

cide for large source thicknesses, it is observed that the 

experimentally determined apparent specifie activity decreases 

more rapidly than that predicted theoretically. This suggests 

that the backscattering processes in the source degrades the 

energy of the scattered particle, so that it is more easily 

absorbed in the overlying layers of atoms in the source. This 
113 

is in agreement with the experimental work of Pate and Yaffe 

who also suggest that the effect is more marked for wide angle 

geometries. In addition, their results show that the back­

scattering factor, p, for an infinitely thick source mount 

increases with decreasing energy of the beta-emitter. This 

probably accounts for the fact that Gora and Hickey could 

successfully interpret their results for self-absorption of 

cl4(j3- 0.156), while t he results for Ni 63 (j3- 0.072) are in­

consi stent with their equations . 

It has been shown that the experimental results for 

self-absorption are satisfactorily expressed by an empiri cal 

equat i on i nvolving two absorption coefficients 
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A(x) = Aoo [0.194(1- e-7.5x) + 0.806(1- e-1.35x)J • (53) 

Equation (53) suggests that eighty per cent of the emitted 

particles are absorbed by a process having an absorption co­

efficient of 1.35 cm2 ./mg. which is practically identical to 

the value calculated from the external absorption experirnents 

of 1.33 cm2.jmg. As the other twenty per cent are absorbed by 

a process having an absorption coefficient of 7.5 cm2.jmg., 

this is added confirmation that a certain portion of the beta­

particles have their energy degraded by a scattering process. 

Relative counting of Ni63 sources 

The observed counting rate, rn, is related to the dis­

integration rate, D, by 

rn = K D f't f s (44) 

The correction factors for dead-time loss, ft, and self­

absorption, fs, have been evaluated for Ni63 radiation. Provid­

ing the mass thickness of the prepared sources are between 2.0 

and 6.0 mg./cm2.,the relative specifie activity of a sample 

can be determined to ± 1. 5%. A close examina tion of the physic al 

nature of the deposit reveals the presence of very small nickel 

crystals. Slight variations in plating conditions probably 

influence the size of these crystals, producing the observed 

fluctuations in counting rate. 
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EXPERIIwiENT AL TECHNIQUES AND RESU LT S 

Part 2 - Self-Diffusion in Polycrystalline 

Nickel Measured by a Sectioning Technique 

Introduction 

The experimental method chosen to measure the self­

diffusion of nickel involves the preparation of short cylinders 

of high purity nickel, and the electrodeposition of a thin 

layer of radioactive nickel on to one end surface of the 

cylinders. The cylinders were machined to the closest toler­

ances possible so that the ends would approxima.te a plane 

surface. The prepared aample was placed in an electrically 

heated tube furnace, and brought to the required controlled 

temperature for a measured length of time to promote diffusion. 

After the introduction of the sample, the furnace was filled 

and swept with hydrogen during the whole period of diffusion to 

protect the sample from oxidation. After the diffused sample 

had cooled to room temperature, it was mounted in a precision 

lathe and thin slices turned off the end parallel to the active 

face. 

The specifie activity and the thickness of each of these 

slices were determined and from these data a concentration-
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penetration curve was drawn. The diffusion coefficient was 

then calculated from this curve. The above sequence of events 

will be followed in describing the experimental techniques and 

apparatus used in these measurements. 

Sample Preparation 

The diffusion specimens were machined from a one-inch 

diameter rod of high purity vacuum-melted nickel. This nickel 

was obtained from the National Research Corporation, Cambridge, 

Mass., and is identified as NIVAC-P. A typical analysis of this 

metal is given in Table 7. A microscopie examination of a 

polished and etched sample showed that this NIVAC-P had a fine 

equi-axed grain structure. 

Sections of the nickel rod were annealed for twenty-four 

hours in a hydrogen atmosphere at 13000 C to renove all stresses 

and to promote grain growth. From this annealed material samples 

one inch in length were machined to 0.600 in. diameter for half 

their length, and 0.500 in. for the other half. The smaller end 

fitted the maximum collet size of the lathe, and the larger cross­

sectional area of the other end gave a larger diffusion interface. 

The sample then was annealed at 14000 C to obtain a very 

large grain size and to ensure that no further grain growth would 

occur during a diff usion exper iment. The largest possible grain 

size is required to minimize the effect of grain boundary diffus­

ion. The diameter of the grains after this anneal varied from 
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Table 7 

Vacuum-Melted Ingot Nickel 

Composition in Weight Per Cent 

Nickel 99.9 

Nitrogen < 0.001 

Oxygen < 0.005 

Hydrogen < 0.0001 

Aluminum < 0.001 

Calcium < 0.001 

Cobalt < 0.02 

Magnesium < 0.001 

Manganese < 0.001 

Silicon < 0.001 

Tin < 0.001 

Carbon ( '().005 

Copper 0.01 

Iron 0.04 
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2 to 10 mm. A photomicrograph of this material at 2~ diameters 

is shown in Figure 20. 

Figure 20. Grain Size Obtained in Pure Nickel After a 24-Hour 

Anneal at 1400° C. 2.5x, Etchant Carapella's 

Reagent. 

These prepared samples were faced using fine feeds and 

and shallow cuts to minimize the depth of the layer of disturbed 

metal. A spring-fit brass ring had been fitted to the 0.600 in. 

diameter section to prevent rounding of the faced surface 

during polishing. The flat surface was ground on a series of 

polishing papers, finishing on 4/0 grade . 

The solution of the diffusion equation - Equation (18) -

us ed to analyse the results of the research is based on the 

assumption that the tracer initially is contained in an infin­

itely thin layer on the surface of the specimen. In practice, 

a thick layer of tracer must be a pp lied to have sufficient 
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activity present to permit an accurate determination of the 

concentration-penetration curve. The low specifie activity of 

the active nickel employed made it necessary to use a layer 

about 0.0001 cm. in thickness. The layer of active nickel was 

deposited from the stock solution previously used to prepare 

radioactive sources. 

However to obtain meaningful results it was essential 

that the tracer be electrodep osi ted properly on the diffusion 

specimen. A layer of oxide between the tracer and the base 

metal will either prevent diffusion completely, or at least 

cause erroneous results by blocking the path of sorne of the 

tracer at the active surface. 

Adherent deposits were obtained by the procedure 
114 

recommended by the International Nickel Company • First the 

sample was degreased with carbon tetrachloride and then sealed 

onto a lucite cylinder to form a plating cell as shown in 

Figure 21. An aqueous solution containing 25% sulphuric acid was 

added to the cell and the sample was g iven the following electro-

lytic treatment: 

( l) anodic .30 ma./cm2. for 5 minutes; 

(2) anodic 150 ma./cm2. for l minute; 

(.3) cathodic .30 ma./cm2. for .3 seconds. 

During the first portion of this treatment the anodic surface 

became polarized and a black layer of nickel oxide was formed; 
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Stirrer & anode 
cvu11ection 

tucite cell 

Glass tube 

Sealing wax 

Platinum anode 

Sealing wax 

Diffusion specimen 

Figure 21. Plating Cell for Preparing 
Diffusion Specimens. 

• 
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in the second stage this layer was detached by the violent 

evolution of oxygen at the anodic surface; the cathodic treat­

ment removed all traces of oxides. After the cathodic treat-

ment the cell was rinsed with distilled water, the nickel 

plating solution added and plating started as promptly as 

possible. The plating current used was 30 ma./cm2. and the 

platinum anode was rotated to remove bubbles and to reduce the 

cathodic concentration polarization. 

All the specimens were prepared in a regular fume hood 

in the radiochemistry laboratory. Rubber gloves were worn at 

all times and proper precautions taken to prevent contamination 

of the surroundings. 

The samples were removed from the plating cell after 15 

minutes and thoroughly washed to remove al1 non-adherent active 

nickel. The uniformity of the thickness of the deposited layer 

was determined by measuring the counting rate at nine positions 

on the active surface through a diaphragm with a 3/32-in. 

diameter opening. One count was taken at the center of the 

specimen and eight more at equal intervals near the periphery. 

These activity measurements were converted to mass thicknesses 

using the self-absorption curve for Ni63 - Figure 19 - and all 

samples showing variations in thickness greater than ± 3 per 

cent from the mean were rejected. Satisfactory specimens were 

mounted in the lathe and a thin layer machined from the cylindri-
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cal surface of the 0.600 in. diameter end to remove any active 

nickel. The machining was performed in a plastic box, to be 

described later, to prevent contamination of the lathe. 

Temperature Measurements 

All temperatures were rœasured with pJ.atinum - platinum 

13% rhodium thermocouples which were calibrated against a 

laboratory standard, before each diffusion experiment. The cold 

junctions of the couples were maintained at 0° C in an ice bath, 

and the E.M.F. 's produced by the couples were measured with a 

Leeds and Northrup type K2 potentiometer. The potentiometer was 

sensitive to changes in temperatures of ± 0.050 C. 

When temperatures were measured in the hydrogen atmos­

phere surrounding the diffusion sample, it was necessary to 

protect the couples against contamination from the products of 

reduced refractory oxides. For this purpose a Leeds and 

Northrup Fyrestan protecting tube was found to be satisfactory 

for temperatures up to 1400°C. The use of these tubes slightly 

reduced the accuracy with which the temperatures could be 

measured from heat conduction along the protecting tube. A 

calibration experiment using one unprotected couple and one 

protected couple, in an argon atmosphere, indicated that this 

difference amounted to less than 0.5° C over the range of tempera­

tures used in the experiments. It is estimated that the measured 

temperatures are precise to t O. 75°C, and accurate to ± 1.3°C. 
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The variation of the diffusion coefficient with tempera-

ture is given by 

D = D e -Q/RT 
0 (9) 

Using a value of 70 kcal./mole for the activation energy, it 

can be shown that for one degree error in temperature at 1200°C 

the re is a 1.6% error in the diffusion coefficient. Thus it can 

be concluded that errors resulting from temperature measurements 

and from thermocouple calibrations can introduce a maximum 

error of ± ?$ in the measured values of the diffusion coefficient. 

Temperature control 

A standard off-on potentiometrically controlled labora­

tory furnace cycles about :t 5°C around the control temperature. 

This range is unsatisfactory for the precision dena.nded by these 

experiments. The circuits commonly used to obtain more precise 

temperature control are based on a.c. and d.c. Wheatstone 

bridges, with the temperature sensing arm being a resistance 

thermometer, or the furnace windings in the case of platinum-

wound furnaces. It was decided to build a controller based on 

a d.c. bridge, since resistance thermometers become slightly 

capacitive above 900°C, and additional elements must be intro-

duced into the bridge to balance out this capacitance. The 

bridge itself consisted of a platinum resistance thermometer 

for a Sunvic t empe r ature cont roller, a L. and N. d.c. vfueats tone 
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bridge (4725) and galvanometer (2420a), and a 3-volt source 

of d.c. power. 

A slit system was put in the galvanometer to c ollimate 

the light beam which was directed towards two phototubes. When 

the light was on one phototube the relay in the furnace power 

supply was opened, and when the bearn shifted to the other photo­

tube the relay was closed. This relay shunted a resistor in and 

out in the furnace power supply and gave a high-low current ratio 

of 0.70. The phototube amplifier and the relay circuit are part 
115 

of a temperature control circuit proposed by Lutz and Wood • 

By placing the phototubes about one inch apart and using 

a light bearn 24 inches long, a change in the resistance of the 

sensing element equivalent to a temperature change of 0.2°C 

would move the light bearn from one phototube to the other. 

With this arrangement a variety of tube furnaces was controlled 

to ± O. 5°C for varying periods and for temperatures of 900°C 

to 1300°C, by placing the resistance thermometer in intimate 

contact with the furnace winding. 

The only objection found with the relay circuit was 

the moderate life of the phototubes - about one month of con-

tinuous operation. However this particular control system had 

other more serious di sadvantages. Above 1050°C the resistance 

of the res istance thermometer drifted rapidly, necessitating 

frequent calibrations of the f urna ce temper ature. Suspecting 
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that the trouble was arising from the refractory cement used 

in the Sunvic resistance thermometer, a series of resistance 

thermometers were made by threading No. 30 gauge platinum wire 

through porcelain thermocouple insulators. This gave little 

improvement in performance and thus limited the use of the 

controller to a maximum of 1200°C. 

The other temperature controller used was assembled from 

commercially available apparatus. The E.M.F. produced by a 

platinum-platinum 13% rhodium thermocouple was balanced at the 

desired control temperature by a L. and N. Students Potentio­

meter. A L. and N. microvolt amplifier (9835-B) was substituted 

for the galvanometer and this amplified the unbalance caused by 

the furnace drifting from the control temperature. The ampli­

fied difference in E.M.F. was fed into a L. and N. Speedomax 

type G recorder, with a -10 to +10 millivolt scale, which had 

a D.A.T. proportioning temperature control unit (10769-G). 

This unit shorted a resistance in-and-out in the power supply 

to give a high-low current ratio of 0.70. The short-time 

stability of the control unit was t O.l°C. 

The long-time stability of the control unit depended on 

the stability of the thermocouple and the current supply for 

the student potentiometer. 

were observed above 1350oc; 

Changes in thermocouple calibration 

with t he drift at 1400°C being about 

0.25°C in 24 hours, and this was disregarded f or diffusion times 
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up to 24 hours. The current for the student potentiometer was 

supplied by three sets of No. 6 dry cells connected in parallel 

and placed in a carton filled with excelsior to eliminate the 

effects of sudden changes in the room temperature. After a 

week's operation the dry cells stabilized and the drift in 12 

hours was less than the equivalent of 0.3°C. 

With this assembly it was possible to maintain tempera­

tures within ± 0.5°C for any length of time, at temperatures up 

to l400°C, provided the following precautions were taken: 

(l) above l350°C the control thermocouple must be calibrated 

every 24 hours; 

(2) the potentiometer current must be standardized at least 

every 10 hours; 

(3) the cold junction temperature must be kept constant. 

High temperature furnaces 

For the diffusion experiments below l200°C a wire­

wound tube furnace of conventional design was constructed using 

Hoskins alloy No. 10 wire on a 2-inch I.D. alundum core(Norton 

RA9g). The formed heating element was twenty inches in length 

and was located centrally on the 24-inch core. A survey along 

the tube of the operating furnace showed a marked temperature 

gradient from the ends to the center of the winding, and it was 

necessary to modify the current distribution in the winding to 

obtain a central zone with uniform temperature. Taps were 
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provided so that a portion of the current flowing through the 

winding could be diverted from a seven-inch section in the center. 

The additional energy dissipated from the end sections of the 

windings made it possible, with careful adjustment, to obtain 

a uniform temperature, within ± 0.5°C, over a central tube zone 

five inches in length. As recommeded by Hoskins, the furnace 

windings were not cemented to the refractory core. The poor 

transfer of heat to the core limited the maximum continuous 

operating temperature of the furnace to 1200°C although the wire 

itself is reco~~ended for use up to 1300°C. 

The diffusion samples were supported in a one-inch I.D. 

mullite combustion tube thirty-six inches long, which passed 

through the refractory core. The temperature controller used with 

this furnace was the d.c. Vlheats tone bridge type previously 

des cri bed. 

At temperatures above 1200°C the diffusion specimens were 

heated in a molybdenum wire-wound tube fur na ce. Details of the 

furnace construction are shown in Figure 22. To reduce the 

hydrogen consumption necessary to protect the molybdenum winding 

from oxidation the fur nace shell was rœde as impermeable as 

possible. All joints not subject to expansion in heating were 

sealed with a refractory cement composed of powdered talc and 

water glass. An expans ion joint was nec essary where the combus­

tion tub e entered the f urnace shell, and as shown i t was made 
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with a pie ce of Gooch rubber tubing. \'later jackets were installed 

at both ends of the furnace to cool the combustion tube 

sufficiently to prevent melting of the rubber. With these 

precautions the hydrogen consumption was limited to 35 cu. ft. 

per day. 

The refractory core was twenty-four inches long and the 

molybdenum wire resistor was wound over the central twenty inches 
116 

using the recommended 3/8 in. spacing between turns • The 

winding was divided into three equal sections and by suitably 

shunting the central section it was possible to obtain a zone of 

temperatures constant to one degree over a four-inch length at 

1400°C. The potentiometric controller was used on this furnace, 

with the control thermocouple inserted from one end of the 

combustion tube to reach the high temperature zone. The control 

thermocouple was protected by a Fyrestan tube. 

Diffusion anneal 

The diffusion specimens were protected from oxidation 

by annealing them in a pure hydrogen atmosphere. The hydrogen 

was purified by a system consisting of a palladium catalyst 

followed by an activated alumina drier. As hydrogen is known 

to reduce some of the refractory oxides in mullite, resulting in 

the formation of water vapour, it was necessary to sweep fresh 

hydrogen continuously through the combustion tube to maintain 

the proper atmosphere. The exit hydrogen was exhausted through 
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a bubbler trap to prevent back diffusion of air. 

The diffusion specimens were protected from contamination 

by reduced silicon from the combustion tube, by placing the 

samples in XNlO Triangle R.R. recrystallized alumina crucibles 

manufactured by Morgan, England. These crucibles of cylindrical 

shape had an I.D. of 0.75 in. and a length of 1 inch. All 

experiments were made in duplicate with the active faces of the 

two samples placed in intimate contact to prevent loss of the 

tracer by evaporation. The samples were charged into a cool end 

of a furnace that had been heated to the desired diffusion 

temperature. Then the open end of the combustion tube was sealed 

and the air was flushed out with a rapid steam of argon, followed 

by a rapid stream of hydrogen. After this flushing period the 

flow of hydrogen was reduced to one hubble per second, and then 

the samples were pushed slowly into the central zone by a nickel 

rod passing through a gas tight gland in the combustion tube 

cap. About ten minutes were required to charge or to remove 

samples from the furnace. 

When an unusually long time was taken for the samples to 

come to temperature, a correction was made for diffusion taking 

place during this period by a method suggested by Ham, Parke 
117 

and Herzig • The mean effective diffusion time is given by 

(56) 
-Q/RT e c 



-106-

where 

t = Mean effective diffusion time. m 

Tc = Constant diffusion temperature. 

T = Temperature of the diffusion s ample at time t. 

The maximum error in the length of the diffusion anneal 

occurs in those samples which are heated for the shortest time, 

in these experiments 24 hours. It is estimated that for these 

experiments, the diffusion time is accurate to ± 0.2%, intro­

ducing a maximum error of ± 0.2% in the measured value of the 

diffusion coefficient. 

Standard sectioning procedure 

A diffusion sample to be sectioned was placed in the 

collet attachment of a precision lathe. A dial gauge with 

0.0001-inch divisions was mounted on the compound rest and 

adjustrœnts made until the surface of the sample ran true to 

± 5 x lo-5 in. at the outer edge of the flat surface. During 

machining operations the turnings from the sample were collected 

in the plastic box shown in Figures 23a and 23b. A boring bar 

enters the box through a sliding bushing on one side, and the 

sample fits through a circular aperture at right angles to this. 

The degrees of freedom given by the se sliding joints allowed the 

boring bar to be moved at right angles and parallel to the face 

of the specimen, which permitted facing and turning cuts to be 
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Figure 23a. Plastic Sectioning Box - Side View 

Fieure 23b. Plastic Sectioning Box - Top View 
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made on the sample. The top of the box was removable to permit 

all turnings to be brushed into the lwer third of the box; 

this lower section was removable to allow the turnings to be 

discarded or to be transferred to a numbered container for 

weighing and analysis. 

Two different shapes of bits were employed to prepare 

and sec ti on the sample. A si de eut ting tool was us ed to re duce 

the diameter of the specimen to 0.550 in. to remove any metal 

affected by surface diffusion. For sectioning, best results 

were obtained using a sharp pointed tool with large back rake 

and side rake angles, no cutting oil, slow spindle speeds and a 

fine cross feed. Sections of 0.0025 to 0.0050 cm. in thickness 

were machined off depending on the depth of penetration of the 

tracer. The tool used is shown in Figure 23b. 

The carriage of the lathe was locked during sectioning 

to en sure flat facing cuts. The depth of eut was set us ing the 

feed on the compound rest, though the actual thic kness of the 

section was calculated from the weight of metal collected in the 

box. As a check on the accuracy of the sectioning procedure the 

total dist ance fed on the compound rest had to be in agreement 

with that calculated from the sum of the weights of all the 

sections. These two results always agreed indicating that no 

active material escaped from the sectioning box. 

The solution to Fick' s l aw corresponding to the diffusion 
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of an infinitely thin layer of material into a semi-infinite 

medium, D assumed constant, is 

log C(x,t) : log (C0/)~Dt)- x2/9.212 Dt (18) 

Since the diffusion coefficient can be calculated from the 

slope of log C(x,t) versus x 2 , it is sufficient to employ sorne 

quantity which is directly proportional to C(x,t). In these 

experiments the quantity C(x,t) was taken as the relative 

specifie activity of Ni63 contained in a section of thickness 
-Ax, and the corresponding penetration distance x is taken as 

the distance to the center of the slice. The penetration 

distance, x, was calculated from the weight of the individual 

sections, the density of nickel and the measured diameter of the 

diffusion couple. Individual sections averaged about 40.0 mg. 

in weight and were weighed to ± 0.05 mg. giving an estimated 

-error in the penetration distance, x, of ± 0.1%. 

The turnings themselves, because of their bulk, do not 

constitute a suitable form of sample for measuring the concentra­

tion of Ni63 in a section. Suitable sources for counting were 

prepared by dissolving the turn i ngs in the minimum amount of 

hydrochloric acid and the electrodeposition of the dissolved 

nickel on copper dises following the procedure previously 

described. The counting rate for each of these sources was 

corrected to that which would be observed for an infinit ely 
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thick source - Figure 19. These corrected counting rates were 

directly proportional to the specifie activity of Ni63 contained 

in the section and were substituted for C(x,t) in drawing the 

concentration-penetration curve. Sources from 2.0 to 6.0 

mg./cm2. in thickness were prepared which, as was previously 

observed, permitted the relative specifie activity of the 

rnaterial in the source to be determined to ± 1.5% when sufficient 

counts were recorded to obtain statistics of t 0.5%. 

In general, the prepared sources counted at rates 

between a maximum of 300 c.p.m. and a minimum of 10 c.p.m. 

above background. Sources were counted until the first of the 

following possibilities ensued; either 104 counts were recorded; 

or counting had continued for one hour. vvith a background of 

70 c.p.m., and employing the above limits for the counting time, 

sources with activities of 300 c.p.m. and 10 c.p.m. were measured, 

respectively, with standard deviations equivalent to t 1.0~~ and± 

11.5%. These statistical fluctuations are indicated in the 

standard manner on the concentration-penetration curves given in 

the next section. 

It is estimated that the errors introduced into the 

diffusion coefficient through the combined effects of counting 

statistics, source mounting error s, and error s in the determina­

tion of the thickness of the sections arnounts to about t 3.0%. 

In actual fact this may be an optimistic evaluation of the errors 
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associated with the sectioning technique. Even with the finest 

possible lathe-feeds, a cutting tool with a sharp point leaves 

a fine series of machining spirals on the surface of the specimen. 

These grooves are about 0.0002 cm. deep under ideal conditions 

and are appreciable in relation to sections 0.0025 cm. thick. 

It has proved impossible to estimate what effect, if any, this 

has on the measured diffusion coefficient. 

Another possible source of error in the sectioning 

technique is the assumption that the penetration distance, 

corresponding to the average specifie activity of a slice, 

co incides vri. th the distance measured to the center of the slic e 

-x. For a system where D does not vary with composition the 

magnitude of this error can be calculated. The necessary analysis 

will be given as it is unavailable in the literature. 

After a diffusion period of time, t, the concentration 

at a distance x is given by 

(17) 

For a slice taken between distances x1 and x2 the average 
-concentrat i on Cx i s 

Lx2 - x2 dx co e 4Dt - 1 j'Tf Dt c - (57) x /.x2 
dx 

xl 
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-But this average concentration Cx occurs at sorne distance 

x* in the section; therefore, 

x2 
-~ 

e 4Dt (58) 

Combining equations {57) and (58) and evaluating for ~2 gives 

= -4Dt ln J 411Dt erf 

(x2 - xl) 
(59) 

where erf y = area under the normal curve of error between the 

ordinate y = o and the ordinate at y. 

Selecting typical values of D and t for this research, 

the above expression was evalua ted for the maximum thickness of 

sections employed, and the difference between J<;i,c and the 

distance to the median of the section was found to be negligibly 

small. It can be concluded that, under these conditions, no 

error is introduced by taking sections offinite thickness, and 

using the median of the section as the penetration distance 

corresponding to the plane of average activity. 

The uncertainties introduced into the value measured 

for the diffusion coefficient by, 
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errors in temperature measurements are :1: 2.0%; 

errors in the time of the diffusion anneal are ± 0.2%; 

and errors in the sectioning procedure are 

Thus errors as large as the total of the above,"' 5.2%, can 

be expected in the measured value of the diffusion coefficient. 

Surface activity - sectioning technique 

The very soft characteristics of Ni63 beta-radiation 

suggested that diffusion coefficients could be evaluated by 

a modified sectioning technique. 

Referring to the self-absorption curve for Ni63 given 

in Figure 19, it can be seen that for an infinitely thick source, 

half of the total counts recorded came from the surface layer 

of nickel 0.38 mg./cm. 2 or 0.43 x lo-4 cm. thick. For a 

diffusion specimen where the concentration of the tracer below 

the surface is decreasing as e- x
2
/Dt,over half of the counts 

detected at the surface come from a surface layer of this 

thickness. This is a negligibly small thickness compared to 

the thickness of a section 3.0 x lQ-3 cm. and therefore the 

counting rate observed at the surface can be asswned to 

represent the surface activity of the material. 

A concentration-penetration curve therefore can be 

determined by counting on the surface of the specimen before 

each section is removed. The penetration distance x corres-
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ponding to a determined activity is the tot al thickness of 

metal removed to that point. To investigate the accuracy of 

this surface activity-sectioning procedure, one of the dupli-

cate nickel self-diffusion specimens was analysed using this 

technique and the results from this method compared with those 

determined by the standard sectioning technique. As an additional 

check the sections were saved and treated in the standard 

manner to give a duplicate concentration curve for the individual 

specimen. 

In the presentation of the result s, the curves determined 

by the modified technique will be designated as sample x, 

surface-sectioning, while those determined by the standard 

sectioning technique will be designated as sample x, sectioning. 

Experimental results 

Investigators have sho~m that, for polycrystalline 

materials, accurate volurœ diffusion coefficients are determined 

at temperatures where tm quantity of material diffused along 

the grain boundaries is negligible compared to that diffusing 

through the grains. It was necessary first to determine the 

temperature above which the d iffusion \vas primarily through 

the grains. As discussed in the introduction - short-circuiting 

paths in diffusion - the shape of the concentration curve 

indicates the type of diffusion that predominates. Volume 

diffusion predominates when the plot of log C(x,t) versus 
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-2 
x is linear over the whole penetration range, and grain 

boundary diffusion predominates when the plot of log C{x,t) 

versus x is linear. It is obvious that there is a temperature 

range where both types of diffus ion are effective. 

The rate of nickel self-diffusion was investigated at 

50 degree intervals over the temperature range l050°C to l400°C. 

Du pl ica te sample s were us ed in each test and to pre vent los s 

of active nick el by evaporation the active faces of the duplicate 

samples were placed in contact. This also insured tm t the 

conditions of treatment of the t\>JO specimens were identical. 

Four typical concentration-penetration curves obtained for 

diffusion temperatures of ll01°C, ll51°C, ll97°C and 1294°C 

are shown in Figures 24, 25, 26 and 27 respectively. The volume 

diffusion coefficients calculated from the slope of the curves, 
-2 lo.g C{x,t) versus x , for all experirnents are recorded in Table 

8 und er the heading n20o0 • 

A comparison of the curves given in Figures 24, 25, 26 

and 27 showed that at temperatures above 1200°C the penetration 

of the tracer was characteristic of volume diffusion only, as 
-2 

log C(x,t) varied as x for all penetration distances. The 

concentration-penetration curves for llQlOC, Figure 24, showed 
-2 that for shallow penetrations log C(x,t) varied as x , while 

for deep penetration log C(x,t) varied as x. This was a 

definite indication that the Ni63, penetrating deeply into 
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Table B 

Self-Diffusion Coefficients of Nickel 

Sample Sectioning Diffusion Coefficient x lOIG Tenp. 
Number Technique D2o 0 c UT D Deg. C 

2 cm ./sec. cm2./sec. cm2./sec. 
lA Standard 0.121 0.125 0.129 1051 lB Standard 0.121 

2A Standard · 0.29B 0.310 0.319 1101 2B Standard 0.300 

3A Standard o.60B 0.642 0.661 3B Standard 0.627 1151 
3B Surface o.60B 0.632 0.651 

4A Standard 1.44 1.51 1.56 4B Standard 1.46 1197 
4B Surface 1.40 1.46 1.51 

5A Standard 3.3B 3.52 3.62 5B Standard 3.3B 1251 
5B Surface 3.06 3.19 3.29 

6A Standard 6.37 6.65 6.85 6B Standard 6.37 1294 
6B Surface 6.00 6.27 6.46 

7A Standard 12.2 12.B 13.2 1353 

BA Standard 26.5 27.7 2B.5 
BA Surface 24.4 25.6 26.4 1399 
BB Surface 24.4 
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Penetration Distance- i (an. x lo-3) 
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Figure 24. Concentration-Penetration Curves for Ni6J Self-Diffusion 
at 1101°C. Diffusion Time 154.5 hrs. 
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Penetration Distance- x (cm. x lo-3) 
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Figure 25. Concentration-Penetration Curves for Ni6J Self-Diffusion 
at 1151°C. Diffusion Time 145 hrs. 
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A- Sample 4A sectioning 

0- Sample 4B sectioning 

D- Sample 4B surface-sectioning 

0 400 800 1200 

Penetration Distance Squared- x 2 
(cm2. x 10-6) 

Figure 26. Concentration-Penetration Curves for Nickel Self-Diffusion 
at 119~C. Diffusion Time 150.3 hrs. 
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~- Sample 6A sectioning 

o- Sample 6B sectioning 

0- Sample 6B surface-sectioning 

102 

Figure 27. Concentration-Penetration Curves for Nickel Self-Diffusion 
at 1294°C. Diffusion Time 48.25 hrs. 
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the specimen, was transported there by grain boundary diffusion. 

An examination of the curves for 1151°C, Figure 25, showed 

that, while there was an indication of grain boundary diffusion, 

log C(x,t) was not linear with x at large penetration distances. 

This indicated that the results at 1151°C were more represen­

tative of volume diffusion than those obtained at lower tempera-

tures. 

In the penetration curves where volume diffusion 

predominated, the plotted points of the logarithm of concentra­

tion versus distance squared were located on or very close to 

a straight line relationship. The fact that the initial point 

always fell on this line made it apparent that none of the 

tracer was blocked at the surface by an oxide layer or lost by 

evaporation. If blocking occurred, the initial point would lie 

above the 1ine, and if evaporation occurred, be1ow the 1ine. 

The diffusion coefficients are calculated from the 

concentration-penetration curves using Equation (18). Because 

the distances p1otted on the penetration curve refer to 

measurements made at 20°C, these coefficients must be corrected 

to the diffusion temperature. As this correction is s1ight the 

following equation adequately expresses the expansion of nickel 

with temperature. 

lT = 1293 [ 1 + oZ (T - 293 il (60) 
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where 

o( = Coefficient of linear expansion of nickel wit h 

- oK-1. temperature 

Using a value of d.. equal to 17.3 x lo-6, the diffusion 

coefficient at each temperature was corrected and recorded in 

Table 8 und er the heading DT. 
118 

Johnson studied the rate of diffusion of the five 

stable isotopes of nickel into copper and found the rate of 

diffusion of each isotope was inversely proportional to the 

square root of it s mass. As the mass of Ni 63 is apprecia bly 

larger than the atomic weight of nickel, the coefficients were 

corrected by the relationship 

(61) 

The corrected diffusion coefficients are recorded in Table 8 

und er the heading D. 

An examina ti on of the curves gi ven in Figures 26 and 27 

showed that the experimenta l data obtained with the surface 

activity-sectioning technique was not in good agreement with 

that obtained with the standard technique. The surface activity 

data gave steeper slopes than that obtained from the s ame 

sample using the standard technique. The excellent agreement 

between the result s f rom t he duplica te samples, v1hen analys ed 



-123-

in the standard technique, showed that this difference is real. 

The diffusion coefficients determined by both methods are 

compared in Table 9. It is apparent that the coefficients 

are about 5.6% lower, on the average, when determined by the 

surface activity method. It was considered that these 

differences arose from the use of sections of finite thickness 

or from contributions of ru59 to the surface counting rate. 

Excessive section thickness could make the sectioning results too 

large and the presence of Ni59 cou1d make the surface activity -

sectioning results too low. 

The error, introduced by using sections of finite thick­

ness, was analysed mathematically and found to be negligible 

but an additional experiment was perforrned to confirm this 

conclusion. A pair of samples was held at the diffusion tempera­

ture, 1400°C, for twice the regular period of time. These 

samples were sectioned by both rnethods and no better agreement 

was found. From this it can be concluded that the section 

thickness is not the source of the error, as deeper penetrations 

shou1d have irnproved the correlation. 

The surface counting rate represents the specifie acti­

vity of the active nickel on the surface only when there is a 

negligible arnount of Ni59 in the active material. Ni59 has a 

much more penetrating radiation than Ni63. When the surface 

activity of a diffused sa~ple is determined at x = 0, the 
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Table 9 

Comparison of Diffusion Coefficients 
Determined by Both Sectioning Techniques 

Diffusion Coefficient x 1010 Difference 
Standard .::mrface in Per Cent 

cm2./sec. cm2 ./sec. 

0.661 0.651 1.5 

1.56 1.51 3.2 

3.62 3.29 9.6 

6.85 6.46 6.0 

28.5 26.4 7.6 

Average difference = 5.6 per cent 
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relative contributions of Ni59 to the total counting rate will 

be increased, as Ni59 will be detected from a much thicker 

portion of the diffused specimen than will Ni63. As the sample 

is sectioned, it is apparent that the relative proportion of 

N.59 t N· 63 dt t db f t· "11 d ~ o ~ , e ec e y sur ace coun ~ng, w~ ecrease as 

the underlying layers of active material become thinner. The 

general effect will be smaller values for the determined diffu­

sion coefficients. From a consideration of the absorption of 

Ni 59 and Ni63 , the amount of tracer used and the relative 

proportions of Ni59 to Ni63, it was estimated that the error 

from this source would be less than one per cent. 

When beta-particles are absorbed in matter, there is a 

slight probability that sorne X-rays will be emitted from the 

absorbing material; this phenomenon is known as Bremsstrahlung. 

The X-rays, produced in this case by the absorption of beta­

particles emitted from Ni63 atoms located well belOI'/ the surface 

of the specimen, could cause an effect similar to that suggested 

for Ni59. The total contribution of these penetrating radiations 

from Ni59 and Bremsstrahlung to the surface counting rate was 

checked in the following manner . The surface activity of a 

diffused specimen was measured with a 10 mg./cm2• aluminum 

absorber placed over the active surface. This aluminlli~ would 

absorb all the Ni63 r adiation and about half the X-radiation 

emitted by the specimen. However the counting rate was found 
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to be identical, within statistics, to the normal background 

for the counter, indicating that there were not enough X-rays 

being ernitted to cause the observed deviations in the diffusion 

coefficient. No solution to this irregularity is offered. 

The diffusion coefficients are usually related to the 

diffusion temperature by the Arrhenius equation 

D = D e-Q/RT 
0 

(9) 

The corrected diffusion coefficients from Table $ have been 

plotted, in Figure 28, against the reciprocal of the temperature, 

to obtain the activation energy for nickel self-diffusion. The 

results from both the standard sectioning technique and the 

surface sectioning technique have been fitted separately by 

straight lines using least mean squares in the temperature 

range 1150° to 1400°C. In 'applying the least mean square method 

it has been assumed that the temperatures are accurate and 

that the observed deviations in the diffusion coefficients 

originate from other sources. In analysing the data for the 

standard sectioning technique, the diffusion coefficients 

determined at l051°C and 1101°C have been omitted, as these 

values are suspect because of grain boundary diffusion. 

The diffusion coefficient deterrnined by standard 

sectioning technique is 
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+ 2·72 - 70.000 ± 1700 
= 3 • 77 e RT 

- 1.72 
(62) 

This gi ves an activation energy for nickel self-diffusion of 

70 kcal./mole and a frequency factor of 3.77 cm2./sec. 

The diffusion coefficient determined by the surface 

activity-sectioning technique is 

3.13 
- 0.62 e 

69,500 ± 600 
RT ( 63) 

This gives an activation energy for nickel self-diffusion of 

69.5 kcal./mole and a frequency factor of 3.13 cm2./sec. 
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EXPERIMENTAL TECHNIQUES AND RESULTS 

Part 3 - Diffusion Studies with a 

Surface Activity Technique 

Introduction 

The surface activity-sectioning technique was developed 

to facilitate the determination of the rate of diffusion of 

Ni63 into other metals. Its successful application is dependent 

on the ease with which a sample, which has been removed from 

the lathe to determine its surface activity, can be replaced 

and realigned. Preliminary experiments, using this technique 

to determine the rate of diffusion of Ni63 into iron and cobalt, 

were not successful, because specimens of these metals changed 

shape during diffusion, making it difficult to realigne them in 

the lathe. The distortion of these samples occurs as a result 

of the allotropie transformations taking place when iron or 

cobalt specimens are heated to and cooled from the diffusion 

temperature. 

However the results of the surface-activity sectioning 

experiments for nickel self-diffusion showed that the specifie 

activity of the material at the surface of a diffusion specimen 

was given by the counting rate observed at the surface. This 
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suggested the use of the following rnethod to obtain diffusion 

coefficients. The solution to Fick's law corresponding to the 

diffusion of an infinitely thin layer of material into a semi-

infinite medium, D assumed constant, is 

C(x,t) = e-x
2
/4Dt (17) 

For the lirniting case of x= 0, Equation (17) becornes 

C(O,t) = co 
(64) 

j'tT Dt 

Thus by rneasuring C0 , the quantity of tracer initially deposited 

on the surface, and by measuring the variation of surface 

activity with time, the diffusion coefficient can be evaluated. 

Diffusion specimens 

The samples used in this part of the research were high-

pur.ity nickel, iron and cobalt, and two iron-nickel alloys. 

The nickel, iron and cobalt were obtained from the National 

Research Corporation, Cambridge, Mass. and are identified as 

NIVAC-P, FERROVAC and COVAC. Their respective analyses are 

sho\m. in Tables 7, 10 and 11, The two iron-nickel alloys were 

prepared from electrolytic iron and nickel in a vacuum-melting 

furnace by H.V. Kins ey, Bureau of Mines, Ottawa, Ontario. The 

analyses of these alloys are given in Table 12. Dises 0.650 
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Table 10 

Gas Free High Purity Iron 

Composition in Weight Per Cent 

All values except for iron are less than the amount given 

Iron 99.91 

Nitrogen 0.0005 

Oxygen 0.02 

Hydrogen 0.0005 

Aluminum 0.002 

Arsenic 0.0001 

Carbon 0.005 

Chromium 0.002 

Cobalt 0.007 

Copper 0.01 

Le ad 0.0001 

Manganese 0.007 

Mercury 0.0001 

Molybdenum 0.002 

Nickel 0.015 

Phosphorus 0.001 

Silicon 0.007 

Sul ph ur 0.003 

Tin 0.005 
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Table 11 

Vacuum-Melted High-Purity Cobalt 

Composition in ~veight Per Cent 

Cobalt 99.5 

Nitrogen <0.0001 

Oxygen < 0.01 

Hydrogen < 0.0001 

Calcium trace 

Carbon <0.01 

Iron 0.15 

Magnesium trace 

Nickel 0.3 

Silicon 0.05 

Table 12 

Iron-Nickel Alloys 

Analysis in irleight Per Cent 

Alloy 1 Allo y 

Nickel 5.79 14.88 

Iron 94.19 85.11 

2 

Carbon 0.036 0.020 
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inches in diameter and about 0.15 inches in thickness were 

machined from the five materia1s to prepare the diffusion 

specimens. 

The iron, cobalt and the two alloys all differ from 

nickel in that, while they have a face-centered cubic structure 

at diffusion temperatures, they transform, either partially 

or entirely, into other structures when cooled to room tempera­

ture. However by annealing the samples at a high temperature -

1400°C - for 24 hours, a large prior grain size was attained. 

As the transformation structures are crystal1ographically oriented 

with respect to this original structure, the large prior grain 

structure was rapidly reattained when the specimens were re­

heated to the diffusion temperature. Thus the preliminary 

treatment assured that no grain growth occurred during most of 

the diffusion anneal and a very large grain size was attained 

very rapidly, to minimize the effect of grain boundary diffusion. 

Samples of the above four materials were examined under 

the microscope to estimate the prior grain size. The grain 

diameter of the iron and cobalt was 6 to lOmm, and of the iron­

nickel alloys 2 to 4 mm. 

The specimens were then carefully faced on a lathe, using 

fine feeds and shallow cuts to minimize the depth of the layer 

of disturbed metal. This flat surface was ground on a series 

of polishing papers, finishing on 4/0 grade. The samples were 
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then prepared anodically for electroplating, using the technique 

previously described, and an equal amount of radioactive nickel 

was electroplated onto each specimen, the layer of active 

material being 0.0001 cm. thick. All samples were checked for 

the uniformity of the electroplated layer and those showing 

variations in thickness greater than ± 3 per cent from the mean 

were rejected. 

Diffusion anneal 

To minimize the effects of evaporation, the experiments 

were made in duplicate, with the active faces of the two samples 

placed in contact. A suspension of fine alumina powder in 

ethyl alcohol was used to wash the samples before diffusion. 

The slight deposit of al~~ina left on the specimens separated 

them sufficiently to prevent welding during the diffusion anneal. 

Ten specimens, a pair for each metal investigated, were placed 

in an alumina crucible and annealed together at the chosen 

diffusion temperature. The same precautions and techniques as 

previously employed were followed to accurately maintain the 

specimens at the chosen diffusion temperature and to determine 

the length of the diffusion anneal. A purified hydrogen atmo­

sphere was used to protect the samples and no signs of oxide 

were found on any of the specimens after diffusion. 



-135-

Results 

Diffusion coefficients were determined at five tempera­

tures in the range 1150°C to 1400°C. The surface activity of 

each specimen was measured at least four times, after varying 

periods of diffusion, to obtain a curve of C(O,t) versus lJ/t. 

The diffusion periods were selected to give equal intervals on 

a 1/.(t axis, for example, 4, 16, J6 and 64 hours. The surface 

activities were measured using a diaphragm with a 0.55-in. 

diameter opening over the active surface, to minimize edge 

effects arising from surface diffusion. 

The error in the diffusion coefficient, calculated from 

Equation (64), is twice the experimental error involved in 

measuring C0 , the quantity of tracer deposited on the specimen. 

The following procedure was selected as giving the best value 

for C0 • The two nickel specimens, diffused at l209°C, were 

sectioned by the surface activity-sectioning technique and the 

area under the resulting curve of C(x,t) versus x was integrated 

to give a value for C0 • The values of C0 for the two samples 

agreed Nithin one per cent. Using the mean value of C
0

, the 

diffusion coefficients calculated for these samples from Equation 

(64) were in good agreement with those calculated from the 

sectioning data using Equation (18). This confirmed that this 

surface activity method gives results in agreement wi th those 

obtained with the sectioning techniques. 
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The experirœ nt al curves for all s:pecimens, at the 

diffusion temperature of 1209°C, are given in Figure 29 and are 

typical of those obtained at all temperatures. It can be seen 

that for surface activities below 4500 c.p.m. the curves are 

all linear, conforming to Equation (64). However the curves for 

the diffusion of nickel into iron, cobalt and the tvvo iron­

nickel alloys are all curved in the region corresponding to small 

amounts of diffusion. This curvature indicates either a 

variation of the diffusion coefficient with time - a concentration 

effect - or a failure to satisfy the boundary conditions of 

Equation (64). The curve given in Fi8ure 30 shows that the plot 

of C(O,t) versus 1/~ for nickel self-diffusion at ll50°C is 

linear for all diffusion times. This confirms that the curvature 

observed in the experimental curves for the other specimens -

Figure 29 - corresponds to a variation of the diffusion 

coefficient with composition - a result of' not using an 

infinit ely thin layer of tracer. 

It can also be ob served in Figure 29 that all the curves, 

when extrapolated to infinite diffusion time, pass through ,the 

origin, indicating that none of the active nickel was blocked 

at the surface. This showed tha t the procedure used to electro-

plate the tracer on the various specimens was satisfactory and 

no errors were introduc ed by blocking of the tracer at the 

surface. 
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The diffusion coefficients obtained by a surface 

activity technique have larger errors, introduced by evapora­

tion of the tracer from the active surfaces, than the section­

ing technique. The following experiment was performed to 

determine if active material did evaporate from the diffusion 

specimens at temperature and, in the event that evaporation 

occurred, how successful was the experimental procedure of 

placing the active faces of a pair of specimens in contact, to 

reduce the loss of the tracer. Two nickel dises were prepared 

in the usual manner but active nickel was applied to the face of 

only one of the dises. The dises were placed together, with the 

active surface between them, and annealed at 1200°C for 12 hours 

in a hydrogen atmosphere. After this period activity was found 

on the surface of the inactive dise, indicating that evaporation 

and condensation of nickel had occurred in the gap between the 

specimens. No trace of activity was found on the surface of the 

supporting crucible, however, which indicated that the loss of 

activity from the interface was quite small. Thus while 

evaporation of the active nickel did occur during diffusion, it 

would appear that a negligibly small quantity was lost from the 

surfaces, and the resulting error in the diffusion coefficients 

was small. 

The diffusion coefficients were calculated in each 

expe riment from the linear port i ons of the curves C(O,t) versus 
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1/~. It is apparent that since the diffusion coefficient was 

constant in this region, the calculated coefficients are 

representative of the rate of diffusion of nickel at low solute 

concentrations, in the case of iron and cobalt, and of the rate 

of nickel self-diffusion in a homogeneous alloy, in the case of 

the iron-nickel alloys. 

The diffusion coefficients were corrected, as before, 

for lattice expansion and the isotopie mass effect. The results 

are summarized in Table 13 and the activation energy plot gi ven 

in Figure 31. The equations for the diffusion coefficients were 

determined using least mean squares, on the assumption that the 

measured temperatures are correct, and are for nickel self-

diffusion 

+ 2.80 
D = 5.28 

- 71 , 000 ± 1800 
e RT 

- 1.77 
(65) 

diffusion of nickel into cobalt at law solute concentrations 

+ 0.72 - 72.100 ± 1400 
e RT (66) D = 1.29 

- 0.475 

diffusion of nickel into iron at low solute concentrations 

+ 6.70 
D = 7 .13 

9
_ 77. 600 ± 2000 

- 3. 45 RT 
(67) 
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Table 13 

Diffusion Coefficients for the Diffusion 

of Ni63 into Certain Metals and Alloys 

Diffusion Coefficients, cm2• sec-1 . x 
for the Diffusion of Nickel into 

Nickel Iron Iron Iron 
14. 97~ Ni 5 .9}~ Ni 

6.36 1.33 1. 25 0.882 

19.5 3.69 3.3 5 2.81 

49 .• 7 9.94 8.37 6.97 

103 26.3 19.1 16.9 

276 67.5 61.8 55.3 

1011 

Cobalt 

2.22 

6.22 

16.2 

35.8 

99.1 
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self-diffusion coefficient for nickel in an iron-5.8% nickel 

allo y 

+ 2.11 
D = 2.17 

- 1.09 
e 

73,500 :!: 2000 
RT (68) 

and the self-diffusion coefficient for nickel in an iron-14.88% 

nickel alloy 

+ 2. 58 
D = 5.14 

-1.70 
e 

75,600:!: 1200 
RI' (69) 

The corresponding activation energies and frequency factors are 

shown in these equations. 
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DISCUSSION 

Parts 2 and 3a - Self-Diffusion of Nickel 

Result s 

The rate of nickel self-diffusion, in polycrystalline 

material, was measured in this research over the temperature 

range 1050°C to 1400°C. Above 1150°C it was found that the 

measured rate of diffusion was equal to the rate of volume 

self -diffusion. Belmv 1150°C, diffusion occurred in a non­

homogeneous manner, with both grain boundary and volume diffusion 

occurring simultaneously. The diff usion coeff icients determined 

at l050°C and 1100°C gave results tha t were erroneously high on 

a volume diffusion basis. The high results were shown to be due 

to the rapid migration of a portion of the tracer, ra63, along 

the grain bound aries. 

Three experimental methods \vere used to measure the 

rate of nickel self-diffusion in tœ range 115) °C to 1400°C. 

The results obtained by these three methods are, 

f or the standard sectioning method 

D = 3. 77 
+ 2.72 

e 
- 1.72 

70 , 000 :t 1700 
RT (62) 
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for the surface acti vity-sectioning method 

+ o. 78 
D = 3• 13 - 69, 500 :t 600 

- 0.62 e RT 
( 63) 

and for the surface activity method 

+ 2.80 
D = 5. 2° - 71. 000 ± 1800 

o - 1. 77 e RT ' 
(65) 

These equations al1 agree within the accuracy given for each 

and show that the measurements have been made with good 

precision for a high temperature diffusion study. The two 

special techniques, deve1oped to take advantage of the very 

soft characteristics of Ni63 beta-radiation, the surface 

activity-sectioning method and the surface activity method, 

gave as precise resu1ts as the standard sectioning technique. 

The results of the three methods of investigation are 

summarized in the equation 

D = 3. 97 e- 70,100 
RT (70) 

It therefore can be conclud ed tha t the ac ti va ti on ene rgy for 

nickel self-diffusion is 70.1 kcal./mole and the frequency 

factor is 3.97 cm2 ./sec. 

After this research was started, a short note was 
118 

published by Burgess and Smoluchowski , who propos ed a value 



-144-

between 61.0 and 65.0 kcal./mole for the activation energy for 

nickel self -diffusion. The ir r esult s were obtained by a 

surface activity technique, not specified in detail, below a 

maximum temperature of l250°C. While the surface activity 

method is less sensitive to the errors introduced by grain 

boundary diffusion than is a s ectioning me thod., it is highly 

probable that their proposed value is too lON on account of the 

effect of grain bourrlary diffusion, which in this research 

became appreciable below ll50°C. No value was given for the 

frequency factor which further suggests that their results 

are only tentative. A recent review article has indicated 

that nickel self-diffusion has been investigated by Hoffman, 
119 

Pikus and Vlard but no result s are availa. ble to date. 

It has been f ound by other investigators that the rate 

of diffusion of solute atoms, at lovr solute concentrations, is 

of the same order of rra.gnitude as the rate of self-diffusion 

of the solvent atoms, when the solute and solvent atoms have 

similar properties. Cobalt, manganese and nickel are transition 

elements vvith many similarities in properties and it would be 

expected that their rates of diffusion into nickel would be 

similar to the rate of s elf-diffusion of nickel. The values 
73 

of D0 and Q detern1ined by Ruder and Birchenall for the rate 

of diffusion of co
60 

into nickel, are 1.46 cm2 ./sec. and 
120 

68.3 kc a l./mole and those determined by Swalin and Martin 
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for the rate of diffusion of manganese into nickel, are 

7.5 cm2 ./sec. and 67.1 kcal./mole. The similarity between 

these results and those of this investigation for nickel self-

diffusion can be considered as evidence of the accuracy of the 

present work. 

Elastic parameters of nickel 

In the introduction, certain formulae were given to 

relate the values of D0 and Q for a self-diffusion measurement 

to the elastic properties of the lattice. In particular, the 

required parameters are the temperature coeff icient of Young's 

modulus,~'' and the three elastic moduli, cll' cl2 and c44• 

The temperature variation of Young's modulus for nickel was 
121 122 

measured by Koster and by Siegel and Quimby Tb:e data 

obtained are shown respectively in Figures 3la and 3lb. It is 

apparent that above the Curie point the temperature variation 

of Young's modulus for pa ramagnetic nickel is · linear, indicating 
86 

the absence of viscous slip at the gr ain boundari es The 

values calcula ted from these curves for the ratio of tœ tempera­

ture coeffi ci en t of Young ' s mod ulus, ;' , to t m value of Young' s 

modulus extrapolated to 0°K,~0 , are r es pe ctively 2. 90 and 

2.83 x 10-4 °K-1 • As these values were calculated from the 

line ar portion of the curves above t he Curie temperature, it 

is evi dent t hat they a r e repres entative of paramagnetic ni ckel 

and can be used in interpreting diffusion measurements in 

paramagnetic nick el. 
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The elastic moduli, c11 , c12 and c44 \"lere measured in 
123 

ferromagnetic nickel by Bozworth, l''lason, McSkimin and i!Jalker 

at room temperature. No values are available for paramagnetic 

nickel. It is apparent from Figures 3la and 3lb that the 

elastic properties suîfer an abrupt, though slight, change when 

nickel transforms from paramagnetic nickel, the form existing 

above the Curie temperature, to ferromagnetic nickel, the form 

existing below the Curie temperature. It can be observed in 

Figure Jlb that when the ferromagnetic nickel is magnetically 

saturated, its behaviour is typical of a non-ferromagnetic 

material with only a slight break occurring in the curve at the 

Curie point. It can be calculated that the value found for 

Young's modulus in a non-saturated sample is 6.7% lower than 

that found for a saturated sample at room temperature. This 

indicates that the difference between the elastic properties 

of ferromagnetic nick el, at room temperature, and those expected 

if the material were still paramagnetic at room temperature is 

quite small. Therefore the values c11 , c12 and c44 measured 

experimentally at room temperature will be taken as the 

appropriate values for paramagnetic nic kel . 

Us ing t he above sourc es of data the average value f or 

r/jois 2.87 x 10-4 °K-l and the value of Young's modulus, 

E211 , calculated for the <211> direction in nickel is 57.0 

kcal./cm3. at 0°K. These values are specified because Kurtz, 
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124 
Averback and Cohen have employed values of~·/~oequal to 

2.43 x lo-4 °K-l and E2ll equal to 54.0 at 0°K in their paper 

on the rate of self-diffusion of gold in the gold-nickel system. 

As they give the identical references for the source of their 

elastic data, and do not mention that any adjustment of values 

was made, no ap9arent reason exists for this discrepancy. vthile 

it is of no importance to this research, anyone comparing the 

calculations made in this research to those in any other 

investigation should check to see that the comparison is made 

using the same values of )"'-• /Jo and E211 • 

Brooks' macroscopic calculation for the activation ene rgy 

In the introduction the details of a macroscopic calcula-
91 

tion made by Brooks for the activation energy for self-

diffusion in face-cent ered cubic lat tic e metals \'lere gi ven. The 

results of his calculations were summarized in Table 4 and 

compared to selected diffusion data. It was indicated that his 

theoretical values were l.S4 times as large as the experimental 

values he quoted. This table is repeated in Table 14, with 

the main difference being that most of the reasonable self­

diffusion data are now included, not only selected data. The 

values marked with an asterisk are èlosest to the average 

experimental values originally quoted. The theoretical values 

for the activation ene r gy were calculated from Equations (40) 

and ( 42). 
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Table 14 

Comparison of Experimental Values 

of the Activation Energy for Self-Diffusion 

to Values Calculated from Macroscopic Considerations 

Experimental Theoretical Ratio 
Activation Energy Activation Energy Theor;y: Reference 

~etal Q fs + fv Experimental 
kcal. kcal. 
mole mole 

27 ·4* 1.80 66 
Pb 24.2 49.3 2.04 67 

25.7 1.92 68 

45.9* 1.82 446955 Ag 45.5* 83.7 1.84 

46.5 1.89 125 
Cu 49.0* 88.0 1.80 28 

46.8 1.88 29 

51.0* 1.81 70 
Au 53.0 92.2 1.74 71 

45.6 2. 02 72 

Ni 70.1 121.8 1.72 
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It is apparent that using a slightly wider selection 

of self-diffusion data has rather reduced the consistency of 

the correlation. The ratio calculated for nickel is 1.72 which 

is lower than any of the other values incluied in the tabulation. 

However this discrepancy is no greater than for most of the 

additional self-diffusion data in the table. 

Assuming tha t Brooks' equations are valid, the ratio of 

1.72 for nickel indicated that either the experimental activation 

energy determined for nickel, in the present research, is too 

large, or that the use of the elastic moduli for ferromagnetic 

nickel in Brooks' calculation has result ed in a value too low 

for the theoretical activation energy. Alternatively, assuming 

that all the diffusion datais valid, it is possible that the 

ratio of the theoretical activation energy to the experimental 

value varies with temperature. The metals gold, silver and 

copper melt in the range 950°C to 1100°C" while lead melts at 

327°C and nickel at 1453°C. On this basis, Table 14 suggests 

that the correlation ratio decreases with increasing tempera­

ture and that Brooks' equations must be regarded as approxi­

mations. There is not sufficient evidence at present to decide 

which of these suggest ed reasons accounts for the discrepancy. 

LeClaire's theoretica l expressions for D0 and Q 

Le Claire's expressions - Equations (34) and(35b) -

have been used in the manner suggested by him to calculate the 
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correlation coefficients k1 and k2 for the self-diffusion data 

recorded in Table 15. The order of calculations is first to 

determine k1 from Equation (35b) for all the data. Then with 

the average value of k1 calculate the value of k2 from Equation 

(34). Constant values for the coefficients k1 and k2 are taken 

as evidence that the experimental self-diffusion data for the 

face-centered cubic metals are consistent ,,.,ith the assumptions 

made to derive the theoretical expressions. All the data recorded 

in Table 15 are identica~ to that used to test Brooks' correla-

tion and the data selected by LeClaire are marked with asterisks. 

The average values given by LeClaire for k1 and k2 are 

respectively 0.215 and 0.215. It should be emphasized that a 

high degree of correlation should not be expected, as values 

for D
0 

as shown in Table 15, generally show no greater accuracy 

than thos e obtained in this research, for example 

+ 2.72 
3.77 cm2./sec. 

- 1.72 

An examination of Table 15 sho\vS that the difîusion 

data selected by LeClaire gave values of k1 between 0.201 and 

0.228 and values of k2 between 0.176 and 0.245. The values, 

found for nickel of k1 and k2 equal to 0.200 and 0.188 

respectively, are in good aereement with the range of values 

obtained for the selected data, though slightly l~~er in both 

cases than the average values. An examination of the rest of 

the data recorded in the table indic ates that most of it is in 
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Table 15 

A Corre la ti on of Diffusion Data with 

LeClaire's Theoretical Expressions 

r.1etal Q Do k1 k2 Ref. 
kcal. cm2• 
mole sec. 

27.4* 4.02 0.214 0.221 66 
Pb 24.2 0.281 0.362 0.180 67 

25.7 1.17 0.282 0.199 68 

Ag 45.9* 0.895 0.217 0.218 446945 
45.5 0.724 0.229 0.215 

46.5* 0.178 0.228 0.176 125 
Cu 49.0 0.60 0.117 0.191 28 

46.8 0.32 0.164 0.178 29 

53 .0,;' 0.157 0.201 0.245 71 
Au 51.0 2.1 -0.139 0.231 70 

45.6 0.625 -0.101 0.191 72 

Ni 70.1 3.97 0.200 0.188 



-152-

poor agreement with LeClaire's selected data. 

On the assumption that LeClaire's correlation is valid, 

it can be concluded that the values of D0 and Q obtained in this 

research are in good agreement with sorne of the self-diffusion 

data determined for ether metals. 

Buffington and Cohen's theoretical expressions for D0 and Q 

As noted in the introduction, Buffington and Cohen's 

approach, while similar to LeClaire's, resulted in slightly 

different expressions for D0 and Q. In their expressions the 

correlation coefficients are À. and K211 • 'l'he da ta inc luded 

in Table 16 is, with few exceptions, that originally considered 

by Buffington and Cohen in testing the validity of their 

expressions. The values of À and K211 were calculated from 

Equations (37) and (38). Buffington and Cohen suggested that 

all data be compared to the values of K211 and 1\ calcula ted 

from the precis ely reproduced experimental data for silver 

self-diffusion. The nickel results of K211 equal to 0.473 and 

Àequal to 0.710 are in as good agreement with those of silver 

as are most of the other data. However it should be pointed out 

that the value of K211 is lower than the average for the table, 

which suggests that t he activation energy determined for nickel 

is too low, while Brooks' correlation suggests tha t the value 

is too high. 

In swnmary it can be stated that the values of D0 and 
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Table 16 

A Correlation of Diffusion Data with 

Buffington and Cohen's Theoretical Expressions 

Metal Q Do K211 " Ref. 

kcal. cm2• 
mole sec. 

27.4 4.02 0.0516 0. 642 66 
Pb 24.2 0.281 0.0456 0.440 67 

25.7 1.17 0.0483 0.560 68 

Ag 45.9 0.895 0.0519 0.660 44, 45 
45.5 0.724 0.0515 0.637 69 

46.5 0.178 0 .0486 0.593 125 
Cu 49 .o 0.60 0.0512 0.788 28 

46.8 0.32 0.0490 0.701 29 

51.0 2.1 0.0587 1.24 70 
Au 53 .o 0.157 0.0610 0. 650 71 

45.6 0.625 0.0525 . 1.09 72 

Ni 70.1 3-97 0.0473 0.710 
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Q found for nickel self-diffusion are in reasonable agreement 

with the existing theories. However it is apparent that more 

accurate diffusion data and more accurate values for the physic al 

constants of the metals are needed to ascertain the validity of 

the various lattice strain theories. 

Activation energy to form a vacancy in nickel 

Thes e three theories all permit an estimation of the 

activation energy required to forma vacancy in nickel. The 

values calculated from each are listed in Table 17. A direct 

experimental detennination of the activation energy required to 

form a vacancy has not been satisfactorily completed as yet. 

The values published to date have varied from 30 to 50 per cent 

of the total activation energy for diffusion, which is consistent 

with the estima tes in Table 17. 
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Table 17 

Estimated Activation Energies 

for Vacancy Format ion in Nickel 

Experimental Activation Energy Ratio 
Activation Energy to form a Vacancy 

The ory Q fv fv 
kcal. kca1. Q 
mole mole 

Brooks 70.1 29.9 0.427 

LeClaire 70.1 20.2 0.288 

Buffington & Cohen 70.1 20.3 0.290 
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DISCUSSION 

Part 3b - Diffusion Stu dies "'llit h a Sur face Ac ti vi ty Technique 

The rate of diffusion of Ni63 into five different poly­

crystalline materials, nickel, iron, cobalt, iron-5.79% nickel 

and iron-14.$~fo nickel, was measured in this research by a 

decrease in surface activity technique over the temperature 

range ll50°C to 1400°C. The results were corrected for the 

isotopie mass effect to represent the average rate of diffusion 

of nickel into the various materials. Coefficients for the 

diffusion of nickel into the five materials are given in the 

following tabulation and are for 1270°C. The calculated ratios 

of diffusion coefficients apply approximately to the whole 

temperature range investigated. 

D x 1011 DNi (sol vent) 
3olvent cm2 ./sec. DNi(self) 

Ni 46.0 1.00 

Co 15.5 0.34 

F e-14. $$'j~ Ni 10.0 0.22 

Fe-5.79% Ni $.71 0.19 

Fe 6.92 0.15 
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The above results are consistent with the eeneral rule that the 

higher the melting point of the solvent the lower the observed 

rate of diffusion in the sol vent. 

Time dependence of the diffusion coefficient 

The co mm on met hod of d et ermin ing dif fu si on co efficients , 

using radioactive tracers, is to measure tm rate of penetration 

of a thin layer of tracer into a semi-infinite medium. It has 

been commonly accepted that, even when the tracer is a different 

element tban the solvent, the diffusion coefficient is ind ependent 

of concentration. The only experimental evidence that this 
96 

supposition is incorrect was given by Martin, Johnson and Asaro 

who studied the rate of diffusion of gold into copper, using 
198 

Au • They observed that at 1000°C the diffusion coefficient 

varied with the ti me of anneal, decreasing steadily for the fi rst 

thirty hours and then assuming a constant value for longer 

diffusion times. No noticeable improvement was observed when 
198 

the thic kness of the layer of Au ''las decreased by a f a ctor 

of fifty. This made it difficult to attribute the effect to a 

variation of the di f fusion coefficient with composition. As an 

alternati ve, :Martin et al s uggested that an excess of va c anc i e s 

was formed initially at the interface of tracer and solvent, and 

hig her rates of diffusion \'lere to be e x]_:€cted until the concentra­

t i on of va canc i es returned to normal. This sugges t i on i mplied 

that the same effect could be noticed in self-diffusion experi-



-158-

ments as it was apparently independent of concentration. This 
126 

was not confirmed by Tomizuka and Lazurus who investigated 

the effect by studying silver self-diffusion for varying diffusion 

times. They concluded that the measured self-diffusion coefficient 

is independent of the time of anrieal. 

A similar effect was noticed in the present experiments. 

For the diffusion of nickel into iron, cobalt and the two iron­

nickel alloys, it was observed that the diffusion coefficients 

decreased with time during the initial portion of the anneal. 

This phenomenon was not observed in the nickel self-diffusion 

experiments and thus confirms that the concentration gradient 

existing across the "mi.xed" diffusion couples results in an 

initial variation of the diffusion coefficient with time. In 

these experiments the diffusion coefficient became constant when 

sufficient diffusion had occurred to decrease the concentration 

of nickel at the active surface to about four per cent of the 

initial value. 

Diffusion of nickel into cobalt at law solute concentration 

The rate of diffusion of nickel into cobalt, at law 

nickel concentration, was found to be approximately one-third 

of the rate of nickel self-diffusion over the temperature range 

investigated. The diffusion coefficients obtained for the 

diffusion of nickel into cobalt are represented by the equati on 
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+ 0.72 
D = 1.29 - 72,100 ± 2000 

- 0.47 e RT 
(66) 

If the existing concepts of diffusion at low solute concentra­

tion are correct, it would be expe cted that these results 

would be similar to those obtained for the rate of cobalt 

self-diffusion. Cobalt self-diffusion has 
73 127 

by Rud er and Bir chenall , Gruzin , rllead 

been investigated 
76 

and Birchenall 
12$ 

and Nix and Jaumont The results obtained in the latter two 

investigations are respectively 

(70) 

and 
D = 0.367 e-67,000/RT ( 71) 

A comparison of Equations (66), (70) and (71) shows that the 

activation energy for nickel diffusing into cobalt is about 

5 kcal./mole higher than the results for cobalt self-diffusion. 

Despite this discrepancy in the values found for the activation 

energy, it can be observed, with reference to Figure 32, that 

the results f or the values of the measured coeff icients for 

cobalt self-diffusion are in good agreement with those obtained 

in this research. Thus it can be concluded that these measure-

ments support the concept that the rate of diffusion of solute 

at low solute concentration is close to the observed rate of 

solvent self-diffusion. 
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Figure 32. A Comparison of the Rate of Nickel Diffusing into 
Cobalt at Low Solute Concentr~tion with the Rate 
of Cobalt Self-Diffusiono 
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Diffusion of nickel into iron at low solute concentration 

The rate of diffusion of nickel into iron, at low nickel 

concentration, was found to be approximately one-sixth the rate 

of nickel self-diffusion over the temperature range investigated. 

The diffusion coefficients obtained for the diffusion of nickel 

int o iron are represented by the equation 

+ 6. 70 
D = 7.13 

- 3. 45 e 

77.600 .:t 2000 
RT (69) 

Iron self-diffusion has been investigated by Birchenall and 
129 130 

Mehl and Buffington, Bakalar and Cohen who obtained the 

following results, respectively 

D = 5• 8 e-74,200/RT ( 72) 

and 

D = 0• 58 e-67,900/RT { 73 ) 

An examination of Equations {69), (72) and (73) would suggest 

that the present results are in better agreement with those 

obtained by Birchenall and l\1ehl. However the curves in Figure 

33 indicate that the magnitude of the diffusion coefficients 

obtained for the diffusion of nickel int o iron are lower th an 

those obtained for iron self-diffusion by a factor of two to 

three, over the temperature range investigated. Therefore it 

must be concluded that the results for the diffusion of nickel 
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• Ni into Fe 

Birchenall and Mehl 

Buffington, Bakalar and Cohen 

6.0 7.0 

Figure 33. A Comparison of the Rate of Nickel Diffusing into 
Iron at Low Solute Concentration with the Rate of 
Iron Self-Diffusion. 
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into gamma iron at low solute concentration are not consistent 

with the measu.red rate of self-diffusion in gamma iron. The 

present results suggest that the nick el atoms are bound more 

tightly to the iron lat ti ce than the iron a toms the ms el ves. This 

is reflected by the high activation energy obtained a.t"ld the low 

observed rate of diffusion of nickel into iron. 

In summary it is concluded that the rate of diffusion of 

a solute at low concentration is not always equal to the rate of 

solvent self-diffusion. 

Self-diffusion of nick el in the iron-nickel system 

The rates of niclœ 1 self-diffusion were measured in 

pure nickel and two iron-nick el alloys, of 5. 79 and 14.88 per 

cent nickel respectively. 

Comb ining the above results wi th the measured rate of 

diffusion of nickel into iron, at low solute concentration, an 

approximation to the variation of the self-diffusion coefficient 

of nickel wi th composition can be obtained for the iron-nickel 

system. The activation energy plot for these results was given 

previously in Figure 31. A summary of the results are given in 

the following tabulation. 
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Allo y Frequency Activation 
Factor Energy 

Do Q 

t'leight Per Cent cm2 ./sec. kcal./mo1e 

Pure Ni 3.97 70.1 

Fe-14.88% Ni 5.14 75.6 

Fe- 5. 79% Ni 2.27 73.5 

Pure Fe 7.13 77.6 

As can be observed there is an indication of a trend towards 

lower activation energies and frequency factors as the nickel 

content is increased. 

The chemical diffusion coefficient, De, is related to 

the intrinsic diffusion coefficients for a binary systen by 

Equation (12), in particular 

(12) 

The intrinsic diffusion coefficient, DNi, is related to the 
>:C 

self-diffusion coefficient, DNi' by Equation (11) 

(11) 

Iron and nickel form a thermodynamically ideal so1id solution 
131,132 

in the gamma region and therefore Equation (11) becomes 

(74) 
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Combining Equations (12) and (74) gives 

( 75) 

~:c * 
Nhile it is necessary to knO'tv De, DNi and DFe over the whole 

range of compositions to make a complete compa.rison, it is of 

interest to compare the variation of the self-diffusion coeffic­

ient for nickel in the iron-nickel system to the result s obtained 

by other investigators for the variation of the chernic al diffus-

ion coefficient. The variation of the chemical diffusion 

coefficient, De, with composition, in the iron-nickel system, 
133 

was investigated at 1300°C by ~Tells ani Mehl and by Seith and 
134 

Kottman at 1310°C. A comparison with the results of this 

investigation are made in Figures 34a, 34b and 34c. 
133 

In cornparison to the re sul ts of \'Jells and Mehl 

Figure 34a- the variation of DN~ with composition is about one­

half the variation obtained for De• It is interesting to note 

in the high iron region that log D varies approxirmtely with the 

atomic fraction of nickel present in the alloy. The results of 

Seith and Kottman for De, though a factor of three higher than 
>:c 

DNi across the range, show about the same variation with composi-

tion, if the minimum in the region of four per cent nickel is 

neglected. Actually the effect was exaggerated by the use of a 

log scale and the replotted results in Figure 34c give a more 

representative impression of the magnitude of this anomalous effect. 



-• 
0 
G> 

-166-

30 r----r--.--..,.---r---,---.,.---.---.-----r---, 

De - Measured by Wells and Mehl 

~ • 30~--~--,---~---.--~--~----~--~--,----r 

~ (b) Temp. 1310°C. -
10 

------------~---'\_ * 
----- %1 

De - Measured by Seith and Kottman 
1~--L---~--~--~----~--~--~--~--~~--4 

25 r------r---,---~---.---.--~~--r---.---.----, 
(c) Temp. 1310°C. 

20 

15 

10 

5 ---

* ~i 1--- ·- - - -- - - - ­---

De - Measured by Seith and Kottman 
0 ~--~---L---J----L---~--~--~~--~--~--~ 

0 20 40 60 80 

Atomic Per Cent Nickel 

Figure 34. Variation of the Diffusion Coefficients with 
Composition in the Iron-Nickel System. 
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134 
Seith and Kottman suggest tha.t the minimum observed 

in Figures 34b and 34c is not a real effect, as a microscopie 

examina ti on of this region showed marked porosit y. Porosity 
35 

is one of the manifestations of the Kirkendall effect and on 

observing this po rosit y Sei th and Kottman concluded tha t iron 

and nickel diffuse at different rates. Porosity is a result of 

incomplete shrinkage of the lattice in the region where a net 

flux of atoms is flowing out. Theoretically the excess nlli~ber 

of vacancies flo'f:ling into the region is supposed to be absorbed 

there by dislocations, but this latter process is never completely 

effective and sorne porosity always occurs as a result of the 

Kirkendall effect. 

Thus it is apparent that the iron atoms are diffusing 

out of this region faster than the nickel atoms are diff using in. 

This is in agreement with the present results which indicate that 

the rate of nickel self-diff usion in iron-nickel alloys is slower 

than the rate of chemical diffusion across the whole concentra­

tion range. ~·fith reference to Equation (75) it is apparent 

* * * that DFe must be greater than DNj_ because De is greater than DNi. 

This implies that when a vacancy is adjacent t o both an iron 

and a nickel atom it is more probable that t he iron a t om will 

exchange positions with the vacancy than will the nickel atom. 

Thus while the se results represent only a preliminary i nvesti­

gation of diffus i on in the i r on-nickel system , i t can be concluded 

that iron atoms must diff use more rapidly than nickel atoms in the 

iron-rich portion of the iron-nickel s ystem. 



-168-

CONTRIBUTIONS TO KNOv~EDGE 

(1) The characteristics of Ni63 beta-radiation have been 

investigated to permit its use as a tracer in diffusion 

studies. Suitable counting techniques have been developed 

so that the relative specifie activity of Ni63 contained 

in a series of samples can be determined to ± 1.5 per cent. 

(2) The maximum range in aluminum of Ni63 beta-particles has 

been measured. This value has been more carefully determined 

than those of previous workers, and is considerably larger 

than those found previously. The range determined in the 

present experiments indicates that the accepted values for 

the maximum e ne r gy of the Ni 63 beta-spe ctrum are slightly lm"l. 

( 3) The self-absorption of Ni 63 radia ti ons in metal lie nickel 

sources has been investigated in a counter having a 2 iT 

geometry. The results have been us ed to test Gora and 

Hickey's theor etical expressi ons for s elf-absorption of beta-

emitting nuclides. Thes e expressions have been shown to be 

inadequate to interpret the results obtained for a low 

en ergy beta emitter. 

(4) The rate of nickel self-diffusion was measured in poly-

crystalline materials over a temperature range of 1150°C to 

1400°C. l\1eas urements were made by t hree different t echniques, 
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the standard sec ti oning technique and t wo othe r techniques 

developed to take advantage of the soft nature of Ni63 

beta radiation. The values detennined by the thr ee methods 

are consistent. The results of this research, the first 

obtained for nickel self-diffusion, have been used to test 

the existing lattice strain theories and were found to be in 

as good agreement as most measurements of self-diffusion in 

other face-centered cubic metals. 

(5) Original measurements have been made for the rate of 

diffusion of nickel into cobalt at l~v solute concentration. 

The measureme nts were f ound to agree clos ely wi th the rate of 

cobalt self-diffusion. 

(6) Original measurements have been made for the rate of 

diffusion of nickel int o ir on at low solute concentra ti ons. 

These results are much lmver tmn for the rate of iron self-

diffusion. This was taken as an indication that nickel is 

more tightly bound to the iron lattice th an are the iron atoms. 

(7) A preliminary study has been made of the rate of nickel 

self-diffusion in the iron-nickel system. These original 

results suggest that the rate of self-diffusion of nickel in 

iron-ri ch allo ys is sl O'i.-Jer t han the rate of iron self­

diffusion. The se results confi rm Sei th and Kottman 's 

observation of a Kirkendall effect in the iron-nickel system. 
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(8) A dependence of the diffusion coefficient upon the time 

of anneal was observed for all systans studied, except for 

self-diffusion in pure nickel. This confirms the previous 

findings that a concentration effect is noticed when studying 

the rate of diffusion of a thin layer of tracer into a 

dissimilar medium. 



-171-

APPENDIX l 

This appendix includes a fuller discussion of sorne of 

the assumptions necessary to derive a theoretical expression 

for the diffusion coefficient. 

Correlation of the successive jumps of a radioactive tracer atom 

The rate of self-diffusion of a metal is comrnonly 

determined by me asurinz the rate of mixing of a radioactive tracer 

electroplated onto the surface of a metal dise. If the successive 

jlli~ps of the tracer are completely random in direction and 

uncorrelated, then the t racer's diffusion coe ffic ient, DT, is 

equal to the self-diffusion coefficient of the material, DAA· 

This question has been examined in detail by Bardeen and 
135 

Herring They found that when the concentration of vacancies 

is law, a tracer atom which has just changed places with a 

vacancy has a greater probability of r echangi.ng posit ions wi th 

the vacancy than of moving off in sorne unrelated direction. 

This will slow down the rate of mixing so t hat DT is smaller 

than the a ctual self-diffus ion coefficient DAA• Their analysi s 

s hows that for a face-c entered cubic lattice 

(76) 
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As this correction is within the experimental error of most 

diffusion experiments, it has ahvays b een neglected. 

Order of magnitude calculation for~ s1 
41 42 

Both LeClaire and Buffington and Cohen in deriving 

theoretical expressions for the diffusion coefficient, ne glect 

the contribution of 6. s1 , the chang e in entropy on forming a 

vacancy, as being small compared to ~ s2 , the strain entropy. 

The presence of a vacant lattice site causes a decrease 

in the vibrational frequency of the surroun:iing atoms, which is 

responsible for the positive value of 6. S1. Also the presence 

of a vacancy will cause a change in the local values of the 

elastic properties. The local values of )A- 0 and JA-'(r-0 will be 
~" 

numerically les s than the bulk values ,y0 and r 'ro· In actual 

fact, the local values of /""o and r'~o should be used in tre 

lattice strain equations. Referring to Equation (35b) it is 

apparent that decreas ing the value of l:J. s
1 

will increase k1 , 

while increasing Jl'-'fr 
0 

vvill decrease k1 • An order of magnitude 

calculation by LeClaire41 suggests that ~ s1 and the elastic 

properties are s o r e lated that, by n eg lecting l:J. s1 in the above 

expr ession and using the bulk values of the e last i c properti es, 

the result ing value of k1 will be unaffected. 

If using the normal bulk values, ~'00 )~:', instead of 

the local value s, ~1~0 , in Equation (35b) comple tely com­

pensates for neglecting .!lS1 , then it can be 'ivritten that 
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or that 

~S = (Q - klL ) a.6.log JJ- (78) 
1 s 8Tl 

43 
The free energy change, .6. Gl, on forming a vacancy is 

where 

(79) 

Z = Number of neighbouring atoms. {Z = 12 for f.c.c.) 

y-::c = Frequency of vibration of an atom in a normal lattice 

site. 

V" = Reduced frequency of vibration in the radial direction 

of each of the Z neighbours of a vacancy. 

The change in ent ropy, .6. 81, is 

(80) 

but 

.6. sl = ê).6.Gl 
) ( ÔT 
p 

so from Equation (79) 

ô/1 Hl 
= - Z R T ô.6log v-

ÔT ÔT 
(81) 
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The frequency of vibration, v-, in one crysta1line direction is 
136 

re1ated to the shear modu1us, ~ , in that direction by 

1 
V"o<../2 ( 82) 

or 

(82a) 

Combining Equations (33), (78), (81) and (82a) gives the fol1ow­

ing estima te for !J. s1 • 

= -
(Q _ k 1L8 ) 2k] ~ 

( 83 ) 
ZR T ÔT 

Using tœ rough values available for Ô Ls/ô T for the face­

centered cubic meta1s, values for tJ.s1 of about 1 ca1./mo1e/degree 

are obtained. 

An independent estima te of !J. s1 may be obtained by 

assuming that when a vacancy is formed, the space previously 

available for 13 atoms is naw occupied by 12 atoms. If V is the 

volume per atom, then a change in log V of log 13/12 takes place 

on forming a vacancy. The frequency of vibration of atoms in a 
137 

solid is related to the space they occupy in the Grüneisen theory 

by 

Ô log v- = _ 0 ô log V 
(84) 
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where "t is Grüneisen 's constant. Therefore we can calculate 

.6s1 by substit u ting Equation ( 84) into Equation ( 80). Th us 

Z R 0 À log V (85) 

For a f ace-centered cubic r:1etal Z = 12, the refore 

Calculated values of Ll s 1 are recorded in the following table 

for sorne face-centered cubic metals. The results show that 

Calculation of À s 1 from Grüneisen's Constant 

Metal 0 .6Sl 
cal./mole/°K 

Cu 1.96 3-7 

Ag 2. 40 4-5 

Au 3.03 5.7 

Al 2.17 4.1 

Pb 2.73 5.1 

Ni 1.88 3.5 

Pd 2 .23 4. 2 

Pt 2.54 4.8 

ÂS Av.--4.5 
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It is therefore apparent that, on the basis of the order 

of magnitude calcula ti ons, i t was not comple tel y valid to 

neglect the con tri but ion of ilS1 to the total entropy change, 

ilS, for diffusion. However the use of bulk elastic properties 

does partially compensate for this approxirration. 

Shear moduli and their temperature coefficients 

To evaluate the entropy of strain, 6 s2 , it is necessary 

to knov; the temperature coefficient of tre particular elastic 

modulus. Unfortunately the appropriate quanti ti es have not been 

measured. However the temperature variation of Young's modulus, 

E, has been measured for a large nwmer of polycrystalline 

materials. For an isotropie medium the shear modulus,Î , 

Young' s modulus, E, and Poisson' s ratio, a-, are conne cted by 

the equation 

E r- = -2-( l~+ -<J--) ( 86) 

As the temperature variation of Poisson's ratio is much smaller 

than that of Young's modulus, to a first approximation 

(87) 

This asslli~ption may be open to question and cannot be answered 

until the temperature dependence for all the individual moduli 

are available. The only data available for the face-centered 
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138 
cubic metals is for aluminum 

and 

A comparison shows 

Though these values are different it is impossible to state 

what effect this variation will have on the correlation until 

results are available for additional metals. 

Young 's modulus, E, for any direction in a crys t a lline 

material can be calculated from the following expression. 

1/E = S ll - 2S r ' (88) 

where 

8 = 811 - 812 - k 844 

r = o( 2 f3 2 + o( 2 ~ 2 • 13 2 D 2 

311, S12 and S44 are the elastic coefficients for the metal 

and o( , j3 and o are the direction eosines with respect to the 

pr i nciple crystal axis. 
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APPENDIX 2 

This appendix cont ains the equations for evaluating the 

physical constants which are substituted in Equations (40) and 

( 41). For a complete description the rea der is referred t o the 
91 

original article However if the followi ng expressions are 

us ed then the values obtained by Brooks in Table 4 can be 

reproduced. Because an atomic surface has more surface area 

exposed than a plane surface, Brooks reduced the macroscopic 

value for the specifie surface free energy, lf ', obtained from 

tables, by a factor of 1. 225 before us ing the value in Equation 

( 40). 1:1hen a value for 0 could not be found, he took one-sixth 

of he at of sublimation pe r surface a tom for the s De ci fic surface 

energy. For Equation (40) the rigidity modulus, G', is calculated 

from 

1/G' = 0.6 + 

c44 

For Equation (41) the value for r 8 / r 0 is 

( 89) 

(90) 

Actually this value for r 0 is easily evaluated if reference 

is made to Figure 8. The radius of the sphere which will just 
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slip between the barrier atoms without displacing them is r 0 • 

The value for the shear modulus, G", for any direction in a 

crystalline material is 

G" c 4/3[/2 (c' - c)pt.4•ft 4 ... ~4- 3/5) • (3/5 c + 2/5 c] (91) 

where 

c = c44 
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