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ABSTRACT 

Machining-induced residual stresses (RS) have a major impact on the fatigue life of 

critical aero-engine parts subjected to dynamic loads in harsh environments. Their state and 

magnitude can be controlled by careful selection of cutting conditions. Tensile RS are 

extremely harmful as they accelerate crack nucleation and propagation, diminishing the 

resistance to fatigue failures. It is crucial to identify cutting parameters that promote desirable 

compressive RS in critical parts without compromising other aspects of surface integrity. 

Limited information is available in the open literature on machining-induced RS in Ti-alloys.  

In this research, an extensive experimental investigation is performed of the effect of 

cutting parameters on RS in two aerospace grade Ti-alloys, Ti-64 and Ti-6246, used for aero-

engine fan and compressor parts. Cutting is performed at conditions relevant to industry. This 

is coupled with a comprehensive evaluation of surface integrity including RS, surface 

roughness, the near-surface microstructure, and hardness distribution. Based on x-ray 

diffraction measurements, empirical models are developed that offer fast and accurate 

predictions of surface RS. For the investigated finish turning regime, RS are compressive in 

nature. Due to a conflict between RS and surface finish, guidelines are established for the 

optimal selection of cutting parameters.  

Empirical models are non-generic, cannot be extrapolated, and cannot offer a physical 

interpretation of the phenomena that govern the cutting process. Available FE models for Ti-

alloys mostly focus on chip formation and force prediction, and rarely extend to RS. In this 

work, a 2D FE model is constructed using DEFORMTM for the prediction of machining-

induced RS in Ti-alloys, and is optimized for accuracy and computational efficiency. This is 

preceded by a numerical study on the relative contribution of thermal loads, mechanical 

loads, and phase transformations to the resultant stress state in commercially available 

materials. The FE model is firstly validated against experimental machining forces, cutting 

temperatures, and RS. It is then used as a virtual machining medium to gain insight into the 

effect of cutting parameters, tool edge preparation, flank wear, and chip segmentation on 

residual stress formation. FE predictions for Ti-6246 show that RS are highly sensitive to 

flank wear, which can cause a severe shift from the compressive to the tensile state. For the 

investigated cutting regime, residual stress prediction errors for Ti-64 are limited to ±10% 

provided that chip segmentation is modeled at relatively high cutting speeds. 
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RÉSUMÉ 

Les contraintes résiduelles (CR) induites par l’usinage ont un impact majeur sur la 

résistance à la fatigue des composantes soumises aux charges dynamiques dans les 

environnements sévères. Leur état peut être contrôlé par la sélection soigneuse des conditions 

de coupe. Les CR en tension réduisent la résistance à la défaillance par fatigue. Par 

conséquent, l’identification des paramètres de coupe qui promeuvent des CR compressives, 

en évitant l’endommagement de l’intégrité de la surface, est extrêmement importante. Les 

études sur les CR produites par l’usinage des alliages de titane son très limitée. 

Dans ce travail, une enquête approfondie est effectuée sur les effets des paramètres 

de coupe sur les CR générées dans deux alliages de titane, Ti-64 et Ti-6246, utilisées dans 

les moteurs d’avions. L’usinage et réalisé à des conditions pertinentes pour l’industrie. Cela 

et suivi par une évaluation de l’intégrité de la surface incluant les CR, la rugosité, la 

microstructure, et les profils de dureté.  Basé sur des mesures des CR par diffraction des 

rayons X, des modèles empiriques rapides et précis sont développés. Pour les conditions de 

tournages de finition enquêtées, les CR sont compressives. Du à un conflit entres les CR et 

la rugosité, des lignes directrices sont développées pour la sélection des paramètres de coupe. 

Les modèles empirique qui sont non-générique ne peuvent pas être extrapolés et ne 

peuvent pas offrir une interprétation des phénomène physiques. Les modèles d’élément finis 

disponibles pour les alliages de titane abordent rarement la formation des CR. Dans cette 

recherche, un modèle 2D d’élément finis est développé à travers DEFORMTM pour la 

prédiction des CR générées par l’usinage. Le modèle est optimiser pour l’efficacité et la 

précision. Cela est précédé par une étude numérique sur la contribution relatif des charges 

thermiques, charges mécaniques, et transformations de phases a l’état final des CR dans des 

nombreux matériaux. Le modèle est validé contre des mesurent de forces, température, et CR 

produites par l’usinage. Par la suite, le modèle est utilisé comme un milieu d’usinage virtuel 

pour l’analyse des effets des paramètres de coupe,  l’usure, et la segmentation des copeaux 

sur l’évolution des CR. Les études numérique liées au Ti-6246 démontres que les CR sont 

très sensibles à l’usure qui peut promouvoir un changement d’état des CR de compression en 

tension. Pour les conditions de tournages de finition enquêtées, la marge d’erreur de 

prédiction des CR générées dans le Ti-64 est de ±10% en condition que la segmentation des 

copeaux est modélisé a des vitesses de coupe relativement élevées. 
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CLAIMS OF ORIGINALITY  

This research addresses important gaps related to machining-induced residual stresses 

(RS) in Ti-alloys used in the manufacture of critical aero-engine parts subjected to dynamic 

loads in harsh environments. The knowledge gained through this work is highly significant 

to increasing the reliability, safety, and service life of aero-engines: 

1. Prior numerical studies on the machining of Ti-alloys focused on chip formation and force 

prediction. Very limited attention was given to machining-induced residual stresses (RS) 

although they critically affect the fatigue resistance of machined components. Using the 

FE model developed in this work, an in-depth analysis of the effect of cutting parameters, 

tool edge radius, flank wear, and material properties on RS was performed that highlights 

important aspects that should be considered in order to generate compressive RS in Ti-

alloys. Such an analysis for Ti-alloys is practically not available in the open literature and 

yields crucial information for the optimization of the machining process. 

2. Analytical studies of the origins of RS are mainly focused on the grinding process. This 

research provided fundamental understanding of the significance and relative 

contributions of mechanical, thermal and metallurgical sources of RS generated during 

cutting. It allowed isolating the effect of these sources and gaining knowledge of how they 

are affected by material properties and process conditions. Without this information, 

emerging technologies such as laser-assisted machining (LAM) and cryogenic machining 

cannot be optimized to generate favorable residual stress distributions.  

3. The effect of chip segmentation on machining-induced RS is not fully explored and in the 

case of Ti-alloys was only addressed for high speed machining. In this work, through FE 

analysis of state variable distributions, this effect was determined for conventional cutting 

speeds, and its impact on the accuracy of residual stress predictions was analyzed.  

4. There is a lack of information on machining-induced RS in Ti-alloys, especially for the 

finish cutting regime. In this work, extensive experimental investigation was carried out 

to fill this gap for two aerospace grade α/β Ti-alloys, Ti-64 and Ti-6246, used in the 

manufacture of aero-engine disks and blades. Guidelines were established for the optimal 

selection of cutting parameters that attain desired levels of compressive RS and surface 

quality.  
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CHAPTER 1 INTRODUCTION 

1.1 The significance and impact of residual stresses 

Residual stresses (RS) are stresses that remain in a stationary body at equilibrium 

after the external loads have been removed. They constitute a critical aspect of surface 

integrity. In general, surface integrity refers to the enhanced or unimpaired nature of a 

surface. It involves several superficial and sub-surface characteristics including surface 

roughness, plastic deformation, crack formation, residual stresses, and metallurgical changes. 

Surface integrity is one of the most important outputs of a machining operation and has a 

direct impact on the performance and durability of machined components [1]. 

The functional behavior of an engineering component is controlled by the properties 

of its near-surface layer. Sharp plastic deformation gradients that arise during the machining 

process lead to the formation of RS. This is primarily due to incompatibilities that develop 

between the near surface and the sub-surface material [2, 3]. In safety-critical industries such 

as the transportation, chemical, nuclear, and aerospace industries, RS are of great concern. 

Their presence can lead to the premature failure of parts and structures. However, if process 

conditions are intelligently controlled, RS can be exploited in the production of parts with 

improved damage resistance.  

Residual stresses can alter the dynamic strength and chemical resistance of materials. 

They have a major influence on fatigue life and constitute a potential source of progressive 

failure that should not be ignored. Progressive failure can take place through several 

mechanisms including fatigue and stress-corrosion cracking [4, 5]. Tensile RS undermine 

fatigue and stress-corrosion cracking resistance. Their presence accelerates crack nucleation, 

crack propagation, and corrosion reactions, thereby shortening the fatigue life of dynamically 

stressed components operating in harsh environments. Furthermore, tensile RS can amplify 

the mean stress encountered over a fatigue cycle. At large mean stress levels, static fracture 

may even be triggered [6]. On the other hand, compressive RS are beneficial to fatigue life. 

Their presence enhances fatigue strength and increases the number of cycles to failure. As 

free surfaces constitute preferential sites for crack initiation, substantial gains can be achieved 

by introducing compressive RS in the near-surface layer of engineering components [2, 6]. 
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1.2 Research motivation and terminal objectives 

With increasing environmental concerns, the global drive for fuel efficiency and 

lower gas emissions is on the rise, especially in industries such as aerospace, automotive and 

transport. This requires less conservative designs that promote higher efficiency and weight 

reduction. Ever more stringent cost efficiency, reliability, and performance requirements 

necessitate the continual development and use of advanced lightweight materials that are 

increasingly more difficult-to-machine. Even with the advent of rapid manufacturing 

methods such as metal powder processing, it is most often through machining that the final 

geometrical size and tolerance of mechanical components are imparted. 

Difficult-to-machine materials such as titanium alloys, nickel-based superalloys, 

stainless steels, and alloy steels used in the aerospace, automotive, chemical, and nuclear 

industries can be prone to tensile RS. Post-machining surface treatment procedures such as 

shot peening and induction hardening can be implemented to induce fatigue-inhibiting 

compressive RS in the surface of a part or to counterbalance existing tensile stresses. 

Nevertheless, such processes are difficult to integrate into the machining setup and often 

require customized equipment for a variety of part shapes and sizes. They constitute an 

independent processing stage requiring additional expense.  

Consequently, accurate knowledge of residual stress distribution in machined 

specimens is of vital importance. Where stringent restrictions on surface roughness are in 

effect, as is the case for aero-engine parts, a finishing operation is often required. Therefore, 

residual stresses induced during the final finishing operation are of particular significance 

[1]. It is crucial to identify favorable machining parameters, tool geometry, and lubrication 

methods that promote compressive RS without compromising surface condition. Rough 

surfaces, machining artefacts, or material impurities are stress concentration sites. They 

promote crack nucleation at a significantly reduced number of cycles. They also constitute 

areas where residual stresses are extremely potent. Tensile RS developed in these areas can 

intensify applied loads and accelerate the onset of fracture [2]. 

As a result, residual stresses (RS), surface finish, and the near-surface microstructure 

(NSM) constitute critical acceptance criteria for aero-engine parts subjected to dynamic loads 

in harsh operating environments. These include fan and compressor disks and blades made 

from α/β Ti-alloys. 



3 

 

Cutting experiments followed by in-depth profile measurements of RS are associated 

with long durations and high costs. This is compounded by the destructive nature of in-depth 

measurement methods. Models that provide accurate residual stress predictions would be of 

great benefit to safety-critical industries such as aerospace. Prior knowledge of machining-

induced RS will enable the accurate prediction of fatigue life in the design stage, thereby 

greatly diminishing the need for cutting experiments while guaranteeing part longevity, 

structural integrity, and safety. 

Limited information is available in the open literature on machining-induced RS in 

Ti-alloys, especially in the finish cutting regime. The terminal objectives of the research are: 

(1) to investigate the effect of cutting parameters and tool geometry on machining-induced 

RS in α/β Ti-alloys at finish cutting conditions relevant to real production and to establish a 

correlation between RS and surface quality, (2) to study the role of the main contributors to 

residual stress formation during cutting, and (3) to develop FE and empirical models for RS 

prediction, where empirical models will allow frequent and accurate predictions during 

production, and where FE models will serve as a virtual investigative machining medium, 

wherein further insight into residual stress formation can be gained by analysing the evolution 

of state variables that are otherwise extremely difficult to measure. 

This work is part of a comprehensive CRIAQ-funded research project driven by Pratt 

& Whitney Canada in partnership with McGill University and the National Research Council 

Canada (NRC). 

1.3 Thesis outline 

To achieve the desired objectives, a methodology is adopted that combines 

experimental, FE modeling, and empirical modeling techniques. The research is focused on 

two aero-engine grade α/β Ti-alloys, Ti-6Al-4V (Ti-64) and Ti-6Al-2Sn-4Zr-6Mo (Ti-6246). 

Material identification, together with FE model calibration and validation are based on 

orthogonal cutting tests. An extensive experimental investigation of residual stresses and 

surface integrity during finish turning is performed using the oblique single point turning 

process. An outline of the thesis is given below, together with a brief description of the areas 

addressed in each chapter: 
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 Chapter 1: Introduction 

The significance of residual stresses (RS) and their impact on the fatigue resistance 

of engineering components and structures is introduced. The motivation behind the 

research is then elaborated, and its terminal objectives are presented. 

 Chapter 2: Critical Literature Review 

The outcomes of a critical literature review on machining-induced RS are discussed, 

followed by a gap analysis and a detailed description of the research objectives.  

 Chapter 3: Experimental Setup 

A detailed description is provided of the experimental setup used to achieve the 

research objectives. This includes orthogonal cutting (material identification, FE 

model calibration, and FE model validation) and oblique turning. The experimental 

procedure of the extensive oblique single point turning experiment is also elaborated. 

The techniques employed in the measurement and evaluation of key performance 

indicators and essential attributes of surface integrity are explained. 

 Chapter 4: Experimental Results 

The design of experiment adopted for orthogonal cutting and oblique single point 

turning tests is introduced, followed by a detailed discussion of the experimental 

results. The effect of cutting parameters and material properties on cutting 

performance indicators (machining forces and tool wear) and surface integrity 

attributes (residual stresses, surface roughness, hardness distribution, and near-

surface microstructure) is discussed. Empirical models developed for cutting force 

and residual stress prediction during finish turning are evaluated. Guidelines are 

provided for the optimal selection of oblique turning parameters that promote 

desirable combinations of RS and surface finish. 

 Chapter 5: Fundamental Aspects of Residual Stress Formation During Cutting 

A numerical investigation is performed for standard non-proprietary grade 5 titanium 

alloy (Ti-64) and bearing steel AISI 52100. The significance and contribution of 

thermal and mechanical loads to RS is studied using FEM. The effect of phase 

transformations is addressed for the bearing steel at thermally dominant conditions. 
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The impact of material properties and cutting parameters on the imbalance between 

thermally and mechanically generated stresses during machining is discussed.  

 Chapter 6: FE Model Development and Results 

The development and optimization of a 2D FE model for the prediction of machining-

induced RS is discussed in detail. Important aspects of model development are 

addressed including material identification, tool/chip interface interactions, as well as 

meshing and geometrical aspects. The model is then validated against experimental 

results. The effect of cutting parameters, tool wear, and material properties on RS is 

discussed thoroughly based on knowledge acquired from the FE model.  

 Chapter 7: Chip Segmentation in Ti-6Al-4V and its Effect on FE Predictions 

Chip segmentation in Ti-6Al-4V is characterized. The governing segmentation 

mechanism and the effect of cutting parameters on chip morphology are analysed 

based on experimental observations. A ductile fracture criterion is implemented to 

model chip segmentation at relatively high conventional speeds. This is followed by 

a detailed discussion of the mechanism by which chip segmentation influences FE 

predictions of RS, specifically at relatively high speeds within the conventional range.   

 Chapter 8: Conclusions and Recommendations  

The main findings of the research are summarized, and recommendations are made 

for future work based on the research findings, foreseeable trends, and the 

requirements of the aerospace industry. 
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CHAPTER 2 CRITICAL LITERATURE REVIEW 

2.1 Nature and origins of residual stresses 

Residual stresses (RS) can be distinguished by the length scale l0 over which they 

stabilize or equilibrate. They can be classified into long range macrostresses and short range 

microstresses. Macrostresses are often referred to as type I stresses. These stresses stabilize 

over a length scale l0, I that is large relative to the grain size of the material and represents a 

considerable fraction of the workpiece specimen (Fig. 2.1) [3, 6].  

 

 

Fig. 2.1: categorization of residual stress fields adapted from [6]. M and R represent the matrix and 

reinforcements, respectively, and <σ> denotes the average stress value over the sampling volume. 
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Macrostresses are tensor quantities whose magnitudes vary with direction at a single 

point within a body. They are produced by a vast array of metal forming, machining, joining 

and heat treatment processes and are of major interest to engineering design and failure 

analysis. Microstresses arise due to imperfections in the crystal lattice [7]. As shown in Fig. 

2.1, they can be further subdivided into stresses that vary over the grain scale (type II) or the 

atomic scale (type III). Type II stresses are intergranular. They stabilize over a distance 

equivalent to the size of several grains (l0, II = 3-10 × grain size). Low level type II stresses 

are always present in polycrystalline materials due to varying elastic and thermal properties 

between differently oriented neighboring grains. Multiphase materials are susceptible to 

more significant type II stresses. Elevated mean phase stresses (<σII>) resulting from uneven 

partitioning of applied loads can significantly influence the performance of composite 

materials. Phase transformations also constitute a source of higher level type II stresses. Type 

III stresses exist over atomic dimensions and equilibrate within a grain (l0, III < grain size). 

Dislocations and point defects are typical sources of type III stresses.  

The thesis is primarily concerned with characterizing the behavior of macrostresses 

resulting from the machining process. Consequently, the means by which macrostresses are 

generated will be discussed in further detail. In addition, any reference made to RS in what 

follows is exclusive to macrostresses. Macrostresses can be generated by interactions 

between misfitting components in an engineering assembly. In addition, they can arise due 

to the formation of mechanically, thermally, or chemically induced misfits between different 

regions within a single engineering component.  

Varying residual stress distributions can be induced within a part by mechanical 

processing or cold working due to non-uniform plastic deformation. For instance, during 

drawing, high reductions in cross section promote the development of tensile RS in the near-

surface layer, while subsequent drawing with very small reductions in area generate 

compressive RS. Similar results are obtained through roller burnishing or shot peening. These 

are mechanical methods adopted to improve the fatigue resistance of parts by the deliberate 

generation of compressive residual stresses [1, 2]. 

Thermally induced residual stresses can arise during routine operation, 

thermomechanical processing, and heat treatment. Engineering assemblies comprising 

various materials with different thermal properties and operating at varying temperatures 
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often experience stresses induced by thermal misfits. During processing and heat treatment, 

residual stress distributions depend mainly on the extent of heat localization and the 

associated thermal gradients. In addition, phase transformations can significantly alter the 

stress distribution. Welded joints are highly susceptible to RS and phase transformations due 

to severe thermal gradients during localized heating and cooling [2, 3].  

Chemical treatments such as nitriding of steels are often employed to induce a 

beneficial compressive stress state in a component’s near-surface layer. The process involves 

the diffusion of nitrogen into the base steel, producing a thin case (0.25 to 0.5 mm in depth) 

of high hardness with improved wear and corrosion resistance. The formation of nitrides in 

the surface is coupled with an increase in volume. Thus, the surface remains in a state of 

compressive RS due to chemically induced misfits [1-3]. 

2.1.1 Residual stresses formation during machining 

Machining is a thermomechanical process during which a thin layer of material is 

removed from the surface of a part by plastic deformation in the form of a chip. Deformation 

takes place in three shear zones as shown in Fig. 2.2: (i) the primary shear zone, where the 

bulk of the plastic deformation occurs, (ii) the secondary shear zone at the tool/chip interface, 

and (iii) the tertiary shear zone at the tool/workpiece interface. During machining, plastic 

deformation is almost completely transformed into heat. The workpiece surface is deformed 

under the action of mechanical loads generated by chip formation, as well as thermal loads 

arising from plastic deformation and friction in the shear zones. 

 

 

 

Fig. 2.2: idealized 2D model of the machining process. 
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The intensity of thermomechanical loading diminishes heavily with depth beneath the 

machined surface, resulting in severe plastic deformation gradients. When the tool is 

retracted, stress relaxation takes place as the workpiece cools down to ambient temperature 

in the absence of external loads. Residual stresses (RS) are generated due to severe 

incompatibilities that arise between the machined surface and the underlying layers. 

Machining-induced RS is attributed to three main sources: (i) mechanical loads, (ii) 

thermal loads, and (iii) phase transformations. During machining, the mechanical and thermal 

sources are always in existence. Depending on the extent of deformation and temperature 

rise, phase transformations can occur that contribute to residual stress formation. Thus, there 

is a constant interaction between mechanical, thermal, and metallurgical impacts. It is, 

therefore, difficult to correlate residual stress formation to a single source. In general, plastic 

deformation that is predominantly thermal promotes tensile RS due to non-uniform thermal 

expansion, especially since heat generation is localized in a thin surface layer. In contrast, 

plastic deformation that is predominantly mechanical can lead to compressive RS depending 

on the extent of material burnishing following chip formation [2]. 

 

  

 

       

Fig. 2.3: residual stresses σR generated during (a) a predominantly tensile loading cycle with a high 

extent of burnishing following chip formation and (b) a predominantly compressive loading cycle.  
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During cutting, material in the vicinity of the tool tip is firstly deformed in 

compression when ahead of the cutting edge. It is then partially ploughed beneath the tool 

and plastically deformed in tension (burnished) as the tool moves further away. The extent 

of burnishing determines whether the deformation is mostly compressive or tensile. A 

predominantly tensile loading cycle leads to compressive RS (Fig. 2.3a), whereas tensile RS 

are generated by a predominantly compressive cycle (Fig. 2.3b) [2, 8].   

Analytical studies of the origins of residual stresses during machining and the relative 

contributions of thermal and mechanical loads are mainly focused on the grinding process 

[9-17]. During grinding, the workpiece surface can be prone to large magnitudes of tensile 

RS due to the high intensity of heat generated by the process. The energy required to remove 

a unit volume of metal is much higher than other chip formation processes such as turning 

and milling as grinding produces chips that are considerably smaller in size [11]. Mahdi et 

al. [12] found that the contributions of thermal and mechanical loads to plastic deformation 

vary depending on the ratio of the peak normal load to the material’s yield stress (Pa/Y). At 

ratios below 0.5, thermally induced plastic deformation was dominant. Under such 

conditions, increasing the mechanical load had a small effect on the onset of plastic 

deformation. At ratios exceeding 2, mechanically induced deformation was dominant. Under 

such conditions, the increase in heat flux intensity had very little effect on the onset of plastic 

deformation. Furthermore, RS were influenced by the surface traction profile. To generate 

compressive RS, a down-grinding operation was recommended with a small depth of cut and 

sufficiently large ratios of horizontal to normal loads. 

Conflicting views exist over the relative contribution of mechanical and thermal loads 

to RS during cutting. Lin et al. [18] concluded that RS are mainly the result of mechanical 

loading, which is in agreement with the findings by Liu and Barash [19-21]. However, 

Okushima and Kakino [22] found that thermal loading is more dominant at cutting speeds 

exceeding 50 m/min. 

It is concluded from the above that thermal loads can be harmful as they promote 

highly undesirable tensile RS. The vulnerability of a material to thermally generated plastic 

deformation, however, is largely determined by its physical and thermal properties. The state 

and magnitude of machining-induced RS is essentially controlled by the conflicting effects 

of strain hardening and thermal softening of the workpiece material during cutting. This 
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behavior is dictated by the cutting parameters, cutting edge condition, and lubrication 

methods. Cutting parameters can influence both thermal and mechanical aspects of residual 

stress formation. For example, blunt cutting tools with honed edges can have a mixed 

influence on RS. Increased friction due to a larger area of contact with the workpiece can 

elevate the temperatures in the cutting zone, promoting tensile RS. On the other hand, a larger 

extent of plastic deformation in tension behind the cutting edge due to intensified burnishing 

can increase compressive RS. A deeper understanding is, therefore, required of the effect of 

cutting parameters and material properties on the mechanical, thermal, and metallurgical 

contributions to RS during cutting. 

2.2 The determination of machining-induced residual stresses 

Several approaches exist to the determination of machining-induced RS. These are 

discussed below together with the advantages and disadvantages of each. A complete 

characterization of residual stress behavior for a particular workpiece/tool material 

combination often requires a hybrid approach that comprises more than one method.  

2.2.1 Experimental investigation 

Experimental investigations have been extremely valuable in identifying the 

dominant factors and mechanisms influencing machining-induced RS. The experimental 

approach allows the correlation of RS to process parameters, cutting performance indicators, 

and other aspects of surface integrity. However, it is associated with high equipment and 

material costs, destructive residual stress measurement (RSM) methods, and long durations. 

2.2.1.1 Residual stress measurement methods 

Several techniques are available for residual stress measurement (RSM) with varying 

penetration depths and spatial resolution. These can be classified into mechanical, diffraction, 

ultrasonic, and electromagnetic techniques. A comprehensive review is given in [6].  

Mechanical methods such as curvature, deflection, compliance, and hole drilling are 

inevitably destructive. The equilibrium is disturbed by the removal of material, and RS are 

estimated from the resulting deformation in the remaining part. Deformation is measured as 

a function of depth with strain gages, mechanical inductive sensors, or interferential methods. 

Mechanical methods are suitable for the determination of macrostresses (type I) over large 

depths. They are, however, restricted to simple geometries and are limited by assumptions 
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regarding the nature of the residual stress field. In addition, further RS can be introduced 

during material removal that can lead to measurement errors.  

Electromagnetic methods measure stress dependent changes in electrical conductivity 

and magnetic properties. They are, however, limited to ferromagnetic materials. Ultrasonic 

methods capture stress related changes in the propagation of ultrasound. Although they can 

determine type I, II and III stresses in very short times, both techniques have restricted 

applications. Test results are influenced by microstructure, composition, texture, grain size, 

density, temperature, as well as electrical and magnetic properties. In addition, these 

techniques require stress free samples that are otherwise identical to the specimen under 

investigation. At their current state of development, they are generally not suitable for routine 

residual stress measurements. 

The x-ray diffraction technique (XRD) is the most commonly applied method for 

residual stress measurement due to its high state of development and its superior spatial and 

depth resolution [7]. Unlike mechanical methods that measure deformation on a macroscopic 

scale, XRD measures strains in the crystal lattice at the atomic level. Bragg’s Law forms the 

fundamental basis of x-ray diffraction theory and is given by [7, 23, 24]: 

 

2 sinn d   (2.1) 

 

where  is the wavelength of a beam of x-rays impinging at an angle θ on a crystal with inter-

planar spacing d. The order of diffraction is denoted by the integer n. Bragg’s law describes 

the conditions that lead to constructive interference resulting in a peak in diffraction intensity. 

The diffraction angle 2θ at which this occurs is called the Bragg angle.  

In XRD, the inter-planar spacing often termed the d-spacing is used as a strain gage. 

The lattice strain for planes oriented at an angle ψ to the surface is defined as: 
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d dd

d d


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   (2.2) 

 

where d0 is the stress free inter-planar spacing. In a stress free state, no change in inter-planar 

spacing is observed in grains of various orientations (Fig. 2.4a). Under the action of stress, 

crystallographic planes oriented at various angles ψ to the surface will undergo varying 

changes in d-spacing, producing differing shifts in the diffraction angle 2θ. If for instance the 

stress is tensile (Fig. 2.4b), planes oriented at ψ = 90° experience an increase in d-spacing 
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leading to a negative shift in the diffraction angle. However, planes oriented at ψ = 0° undergo 

a decrease in d-spacing due to Poisson contractions, causing a positive shift in the diffraction 

angle.  

In XRD, a monochromatic beam of x-rays is impinged on the surface of a 

polycrystalline specimen (Fig. 2.4c). The specimen is tilted at several angles ψ, and the shift 

in diffraction peaks is measured for grains at various orientations to the surface. The 

corresponding values of inter-lattice spacing dψ are then calculated from Eq. 2.1. Although 

they are caused by non-uniform plastic deformation, residual macrostresses remaining after 

deformation are elastic in nature. A condition of plane stress is assumed in the exposed 

surface of the measured specimen (Fig. 2.5). The stress state consists of in-plane principal 

stresses σ1 and σ2, with the normal principal stress σ3 = 0. The normal strain component ε3 

does not vanish due to Poisson contractions imposed by the in-plane stresses. The elastic 

strain   in a direction defined by the orientation angles  and ψ is given by: 
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where E and  are the modulus of elasticity and Poisson’s ratio of the material, respectively. 

By substituting Eq. 2.2 into Eq. 2.3, the fundamental relationship between the inter-planar 

spacing d  and the bi-axial stresses in the surface of the specimen is obtained: 
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It is evident from Eq. 2.4 that the inter-planar spacing d  is a linear function of 

sin2. Following experimental measurements of the inter-planar spacing at several tilt angles 

ψ, a line is fitted into the results using linear regression. The slope of the line is then 

estimated, and the surface residual stress   is obtained as follows: 
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 (2.5) 

 

This approach is called the sin2  method. Through multiple exposures at more than 2 values 

of , the linear dependence of the d-spacing on sin2 can be verified, and the suitability of 
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the XRD method for the specimen under evaluation can be confirmed. The quantity E/(1+) 

is termed the x-ray elastic constant of the material. It is determined empirically by measuring 

deflections produced by known loads in four-point bending tests. 

 

 

 

Fig. 2.4: (a) uniform inter-lattice spacing (d-spacing) in a stress free state, (b) varying d-spacing 

under tensile stress, and (c) schematic of the x-ray diffraction (XRD) measurement technique. 

Figures are adapted from Prevey [7] and Brinksmeier et al. [2].  

 

Fig. 2.5: plane stress elastic model adopted in x-ray diffraction theory adapted from Prevey [7]. 
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Due to the shallow penetration depth of x-rays (5-20 m), macrostresses (type I) and 

microstresses (type II and III) can be measured as a function of depth with a resolution orders 

of magnitude higher than that achievable by other techniques. Consequently, XRD is a 

suitable method to determine stress distributions with severe gradients. 

A disadvantage of the x-ray diffraction technique is that it is limited to fine grained 

polycrystalline materials that are not severely textured. Non-destructive testing is only 

possible for a shallow surface layer not exceeding 25 m. Measurement of in-depth stress 

distributions requires material removal by electro-polishing and is inherently destructive. 

2.2.2 Modeling of the machining process 

2.2.2.1 Empirical modeling 

Although empirical methods do not offer physical scientific insight into the formation 

of residual stresses, it is often argued that they are more accurate than analytical and 

numerical approaches, mainly due to the shortcomings of plasticity theory and to the lack of 

a complete solution that takes all contributing factors to machining-induced RS into account. 

Furthermore, analytical and numerical approaches require the knowledge of certain material 

properties that are not readily available, and which have to be determined experimentally 

[25]. Empirical models are therefore useful for frequent use in product and process 

development, especially that they are much faster to compute and require a significantly 

lower level of expertise in comparison to FE models.  

On the other hand, empirical models are heavily reliant on cutting experiments and 

residual stress measurements, and are thus associated with an extreme cost disadvantage. 

Moreover, they are non-generic, cannot be extrapolated, and are only accurate over the 

investigated parameter range. 

Experimental designs based on response surface methodology have been used in the 

development of empirical models for RS generated during milling [26, 27]. A range of 

commercially available alloys including steel, brass, and aluminium were addressed. 

Empirical models were also developed for the milling of Ti-alloy IMI 834 of nominal 

composition Ti–5.8Al–4.5Sn–4Zr–0.7Nb–0.5Mo–0.40Si–0.06C based on factorial analysis 

[28]. Deterministic functions have been employed to express RS in terms of cutting 

parameters and their mutual interactions. Two main approaches to empirical modeling of RS 

were identified in the open literature. 
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Empirical prediction of the peak magnitude of RS  

The first approach [26-28] is concerned with determining the peak magnitude of RS 

in the near-surface layer of the material. In a factorial design [28], the peak residual stress is 

expressed as a linear polynomial in terms of cutting parameters and their mutual interactions. 

Response surface methodology [26, 27]  postulates that the peak residual stress can be 

expressed as a second degree polynomial in terms of process variables and their mutual 

interactions: 
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n n

i i j j j ij i j

i j i j

b b x b x b x x
  

      , (2.6) 

 

where ix , 
2
jx , and i jx x  represent the process variables, their quadratic effects, and the linear 

interactions between them, respectively; and b0, b i , b j j , and b i j  are the polynomial 

coefficients. The coefficients of the quadratic polynomial are determined using curve fitting 

techniques based on experimentally measured residual stress profiles. 

Empirical prediction of the residual stress profile 

The second approach [25, 29] aims at predicting the residual stress distribution as a 

function of depth beneath the machined surface. It postulates that RS can be expressed as a 

polynomial function of the depth 𝑧 beneath the surface whose coefficients are a function of 

process variables and mutual interactions between them: 
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where cl represents the stress polynomial coefficients; xj and x j x k  are the process variables 

and linear interactions between them, respectively, and b0, bj, and bjk are the coefficients of 

cl. It was shown that a fifth order polynomial is required for an accurate representation of the 

residual stress distribution [25, 29]. Mittal and Liu [25] adopted a refined expression for RS 

by substituting the depth beneath the surface in Eq. 2.7 with its natural logarithm. 
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2.2.2.2 Analytical modeling 

Analytical models of machining-induced residual stresses are a useful alternative to 

computationally heavy numerical models as they are more practical to run and much faster 

to compute, and hence, can be potentially integrated into process optimization tools that are 

significantly important from an industrial perspective. Their main disadvantage is that they 

cannot model the full scope of mechanisms contributing to RS during machining. Although 

they do offer physical insight to the formation of RS, their closed mathematical form imposes 

limits in terms of in-depth scientific analysis of the causes and effects. They are, however, 

useful in providing a primary indication of dominant parameters and trends. Analytical 

models for residual stress prediction have been developed for several commercially available 

alloy steels (AISI 4340, AISI 316L, and AISI 52100) [30, 31] and Ni-based superalloy 

Waspaloy [32].  

Analytical models have mainly been used to investigate the effects of tool geometry 

and cutting parameters on RS. Ulutan et al. [31] investigated the effects of nose radius and 

depth of cut for AISI 52100 bearing steel. Experiments revealed a clear shift of surface RS 

towards the tensile region with increasing nose radius. In contrast, predicted residual stress 

profiles exhibited an opposite trend. Moreover, the magnitude of surface RS was largely 

overestimated. Although measured RS were compressive, predicted values where mostly 

tensile. Liang and Sue [30] investigated the effects of tool edge radius and feed rate for AISI 

316 and AISI 4340 steel. The model seemed to accurately capture trends in residual stress 

behavior. However, errors in the magnitude of surface and sub-surface RS nearing 300 MPa 

were identified. Residual stress profiles predicted by Lazoglu et al [32] for Waspaloy could 

not accurately reflect the stress state at the material surface. Although measured RS were 

always tensile, simulations predicted both compressive and tensile stresses.  

Prediction errors associated with analytical modeling can be attributed to several 

factors: (i) the omission of the effects of temperature, strain, and strain rate on material flow 

stress evolution, (ii) the exclusion of the temperature dependency of material properties due 

to the modeling complexity arising from interactions of several mechanisms, and (iii) the 

idealized approximation in the estimation of the contact length between the tool and the 

workpiece during stress field calculations. In their current state, analytical models of 

machining-induced RS are useful to predict the shape of the residual stress profile as a 
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function of depth below the machined surface. They can also provide an initial indication of 

the influence of cutting parameters. Due to prediction errors and conflicting trends, current 

analytical models cannot be adopted as a single design or optimization tool. 

Due to the complexity of the cutting process, analytical models are usually based on 

a two dimensional adaptation of machining such as orthogonal cutting that assumes plane 

strain conditions. In general, the workpiece is modelled as a semi-infinite, homogenous, 

isotropic, elasto-plastic material with a von Mises yield surface. Analytical models are 

comprised of three constituent sub-models: force, temperature, and deformation. The main 

task of the force and temperature models is to estimate the mechanical loads sustained by the 

workpiece and its temperature distribution at specific cutting conditions. These are then fed 

into the thermomechanical deformation model to estimate the resulting stress distribution.  

Prediction of machining forces 

Two approaches to force prediction have been used in analytical models of 

machining-induced RS. The first approach adopts slip line models that estimate machining 

forces based on process parameters and material properties. Liang and Su [30] used Oxley’s 

predictive machining theory [33] and Waldorf’s slip line model [34] to predict cutting and 

plowing forces, respectively. The second approach [31, 32] is based on discretizing the chip-

load in the tool/workpiece engagement domain. This technique is fully elaborated in [35]. 

Calibration is required for both methods through the use of orthogonal cutting tests. Thus, 

force modeling combines analytical and mechanistic components. 

Prediction of temperature rise 

Numerous analytical models have been developed to estimate temperature rise during 

cutting with varying heat sources, movement direction, and boundary conditions. The 

workpiece surface is commonly considered as an adiabatic boundary, and heat transfer to the 

surroundings by convection is generally neglected. Extensions of Jaeger’s solution to moving 

heat sources during sliding contact [36] are widely used to estimate temperature fields 

generated by the moving thermal loads during cutting. A review of thermal prediction models 

implemented in machining is given in Komanduri and Hou [37]. With the objective of 

predicting RS, Liang and Su implemented the techniques developed by Komanduri and Hou 

[37, 38] to estimate the temperature rise during cutting. The primary and tertiary shear zones 

where considered as the main heat sources. In some cases, numerical methods of temperature 
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prediction were integrated into the analytical approach. Ulutan et al. [31] used the finite 

difference method to predict the temperature field in the workpiece. The primary and 

secondary shear zones were considered as heat sources. A similar approach was adopted by 

Lazoglu et al. [32]. A detailed description of the finite difference model is provided in 

Lazoglu and Altintas [39]. 

Prediction of thermomechanically induced deformation 

Analytical models of machining-induced RS have exploited the similarity between 

thermomechanical loading during cutting and that produced in rolling contact problems. 

Elasto-plastic rolling contact algorithms are commonly adopted to quantify stress and strain 

fields due to moving mechanical and thermal loads. This approach assumes that points at the 

same depth from the passing tool experience the same loading history. A plane strain 

idealization of the cutting process is shown in Fig. 2.6, together with the stresses acting at a 

point of interest m located at a depth z below the machined surface [31, 32]. The origin of 

coordinates O coincides with the tool tip and advances in the x-direction with the cutting tool. 

In the thermomechanical modeling of stresses, the elastic loading, plastic loading, and elastic 

unloading regimes are treated separately. In Fig. 2.6, elastic loading is assumed to occur 

before point A when the tool tip is still sufficiently far from the point of interest m. During 

elastic loading, mechanical stresses are determined by integrating the solution for a moving 

point load over the contact length for an assumed load distribution: 
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where a is the half contact length with –a  x  a; the normal and tangential distributed loads 

in the feed and speed directions are given by p (s )and q (s ), respectively, and s is the 
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integration variable. Varying load distributions have been used by several authors. Liang and 

Su [30] adopted a uniform force distribution in the shear zone and a two-dimensional 

Hertzian profile at the contact between the cutting tool and the machined surface. Ulutan et 

al. [31] used uniformly distribute forces, while Lazoglu et al. [32] implemented triangular 

force distributions. 

To quantify the thermal stress field during elastic loading, Liang and Su [30] applied 

the rolling/sliding contact algorithm developed by McDowell [40]. The superposition of 

stresses due to (i) body forces, (ii) tensile surface traction, and (iii) hydrostatic pressure has 

also been used to predict the thermal stress distribution in the cutting zone [31, 32]. Finally, 

the thermomechanical stress field during elastic loading under plane strain conditions is 

obtained by superposing the mechanically and thermally generated stresses as follows: 
 

elastic mechanical thermal
ij ij ij     (2.10) 

 elastic elastic elastic
yy xx zz T ET       , (2.11) 

where σi j  represents the in-plane stress components σx x , σz z , and σx z ; the out-of-plane stress 

component is given by σy y ; , αT, and E are Poisson’s ratio, the thermal expansion coefficient, 

and the modulus of elasticity, respectively, and T is the instantaneous temperature. 

 

 

 

Fig. 2.6: plane strain idealization of the cutting process and discretization of the plastic zone. Figure 

adapted from Ulutan et al. and Lazoglu et al. [31, 32]. 
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As the tool becomes sufficiently close the point of interest, the thermomechanical 

load is high enough to cause the material to yield. In Fig. 2.6, plastic loading is assumed to 

occur in the region AB where the motion of the cutting tool is discretized. The von Mises 

yield criterion is widely used to determine the onset of plastic deformation. The stress 

invariant assumption and subsequent relaxation procedure adopted in contact problems is 

commonly utilized. This approach is based on incremental plasticity. The in-plane stresses 

during plastic loading are assumed to be equal to their elastic counterparts, and thus: 
 

elastic
ij ij   (2.12) 

 

The out-of-plane stress component σy y  is calculated based on the plane strain assumption. 

The resulting incremental plastic strains are estimated through a plasticity flow rule which 

describes the variation of strain as a function of stress and material properties. The associated 

flow rule of plasticity is most commonly used. The form adopted by Lazoglu et al. [32] 

incorporates the effect of isotropic and kinematic hardening as shown: 
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where h and c are the isotropic and kinematic hardening coefficients, respectively; Sk l  and 

αk l  are the deviatoric and back deviatoric stress components, respectively, and 0  is the 

current yield stress of the workpiece material.  

As the tool moves further away from the point of interest (beyond point B in Fig. 2.6), 

the thermomechanical load diminishes. Eventually, the workpiece cools down to room 

temperature. Due to the stress invariant assumption, however, an incremental relaxation 

procedure is performed in order to satisfy plain strain, equilibrium and surface planarity 

conditions. The following stress and strain components are reduced in M steps until their 

values converge to zero while monitoring the stress increments dσx x  and dσy y : 
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At that point, the values obtained for σx x  and σy y  correspond to the RS in the cutting and the 

transverse direction, respectively. 
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2.2.2.3 Finite element modeling (FEM) 

In the last three decades, FEM has played an important role in strengthening the 

understanding of the underlying mechanisms and dominant parameters promoting residual 

stress formation during machining. Numerical studies have constituted the bulk of residual 

stress research as they allow a more detailed interpretation of the effects of various 

parameters than closed-form analytical models [41].  

The effects of cutting parameters [42-50], tool edge preparation [42, 46, 48-53], tool 

wear [54], tool coatings [52, 55], interface friction [42-44, 53, 56], chip morphology [54], 

heat transfer [44, 56], workpiece material properties [47, 57, 58], sequential cutting [45, 48, 

52, 59], and plowing [43, 44] were investigated for a range of conventional cutting processes 

and commercially available alloys including bearing steels, stainless steels, die steels, nickel-

based superalloys, and aluminum alloys. Very few numerical studies have addressed 

machining-induced RS in titanium alloys, especially at finish turning conditions. 

In FE simulations, two-way coupling between thermal, mechanical, and metallurgical 

aspects can be achieved, and mutual interactions can be integrated into the process. The 

interrelationship between the different modules of the FE package DEFORMTM is shown in 

Fig. 2.7. The diagram is adapted from [60, 61] and illustrates that through FEM, the full scope 

of the physical phenomena that occur during the machining process can be considered when 

predicting RS. 

 

 

Fig. 2.7: the interrelationship between FEM modules. Figure adapted from [60, 61]. 

Phase 

transformation 

Deformation Heat transfer 

Deformation-induced 

transformation 

Thermally induced 

transformation 

Transformation 

plasticity 
Latent 

heat 

Variation in material 

properties 

Heat generated by plastic 

deformation and friction 

Volumetric 

strain 



23 

 

One of the advantages of FEM over analytical models is its ability to integrate the 

effect of thermal softening, strain hardening, and strain rate hardening on material flow stress 

through the use of constitutive data or constitutive laws [62]. Furthermore, a more detailed 

representation of the tribological interactions at the tool/chip interface can be implemented 

[63-66] through FEM that narrows the gap between modeling assumptions and process 

physics. More elaborate modeling of tool edge preparation and cutting edge condition is also 

possible. In addition to honed cutting edges [46, 48, 51, 52, 67, 68], the effect of chamfered 

edges [46, 47, 67], double chamfered edges [47], chamfered and honed edges [69], and flank 

wear [54] on machining-induced RS have been investigated using FEM. Furthermore, the 

influence of chip segmentation on the cutting process can be considered, which is not possible 

in analytical models that adopt contact mechanics algorithms. Research in this direction has, 

however, been focused on the prediction of chip morphology and the associated machining 

forces for different materials including steels [62, 70] and titanium alloys [68, 71-82]. Chip 

segmentation has also been implemented in the prediction of metallurgical alterations in the 

surface material during hard turning of steels [83-86]. Few studies have incorporated chip 

segmentation into FE models for residual stress prediction [47, 52, 54, 87]. However, the 

effect of chip segmentation on residual stress evolution is not fully explored. 

Through in-depth progressive analysis of state variable evolution beyond the 

capabilities of analytical models, FEM can be used as a virtual machining medium to gain 

insight into residual stress formation. This can be extended to hybrid manufacturing 

processes such as laser-assisted machining (LAM) where the effect of process parameters on 

RS remains relatively unknown.  

FE modeling developments in relation to residual stress prediction 

The modeling of flow stress behavior has a major bearing on the accuracy of FE 

predictions. The Johnson-Cook (JC) model is the most commonly used flow stress model in 

numerical simulations of metal cutting, including FE predictions of RS [42, 46, 48, 51, 52, 

54, 55, 57-59, 88]. The model is comprised of three functions representing the effect of strain, 

strain rate, and temperature on material flow stress as shown below: 
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where σ f ,  ,  , and 0 , are the material flow stress, effective plastic strain, effective 

plastic strain rate, and reference strain rate, respectively; T, T 0 , and Tmelt are the 

instantaneous, ambient (reference), and melt temperature of the workpiece material, 

respectively; and A, B, C, n, and m are material constants.  

Umbrello et al. [58] investigated the effect of Johnson-Cook (JC) model parameters 

identified by several authors on RS generated during orthogonal cutting of AISI 316L steel. 

Residual stresses were found to be highly sensitive to JC material constants. The most 

accurate predictions were obtained for parameters that were determined based on cutting 

tests. Parameters determined by Split Hopkinson Pressure Bar (SHPB) tests resulted in lower 

accuracy. This was attributed to the limited ranges of temperature, strain, and strain rate 

achievable by this method.  

To address this problem, a methodology was developed by Shi et al. [89-91] at the 

National Research Council Canada (NRC) for material characterization, which consists of 

the identification and calibration of constitutive laws. Their approach combines orthogonal 

cutting and analytical modeling. Based on experimental measurements of chip thickness, 

contact length, and machining forces for a limited number of orthogonal cutting tests, the 

Distributed Primary Zone Deformation (DPZD) model generates a vast amount of 

constitutive data sets  , , ,T   . Orthogonal cutting tests with laser-assisted preheating are 

performed to extend the temperature range towards the higher levels attained at the tool/chip 

interface, thereby eliminating extrapolation errors. Regression methods are then used to fit 

the constitutive data to several flow stress models applicable to the machining process. Quasi-

static impact tests at very low strain rates are carried out to identify some equation parameters 

and to improve convergence. Using evaluation criteria for constitutive law formulation, the 

suitability of the calibrated constitutive laws for a particular workpiece material/tool 

combination is assessed. The evaluation criteria include statistical measures and the accuracy 

of preliminary FE predictions. A detailed description of the methodology is given in section 

6.2.1.1, and a systems approach to the generation of constitutive data and constitutive law 

identification is illustrated in Fig. 6.2. This methodology for material characterization was 
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adopted by Bejjani et al. [92] in the prediction of chip morphology and machining forces for 

titanium metal matrix composites (TiMMC) and by Abboud et al. [93] in the prediction of 

machining-induced RS in Ti-6Al-4V. 

Umbrello et al. [85] used the Johnson-Cook (JC) approach as a basis to develop a 

hardness-based constitutive model adapted for the hard turning process. The model reflects 

the sensitivity of flow stress to the material’s initial hardness in addition to strain, strain rate, 

and temperature. The flow stress according to the hardness-based model is given by: 

       , , , 1 ln
m

nT HRc B T C F G A          
  

 (2.18) 

   5 4 3 2expB T aT bT cT dT eT f       (2.19) 

  27.4 1700.2F HRc HRc   (2.20) 

  4.48 279.9G HRc HRc   (2.21) 

 

where HRc represents the initial hardness of the workpiece material; B(T)  is an exponential 

function of temperature that reduces to one at T0 = 20°C, and a to f are material constants; C 

and n are the strength multiplier and the strain hardening coefficient, respectively; F(HRc) 

and G(HRc) are linear functions of initial hardness; m is the strain rate sensitivity factor; and 

A is a material parameter. The linear functions of hardness F(HRc) and G(HRc) modify the 

initial yield strength and the strain hardening curve of the material, respectively. These are 

given in Eq. 2.19 and Eq. 2.20 for bearing steel AISI 52100. 

The hardness-based flow stress model was implemented in the prediction of 

microstructural alterations and RS during the hard turning of bearing steel AISI 52100 [47, 

84, 86, 87].  Microstructural changes consisted of white layers (WL) due to quenching of the 

surface material and dark layers (DL) due to tempering of the sub-surface layers. The 

estimation of the thickness of WL and DL was based on the incremental changes in material 

hardness during quenching and tempering, respectively. This was implemented through the 

use of simple empirical equations. A closer agreement between the predicted and measured 

residual stress distributions was observed when microstructural alterations were included in 

the FE model [87]. 

Ramesh et al. [94] modeled white layer formation in the surface of AISI 52100 steel 

during orthogonal cutting. Their approach was based on the coupling of phase transformation 
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kinematics with the thermomechanical model. The Koistinen-Marburger [95] equation was 

used to model the martensitic phase transformation upon quenching. The effect of stress on 

phase equilibria was incorporated in the model. It was also concluded in this study that more 

accurate residual stress predictions can be obtained by capturing the phase transformation 

effects. White layer formation was found to have a significant impact on the magnitude of 

surface RS and on the depth of the peak compressive RS.    

The Johnson-Cook (JC) flow stress model (Eq. 2.16-2.17) has been criticised for 

having certain deficiencies that can be summarized as follows [74, 81]: (i) it is not universally 

applicable to all materials, (ii) it fails to capture the effect of strain softening exhibited by 

some materials such as Ti-alloys and the resulting adiabatic shear banding that leads to 

segmental chip formation, and (iii) it excludes the coupling between the effects of strain, 

strain rate and temperature, which in reference to Eq. 2.16 can be written as  1 ,g    or 

 1 ,h T . As a result, modifications to the JC model have been suggested by several authors.  

Strain softening is defined as the phenomenon that gives rise to diminishing stress 

with increasing strain. This occurs beyond a critical level of strain. Below this value, the 

material undergoes strain rate hardening [81]. This type of behavior was observed for Ti-

6Al-4V. It was related to one of several phenomena including microstructural softening by 

dynamic recrystallization (DRX), which takes place at high levels of strain and strain rate. 

Calamaz et al [81] modified the JC model to capture the effect of strain softening as follows: 
 

     1 1 ,f g h T        (2.22) 
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The strain hardening function  f   of the JC model was modified to include the effect of 

diminishing flow stress at higher levels of strain. This was achieved through the division of 
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the strain hardening term by an exponential function of strain. The thermal softening function 

h (T )  was modified to capture the gradually increasing influence of strain softening at higher 

temperatures. This was attained by the introduction of a hyperbolic tangent (tanh) function. 

For the purposes of the discussion, the constitutive law developed by Calamaz et al. is 

referred to as the C-JC model. In addition to the JC parameters (A, B, C, n and m), the C-JC 

law requires the determination of four additional constants (a ,  b ,  c ,  and d ). Sima et al. [74] 

introduced an additional exponent to the tanh function to further control the interaction 

between strain softening and temperature. This large number of model parameters casts an 

important doubt over the applicability of current experimental and analytical procedures for 

material characterization, and the possibility of convergence to a single solution for the 

complete set of equation parameters. The current approach for parameter selection is based 

on arbitrary manipulation of the additional equation parameters to achieve accurate FE 

predictions of chip geometry and cutting forces, with the only reference being the initial JC 

flow curves up to a low strain value of around 0.3. 

The strain softening approach was mainly used for chip morphology and machining 

force predictions. It has seen limited applications in the FE prediction of machining-induced 

RS [68]. Sima et al. [74] concluded that by incorporating the influence of strain softening on 

flow stress behavior for Ti-6Al-4V, segmental chip formation can be modeled without the 

implementation of a ductile fracture criterion. Calamaz et al. [81] found that the highest 

accuracy of chip geometry predictions is obtained by combining ductile fracture with the 

strain softening approach. The Cockroft and Latham criterion was implemented for Ti-6Al-

4V as per [73, 79] in combination with the C-JC model given in Eq. 2.22-2.24. Both works 

highlighted the fundamental importance of the material constitutive law to accurate 

predictions of chip morphology, machining forces, and cutting temperatures. It is argued that 

the adiabatic shear theory on its own is not sufficient to model chip segmentation [79]. It was 

established by Shaw that a combination of thermal and fracture analyses are required to 

address all the aspects of segmental chip formation [1]. 

It has been common practice to model metal cutting as a two dimensional process, 

thereby reducing the complexity of simulations and leading to shorter running times. A few 

studies have adopted 3D models [68, 96] for residual stress prediction in order to achieve 

higher fidelity modeling of the cutting process. A major disadvantage of numerical modeling 
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using FE analysis, however, is the time required to run simulations. Depending on the 

complexity of the process and the variables considered, a simulation could consume several 

days. Several research efforts have attempted to address this problem. 

Nasr et al. [88] used the commercial software ABAQUSTM to develop a time-efficient 

method to predict RS during orthogonal machining. The main focus was on reducing the 

simulation time during stress relaxation. Steady-state values (≤ 10 % variation) of the state 

variables were imported from the cutting simulation into a separate model and uniformly 

applied prior to relaxation. The new model consisted of a reduced length workpiece. 

Furthermore, sites of minute elements comprising the tool, the chip and the uncut workpiece 

were eliminated from the relaxation step. In addition, an implicit solver was used with the 

aim of increasing the simulation time increment. Valiorgue et al. [56] eliminated chip 

formation completely from the cutting process simulation. Instead, the thermomechanical 

load was quantified analytically, and FEM was used to simulate its application and movement 

along the workpiece surface. Analytical force and temperature predictions were based on 

orthogonal cutting experiments. This method was extended to 3D modeling of the cutting 

process [96]. Anurag and Guo [44] assumed that chip formation would have little 

contribution to the formation of RS during hard turning, and that plowing forces would be 

their major determinant. After a simulation of plowing that excludes chip formation, the 

thermomechanical stress state was imported into the implicit solver for stress relaxation in a 

similar approach to Nasr et al. [88]. 

Accuracy and sources of error in FEM in relation to residual stress prediction 

Numerical models using FE analysis are extremely useful to metal cutting research 

as they provide insight and knowledge while reducing the dependency on experiments. FE 

models were found to be more reliable than analytical models in predicting behavioral trends 

for residual stress distribution, albeit with sizeable errors in magnitude estimated as ≥ 50% 

for peak RS in the cutting direction. Errors in metal cutting simulations have been largely 

attributed to the following aspects [51, 59]: 

1. Meshing aspects including mesh density and distortion. 

2. Material modeling: Flow stress models calibrated with data generated from Split 

Hopkinson Pressure Bar (SHPB) tests provide inaccurate results due to limitations in 

strain, strain rate and temperature levels achievable during the tests [58].   
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3. Numerical integration and interpolation. 

4. Tribological aspects at the tool/chip interface: Hybrid friction models produce more 

accurate predictions than simple shear or sliding friction models that adopt a fixed 

coefficient of friction along the entire tool/chip interface [63, 65].  

5. Exclusion of progressive tool wear from simulations: At harsh cutting conditions 

involving high cutting speeds, tool wear has a significant impact on the temperature 

rise in the machined surface and an important influence on RS [54].  

6. Omission of microstructural alterations in the near-surface layer: In the event of phase 

transformation at conditions promoting elevated temperatures, latent heat and 

transformation strains alter the residual stress distribution [87, 94].  

7. Chip separation criteria: Failure criteria for chip separation are a common source of 

error as they require the estimation of a damage value for the workpiece and a parting 

line for the chip. 

Nevertheless, FE models are probably the only tools capable of capturing the effect of all the 

relevant variables in metal cutting on RS.  

2.3 Effect of process parameters and material properties 

Together with the physical properties of the tool and workpiece materials, cutting 

parameters (feed, speed and depth of cut), tool geometry (rake angle and nose radius), tool 

edge preparation (honed and chamfered edges), tool wear, and the method of lubrication play 

an important role in defining the state, magnitude, and distribution of RS. The above aspects 

also influence other attributes of surface integrity including microstructural alteration, plastic 

deformation, hardness variation and surface finish. Experimental and numerical 

investigations have identified conditions that can diminish tensile RS and promote 

compressive RS.  

2.3.1 Effect of cutting parameters 

When investigating Inconel 718, Arunachalam et al. [97] found that increasing the 

depth of cut diminished compressive RS, and increasing the cutting speed shifted RS from 

compressive to tensile. On the other hand, lubrication helped reduce tensile RS. High speed 

face turning under wet conditions with small depths of cut ( 0.05 mm) and relatively low 

speed ( 150 m/min) was recommended for reduced tensile RS. In contrast, Pawade et al. 
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[98] found that increasing the depth of cut enhanced compressive RS, whereas increasing the 

feed rate had an adverse effect. Furthermore, above 300 m/min the trend for cutting speed 

was reversed, and tensile RS were reduced. High speed milling with moderate depth of cut, 

low feed rate, and relatively high speed was recommended for enhanced compressive RS. 

Sharman et al. [99] found that increasing the cutting speed from 80-120 m/min diminished 

tensile RS, which is in contradiction with the above findings. Salio et al. [45] found that 

increasing the depth of cut had opposite effects on tensile RS in the surface and peak 

compressive RS in the sub-surface of the material. Superficial tensile RS were diminished, 

which is in agreement with the findings reported in Pawade et al. [98], while peak 

compressive RS in the sub-surface of the material were increased. Darwish [64] identified 

feed rate as the dominant parameter on surface roughness. Surface finish deteriorated heavily 

with increasing feed rate. 

Sridhar et al. [28] found that tensile RS in IMI-834 Ti-alloy diminished with 

increasing speed and intensified with increasing feed rate, especially at high cutting speed. 

In contrast, Mantle and Aspinwall [100] found that for Ti-45-2-2-0.8, compressive RS 

diminished with increasing speed. An increase in the hardness of the machined surface of up 

to 40% above the bulk material was also observed [100, 101]. Moreover, cutting speed was 

found to have a dominant effect on surface roughness for Ti-64 and Ti-6246 [102, 103]. 

Surface finish deteriorated near the end of tool life with increasing speed, and work hardening 

at the surface was amplified. A significant deterioration in surface finish was exhibited by 

Ti-6242S with increasing feed rate [104]. 

When investigating the hard turning of bearing steel AISI 52100, Dahlman et al. [105] 

found that compressive RS diminished with increasing depth of cut. Furthermore, Hua et al. 

[69], Dahlman et al [105], and Javidi et al [106] confirmed the importance of feed rate and 

found compressive RS to increase significantly at higher feed rate levels. In contrast, when 

investigating the turning of  AISI 316L, Outeiro et al. [107] found feed rate to have an adverse 

effect on RS. An increase in feed rate produced a significant increase in superficial tensile 

RS as well as an increase in the thickness of the tensile layer. Cutting speed and depth of cut 

were found to promote an opposite trend to feed rate. In addition, Outeiro et al. [52] identified 

uncut chip thickness as the parameter having the largest influence on RS during orthogonal 
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cutting of AISI 316L. When turning several grades of steel Capello [108] identified feed rate 

as the key determinant of RS, with depth of cut having negligible influence. 

2.3.2 Effect of tool geometry and edge preparation 

When investigating the high speed milling of Inconel 718, Arunachalam et al. [97] 

found that round CBN inserts promoted predominantly tensile RS, whereas square inserts 

induced compressive RS. On the other hand, Pawade et al. [98] emphasized that coupled with 

the favorable cutting parameters, a honed cutting edge can promote compressive RS. 

Chamfered tools with a honed edge were found to produce larger compressive RS than those 

with a sharp edge. During face turning of Inconel 718, Arunachalam et al. [97] found that 

honed edges improved surface finish by preventing chipping. Larger nose radii, positive rake 

angles, and lubrication were found to have a positive effect on surface finish. 

When hard turning AISI 52100 bearing steel, Hua et al. [47] recommended the use of 

chamfered tools at high feed rates to achieve more deeply penetrating compressive RS. This 

effect was more pronounced at higher hardness levels. Moreover, Hua et al. [69] emphasized 

that the use of chamfered tools with medium sized hone radii can promote deeply penetrating 

compressive RS in hardened steels, while keeping cutting forces and tool temperatures at 

sustainable levels. They found that increasing the tool edge radius from 20 to 50 m enhanced 

sub-surface compressive RS. Dahlman et al. [105] found the rake angle to have the strongest 

influence on RS in face turned bearing steel, with greater negative rake angles producing 

larger and more deeply penetrating compressive stresses. Furthermore,  Li et al. [109] found 

that residual stress profiles and affected depths produced by rhombic and square inserts were 

largely different. When investigating the hard turning of AISI H13 die steel with PCBN tools, 

Chen et al. [46] found that compared to honed tools, chamfered tools generated smaller 

surface compressive stresses, together with larger and more deeply penetrating sub-surface 

compressive stresses. This was attributed to a larger extent of stagnation leading to higher 

temperatures and increased plastic strain. 

When investigating the orthogonal cutting of stainless steel grade AISI 316L, Nasr et 

al. [51] found that increasing the edge radius from 20 to 100 m intensified tensile RS. This 

was attributed to additional heat generation due to increased contact with the tool. Work by 

Capello [108], Javidi et al. [106], and Liu et al. [110] identified tool nose radius as a key 
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parameter for turned steels. Larger nose radii were found to shift superficial stresses towards 

the tensile range. 

2.3.3 Effect of tool wear on residual stresses and surface integrity 

Tool edge deterioration is an integral phenomenon of the machining process that is 

heavily accelerated by difficult-to-machine materials. Investigations by Sharman et al. [99] 

and Li et al. [109] on the surface integrity of Ni-based superalloys determined that tool wear 

had the largest effect on RS. Turning with a worn tool produced peak tensile RS of up to 

1000 MPa in the material’s surface. 

When investigating the orthogonal cutting of Ti-6Al-4V, Chen et al. [54] found that 

worn tools produced a very thin tensile surface layer (< 5 μm) in the machined surface. Larger 

flank wear was found to generate higher machining forces leading to more deeply penetrating 

RS. At the same time, the increased rubbing between the tool and the workpiece surface 

produced more elevated temperatures, intensifying superficial tensile RS. Similar behavior 

was observed by Liu et al. [110] when hard turning bearing steels. Tool wear was found to 

significantly increase superficial tensile RS, as well as sub-surface compressive RS. 

Che-Haron and Jawaid [102] detected a very thin plastically deformed layer in the 

immediate sub-surface of Ti-6Al-4V whose thickness was found to increase with progressive 

tool wear. Similar behavior was observed for Ti-6246 [103] that exhibited a very thin white 

layer (<10 μm) due to plastic deformation upon prolonged machining. Furthermore, 

progressive tool wear beyond the half-life of the tool produced a marked increase in surface 

roughness for both types of Ti-alloys. Ginting and Nouari [104] found that for Ti-6242S, 

worn tools (VB = 0.3) intensified plastic deformation. Material hardness dropped below the 

bulk at a depth of 50 m, but exceeded the bulk at 200 m below the surface. The largest 

divergence from bulk hardness was obtained at the harshest machining conditions.  

2.3.4 Effect of tool material and tool coatings 

While tool coatings reduce premature tool failure and promote higher productivity, 

their effect on RS in materials with low thermal conductivity can be detrimental. This was 

confirmed by Sharman et al. [99] and Arunachalam et al. [97] in their investigations on 

Inconel 718. The former found that coated tools generated higher tensile RS, whereas 

uncoated tools promoted deep compressive RS beneath a reduced tensile layer. The latter 

found ceramic cutting tools to generate tensile RS of much higher magnitudes than CBN 
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tools. It was emphasised that the lower thermal conductivity of coated and ceramic tools 

prevented heat from dissipating into the bulk material of the tool, thereby causing a rise in 

workpiece surface temperature, which in turn promoted tensile RS. The use of lubrication 

was highly recommended for heat evacuation from the cutting zone and was found to 

significantly reduce tensile RS. 

Outeiro et al. [55] investigated the effect of coated tools on RS generated when dry 

turning Inconel 718 and AISI 316L. They concluded that higher superficial tensile RS were 

generated with uncoated tools, which increased the magnitude and penetration depth of peak 

compressive RS. This contradicts the findings reported by Sharman et al. [99]. Work by 

Outeiro et al. [52] on the orthogonal cutting of AISI 316L showed that coated tools intensified 

tensile RS in the machined surface, thus contradicting the findings by Outeiro et al. [55]. 

2.3.5 Effect of workpiece material properties 

Capello [111] emphasised that enhanced mechanical properties increase the level of 

machining-induced RS in a manner that is additive to the effect of process parameters. 

Furthermore, material hardness was identified as a mechanical characteristic closely related 

to residual stresses. Hua et al. [69] found that for the same cutting parameters, higher 

workpiece material hardness promoted larger compressive RS, confirming findings by Wu 

and Matsumoto [8] that attributed the increase in compressive RS to a higher inclination of 

the primary shear zone. It was explained that the larger shear angles associated with materials 

of increased hardness distanced the compressive stress lobe from the material ahead of the 

cutting tool, altering the balance of the deformation cycle in favor of more compressive RS. 

Nasr et al. [57] used the JC equation (Eq. 2.17) to investigate the effects of strain 

hardening and initial yield strength on RS induced when orthogonal cutting a range of 

commercial steels. This was achieved by varying the initial yield strength 𝐴, the strain 

hardening coefficient 𝐵, and the strain hardening exponent 𝑛. It was concluded that materials 

with lower initial yield strength A and higher strain hardening sensitivity (higher B and n) 

required a larger amount of plastic deformation energy. Therefore, such materials 

experienced larger magnitudes of thermally induced tensile RS. 

 

 

 



34 

 

2.3.6 Effect of sequential cutting 

Salio et al. [45] investigated the effect of depth of cut when turning Inconel 718 jet 

engine turbine disks using an orthogonal model of dry machining with 2 sequential cuts. A 

first pass with low depth of cut followed by a second pass with high depth of cut was found 

to radically increase tensile RS, the thickness of the affected layer, and the penetration of the 

peak compressive stress. Li et al. [59] modelled the effect of continuous feed during high 

speed end milling of steel SKD 11 hardened to 60-62 HRc and concluded that RS tended to 

increase after the second cutting process. 

2.4 Gap analysis 

Based on the critical literature review, important gaps related to machining-induced 

residual stresses (RS) in Ti-alloys were identified: 

1. Limited experimental data was found in the open literature on machining-induced RS 

in Ti-alloys, especially for the finish cutting regime. Finish cutting conditions that can 

promote a desirable compressive residual stress state in the machined surface without 

compromising surface quality have not been determined. A correlation between RS, 

surface finish, and the near-surface microstructure (NSM) for Ti-alloys is practically 

non-existent.   

2. Prior numerical studies on machining-induced RS in Ti-alloys focused mainly on chip 

formation and force prediction, and very limited attention was given to RS. Huge 

benefits can be gained through FEM of residual stress formation in Ti-alloys during 

cutting. In addition to offering valuable predictive capability for RS, FEM can serve 

as a valuable investigative medium, especially that the experimental approach is 

associated with large costs and destructive methods of residual stress profile 

measurement, and that analytical models cannot integrate the full range of 

mechanisms leading to residual stress formation during cutting.  

3. Analytical studies of the origins of RS are mainly focused on the grinding process. 

Conflicting views exist over the relative contribution of mechanical and thermal loads 

to RS during cutting. Fundamental understanding is required of the significance and 

relative contributions of mechanical, thermal and metallurgical sources of RS 

generated during the machining process. 
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4. Chip segmentation is an important aspect of Ti-alloy machining. The effect of chip 

segmentation on machining-induced RS is not fully explored. In the case of Ti-alloys, 

this effect was only addressed for high speed machining. The mechanism by which 

chip segmentation influences residual stress formation at conventional production 

speeds is not known. 

It was concluded from the literature review that a full characterization of machining-

induced RS can only be obtained through a hybrid approach combining experimental 

investigation techniques and FE analysis. 

2.5 Research objectives 

The research objectives were defined in-line with industrial needs and the available 

scope for research in the field of machining-induced residual stresses (RS). They are 

summarized as follows: 

1. The investigation with the aid of FEM of the effects of thermal loading and phase 

transformations on RS in difficult-to-machine materials, and the study of the 

influence of material properties, cutting parameters, and tool geometry on the relative 

contributions of thermal stresses and mechanical loading to machining-induced RS.  

2. The development of a FE model to predict machining-induced RS in Ti-alloys 

optimized for accuracy and computational efficiency, and taking the following 

aspects into consideration: 

a. The contact pressure dependency of friction at the tool chip/interface 

b. Phase transformations in the near-surface of the material.  

c. Effects of tool edge preparation and flank wear. 

d. Adaptive remeshing to eliminate errors due to chip separation criteria. 

Material characterization will be performed using the cutting process to accurately 

capture the behavior of material flow stress and eliminate extrapolation errors. The 

FE model will be validated by x-ray diffraction measurements of RS. 

3. Characterization of chip formation in Ti-6Al-4V during orthogonal cutting, and the 

use of FEM to study the influence of chip segmentation on residual stress generation 

at higher cutting speeds within the conventional range ( 90 m/min). 
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4. Experimental investigation of the effects of cutting parameters, tool geometry, and 

material properties on RS generated during turning for two aero-engine grade Ti-

alloys, Ti-6Al-4V and Ti-6Al-2Sn-4Zr-6Mo, including the measurement and 

evaluation of: 

a. Performance indicators: Machining forces and tool wear. 

b. Surface integrity: Residual stresses (RS), surface roughness, and the near-

surface microstructure (NSM).  

5. Development of an empirical model to predict RS for practical applications, based on 

the results of 2 and 4. Residual stresses will be predicted for both Ti-alloys as a 

function of cutting parameters and their mutual interactions. 

The specific objectives listed above satisfy the terminal objectives of the research previously 

outlined in Chapter 1 in terms of experimental investigation and modeling of RS. An in-depth 

study of the main contributors to residual stress formation during cutting as elaborated in 

item 1 will serve as a foundation for the development of the FE model and its use as an 

investigative medium (items 2 and 3). Process parameters of major importance to RS and 

surface quality will be identified through an extensive experimental investigation, which will 

provide a vast data population for empirical model development (items 4 and 5).  

2.6 Research plan, methodology, and theoretical considerations 

A research plan was developed as shown in Fig. 2.8 in systems approach form. In 

order to characterize the machining-induced RS in Ti-alloys, a methodology will be adopted 

that combines experimental investigation, FE modeling, and empirical modeling.  

Two types of cutting experiments will be carried out. Orthogonal cutting tests will 

serve to characterize the flow stress behavior of the material at conditions of strain, strain 

rate, and temperature encountered during cutting. The procedure developed by Shi et al. [89-

91] at the National Research Council Canada (NRC) for the identification and calibration of 

material constitutive laws will be implemented in this research to eliminate the uncertainties 

associated with plastic flow properties. The orthogonal cutting tests will also serve to validate 

the FE model. Orthogonal cutting will be performed  in dry conditions without the use of 

lubricant, and will involve the measurement of machining forces by dynamometry and 

temperature history in the cutting zone by infrared imagery. Following the cutting tests, chip 



37 

 

morphology will be evaluated using metallographic preparation and optical microscopy. The 

measured cutting and thrust force components will provide an initial estimate of the sliding 

friction coefficient at the tool/chip interface. Surface RS will be measured using the x-ray 

diffraction method for all test conditions. Residual stress measurement (RSM) will be sub-

contracted to a specialist Canadian firm. The near-surface microstructure (NSM) will be 

evaluated for specimens machined under relatively harsh conditions. The cutting tools 

employed in orthogonal cutting will be inspected for wear. In addition to orthogonal 

machining, 3D oblique cutting will be performed. Longitudinal single point turning tests will 

serve to investigate the effect of cutting parameters and tool geometry on RS. Oblique cutting 

tests will be performed in wet conditions with forced lubrication. Forces sustained during 

cutting and the resulting tool wear will be measured and assessed. The surface integrity will 

be evaluated for all machined specimens. This includes, surface RS, surface roughness, the 

near-surface microstructure (NSM) and hardness distribution. The effects of cutting 

parameters and tool geometry on RS and surface integrity will be evaluated, and guidelines 

will be established for optimal parameter selection. Experimental measurements of 

machining forces and RS will serve to validate the empirical models.     

The FE model of the machining process will be developed using the FE software 

package DEFORMTM developed by Scientific Forming Technologies Corporation (SFTC). 

It employs Lagrangian formulation with implicit integration and adaptive remeshing. The 

constitutive model that constitutes the central nervous system of the FE model will be 

identified and calibrated based on orthogonal cutting tests as previously explained. In 

modeling the interactions at the tool/chip interface, the effect of friction models on machining 

force and residual stress predictions will be evaluated with the view of implementing a hybrid 

friction model that captures contact pressure variations. During the cutting simulation, plastic 

deformation in the three shear zones will be considered to quantify the stress field in the near-

surface of the workpiece. The effect of chip segmentation on the predicted machining forces, 

cutting temperatures, and RS will be studied. The experimental study of chip morphology 

will provide guidelines for the selection of a suitable approach to integrate chip segmentation 

into the FE model. If phase transformations in the near-surface material should occur at the 

investigated cutting conditions, phase transformation kinetics will be coupled with the 

thermomechanical simulation of the cutting process. As a first step, the effect of phase 
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transformation will be incorporated into the model for AISI 52100 bearing steel, since it is 

known to be susceptible to phase changes during machining. The model will then be modified 

for Ti-6Al-4V if needed, based on phase transformation kinetics models available in the open 

literature.    

The permissible error value defined by the project’s industrial partner is ± 70 MPa 

for FE and empirical predictions. In the case of FEM, if the error involved is larger than the 

allowable value, further development will be undertaken in several areas including friction, 

chip segmentation, and flow stress behavior.
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Fig. 2.8: systems approach to the characterization of machining-induced residual stresses in Ti-alloys. 
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CHAPTER 3 EXPERIMENTAL SETUP 

3.1 Introduction 

To fulfil the objectives of this research, two categories of cutting tests were 

performed: (i) oblique single point turning and (ii) orthogonal cutting. In addition, two 

aerospace grade titanium alloys, Ti-6Al-4V and Ti-6Al-2Sn-4Zr-6Mo were investigated. 

These are referred to as Alloy 1 and Alloy 2, respectively, in the text and as A1 and A2 in 

the figures. This chapter describes the experimental setup used to achieve the research 

objectives, and the techniques employed in the measurement and evaluation of key 

performance indicators and essential attributes of workpiece surface quality.  

All the machining tests were carried out at the Structures, Materials, and 

Manufacturing (SMM) laboratory of the National Research Council (NRC) in Montreal on a 

Boehringer NG 200 turning center, equipped with a Kistler 9121 piezoelectric dynamometer 

for force measurement. Cutting was performed with uncoated tungsten carbide tools 

(Kennametal grade K68) with sharp cutting edges (hone radius < 20 m), specially 

manufactured to the specifications of the industrial partner. Throughout the thesis, notations 

and symbols referring to oblique cutting are presented in italic form, whereas those pertaining 

to orthogonal cutting are not italicized.  

3.2 Three-dimensional oblique single point turning 

To characterize the behavior of machining-induced residual stresses (RS) in Ti-

alloys, an extensive experimental investigation was conducted in the finish turning regime at 

conditions that closely replicate those encountered in a real manufacturing environment. 

Machining forces and tool wear were examined as performance indicators over a wide range 

of cutting conditions. Residual stresses, surface roughness, hardness distribution and the 

near-surface microstructure (NSM) were evaluated as part of a comprehensive analysis of 

workpiece surface integrity.  

3.2.1 Experimental setup 

The experimental setup is shown in Fig. 3.1. Workpiece samples consisted of solid 

cylindrical bars of titanium alloy with a nominal diameter of 50 mm, pre-cut to lengths of 

120 and 100 mm for Alloy 1 and Alloy 2, respectively. The cutting length (L) during the tests 
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ranged from 50 to 80 mm. Tests were performed under flood lubrication conditions. An 

industrial grade soluble-oil coolant concentrate (TRIM® VHP® E210) was employed. 

A process schematic of oblique machining is shown in Fig. 3.2a. In oblique cutting, 

the cutting edge is inclined with respect to the direction of cutting speed, v. Furthermore, the 

tool tip is under the action of three mutually perpendicular force components as follows: (i) 

the cutting force (Fc), tangential to the workpiece circumference, (ii) the feed force (F f), 

parallel to the axial feed direction, and (iii) the radial force (Fr), perpendicular to the feed 

direction. The representative tool geometry of the process is depicted in Fig. 3.2b. 

 

Fig. 3.1: experimental setup for oblique single point turning. 

 

 

           

Fig. 3.2: oblique turning: (a) process schematic and (b) representative tool geometry. 

Workpiece 

doc 
Chip 

Fc 

Ff 

Fr f 

v 

(a) 

(b) 
Corner 
radius 

S
id

e
 c

u
tt
in

g
 

e
d
g
e
 a

n
g
le

 

ψr 
R 

End cutting 
edge angle 

K'r 

Back rake 
angle 

E
n
d
 r

e
lie

f 
a
n
g
le

 

αp 

Clp 

Side rake 
angle 

Side relief 
angle 

αf 

Clf 

Dynamometer 
Kistler 9121  

Lubrication 
nozzle 

Tool 

Workpiece 

f 



 

42 

 

3.2.2 Procedure for robust and stable cutting 

A procedure for the cutting tests was developed in collaboration with the project’s 

industrial partner to ensure a stable and robust cutting process. Each test comprised a series 

of three passes performed in sequence. The first pass, the initial cut, served to eliminate 

geometrical variations in the workpiece such as out-of-straightness and radial run-out. The 

second pass, the semi-finishing (SF) cut, served to induce an identical initial stress state 

among all workpiece samples. Initial and SF cuts were performed with fixed cutting 

parameters. The third pass, the finishing (F) cut, was carried out at conditions that conformed 

to the design of experiment. The workpiece diameter was measured prior to and following 

each cut. Positional errors of the cutting tool were therefore adjusted, and errors between the 

set and actual doc were maintained within a 3% tolerance. The majority of the tests were 

within ± 2% error. A process flowchart of the cutting test procedure is shown in Fig. 3.3.  

Machined surfaces were examined to ensure that they had no signs of chatter. To 

ensure consistency of the results and to minimize the effect of tool wear, a fresh cutting edge 

was used for each pass.  

 

 

Fig. 3.3: process flowchart for the 3D oblique cutting test procedure for Alloy 1. 
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Oblique cutting conditions are described throughout by the cutting parameter 

combination (doci, vi, fi, Ri), where doc, v, f, and R are the depth of cut, cutting speed, feed 

rate and tool corner radius, respectively. 

3.3 Two-dimensional orthogonal cutting 

3.3.1 Orthogonal cutting for FE model calibration and validation 

To calibrate and validate the FE model for residual stress prediction, a set of 

orthogonal cutting experiments was carried out. The experimental setup is shown in Fig. 3.4. 

Machining tests were performed in a dry environment without lubrication to eliminate its 

effect on the tribological interactions between the workpiece and the tool, specifically the 

friction and heat transfer at the tool/chip interface. Based on preliminary tests for Alloy 1, a 

length of cut L = 5 mm was adopted to achieve steady-state machining with negligible tool 

wear. As no flood lubrication was used in these tests, temperature measurement by infrared 

imaging was possible. For this purpose, a FLIR SYSTEMS ThermoVision A20M infrared 

camera was installed. During cutting, the camera follows the motion of the tool in the feed 

direction and continually captures the temperature distribution in the workpiece surface, the 

cutting tool, and the forming chip in the vicinity of the cutting zone.  

Specimen preparation was necessary for orthogonal cutting. The cylindrical bars of 

Ti-alloy were firstly sectioned into 2 parts of identical length. A groove was then end milled 

at one end of each part to produce a 25 mm deep tube. The selected tube thickness satisfied 

plane strain conditions by minimizing side flow. Finally, workpiece specimens were stress 

relieved prior to cutting to diminish initial stresses induced during preparation. 

 

 

Fig. 3.4: experimental setup for dry orthogonal cutting for FE model calibration and validation. 
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Fig. 3.5: orthogonal cutting: (a) process schematic and (b) representative tool geometry 

Orthogonal cutting is an idealized two dimensional form of the cutting process mainly 

used for research purposes, where the cutting edge is maintained perpendicular to the cutting 

speed direction. The process schematic is shown in Fig. 3.5a. Two force components act on 

the tool tip as follows: (i) the cutting force (Fc), parallel to the cutting speed, and (ii) the thrust 

force (F t), perpendicular to the cutting speed direction. The characteristic tool geometry is 

depicted in Fig. 3.5b. Orthogonal cutting conditions are represented throughout by the 

parameter combination (t, v), where t (mm) and v (m/min) are the uncut chip thickness and 

the cutting speed, respectively. Machining forces, temperature maps and residual stresses 

were acquired for a range of cutting conditions. In addition, chip specimens were 

metallographically prepared for chip morphology analysis. 

 

3.3.2   Orthogonal cutting for material identification 

To identify the constitutive law that describes the flow stress behavior of the 

workpiece material, dry orthogonal cutting tests were performed. A high intensity laser 

source with a fiber optic delivery system was incorporated into the setup for orthogonal 

cutting. In addition, a slip ring assembly was introduced that permits the measurement of 

workpiece surface temperature with the use of thermocouples. The experimental setup is 

shown in Fig. 3.6.  The dynamometer and slip ring outputs were connected to data amplifiers, 

which were in turn connected to a data acquisition system (DAS) for machining force and 

temperature measurement. Specimens used for material identification had a similar geometry 

to those employed for FE model validation. They were, however, maintained at their original 

length (100-120 mm) to facilitate laser beam impingement and connection to the slip ring 

assembly. 
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Fig. 3.6: orthogonal cutting with laser-assisted preheating for material identification. 

Two types of material identification tests were carried out as follows: (i) room 

temperature (RT) tests, where the workpiece was maintained at ambient temperature prior to 

cutting, and (ii) high temperature (HT) tests, where the workpiece was preheated with a laser 

beam prior to cutting, thereby extending the temperature range of the constitutive data. The 

tests were designed to satisfy plain strain conditions and non-segmental chip formation 

through careful selection of cutting parameters. Machining was performed with standard 

uncoated carbide inserts, Sandvik TCMW 110204 grade H13A, suitable for non-ferrous heat 

resistant alloys. The inserts have the following geometrical properties: rake angle α = 0º, 

clearance angle Cl = 7º, and cutting edge radius r = 0.02-0.04 mm. The representative tool 

geometry of the orthogonal cutting process is depicted in Fig. 3.5b. 

Machining forces, chip thickness, and the tool/chip contact length were acquired for 

a range of cutting conditions. In addition, chip morphology was inspected to ensure that chip 

segmentation was minimized since the adopted methodology was based on continuous non-

segmental chip formation.  
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Fig. 3.7: images of tool/chip contact length (lc) obtained with a Winslow Engineering Model 560-

Video tool analyser. 

The chip thickness was measured at 5 different positions with a digital caliper. The 

contact length (lc) was determined with a tool analyzer (Winslow Engineering Model 560-

Video) by measuring the scrape mark left by the chip on the rake face of the insert as shown 

in Fig. 3.7. 

3.3.2.1 Calibration of laser power and workpiece material emissivity 

To select a suitable power and “on” time for the laser that would preheat the 

workpiece surface to the desired temperature prior to cutting, preliminary laser heating tests 

were performed at several cutting speeds within the investigated range of parameters. These 

tests did not involve any machining. To avoid undesirable metallurgical changes in the 

workpiece surface, a preheating temperature of 450ºC was chosen for the material 

identification tests at high temperature (HT). Two K-type (chromel-alumel) thermocouples 

were spot-welded onto the outer and inner surfaces of the workpiece within the targeted area 

of impingement of the laser beam. Connecting the thermocouple wires to the slip-ring 

allowed them to rotate freely with the workpiece specimen. A laser spot diameter of 4.3 mm 

was used to ensure preheating of sufficient material prior to HT orthogonal cutting.  

A schematic diagram of the calibration setup is shown in Fig. 3.8. Two types of 

temperature measurements were made within the pre-heated region as follows: (i) 

measurements by thermocouple of the external surface temperature (Tout) and the internal 

surface temperature (Tin) of the workpiece specimen, providing an accurate indication of 

surface temperature prior to tool engagement, and (ii) infrared radiation measurements with 

the IR camera. This facilitated the calibration of material emissivity, which was essential for 

the correct interpretation of infrared thermal images. 
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As a result, a laser power P = 350 W, a rotation speed v = 80 m/min, and a laser “on” 

time ton = 60 s, were selected to attain a preheating temperature of 450ºC. The temperature 

evolution at the above conditions, as measured by thermocouples is depicted in Fig. 3.9a. 

To calibrate the emissivity of the cylindrical Ti-alloy specimens, the temperature 

evolution captured by the IR camera was compared to that measured with the thermocouples. 

The material’s emissivity was then adjusted in the infrared image capturing software to yield 

the best match between the thermal histories measured by both methods. Consequently, the 

correct value of emissivity was acquired. This value was then utilized in the interpretation of 

the thermal images captured by the IR camera during the orthogonal cutting tests.  

 

 

Fig. 3.8: schematic diagram of the experimental setup for laser power and workpiece material 

emissivity calibration. 

 

    

Fig. 3.9: temperature evolution during laser preheating with power P = 350 W and speed v = 80 

m/min: (a) Alloy 2: thermocouple measurements, (b) Alloy 1: comparison between thermocouple 

and infrared measurements for various emissivity (e) values.   
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Within the investigated range of cutting speeds (v = 20-90 m/min), the emissivity of 

Alloy 1 was found to change from 0.25 to 0.27 with increasing speed. A comparison between 

the thermal histories extracted from the infrared images for various emissivity (e) values and 

those measured by thermocouples is shown in Fig. 3.9b. It is evident that for a speed v = 80 

m/min, the emissivity e = 0.27 results in good agreement with the external (Tout) and internal 

(Tin) surface temperatures of the tube shaped specimen. 

3.4 Experimental measurements 

3.4.1 Machining forces 

A system comprised of a Kistler 9121 tool holder dynamometer, three Kistler 5010 

charge amplifiers, and a data acquisition system (DAS) was used to measure force signals 

during cutting. The amplifiers convert the dynamometer’s charge signals into voltage outputs 

proportional to the forces sustained during cutting. The combined error rating of the 

dynamometer and charge amplifiers is ± 2%, arising from linearity, hysteresis, and crosstalk. 

The frequency response range of the system is from 0 to 200 kHz. Based on the current work 

and on previous tests for several materials including Ti-alloys, the uncertainty in force 

measurement at a confidence level of approximately 95% is within ± 10% of the nominal 

steady-state value. The uncertainty arises from dynamometer errors, machine tool 

imprecision, and microstructural inhomogeneity (see section 4.3.2).  

During oblique turning of Alloy 1, force data were sampled at a rate of 20 kHz to 

capture cyclic forces arising from chip segmentation. Typical signals acquired for the cutting 

force component, Fc, are depicted in Fig. 3.10 for various test conditions. Results are 

normalized as explained in section 4.3.1. For each cutting condition, a steady-state average 

value was estimated for each force component, neglecting tool run-in and disengagement 

regions. Throughout the analysis of results, machining forces for a specific cutting condition 

were represented by their steady-state average values. In addition, a steady-state machining 

region of around 25 mm common to all specimens was identified at the center of the cutting 

path where the variation in cutting force was within ± 10% from the steady-state average. 

Consequently, residual stress measurement (RSM) and near-surface microstructure (NSM) 

evaluation were performed within this region. The same approach was adopted for Alloy 2.  
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Fig. 3.10: cutting force (Fc) signals acquired for Alloy 1 at conditions (doci, v2, fi, R3), spanning: (a) 

the entire cutting path, and (b-g) 20 ms after the midpoint of the cutting path. 

3.4.2 Cutting temperature 

During dry orthogonal cutting tests, non-contact temperature measurement was made 

with a FLIR Systems ThermoVision A20M infrared imaging camera. The camera features 

micro-bolometer focal plane array (FPA) detector technology that allows it to capture small 

temperature variations as low as 0.12°C. Furthermore, the camera’s rated accuracy is ± 2% 

in the temperature range of 120 to 900°C. Thermal images were acquired with a sampling 

frequency of 60 Hz with the use of image acquisition software ThermaCAM Researcher Pro 

developed by FLIR Systems Inc. For the investigated range of cutting parameters, the chip 

produced during orthogonal cutting of both Ti-alloys had a continuously winding and non-

fragmented nature. Consequently, the cutting zone was largely obscured by the forming chip, 

as evidenced in Fig. 3.11. As a result, the temperature at the free surface of the nascent chip 

at several instances during cutting was used in the analysis. 
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Fig. 3.11: thermal images obtained during orthogonal cutting of Alloy 1 at condition (t3, v3). The 

cutting zone is obscured by the continuously winding chip. 

3.4.3 Surface topography 

3.4.3.1 Visual inspection of the machined surface after 3D oblique turning 

To confirm the stability of the process, the machined surface was examined at low 

magnification for evidence of chatter marks. Fig. 3.12 shows the surface of two specimens 

of Alloy 1 machined at relatively harsh conditions (doc2, v2, f3, Ri), but with varying corner 

radius R. The machined surfaces revealed no signs of chatter, which was confirmed by the 

absence of high amplitude low-frequency cyclic forces in the cutting force signals (Fig. 3.10) 

and by the lack of severe attrition wear and chipping in the cutting tools. 

3.4.3.2 Surface roughness measurements for 3D machined specimens 

Surface roughness measurements were performed with a Taylor Hobson Form 

Talysurf Series 2 profilometer as per the setup depicted in Fig. 3.13. The machined sample 

was placed in a magnetic V-block, and roughness was measured along the specimen axis in 

the feed direction (Fig. 3.13a). Two-dimensional linear scans were performed spanning the 

entire finish turned surface (40-60 mm) to examine the evolution of roughness throughout 

the passage of the tool. Four scans were carried out for each specimen at four circumferential 

positions separated by 90° as shown in Fig. 3.13b, and an average Ra value was calculated 

for each test condition. In addition, Ra values were extracted for the steady-state machining 

region located at the center of the tool path, and spanning 25 mm. Upon comparison of the 

results, little variation was observed between the Ra values for the full span and steady-state 

regions. Moreover, several specimens machined at selected cutting conditions were subjected 

to three-dimensional surface topography scans within the steady-state region.  
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Fig. 3.12: surface of Alloy 1 specimens revealing no signs of chatter after oblique turning at 

relatively harsh conditions: (a) (doc2, v2, f3, R1) and (b) (doc2, v2, f3, R3). 

  

Fig. 3.13: surface roughness measurement setup for 3D machined specimens. 

3.4.4 Microstructure evaluation 

3.4.4.1 Metallographic preparation of machined specimens 

Cylindrical specimens having undergone oblique cutting were firstly sectioned with 

an electrical band saw into four identical coupons shaped like quarter cylinders and spanning 

the entire cutting path as shown in Fig. 3.14. To avoid thermal damage and metallurgical 

alterations of sections, low feed rate and cutting speed were employed along with flood 

lubrication. This approach allowed the near-surface microstructure (NSM) evaluation and 

residual stress measurement (RSM) to be performed on different coupons, but at the same 

axial location within the steady-state machining region as indicated in Fig. 3.14. 

Next, two NSM samples of suitable size were extracted from a representative coupon 

for selected test conditions. To prevent thermal damage of the sectioned surfaces, a SiC 

abrasive disk was used at low feed rates (0.02-0.05 mm/s) with the assistance of flood 

lubrication. The coupons were secured in a V-block that was in turn clamped in a hydraulic 

vice to ensure a sufficiently stiff fixture during sectioning.  
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Fig. 3.14: quarter cylinder coupons sectioned from a 3D turned bar. The NSM evaluation and RS 

measurements were performed on separate coupons (1 and 2) within the steady-state region. 

Following their extraction, the NSM samples were hot-mounted in Struers PolyFast 

carbon filled Bakelite resin, providing good edge retention and high conductivity. Sections 

were mounted in two different orientations, parallel to the feed and to the cutting speed. 

Samples were then polished by means of a 3-step procedure especially devised for Ti-alloys 

as follows: (i) fine grinding with P500 grit SiC paper, (ii) polishing with 9 µm diamond 

slurry, and (iii) fine chemical-mechanical polishing with a colloidal silica (SiO2) suspension. 

Finally, the NSM samples were etched using Kroll’s reagent that is composed of 100 ml of 

H20, 5 ml HF, and 2 ml HNO3.  

The metallographic preparation for 3D longitudinal turning comprised 40 Alloy 1 and 

24 Alloy 2 NSM specimens, representing 20 and 12 carefully selected cutting conditions, 

respectively. To assess the effect of cutting parameters on chip morphology and the relevance 

of chip segmentation to the prediction of residual stresses, metallographic specimens of chips 

obtained during orthogonal cutting of Alloy 1 were prepared with the same procedure. 

3.4.4.1 NSM evaluation of machined specimens 

Longitudinally turned NSM specimens having undergone metallographic preparation 

were examined under an Olympus GX-71 inverted optical microscope at high magnification. 

Firstly, the machined surface was inspected for machining artefacts including cracks, tears, 

gouges, and protrusions. Then, the near surface layer was examined for metallurgical 

alterations, including grain distortion and white layer formation. Several photomicrographs 

scanning various areas of the machined surface were obtained for each NSM specimen.  
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Fig. 3.15: images of chips produced in orthogonal cutting of Alloy 1 at condition (t3, v3), showing 

the evaluation of: (a) chip geometry and (b) microstructural features. 

The morphology and microstructure of Alloy 1 chips obtained during orthogonal 

cutting were evaluated using the same setup. The peak thickness (tp), valley thickness (tv), 

and segmentation pitch (Lp) were measured at high magnification as depicted in Fig. 3.15. 

The chips were also examined for strain localization or shear banding. 

 

3.4.5 Residual stresses 

Residual stress measurement (RSM) was outsourced to Proto Manufacturing Ltd., 

which specializes in automated non-destructive testing (NDT). Surface residual stresses in 

the cutting (hoop) direction of the specimen were measured using the x-ray diffraction (XRD) 

method. All measurements were performed with the Proto LXRD stress analyzer as shown 

in Fig. 3.16. A Cu target was used to generate Kα radiation with a wavelength λ = 1.542 Å. 

Diffraction measurements were collected using the multiple exposure technique (MET) in 

conjunction with the sin2 method [112]. A minimum of 22 tilt angles   were used for each 

measurement as per standard SAE HS784. A Gaussian function was applied to fit the 

diffraction peaks. Instrument alignment was verified according to standard ASTM E 915. 

Calibration was carried out using stress free Ti powder. Measurements for 3D longitudinal 

turning were performed on quarter cylinder shaped coupons as shown in Fig. 3.16a. The 

orthogonal cutting workpiece specimen was not altered as a precaution against errors arising 

from damage and/or deflection of thin sections during specimen preparation (Fig. 3.16b). In 

both cases, no further surface preparations were necessary prior to RSM. 
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Fig. 3.16: Proto LXRD goniometer with: (a) 3D machined coupon, (b) orthogonally machined 

sample [112]. Images courtesy of Proto Manufacturing Ltd. 

3.4.6 Hardness distribution 

Micro-indentation tests were performed with a Struers Duramin A-300 hardness 

tester using a Vickers indenter and an indentation force of 100 g. The tests were performed 

on metallographic samples previously prepared for NSM evaluation in the polished state. To 

quantify the hardness distribution in the near-surface layer and in the material bulk, an array 

of indentations was applied in a plane perpendicular to the machined surface and parallel to 

the direction of axial feed as shown in Fig. 3.17. 

 

 

Fig. 3.17: schematic diagram depicting the array of 60 micro-hardness indentations performed on 

polished surfaces perpendicular to the machined surface and parallel to the direction of axial feed. 

All dimensions are in mm.   
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A minimum distance between adjacent indentation centers and from the extremities 

of the sample of 70 µm was selected according to standard ASTM E384. Micro-indentation 

testing was performed on metallographic samples in the polished state. For each sample, 

indentations were made at 10 positions below the machined surface, starting at around 0.070 

mm and reaching approx. 1.05 mm in the bulk of the material. Furthermore, an average 

hardness value was obtained for 6 indentations at each sub-surface position. Consequently, 

each test involved an array of 60 indentations. To account for positioning errors, the actual 

indentation positions were measured at higher magnification with an optical microscope for 

each sample following the hardness test. 

3.4.7 Tool wear 

Tool life is constrained either by premature failure due to fracture or by progressive 

wear. The most common modes of progressive tool wear, flank wear (VB) and crater wear, 

are described in Fig. 3.18 as defined by standard ISO 3685:1993 and elaborated in [113].  

 

 

Fig. 3.18: modes of tool wear as per standard ISO 3685:1993 adapted from [113]. 
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Flank wear is most widely used for the monitoring of tool condition. According to 

ISO 3685, cemented carbide tools should be rejected when one of the following criteria is 

satisfied: (i) average flank wear VBB = 0.3 mm, (ii) in case of irregular flank wear, maximum 

flank wear VBB max. = 0.6 mm, or (iii) when crater wear is the dominant, crater depth           

KT = 0.06 + 0.3 f , where f  is the feed rate. 

Using the above as guidelines, a Winslow Engineering Model 560-Video tool 

analyzer was used for the inspection of cutting tools and inserts for flank and crater wear. 

Other common forms of wear, including plastic deformation, mechanical fatigue cracking, 

chipping, and built-up edge were also examined. The system was calibrated with an ocular 

scale to ensure the accuracy of measurements. 
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CHAPTER 4 EXPERIMENTAL RESULTS 

4.1 Introduction 

In this chapter, the design of experiments adopted for oblique and orthogonal cutting 

is introduced, followed by a detailed discussion of the experimental results. The Ti-alloys, 

Ti-6Al-4V and Ti-6Al-2Sn-4Zr-6Mo, under study are referred to as Alloy 1 and Alloy 2, 

respectively in the text and as A1 and A2 in the figures. Notations and symbols referring to 

oblique cutting are presented in italic form, whereas those pertaining to orthogonal cutting 

are not italicized. Results are presented in normalized form due a confidentiality agreement 

with the industrial partner. 

4.2 Design of experiments 

4.2.1 Oblique single point turning 

In the absence of detailed publications on machining-induced residual stresses in Ti-

alloys, the investigated parameters were selected based on published findings for various 

difficult-to-machine materials, including nickel-based superalloys, stainless steels, and 

bearing steels, and on the requirements of the industrial partner. These parameters are depth 

of cut (doc), cutting speed (v), feed rate (f ), and the tool corner radius (R). Except for the 

corner radius, all geometrical features of the tool were maintained at fixed levels throughout 

the tests. Schematic diagrams of the process and its characteristic tool geometry are shown 

in Fig. 3.2. A full factorial experiment with 36 parameter combinations was performed for 

Alloy 1. The levels assigned to each parameter, and the range covered during the oblique 

cutting tests are listed in Table 4-1. 

Table 4-1: range of cutting parameters for oblique single point turning. 

 

Parameter Symbol Range Parameter levels 

Depth of cut doc 0.1 – 0.3  mm 2, where  doc2 > doc1 

Cutting speed v 20 – 90  m/min 2, where  v2 > v1 

Feed rate f 0.05 – 0.25  mm/rev 3, where  f3 > f2 > f1 

Corner radius R 0.2– 1.6  mm 3, where  R3 > R2 > R1 
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The test matrix for Alloy 2 was reduced to 24 cutting conditions through the following 

changes: (i) exclusion of intermediary corner radius level R2 at low depth of cut conditions 

and (ii) elimination of intermediary feed rate level f2 at high depth of cut conditions. The 

oblique turning test matrices for both alloys are presented Table A-1, Appendix A. Due to 

the limited availability of specially prepared workpiece material and cutting tools, and the 

time consuming nature of the tests (section 3.2.2), only some tests were repeated.  

4.2.2 Orthogonal cutting 

4.2.2.1 Orthogonal cutting for FE model calibration and validation 

A full factorial design of experiments was implemented with one repetition per 

cutting condition for both Ti-alloys under study. Two cutting parameters were investigated 

as follows: the uncut chip thickness (t) and the cutting speed (v). A schematic diagram of the 

process and its representative tool geometry are shown in Fig. 3.5. The levels assigned to 

each parameter and the range covered during orthogonal cutting are given in Table 4-2. The 

range of cutting parameters is identical to that of oblique cutting. While 9 parameter 

combinations were investigated for Alloy 1, the test matrix for Alloy 2 was reduced to 4 

conditions. This was achieved by eliminating the intermediary uncut chip thickness and 

cutting speed levels, t2 and v2, respectively. The cutting width (w), rake angle (αr), and 

clearance angle (Cl) were maintained at fixed levels throughout the tests.  

A preliminary orthogonal cutting experiment was performed to determine a suitable 

cutting length (L) that achieved steady-state cutting with negligible tool wear. Cutting tests 

were carried out with various combinations of uncut chip thickness and cutting speed (ti, vi). 

For each condition, two tests were performed with varying cutting lengths:  L1 = 0.6 mm and 

L2 = 5.75 mm. Tool wear was found to be minimal for both cutting lengths, and observations 

using optical microscopy were supported by surface profilometry scans. Consequently, a 

cutting length L = 5 mm was selected for these tests. 

Table 4-2: investigated range of parameters for orthogonal cutting. 

 

Parameter Symbol Range Parameter levels 

Cutting speed v 20 – 90  m/min 3, where  v3 > v2 > v1 

Uncut chip thickness t 0.05 – 0.25  mm 3, where    t3 > t2 > t1 
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4.2.2.2 Orthogonal cutting for material identification 

The test matrix for material identification was designed around the range of 

parameters given in Table 4-2 . At an uncut chip thickness t = 0.25 mm, however, a heavily 

segmented chip was formed in comparison with t = 0.1 mm, as shown in Fig. 4.1. Since the 

Distributed Primary Zone Deformation (DPZD) model used for material identification [89, 

90] estimated state variable distributions for continuous non-cyclic chip formation as 

elaborated in section 5.2.1, the uncut chip thickness was varied within the range of 0.05 to 

0.1 mm to avoid severe segmental chip formation. Material identification was performed for 

both alloys under study. The constitutive data generated by the identification process covered 

the following state variable ranges approximately: 

 Effective strain: 𝜀 ̅= 0.002 ~ 1.5. 

 Effective strain rate: 𝜀̅̇  = 0.001 ~ 2.8 x 104 s-1. 

 Temperature: T = 20 ~ 720ºC. 

 

 

Fig. 4.1: chip morphology formed by room temperature (RT) orthogonal cutting at low speed, and 

with uncut chip thickness: (a) t = 0.25 mm and (b) t = 0.1 mm. 

4.3 Results and discussion 

4.3.1 Normalization of experimental data 

Due to a confidentiality agreement with the project’s industrial partner, experimental 

results are presented in normalized form. An approach is adopted that accurately reflects 

behavioral trends and clearly contrasts the behavior of the two Ti-alloys. Experimental results 

were normalized with respect to the cutting condition at which the largest compressive RS 

were obtained within the investigated cutting regime. Different reference conditions were 

adopted for oblique and orthogonal cutting. 

(a) (b) 
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Oblique cutting results for machining forces, tool wear, RS, and surface roughness 

were normalized with respect to condition (A2, (doc2, v2, f3, R1)) associated with the Ti-6Al-

2Sn-4Zr-6Mo alloy of higher strength. This condition corresponds to the highest material 

removal rate, cutting force, and flank wear, as well as the largest compressive RS. Vickers 

micro-indentation hardness values (HV, 0.1) were normalized against the bulk hardness of 

Alloy 2. As regards orthogonal cutting, RS and machining forces were normalized against 

condition (A1, (t3, v1)) associated with the Ti-6Al-4V alloy of relatively lower strength. 

4.3.2 Assessment of experimental uncertainty 

To obtain a measure of experimental uncertainty, the expanded uncertainty approach 

recommended by the National Institute of Standards and Technology (NIST) US [114] was 

adopted in this work. An interval about the measurement result ym, within which the 

measurand Y is confidently believed to lie, is defined by the expanded uncertainty U = k.uy, 

where k and uy are the coverage factor and the standard deviation, respectively. Therefore, it 

is believed that ym – U ≤ Y ≤ ym + U with a certain level of confidence determined by the 

coverage factor k. Measurement results are commonly reported in the form of Y = ym ± U. By 

convention the value k = 2 corresponding to a confidence level of 95% is used at NIST and 

was adopted in this work. 

For machining force measurement, the interval corresponding to 95% confidence was 

found to be within ± 10% of the acquired nominal steady-state value for the three machining 

force components. In other words F = Fm ± 10%, where F designates the actual force 

component and Fm its measured value. This uncertainty is attributed to several factors 

including dynamometer errors, machine tool imprecision, microstructural variations in the 

workpiece material, and inconsistencies in tool edge preparation. As explained in section 

3.2.2, a semi-finishing (SF) pass was performed for every workpiece specimen during 

oblique cutting prior to the final finishing cut. For Alloy 1, a total of 36 SF cuts were 

performed with fresh cutting tools of identical geometry, and with fixed cutting parameters. 

Identical flood lubrication conditions were also maintained. The force data acquired during 

the SF tests was used to assess the experimental uncertainty. An example of the force signals 

acquired for 2 tests at identical SF conditions is given in Fig. 4.2. Moreover, previous 

orthogonal cutting tests performed with standard cutting tools for several aerospace and 

automotive alloys, including Ti-alloys, produced a similar result. 
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Fig. 4.2: machining force signals acquired for Alloy 1 during oblique cutting at identical semi-

finishing conditions (doc2, v1, f2, R2). 

 Due to the large number of cutting tests performed and associated cost implications, 

a similar treatment of residual stress measurements by XRD was not practical. An indication 

of RS measurement errors was supplied by Proto Manufacturing Ltd., however, for every 

inspected specimen.   

4.3.3 Orthogonal cutting results 

4.3.3.1 Machining forces 

The effect of cutting parameters on average steady-state machining forces and on the 

measured force signals for Alloy 1 is depicted in Fig. 4.3. The experimental uncertainty in 

force measurement is within ± 10% of the nominal value (section 4.3.2). It is represented by 

error bars in Fig. 4.3a. Within the investigated range of parameters, the uncut chip thickness, 

t, has a significant positive effect on machining forces. Increasing the uncut chip thickness 

by 150% (t1 to t3) produced an average increase in the cutting force (Fc) and the thrust force 

(Ft) of around 140% and 55%, respectively. This is due to the larger volume of material being 

removed and the subsequent need for higher cutting energy. Cutting speed has a smaller 

effect on forces. It appears that at low and intermediary uncut chip thickness levels, the 

material has undergone strain rate hardening. Increasing the speed by 150% (v1 to v3) 

increases Fc by approx. 35% at t1 and t2, but little change is observed at t3. The effect of 

cutting speed on Ft is, however, negligible. The force signals reflect the above trends. 
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Fig. 4.3: effect of cutting parameters during dry orthogonal cutting of Alloy 1 on: (a) average 

steady-state machining forces, (b, c) cutting force signals, and (d, e) thrust force signals. 
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A comparison between the average steady-state force components for both Ti-alloys 

is presented in Fig. 4.4(a, b). The higher bulk hardness of Alloy 2 (section 4.3.4.8) and its 

lower sensitivity to thermal softening (discussed in Chapter 5) promoted machining forces 

of higher magnitude. Fig. 4.4a reveals that at low uncut chip thickness t1, Alloy 2 sustained 

a larger cutting force (Fc) by around 30% on average. Fig. 4.4b shows that at high cutting 

speed v3, the thrust force (Ft) exceeded Alloy 1 by about 45%.  

Similar to Alloy 1, increasing the uncut chip thickness by 150% (t1 to t3) increased Fc 

and Ft by around 110% and 55%, respectively. Furthermore, the material underwent strain 

rate hardening with increasing speed. Although a minimal increase in Fc was observed, the 

effect of cutting speed on Ft was large. Unlike Alloy 1, increasing the cutting speed by 150% 

(v1 to v3) produced an average increase in Ft of around 40%. The force signals acquired during 

orthogonal cutting of Alloy 2 are depicted in Fig. 4.4(c, d) and reflect the above behavior. 

 

     
 

    

Fig. 4.4: effect of cutting parameters on: (a, b) average steady-state machining forces for Alloy 2 as 

compared to Alloy 1, and (c, d) Alloy 2 machining force signals. 
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4.3.3.2 Residual stresses 

Within the investigated range of parameters, residual stresses (RS) were found to be 

compressive in nature for both Ti-alloys, as shown in Fig. 4.5. The error in x-ray diffraction 

(XRD) measurements is within ± 2% and ± 2.5% for Alloy 1 and Alloy 2, respectively [112]. 

In the presence of good surface quality and suitable specimen geometry, the above error is 

mainly due to slight misalignment of the diffraction apparatus [7]. The experimental errors 

are represented by error bars.  

For Alloy 1, residual stresses became more compressive with increasing uncut chip 

thickness, t. Increasing the uncut chip thickness by 150% (t1 to t3) produced an average 

increase (downwards shift) in compressive RS of around 25%. This suggests that at these 

conditions, the mechanical contribution to plastic deformation further outweighed its thermal 

counterpart, thereby promoting more compressive RS. Cutting speed, however, had the 

opposite effect. Increasing the cutting speed by 150% (v1 to v3) caused a small reduction 

(upwards shift) in compressive RS of about 10%. This is usually the result of a rise in 

temperature in the cutting zone and in the machined surface with increasing speed, thereby 

intensifying the thermal contribution to plastic deformation. An unexpected drop in 

compressive RS was observed at the intermediary uncut chip thickness and cutting speed 

condition (A1, (t2, v2)). This could be due to the changes in chip morphology associated with 

strain rate hardening of the workpiece material as elaborated in Chapter 6. The FE model 

revealed that variations in chip morphology can alter the loading conditions of the machined 

surface behind the tool tip, thereby affecting the magnitude of RS. 

 

 

Fig. 4.5: surface residual stresses measured by x-ray diffraction (XRD) for both Ti-alloys, as a 

result of dry orthogonal cutting. 
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Compressive RS in Alloy 2 exhibited dissimilar behavior to Alloy 1 with increasing 

uncut chip thickness (t1 to t3). Although minimal change in RS occurred at low speed v1, 

compressive RS diminished by around 25% at high speed v3. As for the effect of cutting 

speed on RS, similar behavior to Alloy 1 was observed at low uncut chip thickness t1, where 

increasing the speed from v1 to v3 reduced compressive RS by around 12%. At high uncut 

chip thickness t3, however, compressive RS were reduced by about 33% with increasing 

speed, surpassing the residual stress reduction in Alloy 1 by around 3 times.  

Firstly, in order to explain the dissimilar behavior of the Ti-alloys, a comparison was 

made of the temperatures measured by the infrared camera. It was revealed that at high uncut 

chip thickness t3, the peak temperatures in the forming chip were higher by around 120°C on 

average for Alloy 2. This indicates more elevated temperatures at the tool/chip interface and 

at the machined surface, thereby promoting a reduction in compressive residual stresses. 

Next, a comparison was made of the flank wear (VB) at identical cutting conditions. 

Although similar flank wear was observed for both Ti-alloys at low uncut chip thickness t1, 

the flank wear caused by Alloy 2 at high uncut chip thickness t3 was almost 1.5 times larger 

than that produced by Alloy 1 (Fig. 4.6).  

It was concluded that the behavior of compressive RS exhibited by Alloy 2 consisting 

of: (i) minimal change at low speed and a reduction at high speed with increasing uncut chip 

thickness, and (ii) a larger drop with increasing speed at high uncut chip thickness relative to 

Alloy 1, is largely due to the thermal effect exacerbated by increased flank wear. At the same 

time flank wear could also have contributed to the small rise in machining forces beyond 

Alloy 1 shown in Fig. 4.4(a, b). The above conclusion for the effect of wear on temperature 

distribution and on RS is supported by the FE predictions. The results of a wide-ranging 

sensitivity analysis of the effect of flank wear on RS are presented in Chapter 5. 
 

 

Fig. 4.6: flank wear (VB) produced in the carbide tools by (a) Alloy 1 and (b) Alloy 2 during dry 

orthogonal cutting at condition (t3, v3). 
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4.3.4 Oblique cutting results 

In this section, a thorough analysis and discussion of the results obtained for oblique 

turning is presented, which encompasses: (i) process performance indicators, including 

machining forces and tool wear, and (ii) surface integrity, comprising surface roughness, 

residual stresses (RS), the near-surface microstructure (NSM), and hardness distribution. The 

comprehensive interpretation of the results for oblique cutting was supported by statistical 

analysis. Analysis of variance (ANOVA) was implemented to determine cutting parameters 

and their mutual interactions that have a statistically significant effect on machining forces 

and residual stresses. This also served in the development of empirical models for fast and 

accurate force and RS prediction. 

4.3.4.1 Machining forces 

The effect of cutting parameters on the average steady-state machining forces for 

Alloy 1 is shown in Fig. 4.7 for various cutting parameter combinations (doci, vi, fi, Ri). Due 

to the inherent measurement errors (section 4.3.2), the experimental uncertainty in force 

measurement is within ± 10% of the nominal value. It is represented by error bars. It was 

determined that for both Ti-alloys, the feed force was much lower than the other force 

components, and a relationship between forces was established as follows: Ff ≈ 0.2 × Fc and 

Fr ≈ 0.5 × Fc, where Fc, Fr, and Ff  represent the cutting, radial and feed forces, respectively. 

Consequently, the discussion focuses on the cutting and radial force components.  

 

Fig. 4.7: average steady-state machining forces produced during oblique turning of Alloy 1 for 

various cutting parameter combinations (doci, vi, fi, Ri). 
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Within the investigated range of cutting parameters, depth of cut and feed rate have 

more significant effects on forces. The effect of increasing the depth of cut by 100% (doc1 to 

doc2) and increasing the feed rate by 150% (f1 to f3) is depicted in Fig. 4.7 for Alloy 1, and is 

summarized in Table 4-3 for both Ti-alloys. It is evident that due to the larger volume of 

material being removed and the subsequent need for higher cutting energy, both forces 

increased substantially. This is clearly reflected in the upwards shift of the cutting force 

signals with increasing depth of cut and feed rate as shown in Fig. 3.10. Although Alloy 2 

exhibited similar behavior to Alloy 1, it sustained a larger increase in forces. This can be 

attributed to its higher sensitivity to strain hardening at the strain levels encountered in the 

shear zones, as discussed in Chapter 6. 

Cutting speed had a small influence on forces in general. Increasing the speed by 

150% (v1 to v2) reduced both cutting and radial forces by less than 10% for Alloy 1, which 

could be associated with a marginal increment in thermal softening with increasing speed. 

No such trend was identifiable for Alloy 2. However, as shown in Fig. 4.8, at high depth of 

cut and feed rate conditions (doc2, v1-2, f3, Ri), Alloy 2 sustained an average increase with 

speed of around 10% and 40% in Fc and Fr, respectively, approaching 20% and 100% at 

small corner radius, R1. This suggests that the workpiece material underwent strain rate 

hardening at these conditions. Although corner radius had a small effect on cutting force, its 

effect on radial force was significant. Increasing the corner radius by 200% (R1 to R3), 

increased Fc by around 10% for Alloy 1, whereas no clear trend was identifiable for Alloy 2. 

However, Fr was increased by more than 50% for both Ti-alloys.  

In general, machining of Alloy 2 generated higher forces than Alloy 1, especially at 

conditions involving high depth of cut, cutting speed, and feed rate levels (doc2, v2, f3, Ri). At 

these conditions, the cutting force Fc sustained by Alloy 2 exceeded Alloy 1 by around 15% 

on average (Fig. 4.8a). 

 Table 4-3: effect on forces of increasing depth of cut (doc) and feed rate (f ). 

Percentage increase 

in cutting parameter 
 

Mean percentage increase in force 

Alloy 1 Alloy 2 

Fc (%) Fr (%) Fc (%) Fr (%) 

100% increase in doc  80 40 86 56 

150% increase in f 99 60 114 83 
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Fig. 4.8: effect of cutting parameters and Ti-alloy type on average steady-state (a) cutting and (b) 

radial forces generated during oblique turning at conditions (doc2, vi, fi, Ri). 

The radial force Fr sustained by Alloy 2 surpassed Alloy 1 by around 20% on average 

over the entire range of conditions (Fig. 4.8b). The largest increase in Fr beyond Alloy 1, 

however, occurred at high levels of depth of cut, cutting speed, and feed, amounting to 55% 

on average and attaining around 80% at (doc2, v2, f3, R1). The higher bulk hardness of Alloy 

2 (section 4.3.4.8) and its lower sensitivity to thermal softening, as elaborated in Chapter 6, 

can contribute towards the generation of machining forces of higher magnitude at similar 

cutting conditions. 

4.3.4.2 Empirical models for machining force prediction 

Empirical models for the prediction of the average steady-state machining forces 

were developed for both Ti-alloys based on the experimental force measurements for 3D 

cutting. The least squares approach and response surface methodology were adopted to 

generate mathematical equations expressing the 3 machining force components in terms of 
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the investigated cutting parameters and their mutual interactions. Model development was 

based on statistical analysis of variance (ANOVA). For both Ti-alloys, cutting force and 

radial force prediction errors were within ± 10%, while feed force prediction errors were 

within ± 20%. It should be noted, however, that the feed force is much smaller than the other 

force components, with Ff ≈ 0.2 × Fc, which explains the larger inaccuracies in feed force 

prediction. The empirical models for the prediction of average steady-state machining forces 

generated by Alloy 1 are given by: 
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where, Fc, Fr, and Ff are the cutting, radial, and feed force components, respectively; doc, v, 

f, and R are the cutting parameters; a
0
 – a

5
, b

0
 – b

7
, and c

0
 – c

7
 are constants, and: 
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A graphical comparison between empirically predicted (Emp) and experimentally 

measured (Exp) cutting forces generated by Alloy 1 for the full range of cutting conditions 

(doci, vi, fi, Ri) is given in Fig. 4.9. The significant increase in cutting force with depth of cut 

and feed rate is clearly reflected by both empirical and experimental data sets.  
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The accuracy of the models was assessed by plotting the force predictions against 

their experimental counterparts and the distribution of prediction errors over the range of 

investigated cutting conditions. An example of the above is shown in Fig. 4.10 for the cutting 

force sustained by Alloy 1. The model’s high goodness of fit is evidenced in Fig. 4.10a. The 

coefficient of determination Rsq = 0.996 indicates a good correlation between the cutting 

force Fc and the cutting parameters. The prediction error for the majority of conditions lies 

within ± 5% as shown in Fig. 4.10b. 

 

 

Fig. 4.9: comparison between empirically predicted (Emp) and experimentally measured (Exp) 

cutting forces for Alloy 1 for the full range of investigated conditions (doci, vi, fi, Ri). 

 

 

      

Fig. 4.10: (a) goodness of fit and (b) prediction error distribution for Alloy 1 oblique cutting force 

predictions over the full range of cutting conditions (doci, vi, fi, Ri). 
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4.3.4.3 Tool wear 

The inspection of tool wear for finish turning was performed according to standard 

ISO 3685:1993 (section 3.4.7). No severe flank wear was observed in any of the tools, and 

cutting edges were free from chipping and plastic deformation. Cutting tools revealed no sign 

of built-up edge, cratering, or depth of cut notch wear. Light flank wear was observed, which 

was confined to the corner radius of the tool. The average flank wear land within the corner 

radius, VBC, did not exceed 0.03 mm, and was around one order of magnitude below the 

rejection criterion for tungsten carbide tools recommended by the ISO standard. 

Cutting speed is known to have a profound effect on tool wear when cutting Ti-alloys 

due to their low thermal conductivity and high reactivity with tool materials. The effect of 

cutting speed on tool wear was analyzed at relatively harsh cutting conditions within the 

investigated range of parameters, involving high depth of cut and feed rate (doc2, vi, f3, Ri). 

The effect of cutting speed on flank wear for both Ti-alloys is shown in Fig. 4.11.  

 

 
 
 

         

Fig. 4.11: effect of speed and workpiece material on average flank wear at the tool corner radius, 

VBC, for both Ti-alloys at conditions: (a) (doc2, vi, f3, Ri) and (b-e) SEM images (doc2, vi, f3, R1).  
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As expected, cutting speed was found to have a substantial effect on flank wear. 

Increasing the speed by 150% (v1 to v2) led to an average growth in VBC of around 120% and 

30% at low and intermediate corner radii R1 and R2, respectively. Little change was observed, 

however, at large corner radius level R3. In addition, flank wear at high cutting speed v2 

seemed to grow with decreasing corner radius for both Ti-alloys. 

Flank wear exhibited by the carbide tools when machining Alloy 2 was around 30% 

higher on average as compared to Alloy 1 (Fig. 4.11a). At conditions involving high depth 

of cut, speed, and feed (doc2, v2, f3, Ri), Alloy 2 sustained an average increase beyond Alloy 

1 of around 15% and 55% in the cutting and radial forces, respectively, reaching 20% and 

80% at small corner radius R1. Coupled with increasing speed, an upsurge in load can 

contribute towards a higher wear volume. The wear increment generated by Alloy 2 and by 

increasing the cutting speed is shown in Fig. 4.11(b-e) for small corner radius level R1. 

4.3.4.4 Residual stresses 

Surface residual stresses (RS) were compressive in nature for both Ti-alloys. The 

effect of cutting parameters on compressive RS generated in Alloy 1 in the cutting (hoop) 

direction is shown in Fig. 4.12. The experimental errors in residual stress measurement by x-

ray diffraction (XRD) fell within ± 2.5% and ± 5.5% for Alloy 1 and Alloy 2, respectively 

[112], and are represented by error bars. 

 

 

Fig. 4.12: Alloy 1: effect of oblique turning parameters on surface compressive RS in the cutting 

(hoop) direction at low depth of cut. 
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As regards Alloy 1, cutting speed, feed rate, and corner radius have significant effects 

on RS. Larger compressive RS were induced at conditions (doci, v2, f3, R1) involving high 

speed, high feed, and small corner radius. The effect of doc was small (< 5%) at these 

conditions. The largest compressive RS were obtained at the condition (doc2, v2, f3, R1). In 

general, the effect of doc was unclear and was not found to be statistically significant. Feed 

rate and corner radius exhibited an opposite behavioral pattern. As shown in Fig. 4.12, 

increasing the corner radius by 200% (R1 to R3) at low feed rate f1 enhanced compressive RS 

by around 25% on average. At high feed rate f3, this trend was reversed, and compressive RS 

were reduced by around 20% on average for the same increment in corner radius, reaching 

30% at high speed v2. Cutting speed has a more significant influence on RS at high feed rate. 

Increasing the cutting speed at high feed rate f3 enhanced compressive RS substantially by 

around 30% on average, and by up to 50% at small corner radius R1. The above observations 

suggest the presence of interactions between cutting speed, feed rate, and corner radius, 

which were confirmed by statistical analysis. For Alloy 1, opposing levels of feed rate and 

corner radius, (f1, R3) or (f3, R1), promote relatively larger compressive RS. 

The effect of cutting parameters on surface residual stresses induced in Alloy 2 is 

shown in Fig. 4.13. Similar to Alloy 1, cutting speed, feed rate, and corner radius significantly 

affect the magnitude of RS. Larger compressive RS were obtained at parameter combinations 

involving high feed rate and small corner radius (doci, vi, f3, R1). The uttermost compressive 

RS were induced at the condition (doc2, v2, f3, R1). 

 

 

Fig. 4.13: effect of cutting parameters on surface residual stresses induced in Alloy 2 during oblique 

turning for various cutting parameter combinations (doci, vi, fi, Ri).  
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For Alloy 2, the effect of doc is generally small ( 10%) except at cutting conditions 

(v2, f3, R1) and (v2, f1, R3) where it is around 20%. As in the case of Alloy 1, however, the 

effect of doc is not statistically significant. Feed rate has the largest effect on RS induced in 

Alloy 2. As shown in Fig. 4.13, increasing the feed rate by 150% (f1 to f3) enhanced 

compressive RS by around 50% on average. Increasing the corner radius by 200% (R1 to R3), 

however, diminished compressive residual stresses by about 20% on average, except at 

conditions of low depth of cut and high speed where little change was observed.  

The effect of cutting speed on surface RS induced in Alloy 2 is dependent on the 

depth of cut and the corner radius. At low depth of cut and small corner radius conditions 

(doc1, R1) as shown in Fig. 4.14a, increasing the speed by 150% (v1 to v2) diminished 

compressive RS by 15% on average, reaching 25% at intermediate feed rate f2. At large 

corner radius R3, the trend was reversed, and compressive RS were enhanced by about 25% 

on average. Therefore, relatively larger compressive RS are attainable at conforming speed 

and corner radius levels, (v1, R1) or (v2, R3). At high depth of cut (Fig. 4.14b), a similar 

increase in speed enhanced compressive RS by around 15% on average, except for condition 

(doc2, v2, f3, R2), where RS diminished by about 30%. It was therefore concluded that at high 

depth of cut, conditions involving high speed promote more compressive RS. Similar to 

Alloy 1, the above suggests that interactions between the cutting parameters control the 

behavior of residual stresses. 

 

    

Fig. 4.14: effect of cutting parameters on surface residual stresses generated in Alloy 2 at (a) doc1 

and (b) doc2, covering the full range of investigated cutting conditions. 
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Fig. 4.15: effect of cutting parameters on surface RS generated in both Ti-alloys during oblique 

turning for various cutting parameter combinations (doc2, vi, fi, Ri). 

As shown in Fig. 4.15, compressive RS induced in Alloy 2 are generally higher than 

Alloy 1 by around 45% on average, and especially at high feed conditions (doci, vi, f3, Ri). 

The highest average increase beyond Alloy 1 of about 65% occurred for combinations of  

low cutting speed and high feed rate (v1, f3), reaching around 80% at high depth of cut 

conditions (doc2, v1, f3, Ri).  

In the absence of phase transformations in the near-surface layer of the material 

(section 4.3.4.7), residual stresses are a result of sharp plastic deformation gradients in the 

machined surface induced by thermomechanical deformation. As elaborated in section 

4.3.4.1, machining forces sustained by Alloy 2 exceed Alloy 1 levels, especially at conditions 

involving high depth of cut, cutting speed, and feed rate. The characteristic flow stress 

behavior discussed in Chapter 6 indicates that Alloy 2 is much less sensitive to thermal 

softening than Alloy 1. Consequently, sharper plastic deformation gradients could be formed 

in the machined surface, leading to compressive residual stresses of higher magnitude. This 

was confirmed through the comparison of plastic strain profiles extracted from the FE 

simulations for both Ti-alloys at identical cutting conditions (section 6.3.4). 

4.3.4.5 Empirical models for residual stress prediction 

Empirical models for the prediction of surface residual stresses (RS) were developed 

for both Ti-alloys, based on the experimental x-ray diffraction measurements for 3D cutting. 
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mathematical equations expressing surface residual stress in the cutting (hoop) direction in 

terms of the investigated cutting parameters and their mutual interactions. Model 

development was based on statistical analysis of variance (ANOVA).  

Depth of cut was found not to have a statistically significant effect on RS. Its effect 

on predicted results was tested and found to be negligible. It was therefore excluded from the 

empirical models. The prediction error for both Ti-alloys is within ± 20% or ±70 MPa, which 

is in accordance with the industrial partner’s acceptable error margin. The empirical model 

for Alloy 1 is given by: 
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where σ
c
 is the surface residual stress in the cutting direction; v, f, and R are the cutting 

parameters; r
0
 – r

8
 are constants, and where β

1
, β

2
, γ, and δ are given by Eq. 4.5 and 4.6. 

A graphical comparison between empirically predicted (Emp) and experimentally 

measured (Exp) surface residual stresses in the cutting direction is given in Fig. 4.16 for 

Alloy 1, covering the full range of cutting conditions (doci, vi, fi, Ri). The empirical 

predictions reflect the increase in compressive RS with rising speed at high feed rate. The 

interaction between feed rate and corner radius and their opposing effects on surface RS are 

also captured by the model.  

 

Fig. 4.16: Alloy 1: comparison between empirically predicted (Emp) and experimentally measured 

(Exp) surface RS in the cutting direction over the full range of cutting conditions (doci, vi, fi, Ri). 
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Fig. 4.17: (a) goodness of fit and (b) prediction error distribution for oblique cutting surface RS 

induced in Alloy 1, over the full range of cutting conditions (doci, vi, fi, Ri). 

To assess the overall accuracy of the models, the RS predictions were plotted against 

the experimental values measured by XRD together with the prediction error distribution 

over the range of investigated cutting conditions. An example of is shown in Fig. 4.17 for 

Alloy 1. The model’s goodness of fit is evidenced in Fig. 4.17a. The coefficient of 

determination Rsq = 0.710 indicates a reasonable correlation between surface RS and the 

cutting parameters. The prediction error for the majority of conditions lies within ± 15%, as 

shown in Fig. 4.17b. 

4.3.4.6 Surface roughness 

For various materials, the Ra value during steady-state cutting is known to be directly 

proportional to the square of the feed rate and inversely proportional to the corner radius of 

the cutting tool as follows [108, 115]: 

2

R

f
Ra k

R
  ,  (4.8) 

where kR is a material constant. Fig. 4.18 compares two surface topographies obtained for 

Alloy 1 at low and high feed rate levels, f1 and f3, respectively, during steady-state cutting. 

For the investigated range of cutting parameters, feed rate was found to have the most 

significant effect on surface roughness. Increasing the feed rate by 150% (f1 to f3) increased 

the Ra value by around 100% for both Ti-alloys (Fig. 4.19 and Fig. 4.20). 
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As expected, depth of cut was not found to have a statistically significant effect on 

surface roughness. As regards Alloy 1, no clear trend for the effect of corner radius on surface 

roughness was identifiable. However, as shown in Fig. 4.19, substantial reduction in Ra of 

around 40% was obtained by increasing the corner radius at low cutting speed and high feed 

rate conditions (v1, f3). Alloy 2 conformed to the expected trend of decreasing roughness with 

increasing corner radius. A reduction in Ra of around 30% on average (Fig. 4.19) was 

attained by increasing the corner radius by 200% (R1 to R3). This effect was greatly 

diminished (Fig. 4.20) at conditions of high depth of cut and cutting speed (doc2, v2).  

Finer machined surfaces were obtained in general for Alloy 2 as a result of machining 

with particular cutting parameters. At large corner radius R3 (Fig. 4.19), Alloy 2 exhibited 

around 30% lower roughness as compared to Alloy 1. Moreover, about 20% lower roughness 

was achieved at high depth of cut conditions (Fig. 4.20). 

 

 

Fig. 4.18: surface topography of Alloy 1 specimens produced by longitudinal turning at the 

following conditions: (a) (doc2, v2, R3, f1) and (b) (doc2, v2, R3, f3). 

 

Fig. 4.19: effect of cutting parameters on surface roughness for both Ti-alloys at low depth of cut 

conditions (doc1, vi, fi, Ri). 
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Fig. 4.20: effect of cutting parameters on surface roughness for both Ti-alloys at high depth of cut 

conditions (doc2, vi, fi, Ri). 

As depicted in Fig. 4.21, the effect of cutting speed on surface roughness of Alloy 1 

is dependent on the feed rate and corner radius. This effect is more pronounced at high feed 

rate f3. Increasing the cutting speed by 150% (v1 to v2) produced varied effects for each feed 

rate level. At low feed rate conditions (doci, v1-2, f1, Ri), no clear trend was identified. A 

reduction in Ra by around 30%, however, was attained at (doc1, v1-2, f1, R3). At intermediary 

feed rate conditions (doci, v1-2, f2, Ri), an average increase in roughness of about 40% was 

achieved except at (doc2, v1-2, f2, R1) where the change in Ra was minimal. 

 

 

Fig. 4.21: effect of cutting parameters on surface roughness of Alloy 1 during oblique cutting over 

the full range of cutting conditions (doci, vi, fi, Ri). 
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At high feed rate levels (doci, v1-2, f3, Ri), cutting speed and corner radius exhibited 

an opposite behavioral pattern. At small radius R1, increasing the speed reduced Ra by around 

25% on average, nearing 35% at (doc1, v1-2, f3, R1). In contrast, Ra increased by about 45% 

at large corner radius R3, approaching 70% at (doc1, v1-2, f3, R3). Thus, at high feed rate, 

combinations of low speed and large corner radius (v1, R3), as well as high speed and small 

corner radius (v2, R1) offer an improvement in surface finish. Alloy 2 exhibited similar 

behavior to Alloy 1 at high feed rate, but to a lesser extent. 

4.3.4.7 Near-surface microstructure 

The microstructure of the two Ti-alloys under study is contrasted in Fig. 4.22 for the 

harshest cutting condition within the investigated range of parameters (doc2, v2, f3, R3). The 

Ti-6Al-4V alloy (Fig. 4.22a) has a bimodal microstructure comprising equiaxed primary 

alpha grains in a lamellar alpha/beta matrix. The Ti-6Al-2Sn-4Zr-6Mo alloy (Fig. 4.22b) 

exhibits a structure comprised of acicular alpha (light) in a beta matrix (dark). Within the 

investigated range of cutting conditions, machining parameters were found to have no 

discernible effect on microstructure. Furthermore, machined surfaces were free from 

artefacts such as cracks, tears, gouges, laps, folds, protrusions, and redeposited materials. In 

addition, no smearing, grain distortion or white layer formation was observed. The absence 

of white layers indicates that the temperatures in the machined surface did not exceed the 

phase transformation temperature (beta transus) of Ti-6Al-4V (970 ± 50°C) and Ti-6Al-2Sn-

4Zr-6Mo (935°C) during cutting [116-118]. The near-surface microstructure of workpiece 

specimens machined at various cutting conditions is contrasted in Fig. B.1 and Fig. B.2, 

Appendix B, for both Ti-alloys. 

 

 

Fig. 4.22: near-surface microstructure of specimens of (a) Ti-6Al-4V (Alloy 1) and (b) Ti-6Al-2Sn-

4Zr-6Mo (Alloy 2) machined at (doc2, v2, f3, R3).  

(a) (b) Machined surface  f 

100 μm 100 μm 

Work material 

Bakelite resin 
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4.3.4.8 Micro-hardness distribution 

The hardness distribution below the machined surface for various cutting conditions 

(doci, vi, fi, Ri) is depicted in Fig. 4.23 for both Ti-alloys. Hardness values acquired by micro-

indentation with a Vickers indenter and a 100 g force were normalized against the bulk 

hardness of Alloy 2, which was around 20% higher than that of Alloy 1. The average hardness 

exhibited by each Ti-alloy over the range of investigated cutting conditions was estimated 

and used to analyze hardness fluctuation. Furthermore, hardness distributions were compared 

with that obtained for an unmachined sample of Alloy 1. 

 

 
 

 

Fig. 4.23: hardness distribution below the machined surface of specimens machined at conditions: 

(a) (doc1, v2, fi, Ri) and (b) (doc2, vi, fi, R3). 
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It was observed that machining parameters did not have a significant effect on the 

hardness distribution in the near surface layer of the longitudinally turned specimens. This is 

in agreement with the findings of the near-surface microstructure evaluation that did not 

reveal any grain distortion or white layer in the machined surface. 

It is concluded that the measured hardness profile is due to variations in 

microstructure within the inspected specimens. The variation in hardness at every position 

below the machined surface was within ± 20% and ± 12% of the average value for Alloy 1 

and Alloy 2, respectively. The higher variation in hardness exhibited by Alloy 1, as seen in 

Fig. 4.23, reflects the bimodal nature of its microstructure (Fig. 4.22). 

4.3.4.9 Optimal selection of cutting parameters 

The surface roughness obtained for both Ti-alloys over the investigated finish turning 

regime is within the allowable range for aero-engine compressor parts. Nevertheless, a 

conflict exists between residual stresses and surface roughness in that the enhanced 

compressive RS attained at high feed rate levels are at the expense of surface finish.  

Both residual stresses and surface roughness constitute critical acceptance criteria for 

aero-engine parts subjected to dynamic loads. Guidelines were therefore established for the 

optimal selection of cutting parameters to achieve the desired levels of RS and surface finish, 

depending on the application. These are presented in Fig. 4.24 in the form of behavioral 

trends for compressive RS and surface roughness (Ra).  

It is evident for Alloy 1 (Fig. 4.24a) that conditions (doci, v2, f3, R1) promote relatively 

high compressive RS. The high feed rate at these conditions, however, has a detrimental 

effect on surface finish (Fig. 4.24b). Similarly for Alloy 2 (Fig. 4.24c), machining at 

conditions (doci, vi, f3, R1) attains higher compressive RS. The Ra value at these conditions, 

however, is significantly increased (Fig. 4.24d).  

For applications where surface finish is highly critical, it is recommended to machine 

at conditions (doci, vi, f1, R3) and (doci, vi, f1, R1) for Alloy 1 and Alloy 2, respectively. Due 

to the lower level of feed, these parameter combinations generate compressive RS of average 

magnitude with a largely improved surface finish. As a result, both criteria are satisfied by 

the finishing operation. 
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Fig. 4.24: optimal cutting parameter selection guidelines; contrasting behavioral trends for RS and 

surface finish: (a, b) Alloy 1 and (c, d) Alloy 2. Condition (A2, (doc2, v2, f3, R1)) corresponding to 

the highest compressive RS, cutting force, and MRR is the reference case for normalization. 
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CHAPTER 5 FUNDAMENTAL ASPECTS OF RESIDUAL 

STRESS FORMATION DURING CUTTING 

5.1 Introduction 

Due to its advantages over other methods of investigation, finite element modeling 

(FEM) was used to perform an in-depth analysis of the fundamental aspects of residual stress 

formation during metal cutting. The central objective is to determine the significance and the 

relative influence of the main contributors to residual stresses (RS) on their resultant state 

and magnitude. The isolated and coupled effects of thermal loads and mechanical loads were 

studied using DEFORMTM 2D V 10.0 for several commercially available materials with 

different physical properties comprising: grade 5 Ti-alloy Ti-6Al-4V and high chromium 

content bearing steel AISI 52100 with 2 levels of initial hardness, 53 and 62 HRc. In addition, 

the effect of phase transformations on residual stress formation was addressed in the case of 

the bearing steel at thermally dominant conditions. 

The temperature dependent physical properties of the materials provided by Scientific 

Forming Technologies Corporation (SFTC) as part of DEFORM’s material database were 

employed in the FE simulations. In the following discussion, the alloys under study are 

referred to as Ti-64 SFTC, 52100-53, and 52100-62. The suffix used in the description of the 

steel indicates its initial hardness level. The flow stress properties available in DEFORMTM 

and based on the work of several authors were used to model the plastic deformation behavior 

of Ti-64 SFTC and 52100-53. The flow stress evolution for 52100-62 was modeled using the 

Johnson-Cook equation parameters provided in [94]. As no proprietary material grades were 

used in this analysis, results are presented in their absolute form. 

5.2 The effect of thermal loading on residual stress formation 

5.2.1 FE model description 

A plane-strain thermal analysis was performed in order to isolate the contribution of 

thermal loads to residual stress development. The evolution of stresses in an elasto-plastic 

workpiece was monitored under the action of a uniformly distributed moving heat source of 

predetermined high intensity. The heat source was modeled by the use of an environment 

window of set width. In the majority of cases, the width was fixed to 0.1 mm to simulate 
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conditions analogous to a moving strip load on a semi-infinite half-plane. The model’s 

geometry and boundary conditions are shown in Fig. 5.1. To capture the sharp temperature 

and deformation gradients that develop in the near-surface layer, a densely meshed region 

was produced with an element size of 4 m and extending to around 40 m in depth below 

the workpiece surface. The elements furthest away from the heat affected zone were retained 

at ambient temperature. Velocities vx = vy = 0 where imparted to the bottom edge of the 

workpiece to fix it in space. 

During the simulation, the environment window moves in the negative x-direction at 

a set speed. A fixed speed of 60 m/min common to metal cutting practices for various 

materials was used in the analysis. By varying the intensity of the heat source, several peak 

temperatures, Tpeak, were attained at the workpiece surface resulting in varying thermal stress 

fields. The onset of plastic deformation was modeled using the von Mises yield criterion. 

Plastic flow occurs when the effective von Mises stress is equal to or higher than the flow 

stress of the material. The flow stress behavior of the workpiece material is modeled as a 

function of temperature, strain, and strain rate.  

 

 

Fig. 5.1: geometrical aspects and boundary conditions of the thermal analysis FE model. 
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5.2.2 Results of the thermal FE analysis 

The evolution of stress as a function of depth beneath the surface was monitored at a 

fixed position in the workpiece. The stress distribution σx parallel to the heat source was 

captured at several simulation steps corresponding to varying positions of the thermal load 

during its progressive displacement along the workpiece surface. The temperature fields 

corresponding to a peak surface temperature Tpeak = 850°C are shown in Fig. 5.2 for Ti-64 

SFTC. At step 15, the monitored position A is located at the apex of the temperature field. 

As the load moves further away, the material in the near-surface layer in the vicinity of 

positon A begins to cool down progressively. At step 60, the load has completely traversed 

the workpiece, which is now cooling down to ambient temperature. The effect of peak 

temperature (heat flux intensity) on the evolution of residual stress distribution at position A 

is shown in Fig. 5.3 for Ti-64 SFTC. At step 150, the workpiece is at ambient temperature, 

and the resulting stresses represent the RS remaining in the material after relaxation. 

 

 

Fig. 5.2: temperature fields produced by the high intensity moving heat source and corresponding to 

a peak surface temperature of 850°C for Ti-64 SFTC. 
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In Fig. 5.3, the effect of load intensity on stress evolution in the Ti-alloy is analyzed 

by order of decreasing peak temperature. Immediately under the thermal load at the position 

corresponding to step 15, stresses σx in the near-surface layer are compressive (-) in nature 

for all peak temperatures: 950°C (Fig. 5.3a), 850°C (Fig. 5.3b), and 500°C (Fig. 5.3c). Due 

to the sharp temperature gradients that arise in the near-surface region during heating, the 

surface material undergoes a larger extent of thermal expansion and is restrained by the 

underlying layers. Consequently, a highly compressive stress state arises in the near-surface 

region together with relatively smaller tensile stresses in the sub-surface material. 

For peak temperatures of 950°C (Fig. 5.3a) and 850°C (Fig. 5.3b), as the load 

advances (step 25), surface stresses abruptly change to tensile. At this stage, the temperature 

of the monitored position has dropped sufficiently (Fig. 5.2) causing incompatibilities to arise 

between the surface and the sub-surface material. During heating, the surface material 

experiences a severe reduction in flow stress due to thermal softening. If the compressive 

stresses arising from non-uniform thermal expansion (step 15) exceed the flow stress of the 

surface material, it is plastically deformed in compression. As the heated surface becomes 

more distant from the heating zone, its temperature drops at a high rate. As a result, the 

surface material undergoes a larger extent of contraction due to two factors: (i) higher cooling 

rate and (ii) previously occurring permanent deformation in compression. Thus, a tensile 

stress state is generated in a thin surface layer due to restraints by the underlying material, 

which is in turn subjected to compressive stress. With further movement of the load and 

subsequent cooling of the monitored region, the incompatibilities between the surface and 

sub-surface materials are intensified. The stress profile gradually shifts upwards indicating 

an increase in superficial tensile stresses and a decrease in peak sub-surface compressive 

stresses (step 25 to 45). As the load completely traverses the surface, and the workpiece enters 

the relaxation phase (step 60), a sudden upward shift in the stress profile takes place. The 

superficial and sub-surface stresses stabilize at their residual level when ambient temperature 

is attained (step 150).  

For peak temperatures of 950°C and 850°C, tensile RS are generated by the thermal 

load as expected. Furthermore, the magnitude of tensile RS is highly sensitive to load 

intensity. Increasing Tpeak from 850°C to 950°C by around 12% increased superficial tensile 

RS by almost two fold. In addition, the penetration depth of tensile RS was almost doubled. 
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For a lower peak temperature of 500°C (Fig. 5.3c), different behavior was observed. 

Compressive stresses generated by the thermal load diminished gradually and nearly 

vanished as the workpiece returned to ambient temperature. This indicates that very little or 

no plastic deformation has occurred at this condition. Fig. 5.4 compares the stress 

distributions along the surface of the Ti-alloy in the x-direction (parallel the heat source) for 

peak temperatures of 500°C and 850°C during heating (Fig. 5.4(a, b)) and at ambient 

temperature (Fig. 5.4(c, d)) after a complete passage of the thermal load. In the heating phase, 

the comparison is made at identical positons of the thermal load. Temperature distributions 

are also included for reference. The peak temperature and compressive stress developed 

during the heating phase indicate the position of the load.  

It is evident by comparing Fig. 5.4a and Fig. 5.4b that the intensity of the thermal 

load considerably affects the peak compressive stress developed in the heating zone, as well 

as the stress state behind the load. Peak surface temperature Tpeak = 850°C produced a 

compressive stress of around -620 MPa in the heating zone, while stresses behind the thermal 

load shifted to tensile due to the sharp plastic deformation gradient in the near-surface region 

as explained previously. In comparison, a lower compressive stress of around -400 MPa was 

generated in the heating zone at Tpeak = 500°C, while stresses behind the thermal load 

remained in the compressive state.  

As shown in Fig. 5.4c and Fig. 5.4d, following a complete passage of the thermal 

load, and upon cooling to ambient temperature, different residual stress states where 

developed. While stresses almost vanished for Tpeak = 500°C, tensile RS of around 450 MPa 

were generated for Tpeak = 800°C. This indicates that the lower compressive stresses sustained 

during heating at 500°C did not reach the flow stress of the material at this temperature. This 

suggests that in the absence of cutting loads, heating the Ti-alloy to below 500°C does not 

produce harmful tensile RS. 

The observed behavior of the Ti-alloy is largely dictated by its temperature dependent 

physical and thermal properties, including flow stress, thermal expansion coefficient, thermal 

conductivity, and specific heat capacity. The physical and thermal properties of materials 

exert a large influence on their susceptibility to tensile RS under the action of thermal loads. 

This is brought into evidence through the following comparison of the behavior of the Ti-

alloy and bearing steels under study.  
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Fig. 5.3: the effect of peak surface temperature Tpeak on stress evolution as a function of depth below 

the workpiece surface for Ti-64 SFTC at position ‘A’: (a) Tpeak = 950°C, (b) Tpeak = 850°C, and (c) 

Tpeak = 500°C. Stresses are in the x-direction parallel to the heat source. 
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Fig. 5.4: comparison of stress distributions along the surface of Ti-64 SFTC for peak temperatures 

of 500°C and 850°C: (a, b) during heating and (c, d) after cooling to ambient temperature (RS). 

Stresses are in the x-direction parallel to the movement of the heat source. 

5.2.2.1 Effect of material properties on RS generated by purely thermal loading 

The residual stress distributions at various peak temperatures are compared in Fig. 

5.5 for the materials under study. The comparison is made with reference to their flow stress 

behavior at the temperatures and strain levels encountered during the heating process. Over 

the investigated range of peak temperatures, effective strains and strain rates up to 0.03 and 

100 s-1, respectively, were attained. In general, the Ti-alloy and the low hardness steel are 

much more sensitive to thermal softening than the high hardness steel. The evolution of the 

ratio of effective to flow stress over the range of investigated peak temperatures is contrasted 

in Fig. 5.6. This ratio is based on the instantaneous magnitudes of the effective and flow 
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lower susceptibility to thermal softening, the ratio for 52100-63 varies in a very narrow range 

and is very close to 1 as shown in the inset of Fig. 5.6. A comparison of the temperature 

dependent elastic and thermal properties of the Ti-alloy and the bearing steels is presented in 

Fig. 5.7. 

Fig. 5.5a shows that tensile RS are always produced in the surface of the softer 

bearing steel 52100-53, even at temperatures as low as 270°C. This is largely due to the lower 

flow stress at moderate temperatures of this material as compared to the harder bearing steel 

and the Ti-alloy. Its flow stress is always exceeded by the compressive stresses generated 

during heating, and plastic deformation always occurs. Therefore, the ratio of effective to 

flow stress for this material is always greater than 1 as shown in Fig. 5.6. The FEM results 

suggest that the critical temperature for the onset of plastic deformation is in the range of 350 

to 400°C and 550 to 600°C for 52100-62 and Ti-64 SFTC, respectively. 

The approximate values of superficial RS and tensile layer depths predicted by the 

FE model for the materials under study are presented in Table 5-1 for various peak 

temperatures. It should be noted that the peak tensile residual stress is located at the surface 

in all cases. With reference to Fig. 5.5 and Table 5-1, it is observed that Ti-64 SFTC exhibits 

lower tensile RS at Tpeak = 715°C than both bearing steels at 520°C. This is due to the Ti-

alloy’s lower coefficient of thermal expansion (Fig. 5.7a), which leads to the generation of 

lower compressive stresses in the heating zone. Moreover, a much thinner tensile layer is 

produced in Ti than in the steels. As the Ti-alloy exhibits much lower thermal conductivity 

and diffusivity than the bearing steels at these temperatures (Fig. 5.7b), the heat generated by 

the high intensity heat source is trapped in a thinner surface layer. Since the harder steel is 

considerably less sensitive to thermal softening, sharper deformation gradients can arise in 

the surface region that increase the magnitude of the tensile RS and diminish their penetration 

depth as compared to the softer steel.   

Table 5-1: approximate predicted values of superficial tensile RS and tensile layer depths for 

various investigated materials and peak surface temperatures Tpeak during pure thermal loading. 

Material Tpeak (°C) Surface RS (MPa) Tensile layer depth (m) 

Ti-64 SFTC 715 100 10 

52100-62 HRc 520 500 30 

52100-53 HRc 520 350 60 
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Fig. 5.5: comparison of residual stresses generated by thermal loading with reference to the flow 

stress behavior under relevant conditions, with (a, b), (c, d), and (e, f) depicting the residual stress 

profiles and flow stress curves for 52100-53, 52100-62, and Ti64 SFTC, respectively. 
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Fig. 5.6: ratio of effective to flow stress for 52100-53, 51200-62, and Ti-64 SFTC over the range of 

investigated peak surface temperatures. The flow stress of 52100 bearing steel accounts for the 

effect of phase transformation at high temperature. 

 

              

Fig. 5.7: comparison of (a) thermal expansion coefficient and (b) thermal conductivity and 

diffusivity for Ti-64 SFTC and bearing steel 52100. 
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workpiece material by preheating it prior to cutting. In this manner, the gains of thermal 

softening that include machining force reduction, surface roughness improvement, and tool 

life extension are not obtained at the expense of surface integrity. As evident in Fig. 5.6, Ti-

alloys are good candidates for such processes due to their relatively high critical temperature 

at which the onset of plastic deformation occurs. 

5.3 The effect of phase transformations on residual stress formation 

Difficult-to-machine materials can be prone to phase transformations at certain 

cutting conditions. The combination of high cutting speed and progressive flank wear can 

elevate surface temperatures to levels exceeding the phase transformation temperature of the 

material. In hybrid machining processes such as laser-assisted machining (LAM), a high 

intensity heat source locally preheats the material prior to cutting. This can raise the surface 

temperature even further, thus promoting an earlier onset of phase transformation. Under 

such conditions, phase transformations are integral to machining, and their contribution to 

surface integrity and RS in particular is highly significant. Bearing steels are prone to 

martensitic transformations that lead to the formation of brittle white etching layers (WL) on 

the machined surface. Residual stresses are generated in the workpiece surface due to the 

metallurgical changes. The nominal austenitization start temperature, As = 722°C, of bearing 

steel AISI 52100 is lower than the beta transus, Tβ = 970 ± 50°C [117], of Ti-64. Thus, under 

similar machining conditions, bearing steels are more prone to phase transformations in the 

machined surface than Ti-alloys.  

To study the contribution of phase transformations to RS, a transformation kinetics 

model was coupled with the thermal model described in section 5.2.1 for martensitic bearing 

steel 52100 of high hardness (63 HRc). The analysis was performed for high temperature 

conditions that heated the surface to the austenitic region. 

5.3.1 Transformation kinetics model 

 The material was modelled as a mixture of phases. The initial microstructure was 

assumed to be comprised of a volume fraction of 0.95 tempered martensite and 0.05 retained 

austenite. Different mechanical and thermal properties available in DEFORM’s material 

database were adopted for the constituent phases. The flow stress behavior was modeled 
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identically for all phases present. It was described by the Johnson-Cook (JC) constitutive law 

and the model parameters reported in [94] as follows: 

 

 
2.779

0.336 0

0 0

688 151 1 0.0428ln 1f

melt

T T

T T


 



     
        

       

 (5.1) 

 

where, σ f  (MPa),  , and   (s-1) are the flow stress, effective strain, and effective strain 

rate, respectively; 0  = 1 s-1 is the reference strain rate; and T (°C), T0 = 20°C, and Tmelt = 

1487°C are the instantaneous, ambient, and melt temperatures, respectively. 

During rapid movement (60 m/min) of the high intensity thermal load, extremely high 

heating and cooling rates (> 1000°Cs-1) are encountered by the surface material as shown by 

the FE analysis. Sharp temperature gradients in the near-surface region lead to the formation 

of very thin austenitized layers ( 20 m). Thus, having exceeded the austenitization start 

temperature As during heating, transformation to austenite is assumed to be almost 

immediate.  

During quenching, diffusion controlled phase transformations are most likely to be 

suppressed at the abovementioned cooling rates. Diffusion transformation kinetics where, 

however, not excluded from the model. Three transformations were considered during 

quenching: (i) diffusion transformation from austenite to bainite, (ii) diffusion transformation 

from austenite to pearlite, and (iii) diffusionless transformation from austenite to untempered 

martensite. Diffusion transformations were modeled using the isothermal time-temperature-

transformation (TTT) diagrams for 52100 steel available in DEFORM’s material database. 

These are provided as transformation start and end curves, denoting volume fractions of 0.05 

and 0.95, respectively, of the forming phases. The kinetics of the martensitic transformation 

were modeled based on the Koistinen-Marburger equation [95] modified for the effect of 

stress on the martensite start temperature Ms as follows: 

 

   1 expm m s m mmf k M T k A B         , with (5.2) 
 

s mmM A B    , (5.3) 
 

where fm , T (°C), σm m  (MPa), and   (MPa) are the volume fraction of untempered 

martensite, instantaneous temperature, hydrostatic stress, and effective stress, respectively, 

and km (°C-1), A (°C/MPa), and B (°C/MPa) are the equation parameters. 
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Table 5-2: parameter sets for Eq. 5.2 used to model the martensitic transformation from austenite to 

untempered martensite upon quenching.  

Parameter set 
As 

(°C) 

Ms 

(°C) 

km 

(°C-1) 

A 

(°C/MPa) 

B 

(°C/MPa) 

MT1 722 324 0.016 0.08 0.06 

MT2 560 324 0.016 0.08 0.06 

 

Two sets of parameters were adopted for Eq. 5.2 to model the martensitic 

transformation from austenite to untempered martensite (Table 5-2). The aim is to examine 

the effect of transformation kinetics on RS. The first set of parameters MT1 is based on 

standard values for AISI 52100 steel available in DEFORM’s material database. The second 

set MT2 is identical to MT1, except that the As temperature was diminished to fully reflect 

the effect of thermal stresses on phase equilibria [84], including both As and Ms temperatures.  

Upon quenching, latent heat generated during phase transformation acts as an internal 

heat source. Latent heat of transformation was accounted for as enthalpy change, and values 

of 595.36 and 661.51 MJ/m3 were assigned for diffusion controlled and martensitic phase 

transformations, respectively. Volumetric expansion due to changes in the lattice structure of 

the steel was modeled as a function of temperature. At ambient temperature, the volumetric 

strain (V/V) is around 1.7% and 2.5% for diffusion and martensitic transformations, 

respectively. Mechanical interactions between stresses and phase transformations cause 

transformation plasticity. Materials undergoing transformation under applied loads exhibit 

plastic deformation below the yield stress of the parent phase [60]. Transformation plasticity 

effects are only considered for the martensitic transformation. The additional components of 

strain arising from volumetric changes and transformation plasticity are modeled according 

to the following [60, 61, 119]: 
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ij IJ ij
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and where 
tf

ijd and 
tp

ijd  are the volumetric and transformation plasticity strain increments, 

respectively, f IJ  is the volume fraction of phase I transformed to phase J, Km = 5.08 × 10-5 

MPa-1 is the martensitic transformation plasticity coefficient, and Sij is the deviatoric stress 

tensor. 

5.3.2 Results of the coupling of phase transformation and thermal loads  

As expected, due to the extremely high cooling rates, no diffusion transformation 

products were obtained. Under the action of the thermal load, martensitic transformation took 

place in a very thin superficial layer. The resulting residual stress distributions for both 

kinematic conditions (Table 5-2) were examined in conjunction with the predicted thickness 

of white layer (WL) on the surface of the specimens (Fig. 5.8). The residual stress profiles 

extracted from the center of the workpiece at a peak temperature of 890°C are presented in 

Fig. 5.8a. When phase transformations were excluded from the FE model, the peak tensile 

residual stress occurred at the surface of the material. As a result of the martensitic 

transformation, superficial stresses shifted from tensile to compressive. In addition, the peak 

tensile stress diminished in magnitude and moved into the sub-surface. Decreasing the 

austenitization start temperature As from 722 °C to 560°C had little effect on the magnitude 

of superficial compressive stress. The earlier onset of transformation, however, resulted in a 

deeper compressive layer and a lower magnitude of sub-surface tensile stresses. 

The residual stress distributions in the bearing steel up to a depth of 10 m are shown 

in Fig. 5.8b and Fig. 5.8c for As = 722°C and 560°C, respectively, together with the variation 

in the volume fraction of untempered martensite fm. The predicted WL thickness is also 

displayed on the workpiece mesh. The WL thickness was estimated based on a volume 

fraction fm = 0.8, indicating a concentration of 80% of untempered martensite. This figure 

constitutes an average value for white layers produced in AISI 52100 steel under thermally 

dominant conditions, including high speed machining and electric discharge machining 

(EDM) [120]. As shown in Fig. 5.8(b, c), at the point where fm attains a level of 0.8, stresses 

shift from compressive to tensile. This indicates that the depth of penetration of the 

compressive layer is directly related to the thickness of the WL. The white layer and hence 

compressive layer obtained for As = 560°C (slightly above 7 m) is much larger than that 

obtained for  As = 722°C (just under 1 m). 
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Fig. 5.8: effect of martensitic transformation on the residual stress distribution in 52100 (63 HRc) 

steel obtained under thermal loading at a peak surface temperature Tpeak = 890°C. 
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To analyse the effect of phase transformation on stress evolution, the stress 

distribution along the workpiece surface for Tpeak = 890°C is examined at two simulation 

instances: (i) during the motion of the thermal load at step 45 (Fig. 5.9 (a, b)) and (ii) upon 

cooling to ambient temperature after a complete traverse of the load (Fig. 5.9 (c, d)). A 

comparison is made between the case that excludes phase transformation and coupled 

condition with As = 560°C (Table 5-2). In Fig. 5.9d, the prediction results for As = 722°C are 

also included for analysis.  

In the absence of phase transformation (Fig. 5.9a), the workpiece is subjected to 

compressive stresses in the heating zone that shift to tensile behind the load as the surface 

temperature drops rapidly. As explained previously, this is due to plastic deformation in 

compression of the surface material. During martensitic transformation, the ferrite lattice is 

distorted due to a supersaturated solution of carbon, which leads to a localized permanent 

volumetric expansion in the transforming material [121]. As the volume fraction of 

martensite increases (Fig. 5.9b), plastic unloading occurs that diminishes the extent of plastic 

deformation in compression and shifts it to tension. As this occurs, stresses behind the load 

shift from the tensile to the compressive state. Eventually, when the workpiece cools down 

to ambient temperature, the remaining RS are compressive in nature. With the exclusion of 

phase transformation, tensile RS of around 600 MPa are predicted by the FE model as shown 

in Fig. 5.9c. When martensitic transformation is accounted for, compressive RS averaging 

around -60 MPa are induced by the thermal load (Fig. 5.9d). 

As shown in Fig. 5.9d, the superficial volume fraction of untempered martensite fm 

obtained for As = 560°C exhibits very little fluctuation. This is associated with a continuous 

and relatively thick WL and more deeply penetrating compressive RS. With As = 722°C, the 

level of fm fluctuates heavily. This indicates the presence of a discontinuous thin WL and 

shallow compressive RS. The correlation between As, WL thickness, WL continuity, and 

compressive layer depth is evidenced by the comparison of Fig. 5.8b and Fig. 5.8c.  

Since they are extremely brittle and may contain microcracks, white layers are 

generally undesirable for industrial parts that are prone to fatigue failures. It is common 

industrial practice to remove white layers generated during the production of components 

from 52100 bearing steel [87]. Automotive transmission parts are a good example. Intelligent 

control of process parameters is required to ensure that compressive RS generated by in-
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process heat treatment due to phase transformations are not obtained at the expense of other 

aspects of surface integrity. With in-depth knowledge of the interactions between 

thermomechanical loads and phase transformations under various modes of cooling, 

investigative tools such as FEM can be used to optimize process conditions. This is an issue 

of high importance to hybrid production processes such as laser-assisted machining (LAM). 

 

      
 

       

Fig. 5.9: effect of phase transformation on stress distributions along the surface of 52100 (62 HRc) 

for Tpeak = 890°C: (a, b) during heating and (c, d) after cooling to ambient temperature (RS). 

Stresses are in the x-direction parallel to the movement of the heat source. 
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5.4 The contribution of thermal and mechanical loads to RS during 

machining 

A two-dimensional plane strain model of the orthogonal cutting process was 

constructed using DEFORM 2D V10.0 to analyse the significance of thermal and mechanical 

loads to residual stress formation during cutting. The following discussion will focus on the 

Ti-alloy Ti-64 SFTC. The influence of several process parameters on thermally generated 

and mechanically induced stresses was investigated including: cutting speed (v), tool hone 

radius (r) and rake angle (αr). The cutting matrix adopted in this numerical investigation is 

given in Table 5-3.  

For each case, simulations were performed in three modes: (i) coupled 

thermomechanical FE analysis followed by (ii) uncoupled mechanical analysis, and (iii) 

uncoupled thermal analysis. This was done to study the relative contribution of isolated 

mechanical and thermal loads in comparison with the coupled thermomechanical loads. For 

pure thermal loading, the moving heat source model described previously in section 5.2.1 

was used with conditions that produce a similar peak temperature in the workpiece surface 

to that obtained during the thermomechanical cutting simulation. It is acknowledged that the 

narrow moving heat source adopted in this work is not fully representative of cutting. During 

machining, both the inclined shear zone and the tool/chip interface can influence the 

temperature distribution in the workpiece surface. It is maintained, however, that the method 

adopted is suitable for the purpose of the present analysis, which is to identify existing effects 

and trends. The development of an optimized FE model for the accurate prediction of 

machining-induced RS is later described in detail in Chapter 6.  

 

Table 5-3: matrix of the numerical investigation of the influence of process 

parameters on thermal and mechanical stresses during cutting. 

 

 

 

 

 

 

 

 

 

Case # t (mm) v (m/min) r (m) αr (°) 

1 0.12 60 20 0 

2 0.12 60 20 -20 

3 0.12 60 100 0 

4 0.12 300 20 0 
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5.4.1 Description of the FE model  

The construction of the cutting model was similar to the thermal model described 

previously in section 5.2.1 in terms of geometry, mesh size and boundary conditions. An 

element size of 4 m was maintained in the workpiece surface. A fine mesh was also used in 

the contact region involving high temperature, strain, and strain rate gradients. The model 

setup is depicted in Fig. 5.10. During the simulation, the tool moves relative to the fixed 

workpiece in the negative x-direction at the desired uncut chip thickness (t) and with a cutting 

speed (v). The bottom edge of the workpiece is fixed in space by assigning a zero velocity to 

its nodes. During thermomechanically coupled simulations, the edges of the workpiece and 

the cutting tool furthest away from the cutting zone are maintained at ambient temperature 

T0 = 20°C. Tool and workpiece boundaries in close proximity to the cutting zone undergo 

heat transfer between themselves and with the surrounding atmosphere. 

 

  

 

Fig. 5.10: setup of the 2D FE model employed for mechanical and thermomechanically coupled 

simulations of the orthogonal cutting process. 
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Perfect contact was assumed at the tool chip interface. Zorev’s sticking-sliding 

friction model [122] was adopted, together with a constant heat transfer coefficient hc = 105 

KW/m2°C. The selection of friction and heat transfer criteria is based on previous work 

performed at the National Research Council Canada (NRC) for titanium and nickel-based 

alloys [66, 123]. Identical values were used for all simulation cases. During cutting 

simulations, a tool stroke of 1.25 mm was adopted. When the cutting phase was complete, 

stress relaxation was carried out. The tool was retracted from the workpiece to release the 

loads. This was performed for both mechanical and thermomechanical analyses. At the end 

of the stress relaxation phase, residual stresses were extracted from the FE model. 

5.4.2 Results of the numerical study 

For case 1 (Table 5-3), which constitutes the reference case, surface compressive RS 

averaging around -450 MPa were predicted by the thermomechanical model. The negative 

sign adopted indicates the compressive nature of the stress. An experimental value of -600 

MPa was reported in [124] for Ti-64 as a result of orthogonal cutting at identical parameters. 

The 25% difference between the results could be due to several factors. Although a tool hone 

radius of 20 m was adopted in this work, no mention of this parameter was made in [124]. 

Cutting edge preparation can have an important influence on the magnitude and state of RS. 

Furthermore, difference in microstructure between the alloys can result in varying 

magnitudes of RS. As further explained in Chapter 6, material identification is required to 

capture the accurate behavior of flow stress during plastic deformation at temperature, strain, 

and strain rate levels encountered during the cutting process. Although both alloys are of the 

same nominal composition, variations in processing could lead to dissimilar levels of RS. At 

this stage, the 25% difference is considered sufficiently accurate for the purpose of this 

analysis, which is to study the contribution of thermal and mechanical loads to residual 

stresses for various cutting parameter combinations. 

5.4.2.1 Analysis of stress evolution during cutting 

The stress evolution at several instances during cutting is shown in Fig. 5.11 for 

simulation case 1. Each instance corresponds to a more advanced position of the tool along 

its path. A comparison is made of the superficial and in-depth distribution of stresses 

generated by thermal, mechanical, and thermomechanical loads. The comparison culminates 

with the analysis of RS obtained after the stress relaxation phase.  
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Fig. 5.11: predicted stress evolution at tool positions (a, b) 0.50 mm and (c, d) 1.00 mm during 

cutting of Ti-64 SFTC with parameters: t = 0.12 mm, v = 60 m/min, and r = 20 m. The final 

residual stress distributions along and beneath the machined surface are shown in (e, f).  
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Stress distributions along and beneath the machined surface are shown in Fig. 5.11a 

and Fig. 5.11b, respectively, when the tool is at 0.5 mm of its cutting path. The region behind 

the cutting tool reveals the current stresses in the machined surface. The region in front of 

the tool depicts the stresses encountered by the surface material prior to contact. The current 

contact point is indicated by a position locator and coincides with peaks in the stress profiles. 

A similar illustration is provided in Fig. 5.11(c, d) for an advanced tool position of 1.0 mm. 

The residual stress distributions obtained at the end of the relaxation phase are presented in 

Fig. 5.11 (e, f). Residual stresses produced by purely thermal and purely mechanical loads 

were linearly superimposed. The resulting distribution is shown in Fig. 5.11e for analysis. 

Residual stresses are evaluated in a region sufficiently far from the tool tip where 

convergence is achieved. At a tool position of 0.8 mm within the stable region, the stress 

distribution as a function of depth beneath the surface (along A-A) is assessed in parallel to 

the superficial stresses at the same instances. The following observations were made. 

During cutting, thermal compressive stresses ahead of the cutting tool are much 

smaller than the mechanical stresses, but their coupling is highly non-linear. The combination 

of thermal and mechanical loads produces a large increase in the magnitude of compressive 

stress, which becomes far more localized at the tool tip. Localized deformation due to high 

temperature gradients contributes to sharper stress peaks, whereas mechanical stresses alone 

are distributed over a greater surface region. Consequently, during plastic unloading in 

tension behind the tip, thermomechanical loads most often remain in the compressive region, 

whereas mechanical loads shift into the tensile region. The extent of deformation during the 

tensile half of the mechanical loading cycle determines the state of residual stresses. If the 

stretching or burnishing of the machined surface exceeds its deformation in compression as 

is the case here (Fig. 5.11c), the resulting residual stress state is compressive [2]. 

Although the material furthest from the cutting tool has already initiated the cooling 

process, thermal stresses do not cross over into the tensile region until the stress relaxation 

process is complete. This is due to the higher heat flux intensity required to generate large 

tensile stresses during heating for this material as shown in section 5.2.2. This slow formation 

of tensile stresses behind the tool could indicate that the mechanical load is dominant for this 

cutting condition (case 1, Table 5-3).  
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After stress relaxation (Fig. 5.11e), the superimposed stress profile and the resultant 

thermomechanical stress profile are very close. Thermal RS are slightly tensile ( 100 MPa), 

while the mechanical RS are moderately compressive ( -540 MPa). Thermomechanical RS 

are also moderately compressive with a magnitude of around -450 MPa, which is very close 

in magnitude to the linear superposition of the isolated thermal and mechanical results. The 

dominance of the mechanical contribution is evident in this case.  

By examining the residual stress profiles as a function of depth beneath the machined 

surface, it is observed that thermomechanical stress in the near-surface region always lies 

between the thermal and the mechanical stresses. Ahead of the cutting tool (Fig. 5.11b), the 

thermal stress is minimal. Compressive stresses generated by the thermomechanical load are 

lower than those introduced by the mechanical load due to thermal softening. Thermal 

stresses delineate the upper boundary (tensile), while the mechanical stresses define the lower 

boundary (compressive). Behind the tool, due to the persistent effect of the mechanical load 

and the delayed relaxation with respect to the thermal load, the mechanical stresses are in 

tension and constitute the upper boundary. After the relaxation process (Fig. 5.11f), thermal 

RS shift to slightly tensile and are re-established as the upper limit, while mechanical RS 

shift to moderately compressive and reconstitute the lower limit. The thermomechanically 

induced RS are closer to the mechanically generated RS. Coupling of thermal and mechanical 

stresses in the sub-surface of the material is highly more complex due to the varying 

penetration and distribution of the mechanical and thermal stress fields. 

 

 

Fig. 5.12: temperature distributions along the surface of Ti-64 SFTC obtained through 

thermomechanical analysis at various parameter combinations. 
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5.4.2.2 Influence of process parameters on thermal and mechanical loading 

The surface temperature distributions obtained during thermomechanically coupled 

analysis for various parameter combinations (Table 5-3) are shown in Fig. 5.12 at the end of 

the tool stroke (1.25 mm). As previously discussed, the peak temperature attained at the 

surface is a strong indicator of the expected level of tensile RS induced by pure thermal 

loading. The lowest temperature was obtained for the reference condition (case 1). Cutting 

with a negative rake angle produced a relatively small increase in temperature ( 50°C). This 

can be attributed to the increased contact length and contact pressure at the tool/chip 

interface, as well as the possible occurrence of a stagnation zone in front of the tool tip that 

leads to additional shearing of the surface material and the generation of additional heat. 

Increasing the hone radius (0.02 to 0.10 mm) or the cutting speed (60 to 300 m/min) by 5 

fold produced a greater elevation in surface temperature. In the case of hone radius, a 

temperature rise of around 150°C was observed due to the additional frictional heat arising 

from the increase in contact area between the workpiece surface and the tool. Surface 

temperature was mostly sensitive to cutting speed. At 300 m/min, a temperature rise of 

around 550°C was obtained that reflects the significant addition of frictional heat at the 

tool/chip and the tool/workpiece interfaces. 

Fig. 5.13 shows the distribution along the surface of thermal (Fig. 5.13a), mechanical 

(Fig. 5.13b) and thermomechanical (Fig. 5.13c) stresses at a position of 1.25 mm of the load 

within its path. For the mechanical and thermomechanical analyses, this refers to the final 

position of the cutting tool. Stresses are evaluated parallel to the movement of the thermal 

load (Fig. 5.13a) for the thermal analysis and in the cutting direction (Fig. 5.13(b, c)) for the 

mechanical and thermomechanical analyses. An insert is provided for each case that shows 

the distribution of superficial RS after stress relaxation in a surface region sufficiently far 

from the tool tip and the leading edge of the workpiece. A higher degree of convergence of 

RS is obtained in this region.  

The rise in surface temperature with varying cutting conditions (Fig. 5.12) is reflected 

in the increasing magnitude of thermally generated tensile RS. Moderately tensile ( 460 

MPa) and highly tensile ( 865 MPa) thermal RS are obtained for the cases involving large 

hone radius (r = 100 m) and high speed (v = 300 m/min).  
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Fig. 5.13: distribution along the surface of Ti-64 SFTC of (a) thermal, (b) mechanical, and (c) 

thermomechanical stresses. The inserts show the distribution of RS attained after relaxation.   
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The resultant mechanically generated RS depend on the relative amount of plastic 

deformation in compression and in tension of the surface material during the loading cycle 

[8]. Mechanical RS are compressive for all the investigated parameter combinations. This 

reflects the dominance of the tensile phase of the loading cycle over the compressive phase 

for the investigated finish turning conditions. The largest compressive stresses were predicted 

for high speed machining at v = 300 m/min (Fig. 5.13b). In the absence of thermal softening 

in a purely mechanical analysis, the material undergoes an important amount of strain rate 

hardening with increasing speed. Consequently, large compressive stresses are generated 

ahead of the cutting tool. This is coupled with a higher amount of plastic unloading in tension. 

As a result, a highly compressive residual stress state is obtained. The most compressive 

mechanically induced RS are obtained at this condition. A large hone radius r = 100 m 

intensifies the compressive load ahead of the cutting tool. This could be the result of a dead 

metal zone beneath the curved cutting edge [51, 125]. The dominance of the tensile loading 

phase is diminished, and stresses induced in the machined surface are less compressive. The 

least compressive mechanically generated residual stress state is obtained at this condition. 

The negative rake angle αr = -20° generates a more compressive load in the contact region 

compared to the reference condition. This could be due to stagnant material build up as in 

the case of the large hone radius. More compressive RS were obtained, however, than the 

reference case. When cutting with a negative rake angle, the resultant force acting on the tool 

tip is inclined further away from the machined surface and deeper into the sub-surface. Thus, 

the compressive load is distributed in a deeper elasto-plastic deformation zone. The 

contribution of plowing is increased leading to larger compressive RS [44].   

It is inferred from the above analysis that a deeper understanding of the evolution of 

RS can be obtained by separating the thermally and mechanically induced residual stress 

components. While surface RS generated by thermal loads are always tensile, those generated 

by mechanical loads at the investigated finish turning conditions are always compressive in 

nature. The resulting thermomechanically induced stress state is, therefore, dependent on the 

imbalance between the thermal and mechanical components, which is highly influenced by 

the cutting parameters. As previously elaborated, cutting parameters have a significant 

influence on both thermally and mechanically generated RS. By comparing the RS generated 

by isolated thermal and mechanical loads shown in Fig. 5.13(a, b) with the resultant 
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thermomechanical stress state (Fig. 5.13c), it is observed that cutting with moderate speeds 

and sharp tools shifts the imbalance towards mechanically generated stresses (compressive), 

while high speeds and large edge radii shift the imbalance towards thermally induced stresses 

(tensile).  

For the Ti-64 SFTC alloy under study, it appears that high speed machining can 

generate largely compressive mechanical RS and largely tensile thermal RS of nearly equal 

magnitudes (Fig. 5.14). The overall result is a slightly tensile residual stress state, as the 

imbalance is in slight favor of the thermally generated stresses. This indicates that if efficient 

cooling can be applied, higher speeds could potentially lead to compressive RS, depending 

on the speed range and the mode of lubrication. It was shown in Chapter 4 (section 4.3.4.4) 

that when machining aerospace grade bimodal Ti-6Al-4V alloy with conventional speeds and 

flood lubrication, compressive RS were enhanced by increasing the speed at certain cutting 

conditions. Compressive RS were reported for Ti-64 when orthogonal cutting with t = 0.1 

mm and v = 320 m/min even in a dry cutting environment [54]. This could be driven by the 

lower sensitivity to thermal softening and hence to thermally induced tensile RS of the 

material. It was also shown that larger feed rate (section 4.3.4.4) and uncut chip thickness 

(section 4.3.3.2) levels lead to more compressive RS. This indicates that feed rate (uncut chip 

thickness) favors mechanically induced stresses during finish turning. 

 

 

Fig. 5.14: predicted thermally, mechanically, and thermomechanically induced RS in Ti-64 SFTC 

during high speed machining with: t = 0.12 mm, v = 300 m/min, r = 20 m, αr = 0°. 
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Following the numerical study of the effect of cutting parameters on the evolution of 

RS during finish turning, and based on the results of the extensive experimental investigation 

for Ti-alloys, it is concluded that more compressive RS can be obtained by limiting the 

contribution of thermal stresses during cutting. The sensitivity of the material to thermal 

softening considerably influences the onset of plastic deformation due to thermal loading and 

the resulting magnitude of tensile RS. If machining is performed with minimal tool wear, 

sufficiently small hone radii, and moderate speeds, compressive RS can be generated in the 

near-surface layer. Increasing the feed rate (uncut chip thickness) within the finish turning 

range can further enhance compressive RS. It is possible to generate larger compressive RS 

at high speeds, but this requires the use of appropriate modes of cooling depending on the 

selected range of speeds. 
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CHAPTER 6 FE MODEL DEVELOPMENT AND RESULTS 

6.1 Introduction 

A thermomechanically coupled finite element model of the orthogonal cutting 

process was developed using DEFORMTM 2D V 10.0 to predict machining forces, 

temperatures, and residual stresses (RS) for aerospace grade Ti-alloys Ti-6Al-4V and Ti-6Al-

2Sn-4Zr-6Mo machined with sharp uncoated carbide tools. The DEFORMTM software is 

based on an updated Lagrangian formulation utilizing implicit integration. The model was 

optimized for accuracy and computational efficiency. Material identification was carried out 

to characterize the plastic deformation behavior of the Ti-alloys under investigation. Cutting 

simulations were performed for several combinations of uncut chip thickness and cutting 

speed (ti, vi) in the finish turning regime. Chip morphology was assumed to be continuous 

and non-segmental for the investigated cutting conditions. The final outcome consists of an 

accurate predictive numerical tool that can be used as a virtual machining medium for 

predicting the effect of machining parameters on residual stress formation. 

6.2 FE model development 

A flow diagram of the FE simulation of orthogonal cutting is shown in Fig. 6.1 that 

describes the methodology adopted in this research. In addition, the interaction between the 

modeling and experimental components of the research are emphasized. As elaborated 

previously in section 4.2.2, two sets of orthogonal cutting tests were carried out with the 

following purpose: (i) material identification, or more explicitly the identification of the 

constitutive law that accurately describes the deformation behavior of the workpiece material 

during cutting and (ii) validation of the FE model against experimental results of cutting 

forces, temperatures, and residual stresses.  

In reference to Fig. 6.1, the inputs of the FE model are the cutting parameters, tool 

geometry, and the physical properties of the workpiece and tool material. Plastic deformation 

of the workpiece is largely governed by the constitutive law, which is calibrated by cutting 

experiments. As a result of the relative motion between the workpiece and the tool, normal 

and shear loads are generated on the rake face of the tool. These are influenced by the cutting 

parameters, tool geometry, and friction at the tool/chip interface.  
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Fig. 6.1: flow diagram of the FE simulation of orthogonal cutting for residual stress prediction. 
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Plastic deformation in the shear zones is largely converted into heat. The temperature 

distribution in the tool, the chip, and the workpiece surface is determined by the thermal 

properties of the workpiece and the tool, and by the contact conditions at the tool/chip 

interface. The flow stress in the near-surface material is altered by the deformation and 

temperature rise in this region. This in turn affects the magnitude of machining forces. When 

the desired cutting length is attained, the tool is retracted. The workpiece is then allowed to 

cool down to ambient temperature. At this point, stress relaxation is complete, and the RS 

can be extracted from the model. The evolution of thermally and mechanically generated 

stresses with the advancement of the cutting tool determine the state and magnitude of RS. 

The objective is to develop a model that can predict machining forces and residual stresses 

with good accuracy. Consequently, they are both considered in the validation process. 

6.2.1 Model optimisation for accuracy and computational efficiency 

It is widely established that material flow stress characteristics and tribological 

interactions at the tool/chip interface govern the accuracy of FE element predictions [58, 63, 

65]. Several steps were taken to build a suitable model that balances accuracy and 

computational intensity. Firstly, material identification was carried out. A thorough analysis 

was then performed of the effect of several FEM parameters on the prediction accuracy 

including the material constitutive law, tool/chip interface friction, geometrical aspects, and 

workpiece mesh distribution. 

6.2.1.1 Material identification 

To model the plastic deformation behavior of the workpiece under the combined 

effect of very high strain, strain rate, and temperature, proprietary methodology for material 

identification developed at the National Research Council Canada (NRC) was implemented. 

The Distributed Primary Zone Deformation (DPZD) analytical model was used to generate 

broad ranges of constitutive data for the Ti-alloys based on orthogonal cutting tests [89-91]. 

Consequently, the data was generated at strain, strain rate, and temperature levels 

encountered during the cutting process, thereby overcoming the limitations of Split 

Hopkinson Pressure Bar (SHPB) based methods. The experimental setup and procedure are 

elaborated in section 3.3.2. Laser-assisted preheating was employed during the cutting tests 

to attain the higher temperatures encountered in the secondary shear zone. Quasi-static (QS) 

tests were performed at very low strains and strain rates to identify some coefficients and to 
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improve the convergence to a unique solution of the constitutive law. The constitutive data 

generated by the DPZD model was then fitted using regression analysis to several prevailing 

material constitutive laws applicable to the cutting process, including the Johnson-Cook (JC) 

and the Voce-Johnson-Cook (V-JC) models described in Eq. 6.1 and Eq. 6.2, respectively: 
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where σ f ,  , and   are the flow stress, effective strain, and effective strain rate, 

respectively; 0  is the reference strain rate; T, T0, and Tmelt are the instantaneous, ambient, 

and material melt temperatures, respectively; A, B, n, C1, and m1 are material constants for 

the JC law; and a, b, c, C2, and m2 are material constants for the V-JC law. Both the JC and 

V-JC equations constitute the product of three terms describing the material’s sensitivity to 

strain hardening, strain rate hardening and thermal softening, respectively.  

A systems approach to the generation of the constitutive data and identification of the 

constitutive law adapted from Shi et al. [89] is given in Fig. 6.2. The inputs into the DPZD 

model comprise: (i) the physical properties and initial temperature T0 of the workpiece 

material, (ii) the cutting parameters, and (iii) the average steady-state cutting force (Fc), thrust 

force (Ft), and chip thickness (tc) acquired from orthogonal cutting tests. 

Based on the above information, the DPZD model generates hundreds of constitutive 

data sets for each cutting condition. A representative description of the primary shear zone 

using Oxley’s parallel-sided shear zone model [33, 91], together with typical distributions of 

flow stress, strain, strain rate, and temperature obtained from the DPZD model are shown in 

Fig. 6.3. Each constitutive data set  , , ,T    represents one point along x at the center of 

the primary shear zone. The DPZD model is based on several assumptions including plane 

strain conditions, a sharp cutting edge, and continuous non-segmental chip morphology. The 

orthogonal cutting tests for material identification were carefully designed to fulfil the above 

idealizations to the greatest degree possible by selecting suitable workpiece and tool 

geometry, and by using appropriate cutting conditions.  
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Fig. 6.2: systems approach to the generation of constitutive data and constitutive law identification. 

 

 

 

Fig. 6.3: (a) parallel-sided shear zone model [33] and (b) typical distributions of flow stress, strain, 

strain rate, and temperature from the Distributed Primary Zone Deformation (DPZD) model [90]. 
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6.2.1.2 The material constitutive equation 

The material identification process resulted in the calibration of several constitutive 

models applicable to metal cutting. Based on the evaluation criteria for constitutive law 

formulation established by Shi and Attia [91], the calibrated models were then evaluated on 

several levels: (i) statistical analysis of the goodness of fit of the constitutive data, (ii) 

accuracy of FE predictions of the cutting force, and (iii) closer conformity to the evolution 

of flow stress during thermomechanical processing of α/β Ti-alloys. 

The highest goodness of fit for the constitutive data was achieved for the Johnson-

Cook (JC) and Voce-Johnson-Cook (V-JC) material models described in Eq. 6.1 and Eq. 6.2, 

respectively. More accurate predictions of the cutting force (Fc) were attained, however, with 

the V-JC law. During thermomechanical processing below the beta transus, α/β Ti-alloys can 

exhibit flow softening at a critical strain above which the material becomes insensitive to 

hardening [74, 81]. This phenomenon is termed strain softening. The behavior of flow stress 

as modeled by the JC and V-JC models is contrasted in Fig. 6.4 for the Ti-alloys under study. 

The flow stress is normalized with respect to the room temperature yield stress of Alloy 1. 

The JC law exhibits a monotonic increase in flow stress with increasing strain at all 

temperatures (Fig. 6.4a). The V-JC law restricts this behavior, and beyond a certain level of 

strain the material seizes to harden (Fig. 6.4b). Thus, the V-JC law offers a more accurate 

interpretation of flow stress behavior for Ti-alloys than the widely used JC equation. 

 

        

Fig. 6.4: flow stress behavior for both Ti-alloys at T = 500°C as a function of effective strain and 

strain rate, as described by: (a) the JC model and (b) the V-JC model. 
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Fig. 6.5: variation with temperature and effective plastic strain of (a) Alloy 1 flow stress, and (b) 

flow stress ratio of Alloy 2 to Alloy 1, as described by the Voce-Johnson-Cook (V-JC) model, and 

for a fixed strain rate of 103 s-1. 

Modified versions of the JC equation that can account for a more severe reduction in 

flow stress due to strain softening were recently developed [74, 81]. These models, however, 

incorporate up to 5 additional material constants, which make them extremely difficult to 

calibrate and evaluate using the methods and criteria adopted in this work. The large number 

of parameters involved in the calibration can lead to non-unique solutions for a particular 

material. A more detailed discussion regarding the disadvantages of these models is provided 

in Chapter 7. Based on the above analysis, the V-JC constitutive model was selected and 

implemented in the FE model for both Ti-alloys. 

The flow stress behavior of the Ti-alloys as described by the V-JC model for a fixed 

stain rate 3 -110  s   is depicted in Fig. 6.5. More precisely, Fig. 6.5a shows the variation 

in flow stress with temperature and effective plastic strain for Alloy 1, and Fig. 6.5b shows 

the variation in the ratio 2/1 2 1
    of the flow stress of Alloy 2 to that of Alloy 1 at 

similar conditions. In Fig. 6.5a, the flow stress is normalized against the room temperature 

yield stress of Alloy 1. By examining the two figures, it can be seen that Alloy 1 is highly 
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sensitive to thermal softening and to a much larger extent than Alloy 2. As the temperature 

exceeds around 420°C (Fig. 6.5a), the flow stress of Alloy 1 drops by around 50%. Beyond 

a temperature of about 120°C (Fig. 6.5b), Alloy 1 undergoes thermal softening at a higher 

rate than Alloy 2. Beyond this point, the flow stress ratio 2/1
  exceeds unity. In addition, at 

an effective strain 1  , Alloy 2 is more sensitive to strain hardening than Alloy 1. It should 

be noted that according to the V-JC model, the greater part of strain hardening for both Ti-

alloys takes place within the range 0 1  , as is evident in Fig. 6.4b.  

The above findings indicate that at similar cutting conditions, Alloy 2 is expected to 

generate larger machining forces and higher cutting temperatures than Alloy 1, leading to 

more rapid tool deterioration. 

6.2.1.3 Tribological tool and workpiece interaction 

It is common to use a shear friction model with a constant friction coefficient at the 

tool/chip interface to simulate the cutting of Ti-alloys [73, 82, 93]. This is a reasonable 

assumption due to the adhesion of workpiece material to the tool and the continuous shearing 

of the formed TiC layer [126, 127]. Nevertheless, an in-depth numerical investigation of the 

effect of friction models on force and residual stress predictions was carried out for the Ti-

alloys under study. The objective was to identify the model that offers the best overall 

agreement between predicted and experimentally measured machining forces and RS. It was 

found that hybrid friction models, which provide a closer representation of the real tool/chip 

interaction, produce more accurate predictions. 

Zorev’s sticking-sliding friction model was selected due to improved predictions with 

respect to the thrust force and residual stresses, and due to its dependency on the normal 

pressure, which is an important parameter that governs tribological interactions at the 

tool/chip interface [65]. Zorev’s friction model is given by: 

 

τ
f  = µσ

n
  in the sliding region, where  µσ

n
 < k s ,  and  (6.3) 

τ
f  = k s    in the sticking region, where  µσ

n
 ≥  k s ,   

 

where τf and σn are the friction shear stress and normal stress acting on the tool rake face, 

respectively, µ is the sliding friction coefficient at the tool/chip interface, and k s  is the local 

shear flow stress of the deforming material.  
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As a first step, the average Coulomb friction coefficient for the investigated range of 

cutting parameters was estimated from the experimentally measured cutting and thrust forces. 

An iterative procedure was then implemented using Zorev’s friction model, wherein the 

experimentally estimated Coulomb friction coefficient was used as a starting point. This 

initial value was then varied slightly until the best agreement between experimental data and 

FE predictions was obtained. As a result, a sliding friction coefficient µ = 0.55 was selected. 

In addition to cutting forces, which are commonly used to fine tune the value of the friction 

coefficient, RS were included in the iterative process to achieve an acceptable level of overall 

accuracy. The influence of the friction coefficient on the predicted forces and RS is mapped 

in the flow diagram presented in Fig. 6.1 that also illustrates the iterative procedure. 

The friction models that were studied include: (i) shear friction with a fixed 

coefficient at two levels, m = 0.6 and 0.9, (ii) Zorev’s sticking-sliding model with µ = 0.55 

in the sliding region, (iii) a hybrid friction model with m = 0.9 and µ = 0.55 in the sticking 

and sliding regions, respectively, and (iv) several variations of the hybrid model introduced 

by Sima et al. [74], which divides the contact region at the tool/chip interface into 3 friction 

regions: a sticking region with m = 1, a shear friction region with a fixed coefficient m  1, 

and a sliding region with a fixed coefficient µ. The regions are located at the hone radius 

(curved cutting edge), within the uncut chip thickness (straight cutting edge), and beyond the 

uncut chip thickness, respectively.  

Numerous cutting simulation cases were run at the conditions constituting the corners 

of the orthogonal cutting matrix for Alloy 1, (t1, v1) and (t3, v3), for the above friction models. 

Simulation conditions in the figures displaying FEM results are identified as follows: 

 

 

 
 

where (1) gives the alloy type; (2) indicates the constitutive law; (3) designates the tool/chip 

interface friction model followed by the friction coefficient value; (4) indicates the number 

of elements used to mesh the workpiece; and (5) denotes the cutting parameters (ti, vi). 

As shown in Fig. 6.6, Zorev’s model was found to eliminate the large discrepancy in 

the prediction of the thrust force, a common problem in FE simulations [128]. In addition, 

Zorev’s model offered more accurate residual stress predictions as shown in Fig. 6.7. This is 

especially true at low cutting speed conditions (ti, v1).  

1 2 3 4 5 

A2/ V-JC/ Zorev 0.55 (10000): t3, v3 
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Fig. 6.6: Alloy 1: comparison of force prediction errors over the full range of conditions (ti, vi) 

obtained with: (a) Zorev’s friction model (µ = 0.55) and (b) constant shear friction (m = 0.6). 

 

Fig. 6.7: Alloy 1: comparison of RS prediction errors over the full range of conditions (ti, vi) 

obtained with Zorev’s friction model (µ = 0.55) and constant shear friction (m = 0.6). 

In order to accelerate the attainment of steady-state machining conditions during the 

FE simulations, a large heat transfer coefficient hc = 106 kW/m2 °C was adopted, and perfect 

contact was assumed at the tool/chip interface. The FE model was, therefore, not only 

optimized for accuracy, but also for computational efficiency. The reduction in simulation 

time from several days to only 24-36 hours is an important attribute that makes the model a 

more practical investigative tool of added value to industry.  
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6.2.1.4 Geometrical aspects 

The effect of workpiece thickness on predicted residual stress profiles was evaluated. 

Several cutting simulations were performed with fixed cutting parameters, but with varying 

workpiece thickness from 0.3 to 2 mm. It was found that thickness has a small influence on 

the superficial residual stress. However, it has a large effect on the predicted residual stress 

profiles, most probably due to the altered temperature distribution in the near-surface layers. 

The effect on RS distribution was found to be minimal beyond a thickness of 1 mm. 

Furthermore, the influence of tool stroke or cutting length on the convergence of surface 

residual stresses was investigated for several values between 2 and 8 mm. It was observed 

that within the investigated range of parameters, and for the adopted model assumptions and 

idealizations, a tool stroke exceeding 2 mm could attain steady-state cutting and achieve 

convergence of surface residual stresses. 

6.2.1.5 Tool and workpiece mesh density and distribution 

A mesh grading strategy was implemented that maintained a dense mesh in the 

vicinity of the cutting zone and in the newly generated workpiece surface. For the accuracy 

of predictions, it was important to implement a mesh distribution that can account for sharp 

stress, strain, and temperature gradients in the primary shear zone, the forming chip, and the 

machined surface. The latter was especially important for residual stress predictions. One of 

DEFORM’s main strengths is its capability to continually monitor mesh distortion and to 

perform uninterrupted automatic remeshing according to user set criteria. Consequently, a 

meshing strategy was implemented with the following guidelines: 

 Placing at least 10 elements within the uncut chip thickness, which dictates the 

minimum admissible number of elements in the workpiece. 

 Maintaining a high mesh density in the shear zone, the forming chip, and the 

machined surface through the use of suitably positioned mesh windows coupled with 

automatic remeshing.  

 Applying a graded mesh to the tool that models its geometry with high fidelity and 

preserves a high mesh density at the tool tip and in the tool/workpiece contact regions. 

 Selecting remeshing criteria that preserve the integrity of the mesh during the 

simulation.  
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A convergence analysis was carried out to examine the effect of mesh density on FE 

predictions. The analysis showed that while its effect on machining forces was small, element 

size had a significant influence on residual stress predictions. For the investigated cutting 

conditions, compressive residual stresses (RS) were largely underpredicted for element sizes 

above 15 µm. In addition, the residual stress distributions predicted with low mesh densities 

were almost linear, which is never the case in reality. Excessively large elements cannot 

account for sharp stress, strain and temperature gradients in the near-surface layer. This 

affects the magnitude of predicted RS as well as their distribution. Thus, the workpiece was 

meshed with a minimum of 10,000 elements resulting in an element size of 4-8 µm in the 

primary shear zone, the forming chip, and the workpiece surface. 

6.2.2 Model description 

6.2.2.1 Geometry, kinematics, and boundary conditions 

As a result of the model optimization described in the previous section, a workpiece 

length of 4 mm and thickness of 1 mm were adopted. To model a sharp cutting edge, an edge 

radius of 10 m was employed. This was based on a measurement performed on a 

metallographic tool section perpendicular to the cutting edge with an optical microscope at 

high magnification. The FE model setup and boundary conditions are shown in Fig. 6.8.  

 

 

Fig. 6.8: FE model setup and boundary conditions. 
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During the FE simulation, the tool moves relative to the fixed workpiece at the desired 

uncut chip thickness (t) and with the required cutting speed (v). Velocities vx = vy = 0 are 

imparted to the nodes in the bottom edge of the workpiece, sufficiently distant from the 

cutting zone, to fix them in space. On the other hand, velocities vx = -v and vy = 0 are assigned 

to the tool as shown. The workpiece and tool edges furthest away from the cutting zone are 

retained at ambient temperature T0 = 20°C. Heat transfer with the environment is enabled for 

the edges that are closer to the cutting zone. Having reached its stroke of 2.5 mm, the tool is 

retracted, and the workpiece is allowed to cool down to room temperature, mainly by 

conduction with the material bulk and by convention with the surrounding environment. 

6.2.2.2 Material modeling 

To predict residual stresses, the workpiece material is modeled as an elasto-plastic 

body to allow the recovery of elastic strains and the formation of deformation gradients that 

lead to incompatibilities between the surface and underlying layers. The tool, however, is 

modeled as a rigid body. Temperature dependent physical and thermal properties of the 

material supplied by the industrial partner are assigned to the workpiece in the FE 

simulations. The thermophysical properties of Kennametal grade K68 uncoated carbide tools 

are assigned to the tool. The Voce-Johnson-Cook (V-JC) material constitutive law calibrated 

as per the procedure described in section 6.2.1.1 is adopted for both alloys. 

6.3 FE model validation and analysis of results 

In this section the accuracy of FE model predictions involving continuous non-

segmental chip formation is assessed. The FE model was validated against experimentally 

measured forces, temperatures, and RS for both Ti-alloys over the full range of investigated 

parameters (ti, vi). 

6.3.1 Machining forces 

A comparison between experimentally acquired (Exp) and numerically predicted 

(FEM) machining forces for both Ti-alloys is given in Fig. 6.9. Good agreement exists 

between experimental and predicted forces. The FE predictions reflect the substantial 

increase in force with increasing uncut chip thickness. Although the experimental cutting 

force exhibited a small increase with rising speed, predictions suggest a small reduction in 

cutting force. This discrepancy could be due to the assumed non-segmental chip morphology. 
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Fig. 6.9: comparison between FE predictions and experimentally acquired: (a, b) cutting force (Fc) 

for Alloy 1 and Alloy 2, respectively, and (c, d) thrust force (Ft). 

An estimate of force prediction errors is shown in Fig. 6.10 for both Ti-alloys. Over 

the finish turning regime under study, cutting force predictions were mostly accurate to 

within ± 15% as shown in Fig. 6.10(a, b), except for conditions (A1, (t1, v1)), (A1, (t2, v1)), and 

(A2, (t3, v1)) where the average error was around 25%. For Alloy 1, the thrust force was 

underpredicted by up to  30% as shown in Fig. 6.10c, except for condition (A1, (t1, v2)) that 

neared 35%. The thrust force prediction error was within ±30% for Alloy 2 as shown in Fig. 

6.10d, except for condition (A2, (t1, v3)) that approached 45%. It should be noted that in FE 

simulations it is common to have errors exceeding 50% in thrust force predictions [128]. 
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Fig. 6.10: percentage errors in FE predictions of (a, b) cutting force (Fc) and (c, d) thrust force (Ft).  

6.3.2 Cutting zone temperatures 

Using an IR camera, it was not possible to obtain a clear vision of the cutting tool or 

the workpiece surface after engagement. This was due to the continuously winding nature of 

the chip that concealed the cutting zone (Fig. 3.11). Thus, the peak temperature measured in 

the free surface of the chip at several instances during cutting was compared to the predicted 

temperature at the same position. The range of temperatures predicted by the FE model and 

measured by the IR camera for several values of emissivity is given in Table 6-1. 

Temperature readings acquired from the infrared images depend on the value of 

emissivity. When the value e = 0.3 calibrated for unmachined Alloy 1 specimens was used 

for the chip, the temperatures in the chip were underpredicted by around 30%. The free 

surface of a typical chip obtained during orthogonal cutting is shown in Fig. 4.1. Increased 

roughness and obscurity of the surface are factors that are known to increase the emissivity.  
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Table 6-1: Alloy 1: IR measurements for various emissivity values and FE predictions of the 

maximum temperature in the chip’s free surface over the investigated cutting conditions. 

 

The chip would therefore be expected to have a higher emissivity than the workpiece. 

With e = 0.4, the underprediction of chip surface temperature is reduced from around 30% 

to 15%. In the absence of experimental measurements of chip emissivity at high 

temperatures, a value of e = 0.4 is adopted. Furthermore, no phase transformation products 

were observed in the near-surface layer of machined Alloy 1 specimens, even for the harshest 

condition (t3, v3). This confirms that the temperature in the near-surface layer did not exceed 

the beta transus (970 ± 50°C) of the Ti-6Al-4V alloy as predicted by the FE model.  

6.3.2.1 Effect of cutting parameters on temperature distribution 

Through dimensional analysis, Shaw [1] established that for a given tool-workpiece-

environment combination, 
 

 
0.5 0.3

T v t  , (6.4) 
 

where T  is the mean tool face temperature. The mean tool face temperature predicted by 

the FE model for Alloy 1 was found to follow a relationship that is in close agreement with 

Shaw, given by: 
 

 
0.46 0.25

T v t   (6.5) 
 

This relationship was obtained by studying the dependence of the average predicted 

temperature at the tool/chip interface (Tint) on the cutting speed (v) and uncut chip thickness 

(t) over the range of investigated cutting conditions (ti, vi) as shown in Fig. 6.11. The effect 

of speed on temperature predictions at high uncut chip thickness conditions (A1, (t3, vi)) is 

illustrated in Fig. 6.12. Specifically, Fig. 6.12a shows the temperature distribution at the 

tool/chip interface beyond the tool tip O and along the x-axis delineating the rake face. The 

temperature field in the tool, the workpiece surface, and the chip is shown in Fig. 6.12b. 

Emissivity IR temperature range (°C) FEM temperature range (°C) 

0.3 572 - 755  

395 – 560 0.4 472 - 623 

0.5 423 - 535 
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Fig. 6.11: Alloy 1: the dependence of the average predicted temperature at the tool/chip interface, 

Tint, on: (a) the cutting speed, v, and (b) the uncut chip thickness, t. 

 

 

             

Fig. 6.12: Alloy 1: effect of cutting speed on temperature predictions at high uncut chip thickness 

conditions (t3, vi): (a) temperature distribution at the tool/chip interface and (b) temperature field in 

the tool, workpiece surface, and the chip. 
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Fig. 6.13: Alloy 1: predicted temperature distribution in the workpiece surface after a simulated 

cutting length of 2.5 mm, and under the effect of: (a) uncut chip thickness, t, at conditions (ti, v3) 

and (b) cutting speed, v, at conditions (t3, vi). 

Increasing the cutting speed by 150% (v1-v3) promoted an increase in tool tip 

temperature of around 150°C (Fig. 6.12a) combined with a higher extent of chip curl (Fig. 

6.12b). Thus, the contact length was reduced, and thermomechanical loads were further 

concentrated at the tool tip. This in turn contributed to a larger increase in cutting zone 

temperature. It is evident from Fig. 6.11 and Fig. 6.12, as expected, that the temperature at 

the tool/chip interface and in the shear zones is predominantly controlled by the cutting speed. 

In consequence, cutting speed exerts a higher influence than uncut chip thickness on the 

temperature distribution in the workpiece surface as illustrated in Fig. 6.13. This can have an 

important bearing on residual stresses (RS). 

6.3.3 Residual stresses 

A comparison between FE predictions (FEM) and experimental measurements (Exp) 

is presented in Fig. 6.14. Experimental and predicted surface RS are generally in good 

agreement. FE predictions reflect the experimentally determined trends of diminished 

compressive RS with increasing cutting speed and enhanced compressive RS with increasing 

uncut chip thickness. Residual stress prediction errors for Alloy 1 are shown in Fig. 6.15. At 

conditions of low and intermediate speed (v1 and v2), the prediction error is within ±10%. At 

high speed (v3), compressive RS are underpredicted by around 25% on average. 
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 Fig. 6.14: Alloy 1: (a) comparison between FE predictions and experimental measurements of RS 

and (b) effect of cutting parameters (ti, vi) on predicted residual stress profiles. 

 

Fig. 6.15: Alloy 1: FE residual stress prediction errors over the range of investigated cutting 

conditions (ti, vi) for dry orthogonal cutting. 
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segmentation should be accounted for in the FE model. In high speed machining of Ti-64 at 

v = 320 m/min, it was shown that chip segmentation can lead to a drop in predicted surface 

temperatures and an associated increase in compressive RS [54]. 
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thickness reveals more compressive superficial and sub-surface RS. As shown in Fig. 6.13b, 

with increasing speed, sharper temperature gradients are developed coupled with more 

elevated surface temperatures. Due to the Ti-alloy’s low thermal conductivity, the added heat 

energy is confined in a shallower sub-surface layer. This causes RS to be very sensitive to 

surface temperature. As elaborated in section 5.2.2, tensile RS are generated by high intensity 

thermal loads due to non-uniform thermal expansion. Thus, cutting conditions involving high 

speed, large hone radii, and flank wear that promote elevated surface temperatures can shift 

RS from a compressive to a tensile state by promoting the dominance of thermally induced 

deformation (Fig. 5.13). 

To investigate further, FE simulations were performed of high speed machining. The 

range of cutting speeds was extended to 274 m/min. In addition, the effect of honed cutting 

edges on RS was studied for hone radii of up to 0.080 mm. This numerical investigation was 

conducted after having acquired a high confidence level in the accuracy of FE predictions 

through the validation process. As a result, the optimized model parameters were maintained.  

The effect of cutting speed on predicted surface RS up to the high speed range is 

shown in Fig. 6.16a for conditions (A1, (t3, vi)). Furthermore, the effect of hone radius on 

surface RS for conditions (A1, (t3, v3, ri)), where r represents the hone radius, is shown in Fig. 

6.16b. Residual stresses were adjusted for chip segmentation at high cutting speeds. It is later 

established in Chapter 7 that compressive RS are underpredicted by around 25% when chip 

segmentation is neglected at high speeds. The experimental measurements of RS at lower 

speeds are included for the purpose of validation. The ratio of the von Mises effective stress 

to the flow stress of the Ti-alloy is also shown. This ratio is estimated based on the 

instantaneous values of temperature, effective strain, and effective strain rate corresponding 

to the peak effective stress encountered by the surface elements at the center of the cutting 

path. A value of unity denotes the onset of plastic deformation. The stress ratios resulting 

from conditions where the mechanically induced stresses are largely dominant are in the 

range of 1 to 1.25. This is representative of cutting with moderate speeds and sharp edges, as 

per the conditions investigated experimentally. On the other hand, stress ratios associated 

with high cutting speeds and honed edges that encourage thermally induced deformation are 

in the range of 1.25 to 1.90. This is indicative of the occurrence of thermal softening in the 

surface material. Variations in RS and stress ratios are plotted against the predicted peak 
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temperature in the machined surface for every cutting condition. FE modeling provides a 

valuable tool to examine the distribution of state variables that cannot be directly measured. 

The temperature and stress distributions along the workpiece surface under the effect of high 

cutting speeds and honed cutting edges are shown in Fig. 6.17. These distributions were 

conveniently captured at a tool position of 1.6 mm within the cutting path. They reveal the 

state of the machined surface in front of the cutting tool, during contact, and behind the 

cutting tool. A position locator depicts the position of the tool tip, which coincides with sharp 

stress and temperature peaks. 

 

 

 

 

Fig. 6.16: Alloy 1: effect of (a) cutting speed, v, and (b) hone radius, r, on residual stresses, peak 

temperature, and the ratio of effective stress to flow stress in the machined surface. 
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Fig. 6.17: Alloy 1: the effect of cutting speed (v) and hone radius (r) on the predicted 

(a, b) temperature distribution and (c, d) stress distribution along the machined surface at a tool 

position of 1.6 mm within the cutting path for conditions (A1, (t3, vi)) and (A1, (t3, v3, ri)).     

As evident in Fig. 6.16, high speed machining results in a sharp reduction in 

compressive RS, reaching around 60% at v = 274 m/min. Honed cutting edges have a similar 

effect. Moreover, increasing the hone radius to 0.080 mm shifted RS from the compressive 

to the tensile region. The above behavior is explained with reference to Fig. 6.17. It is clear 
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that unconventionally high speeds and large hone radii lead to a significant temperature rise 

in the machined surface during cutting (Fig. 6.17(a, b)). The added intensity of the thermal 

load causes more severe expansion in the surface material. Therefore, larger compressive 

stresses are generated due to restraints by the underlying layers. Thus, the compressive stress 

level during contact shifts downwards (Fig. 6.17(c, d)). A more severe shift is triggered by 

the edge hone due to its contribution to larger mechanical loads. Behind the tool tip, the 

surface that has already initiated rapid cooling is almost representative of the final residual 

stress state. Due to the added contribution of thermal loading, the compressive RS in the 

machined surface are diminished. These stresses shift upward towards the tensile region with 

increasing speed (Fig. 6.17c) and into the tensile region with increasing hone radius (Fig. 

6.17d) as the balance is shifted towards thermally induced plastic deformation. 

With increasing uncut chip thickness, a substantial increase in machining forces takes 

place (Fig. 6.9) compared with a limited surface temperature rise (Fig. 6.13a). The influence 

of uncut chip thickness on the predicted effective stress field is shown in Fig. 6.18. With 

increasing uncut chip thickness, the effective stress in the primary shear zone and in the 

machined surface increases gradually. The size and penetration depth of the stress field also 

increases, indicating a wider and more deeply penetrating elasto-plastic deformation zone. 

 

 

 Fig. 6.18: Alloy 1: the influence of uncut chip thickness on the predicted effective stress field in the 

cutting zone and in the machined surface. 
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Thus, strains of larger magnitude and penetration depth are produced by more 

dominant mechanical loads. The superficial stress distribution at a tool position of 1.6 mm 

within its stroke is shown in Fig. 6.19 for cutting conditions (A1, (ti, v1)). A comparison is 

made between the stress distributions for low and high uncut chip thickness, t1 and t3, 

respectively. At t3, a larger extent of plastic unloading in tension takes place behind the tool 

tip. This indicates an increase in the dominance of the tensile phase of the loading cycle. In 

other words, a larger extent of plastic deformation in tension is produced in the machined 

surface. The final outcome is enhanced compressive stresses. This is reflected in the 

downward shift of the stress profile behind the tool.  

Consequently, larger feed rates within the finish turning regime shift the balance 

further towards mechanically induced plastic deformation. This is due to the relatively small 

influence of uncut chip thickness on the average temperature in the cutting zone and in the 

machined surface. The result is an increasingly compressive overall state. A critical uncut 

chip thickness level may exist, however, above which the compressive portion of the 

mechanical loading cycle becomes more dominant, and thermal stresses begin to rise. At this 

point, the trend may be reversed, and RS may become less compressive with increasing uncut 

chip thickness. 

 

 

 

Fig. 6.19: Alloy 1: effect of uncut chip thickness on the predicted stress distributon along the 

machined surface at a tool position of 1.6 mm within the cutting path for conditions (A1, (v1, ti)). 
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6.3.3.2 The effect of flank wear on residual stress formation 

Regarding Alloy 2, a large discrepancy between predicted (FEM) and experimental 

(Exp) RS was obtained at high uncut chip thickness t3 (Fig. 6.20a). As elaborated previously 

in section 4.3.3.2, Alloy 2 did not exhibit a similar trend to Alloy 1 of enhanced compressive 

RS with increasing uncut chip thickness. Little change in RS was observed at low cutting 

speed v1, while at high speed v3, compressive RS were reduced. The FE model, however, 

predicted a substantial rise in compressive RS with increasing uncut chip thickness similar 

to Alloy 1. This is reflected by the downward shift of the residual stress profiles between 

conditions (t1, vi) and (t3, vi) in Fig. 6.20b. 

To explain this discrepancy in residual stress predictions, the cutting tools were 

examined for wear at high uncut chip thickness conditions. The flank wear generated by 

Alloy 2 was around 1.5 times larger than Alloy 1 as shown in Fig. 4.6. Flank wear (VB) was 

primarily measured with a tool analyzer, and the cutting edge was examined in the unpolished 

state. For the purpose of this discussion, wear measured by this method is referred to as gross 

flank wear. To obtain a more precise measurement, a metallurgical microscope was used to 

examine the cutting edge in the metallographic state (involving sectioning, mounting and 

polishing) at high magnification for the condition (t3, v3) combining high uncut chip thickness 

and high cutting speed. Fig. 6.21 shows a metallographic section of a carbide tool used in dry 

orthogonal cutting of Alloy 1 at this condition in the unpolished state (Fig. 6.21a) and after 

polishing with SiC paper (Fig. 6.21b). It was concluded that for the small amount of wear 

encountered during finish cutting, which is in the order of 20 to 50 μm, the real flank wear 

can be overestimated by a factor of around 3 for an unpolished edge. This could be due to 

the adhered workpiece material on the cutting edge, which was removed during polishing of 

the tool section. This is a common problem for Ti-alloys and tungsten carbide tools. 

Researchers have used various methods to remove adhered material that masks the worn 

surfaces, such as immersion in HF acid solution prior to the wear measurement [129]. 

A sensitivity analysis was performed for Alloy 2 through which the effect of several 

key factors on predicted RS was examined. These factors include the constitutive law, 

tool/chip interface friction, and flank wear. Residual stress predictions were found to be 

mostly sensitive to flank wear, which was introduced into the FE model by changing the 

cutting edge from its previously sharp state to a pre-worn state (Fig. 6.22). 
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Fig. 6.20: Alloy 2: (a) comparison between FE predictions and experimental measurements of RS 

and (b) effect of cutting parameters on predicted RS profiles, incorporating the effect of flank wear. 

 

      

Fig. 6.21: metallographic section of a carbide tool used in dry orthogonal cutting of Alloy 1 at 

condition (t3, v3): (a) prior to polishing and (b) in the polished state. 

 

                            

Fig. 6.22: (a) sharp tool with edge radius r = 10 µm adopted in FE simulations for Alloy 1; (b) pre-

worn tool with flank wear (VB) used in FE simulations for Alloy 2 at high uncut chip thickness.  
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Fig. 6.23: Alloy 2: effect of flank wear (VB) on FE predictions of (a) surface RS and (b) residual 

stress distribution in the sub-surface layers at condition (t3, v3). 
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experimentally between the gross flank wear detected in the unpolished state (Fig. 6.21a) and 

the real flank wear measured for a polished cutting edge (Fig. 6.21b). If the gross flank wear 

measured for Alloy 2 for the conditions (t3, v1) and (t3, v3), amounting to 40 and 47 μm, 

respectively, is reduced by a factor of around 3, the residual stress prediction error drops 

significantly as shown in Fig. 6.20a. RS predicted for a pre-worn tool are denoted by “FEM-

VB”. The above discussion confirms that RS are highly sensitive to flank wear. For accurate 

residual stress predictions, flank wear exceeding 12 μm should be included in the FE model. 

At low uncut chip thickness where flank wear is negligible, prediction errors are lower than 

10%. At high uncut chip thickness, by integrating flank wear into the model, the prediction 

error is reduced to around 25%. As a result, the developed FE model can accurately capture 

the behavior of RS in Ti-alloys. 

To analyse the mechanism by which flank wear influences RS, the impact of wear on 

the intensity of thermal and mechanical loads was assessed separately. The temperature fields 

in the cutting zone, and the temperature distribution below the machined surface for the 

condition (A2, (t3, v3)) are shown in Fig. 6.24. The results for three cutting edge conditions 

are compared: (i) wear free edge with VB = 0, (ii) pre-worn edge with VB = 17 µm, and (iii) 

pre-worn edge with VB = 60 µm. 

 

       

Fig. 6.24: Alloy 2: effect of flank wear (VB) at condition (t3, v3) on: (a) the temperature field in the 

cutting zone and (b) the temperature distribution beneath the machined surface. 
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With increasing wear, the high temperature region (600 to 675°C) expands from the 

tool/chip interface to the tool/workpiece interface (Fig. 6.24a). This is accompanied with a 

significant temperature rise in the machined surface (Fig. 6.24b). Due to the larger contact 

area and increased friction, the tertiary shear zone becomes an important heat source. With 

VB = 60 µm, the interface temperature at the flank wear land assumes an almost uniform 

distribution ranging from around 650 to 675°C. This corresponds to a temperature rise of 

around 40% with respect to the wear free edge. However, a small increase in the cutting force 

( 8%) is observed. With increasing wear, the thermal contribution to plastic deformation 

increases abruptly causing a rapid upward shift in residual stress profiles as shown in Fig. 

6.23b. At a certain point, the thermal effect becomes dominant, and residual stresses shift 

from compressive to tensile, as in the case of VB = 60 µm. 

6.3.4 Interpretation of the dissimilar behavior of the Ti-alloys under study 

The FE model was used to interpret the dissimilar behavior of the two alloys, Ti-6Al-

4V (Alloy 1) and Ti-6Al-2Sn-4Zr-6Mo (Alloy 2), under analysis. As previously elaborated 

in Chapter 4, Alloy 2 generated higher machining forces and produced larger flank wear in 

the carbide tools than Alloy 1. This was true for both oblique cutting and orthogonal cutting 

processes. Alloy 2 was found to have superior bulk hardness (by  20%) to Alloy 1 at ambient 

temperature and in the absence of deformation. The experimental findings confirm the results 

of the material identification process, which revealed that Alloy 2 undergoes thermal 

softening at a lower rate and is more sensitive to strain hardening (Fig. 6.5).  

Except during orthogonal cutting at high uncut chip thickness due to the previously 

discussed effect of wear, Alloy 2 exhibited higher magnitudes of surface compressive RS. In 

order to explain the mechanism by which this occurs, a comparison is made of the predicted 

temperature and stress fields for both alloys at identical cutting conditions (t1, vi) as shown 

in Fig. 6.25. Higher temperatures are produced in the primary shear zone, at the tool/chip 

interface, and in the tool tip for Alloy 2, together with wider and more deeply penetrating 

stress fields. Stresses of higher magnitude are generated in the primary shear zone and the 

secondary shear zone compared to Alloy 1. This reflects the characteristic flow stress 

behavior of the alloys described by the Voce-Johnson-Cook (V-JC) constitutive law. The 

larger mechanical loads and more elevated tool temperatures generated when machining 

Alloy 2 explain the higher wear rate in the carbide tools for this material. 
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Fig. 6.25: comparison between Alloy 1 and Alloy 2 of predicted temperature and effective stress 

fields in the cutting zone for cutting conditions (t1, vi).  

           

Fig. 6.26: comparison of FE predictions between Alloy 1 and Alloy 2 at cutting condition (t1, v1) of: 

(a) effective strain distribution and (b) temperature distribution below the machined surface. 
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To analyse the effect of the thermomechanical loading on RS, the predicted effective 

strain distributions (Fig. 6.26a) and temperature distributions (Fig. 6.26b) in the machined 

surface were compared for condition (t1, v1). A larger strain gradient is formed in the near-

surface layer of Alloy 2 although it is subjected to slightly higher temperatures during cutting. 

Since it undergoes thermal softening to a much lesser degree, plastic deformation during 

cutting could be restricted to a shallower layer. Once the load is removed and elastic 

deformation in the underlying material is relieved, the shallower plastically deformed layer 

is subjected to more stringent constrictions by the bulk material, thereby exhibiting a state of 

larger compressive residual stresses. Furthermore, the lower sensitivity to thermal softening 

of Alloy 2 makes it less susceptible to thermally induced plastic deformation. Therefore, it is 

less prone to thermally induced tensile RS, and plastic deformation is more predominantly 

controlled by mechanical loads. Consequently, the resulting RS are more compressive. 
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CHAPTER 7 CHIP SEGMENTATION IN Ti-6Al-4V AND 

ITS EFFECT ON FE PREDICTIONS 

7.1 Introduction 

The machining of Ti-alloys is characterized by the formation of segmental chips that 

result in a cyclic variation of forces with considerable amplitude variations. The resulting 

vibration limits the material removal rate, promotes accelerated tool wear, and could have a 

negative influence on the surface integrity of the machined part [130, 131]. It is, therefore, 

crucial to achieve an understanding of the criteria that promote segmental chip formation, 

and more importantly its effect on aspects of surface integrity that are not readily detectable 

such as machining-induced residual stresses.  

In this work, the term non-segmental chip is used to describe the continuous non-

cyclic steady-state chip, which forms the basis of orthogonal cutting mechanics. The term 

segmental chip is used to designate the continuous cyclic sawtooth chip that is commonly 

produced when machining Ti-alloys. In the FE model presented in Chapter 6, chip 

morphology was assumed to be of the non-segmental nature. It was suggested, however, that 

the accuracy of residual stress predictions at high cutting speed could be improved by the 

modeling of segmental chip formation. In this chapter, the relevance of segmental chip 

morphology to the prediction of machining-induced residual stresses is investigated. 

Segmental chip formation is introduced into the FE model through the use of the Cockroft & 

Latham damage criterion, and a comparison is made between the experimentally measured 

and the predicted chip geometry, machining forces, and residual stresses. The FE model is 

then used to analyze the influence of chip segmentation on residual stresses. 

7.2 Characterization of chip segmentation for Ti-6Al-4V 

In order to characterize segmental chip formation for Ti-6Al-4V, the chips obtained 

during orthogonal cutting were metallographically prepared and examined at high 

magnification. In addition to the bimodal Ti-6Al-4V alloy machined within the conventional 

range of cutting speed (20 to 90 m/min) and which is the main focus of this research, a mill-

annealed alloy of the same nominal composition was machined at unconventionally high 

speed v = 350 m/min. 
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Fig. 7.1: (a, b) metallographically prepared chip of mill-annealed Ti-6Al-4V orthogonally machined 

with (t, v) = (0.15 mm/rev, 350 m/min), with (a) showing typical geometrical features of segmental 

chips; (c) chip specimen of bimodal Ti-6Al-4V (Alloy 1) obtained at conditions (t3, v3). 

Fig. 7.1 compares the chip morphology of the mill-annealed alloy obtained at 

condition (t, v) = (0.15 mm/rev, 350 m/min) to that of the bimodal alloy machined at 

condition (t3, v3), where v3 represents relatively high speed within the conventional range. 

The main geometrical features of a typical segmented chip are also presented.  

As shown in Fig. 7.1a, the chip can be described by average values of the following 

geometrical features: (1) the minimum or valley thickness, tv, given by line DF, (2) the peak 

thickness, tp, denoted by C1F1, (3) the undeformed surface length, L0, given by C2D2 , (4) the 

tooth pitch, Lp, given by CC1, (5) the distance between slip zones or shear band centres, LSB, 

stretching from A to B, (6) the distance of forward tooth glide or slip, Ls, denoted by CD1, 

and (7) the angle of slip θs. 

The chip of the mill-annealed alloy machined at 350 m/min (Fig. 7.1b) exhibits 

equally spaced periodic shear bands. These constitute areas of severe strain localization 

leading to severe grain distortion. The shear bands are separated by segments of relatively 

low strain. A region of severely deformed microstructure similar to the shear bands is 

observed in the secondary shear zone. The chip of the bimodal alloy (Alloy 1) machined at a 

lower conventional speed (Fig. 7.1c) has less uniform geometry. Strain localization within 

the shear bands is less severe. The elongation of primary alpha grains in the direction of shear 
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within the segments indicates a more uniformly distributed deformation in comparison with 

the mill-annealed alloy. Shear banding is mostly constrained in a smaller region adjacent to 

the secondary shear zone and does not always extend through the chip. The above comparison 

brings into perspective the influence of cutting speed on segmental chip formation and the 

effect of microstructure for a particular nominal alloy composition. 

Within the conventional finish-turning regime under investigation (Table 4-2), FE 

predictions for the bimodal alloy (section 6.3.2) revealed that the nominal shear zone 

temperature does not exceed 320°C even at the harshest conditions of high uncut chip 

thickness and high cutting speed (t3, v3). This temperature is much lower than the beta-transus 

of Ti-6Al-4V (970 ± 50°C) [117]. This indicates that phase transformations within the shear 

bands, which constitute evidence of the existence of adiabatic shear [132], are highly unlikely 

to occur at conventional finish turning conditions. In contrast, the shear bands produced at 

350 m/min in the mill-annealed alloy can be subjected to temperatures in excess of 1000°C, 

leading to non-diffusional phase transformations [133]. At such speeds, the contribution of 

plastic instability to segmental chip formation increases significantly, and temperature has a 

far more dominant role. 

Furthermore, the irregularity in chip geometry exhibited by the bimodal alloy (Fig. 

7.1c) can be attributed to microstructural inhomogeneity and varying deformation behavior 

between the constituent phases. This irregularity is known to diminish with increasing cutting 

speed [130], as in the case of the mill-annealed alloy (Fig. 7.1b).  

In conclusion, at conventional cutting speeds, and in the presence of irregular chip 

morphology, the driving mechanism for chip segmentation is unlikely to be adiabatic shear. 

Segmental chip formation at these conditions is more likely to occur through the periodic 

fracture mechanism, whereby ductile fracture due to void coalescence and growth initiates 

within the primary shear zone [79]. 

From this point onwards, the discussion will focus on the chip morphology of the 

bimodal Ti-6Al-4V (Alloy 1) machined at conventional cutting speeds. High magnification 

metallographic images of chips obtained for Alloy 1 over the full range of orthogonal cutting 

parameter combinations (ti, vi) are shown in Fig. 7.2. Furthermore, the effect of cutting 

parameters on peak thickness and tooth pitch is shown in Fig. 7.3a and Fig. 7.3b, respectively. 

Experimental results are normalized with respect to the peak thickness of the chip obtained 
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for cutting condition (t3, v1), resulting in the largest compressive RS. To identify the onset of 

segmentation for Alloy 1, the formation of sawtooth chips and the extent of strain localization 

were monitored in conjunction with the chip load, defined as the product of the uncut chip 

thickness t and the cutting speed v, such that: chip load = (t × v) m2/min. The resulting chip 

load for the investigated parameter combinations (ti, vi) is presented in Fig. 7.3c. 

 

 

Fig. 7.2: metallographic chip sections produced during orthogonal cutting of bimodal Ti-6Al-4V 

(Alloy 1) over the full range of investigated cutting parameter combinations (ti, vi). 

 

Fig. 7.3: variation in (a) peak thickness, (b) tooth pitch, and (c) chip load with cutting parameters 

during dry orthogonal cutting of Alloy 1. The bars represent variations about the average value. 
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In the following sections, the influence of cutting parameters, chip load, and 

microstructural inhomogeneity on chip morphology is discussed with reference to Fig. 7.2 

and Fig. 7.3.  

7.2.1.1 Effect of cutting parameters 

At low uncut chip thickness t1, and for low and intermediate cutting speeds (v1 and 

v2), the chips produced were non-segmental in nature. Estimates of the tooth pitch at these 

conditions were, therefore, not possible. At condition (t1, v3) involving low uncut chip 

thickness and high speed, however, sharp aperiodic sawteeth began to form, together with 

variations in the angle of slip. Sawtooth formation involved a larger angle of slip. In other 

words, the shear angle diminished with the appearance of sawteeth.  

Increasing the uncut chip thickness produced considerable growth in the average peak 

thickness tp and tooth pitch Lp as quantified in Fig. 7.3(a, b). The average tooth pitch Lp is 

directly proportional to the uncut chip thickness. For a fixed cutting speed, a larger tooth 

pitch indicates a lower segmentation frequency [130]. Therefore, segmentation frequency is 

inversely proportional to the uncut chip thickness. At intermediate uncut chip thickness t2, 

no intense shear banding was identifiable between the sawtooth segments for all cutting 

speeds. This is further evidence that within the investigated range of cutting parameters, 

periodic fracture is the dominant mechanism as opposed to adiabatic shear. 

In general, the influence of cutting speed on chip morphology within the conventional 

range under study is small compared to that of the uncut chip thickness. The highest cutting 

speed v3, however, improves the periodicity of sawtooth formation and promotes a higher 

degree of geometrical homogeneity. No clear trend for the effect of cutting speed on the peak 

thickness tp could be identified (Fig. 7.3a). As shown in Fig. 7.3b, the tooth pitch Lp exhibits 

similar behavior with increasing speed at intermediary and high uncut chip thickness levels. 

At high uncut chip thickness t3, however, the effect of cutting speed on Lp is modest compared 

to intermediary uncut chip thickness t2. At t2, increasing the cutting speed from v1 to v2 caused 

an increase in the tooth pitch Lp and the associated distance between the slip zones LSB as 

evidenced in Fig. 7.2. A further increase in speed from v2 to v3, however, had the opposite 

effect. The tooth pitch was reduced, and slip zones became closer. At condition (t3, v3) 

involving high uncut chip thickness and high cutting speed, more severe grain distortion is 

observed between the segments within recurring shear bands (Fig. 7.2).  
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In order to explain the aforementioned changes in chip morphology with increasing 

cutting speed, its effect on the experimentally measured cutting force Fc is examined in 

conjunction with the predicted temperature distributions along the shear plane. Fig. 7.4 shows 

the temperature distributions along the shear plane predicted by the FE model for cutting 

conditions (t2, vi) and (t3, vi). The region of interest is that of localized strain rate in close 

proximity to the tool tip denoted by OA and delineated by a steep strain rate gradient. This 

region is prone to localized thermal softening that can potentially lead to plastic instability at 

elevated temperatures [131, 134].  

 

     
 

 

 

Fig. 7.4: Alloy 1: FE predictions of the effect of cutting speed on localized temperature distribution 

along the shear plane in close proximity to the tool tip at conditions (a) (t2, vi) and (b) (t3, vi). The 

region of interest is delineated by a steep strain rate gradient and denoted by OA in (c). 
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As reported previously (section 4.3.3.1), the cutting force Fc sustained by Alloy 1 at 

intermediate uncut chip thickness t2 increases by around 35% when the cutting speed is 

increased from v1 to v2. This behavior indicates a net strain rate hardening of the material 

with increasing speed. As a result, the length of forward tooth glide increases, while the slip 

zones become further apart (Fig. 7.2). As the cutting speed is further increased from v2 to v3 

at uncut chip thickness t2, there is very little change in the cutting force Fc. This indicates that 

the increment in thermal softening counterbalances the strain rate hardening associated with 

increasing speed. In addition, the localized temperature rise in the shear plane at v3 (Fig. 7.4a) 

promotes a larger extent of shear concentration between the segments. The overall result is 

smaller tooth pitch and reduced tooth glide (Fig. 7.2). 

At high uncut chip thickness conditions (t3, vi), the influence of speed on the cutting 

force is minimal. The effect of strain rate hardening is compensated by that of thermal 

softening. It is evident by comparing Fig. 7.4a and Fig. 7.4b that more elevated temperatures 

are attained in close proximity to the tool tip compared to conditions (t2, vi). At cutting 

condition (t3, v3), the deformation-induced temperature rise is at its highest. This promotes 

more localized thermal softening and leads to the appearance of shear bands with relatively 

severe strain localization that were not observed at the other cutting conditions (Fig. 7.2).  

7.2.1.2 Effect of chip load  

With reference to Fig. 7.3c, within the investigated range of cutting parameters, 

sawtooth chips began to appear at a chip load of around 0.003 m2/min corresponding to 

cutting condition (t2, v1). Recurring shear bands with severe strain localization only became 

visible, however, at a chip load of about 0.010 m2/min at condition (t3, v3). This value is 

considerably higher than the critical chip load of 0.004 m2/min identified by Bayoumi and 

Xie [133] for the onset of plastic instability in Ti-6Al-4V. This is a further indication that 

although strain localization was evidently more severe at high feed rate and cutting speed 

conditions, plastic instability due to adiabatic shear is not the sole acting mechanism and is 

unlikely to be the root cause for segmental chip formation. 

7.2.1.3 Effect of microstructural inhomogeneity 

As evidenced in Fig. 7.2, chip geometry is generally inhomogeneous for the 

investigated finish turning regime. Although the periodicity of segmentation was improved 

at high cutting speed v3, variations in peak thickness tp and tooth pitch Lp within ± 12% and 
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± 60%, respectively, were observed for a fixed cutting condition. These variations, shown as 

error bars in Fig. 7.3(a, b), indicate that the microstructural inhomogeneity of the bimodal 

Ti-6Al-4V alloy has a major impact on chip formation. 

7.2.1.4 The mechanism governing chip segmentation 

Based on the characterization of chip segmentation in Ti-6Al-4V, it is concluded that 

the root cause of segmental chip formation in Ti-alloys, as opposed to being purely thermal, 

is the localized strain imposed by the cutting process leading to periodic fracture. The extent 

of strain localization is influenced by several factors: cutting parameters, tool geometry, the 

microstructure of the workpiece material, and the associated thermophysical properties. 

Strain localization can be further intensified by deformation-induced thermal gradients 

arising at high cutting speeds and leading to the occurrence of adiabatic shear that may well 

be a precursor to fracture. Adiabatic shear does not negate the occurrence of fracture.  

7.3 FE modeling of segmental chip formation 

In order to model chip segmentation in Ti-alloys, the Cockroft & Latham (C-L) 

ductile fracture criterion was integrated into the FE model. The criterion relates material 

failure to the principal stress in tension and the accumulated plastic strain. It is given by: 

 
0

* f

f
d C


    (7.1) 

 

where * ,  , and f  are the maximum principal stress in tension, the effective strain, and 

the effective strain at failure, respectively, and Cf is the critical damage at failure. The 

criterion is phenomenological. It states that when the “damage” given by the integrand in Eq. 

7.1 reaches the critical value Cf ,  the deforming material fails by ductile fracture. It also 

implies that both shear strain and tensile stresses contribute to ductile fracture. The Voce-

Johnson-Cook (V-JC) constitutive law was adopted in this work. As elaborated in section 

6.2.1.2, the V-JC model offered a more accurate representation of the flow stress behavior of 

Ti-alloys than the widely used Johnson-Cook (JC) model and more accurate predictions.  

Prior to implementing the ductile fracture criterion in the FE model, however, an 

attempt was made to simulate segmental chip formation using the strain softening approach 

for the Ti-6Al-4V alloy under study. This approach postulates that chip segmentation in Ti-

alloys occurs solely as a result of strain softening due to dynamic recrystallization (DRX). 
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The JC law modified by Calamaz et al. [81] was applied. It is referred to as the C-JC 

constitutive law and is given by: 
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where σ f ,  ,  , 0  and are the flow stress, effective strain, effective strain rate and 

reference effective strain rate, respectively; T, Tr, and Tm are the instantaneous, room and 

melt temperature, respectively; A, B, n, C, and m are the parameters of the JC law; and a, b, 

c and d are the additional parameters of the C-JC law. 

The parameters of the JC equation were determined previously through the 

proprietary NRC methodology described in section 6.2.1.1, combining orthogonal cutting 

tests with analytical and FE modeling. Several combinations of the 4 additional parameters 

(a, b, c, and d )  were then selected that retain identical flow stress behavior to the JC equation 

at low strain levels  0.3. The resulting flow stress-strain curves for 2 such combinations and 

for several strain rate levels are shown in Fig. 7.5(a, b) in comparison with the JC and V-JC 

models. The associated chip morphology and strain distributions for the high uncut chip 

thickness and high speed condition (t3, v3) are shown in Fig. 7.5(c, d) in contrast with the 

experimentally obtained chip. None of the implemented conditions could produce segmental 

chips that were comparable to those obtained experimentally. The segmentation was mild, 

and the chips were almost wavy in nature. Moreover, the sensitivity of the predicted chip 

geometry to the additional parameters of the C-JC model was low. The strain softening 

approach is, therefore, not sufficient to model segmental chip formation for the bimodal Ti-

6Al-4V microstructure and the range of cutting parameters under investigation. 
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Fig. 7.5: Alloy 1; (a, b) flow stress-strain curves for 2 combinations of the C-JC model parameters, 

in comparison with JC and V-JC curves; the corresponding chip morphology and strain distribution 

is shown in (c, d) for condition (t3, v3) in contrast with the experimental result. 

Moreover, the determination of the additional parameters required for the strain 

softening approach is based on an inverse methodology that relies on the comparison of FE 

predictions with experimental results [74]. Firstly, the sensitivity of the flow curves to each 

of the additional parameters is analyzed. Several combinations of the additional parameters 

are then selected that maintain similar flow stress behavior at low strain to that described by 

the JC law. FE element simulations are then performed for each of the selected parameter 
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combinations. The predicted chip geometry and machining forces are compared with 

experimental results. Finally, the parameter combinations producing the closest agreement 

between experimental and predicted results are identified and adopted for the Ti-alloy under 

investigation. Such a procedure can be very lengthy. It is also difficult to converge to a unique 

solution for a given material due to the large number of parameters involved. 

7.3.1 Implementation of the ductile fracture criterion 

A flowchart integrating the ductile fracture criterion into the FE model and depicting 

its interactions with other model components is shown in Fig. 7.6. In DEFORMTM, the 

accumulated damage value Ct at time t is expressed in terms of the effective strain rate and 

the time increment. Thus, Eq. 7.1 is rewritten as: 

 

 
0

* t

t
dt C    (7.5) 

 

With this approach, the integration limit becomes the time to failure instead of the effective 

plastic strain at failure. The critical damage at failure Cf is assigned by the user. At the end 

of every time step, the damage value for every element is accumulated as follows: 

 

    1t t maximum tensile principal stress effective strain rateC C dt     (7.6) 

 

where Ct is the accumulated damage value at time t, and Ct-1 is the damage value at the 

previous step at time t-1. At the end of each step, the value of Ct is compared to the critical 

damage value C f  for every element in the mesh, and as soon as Ct ≥ Cf for a certain number 

of elements specified by the user (usually 3-5 elements), these elements are deleted from the 

mesh. It should be noted that only positive damage arising from tensile principal stresses is 

accumulated. If the principal stress is negative (compressive), then Ct = Ct-1. The DEFORMTM 

finite element code contains subroutines that perform element deletion in several steps. 

Firstly, elements having satisfied the damage criterion are deleted from the mesh. This is 

followed by extraction and smoothing of the workpiece border. The smoothing operation 

diminishes the volume loss in the workpiece caused by element deletion. It also aids the 

convergence of the FEM solver. Finally, the workpiece is re-meshed, and the corrected 

properties are assigned to the newly generated mesh by interpolation [70].  
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Fig. 7.6: flow diagram of the FE simulation including the effect of chip morphology. 
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By this approach, the predicted chip morphology is a function of cutting parameters 

and tool geometry. Its impact on the prediction of forces, temperatures and machining-

induced residual stresses (RS) is now considered. The build-up of damage, the crack initiation 

site, and the direction of crack propagation in the shear zone are driven by the magnitude and 

direction of the principal tensile stress, as well as the level of accumulated plastic strain in 

the deforming material.  

In addition to the contribution of the above factors, the onset of fracture is essentially 

controlled by the critical damage at failure Cf .  For accurate FE predictions, this value should 

be suitably determined. As a measure of the tensile energy per unit volume (Eq. 7.1), it can 

be determined by estimating the area under the stress-strain curve from a uniaxial tensile test. 

Such tests, however, are performed at very low strain and strain rate levels compared to those 

encountered during machining. Material subjected to localized deformation within shear 

bands can easily undergo plastic strain levels exceeding 2 at strain rates as high as 105 s-1. 

Thus, it is highly probable that the critical damage at failure obtained in this manner does not 

reflect the real behavior of the material. The critical damage at failure adjusted for high strain 

and strain rate levels can be up to one order of magnitude higher than that determined by a 

uniaxial tensile test [92].  

Consequently, an iterative procedure to determine Cf was adopted in this work based 

on FE predictions. After several iterations, a value was selected that gives the closest 

agreement between FE predictions and experimental results. The selection of C f was based 

on the overall accuracy of predicted machining forces, RS, and chip geometry. The iterative 

approach was performed for a fixed cutting condition (t3, v3), combining the highest uncut 

chip thickness and cutting speed levels in the investigated range of parameters. The critical 

damage at failure C f  was varied from 100 to 150 MPa. At Cf = 150 MPa, sawtooth chips 

ceased to form halfway through the tool stroke. Beyond this point, the results were similar to 

those obtained without the use of a ductile fracture criterion. At Cf = 100 MPa, the crack 

propagated all through the chip, which became fragmented or discontinuous. As no such 

chips were observed experimentally, the admissible range of C f is 100 < C f < 150 MPa. Its 

effect on the predicted cutting force Fc, thrust force Ft, and RS is depicted in Fig. 7.7. More 

precisely, Fig. 7.7a compares the predicted (FEM) and experimental (Exp) results for various 

values of C f  within the admissible range, and Fig. 7.7b shows its effect on the absolute 
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prediction errors. A marked improvement in FE element predictions is obtained when 

segmental chip formation is incorporated into the model. At Cf = 120 MPa, very good 

agreement exists between predicted and experimental results (Fig. 7.7a). The absolute error 

in force and residual stress predictions for Cf = 120 MPa is below 5% (Fig. 7.7b).  

 

          
Fig. 7.7: effect of the critical damage at failure C f on the predicted cutting force Fc, thrust force Ft 

and residual stresses (RS), with (a) comparing predicted (FEM) and experimental (Exp) results, and 

(b) showing the influence of C f on FE prediction errors. 

 

 

Fig. 7.8: Alloy 1: effect of the critical damage at failure Cf on (a) chip geometry prediction errors 

and (b) chip morphology and strain distribution, for the cutting condition (t3, v3). 
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The effect of the critical damage at failure C f  on the predicted chip geometry is shown 

in Fig. 7.8 for the cutting condition (t3, v3). The variation in chip geometry prediction errors 

with C f within the admissible range is shown in Fig. 7.8a. The estimated error values are 

presented in Table 7-1. The valley thickness (tv), peak thickness (tp), and tooth pitch (Lp) 

were overpredicted by the FE model. Although the valley thickness tv was more sensitive to 

C f than the other parameters, the impact of C f on chip geometry was generally limited. A 

continuous decrease in valley thickness tv was observed with decreasing C f .  The tooth pitch 

Lp exhibited a similar trend, except at 105 MPa. In general, as the value of C f diminished, 

the distance between shear centres decreased slightly, and segmentation took place at 

marginally higher frequency. The peak thickness was relatively insensitive to changes in C f .   

The impact of C f on the morphology and strain distribution within the simulated chip 

is depicted in Fig. 7.8(b-d) in comparison with the experimentally obtained chip. The 

examined cases reveal regions of concentrated strain between the segments and a severely 

strained layer at the back of the chip arising from deformation within the secondary shear 

zone. Relatively lower, but uniformly distributed strain also exists within the segments, as is 

the case experimentally. The simulated chip, however, exhibits higher homogeneity and more 

periodic behavior than its experimental counterpart. 

Based on the overall accuracy of FE element predictions of machining forces, residual 

stresses, and chip geometry (Fig. 7.7 and Fig. 7.8), a fixed value of Cf = 120 MPa was selected 

for the Ti-6Al-4V alloy and the cutting conditions under investigation. This value was 

adopted for high cutting speed conditions (ti, v3) to study the effect of segmental chip 

morphology on machining-induced residual stresses. 

Table 7-1: chip geometry prediction error as a function of the critical damage at failure Cf for  

Ti-6Al-4V (Alloy 1) and cutting condition (t3, v3). 

Critical damage 

value, Cf (MPa) 

FE prediction error (%) 

Valley thickness, tv Peak thickness, tp Tooth pitch, Lp 

135 20 43 142 
120 13 45 131 

105 2 44 138 

102 1 41 128 
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7.4 Effect of chip segmentation on FE predictions 

The effect of chip segmentation on FE predictions of machining forces at high cutting 

speed conditions (ti, v3) is shown in Fig. 7.9. Previous predictions made with non-segmental 

chip morphology are denoted by “FEM”. Those implementing the Cockroft & Latham 

criterion with Cf = 120 MPa resulting in segmental chips are denoted by “FEM, C f 120”. 

Experimental values of average steady-state machining forces are represented by “Exp”. 

 

 

              
 

              

Fig. 7.9: effect of chip segmentation on force predictions at high speed conditions (ti, v3), 

contrasting trends and prediction errors for (a, b) the cutting force and (c, d) the thrust force. 
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As shown in Fig. 7.9a, when chip segmentation is considered at high cutting speed 

v3, predicted cutting forces are in closer agreement with experimental results. For a non-

segmental chip, the FE model predicts a reverse trend of declining cutting force with 

increasing speed compared to the experimental results. This inaccuracy is diminished by the 

introduction of the ductile fracture criterion. The prediction error in cutting force is reduced 

to within ±10% for high speed conditions as shown in Fig. 7.9b. A similar improvement was 

observed for the thrust force (Fig. 7.9(c, d)). 

The exclusion of chip segmentation produced a larger drop in compressive RS at high 

speed compared to the measured values (Fig. 7.10a). This exaggerated decline in compressive 

RS at high speed v3 coincides with the erroneous reduction in machining forces elaborated 

in Fig. 7.9. Upon implementation of the ductile fracture criterion, the underprediction of 

compressive RS was diminished, and the accuracy of residual stress predictions was 

improved significantly (Fig. 7.10b). Furthermore, the prediction error for RS over the full 

range of investigated cutting conditions was reduced to within ±10%. The attribution of the 

discrepancy in RS prediction at high cutting speed to the exclusion of chip segmentation from 

the FE model was, therefore, verified. At cutting speeds v ≥ (0.85 × v3), chip segmentation 

should be considered in the FE model for accurate prediction of machining-induced RS.  

 

 

              

Fig. 7.10: effect of chip segmentation on RS predictions at high speed v3, contrasting (a) trends and 

(b) prediction accuracy. The resulting error range for the investigated cutting regime is given in (c). 
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7.5 Mechanism governing the effect of segmentation on RS predictions 

At high cutting speed v3 within the investigated conventional range (20 to 90 m/min), 

both machining forces and compressive RS are underpredicted when non-segmental chip 

morphology is assumed, and larger prediction errors are obtained (Fig. 7.9 and Fig. 7.10). 

Chip segmentation promotes an increase in the predicted machining forces and compressive 

RS relative to the non-segmental chip, thereby diminishing the prediction errors. This 

suggests that the effect is of a mechanical nature. The influence of chip segmentation on the 

predicted temperature and residual stress distribution in the sub-surface for condition (t3, v3) 

is shown in Fig. 7.11. Segmentation was found to have a negligible effect on temperature 

distribution (Fig. 7.11a), whereas both the magnitude and the gradient of compressive RS 

were increased (Fig. 7.11b). This shows that the effect of chip segmentation on machining-

induced RS at high speed within the conventional range is predominantly mechanical. For 

the purpose of validation, the measured surface residual stress value is shown in Fig. 7.11b.  

During high speed machining of Ti-6Al-4V at v = 320 m/min, it was shown that chip 

segmentation leads to a reduction in the predicted workpiece surface temperature compared 

to a non-segmental chip [54]. As elevated temperatures are known to shift RS towards the 

tensile state, the reduction in temperature associated with chip segmentation at very high 

speeds leads to larger predicted compressive RS. Thus, at unconventionally high speeds, the 

effect of chip segmentation on machining-induced RS is predominantly thermal. 

 

     

Fig. 7.11: predicted (a) temperature and (b) residual stress distributions below the machined surface 

for Ti-6Al-4V (Alloy 1) at condition (t3, v3) for non-segmental and segmental chip morphologies. 
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Fig. 7.12a shows the distribution of effective strain along the machined surface within 

the steady-state region in the direction of the tool path. The machined surface associated with 

a segmental chip appears to have sustained a larger degree of plastic deformation. The strain 

distribution below the surface at the point of contact with the tool tip is depicted in Fig. 7.12b. 

It was obtained at a tool stroke of 2.5 mm corresponding to the end of the cutting path. Chip 

segmentation produced a marked increase in the magnitude and gradient of effective strain, 

while the depth of the plastically deformed layer remained practically unchanged. Increased 

plastic deformation relative to the bulk of the material and a sharper deformation gradient are 

conditions that promote residual stresses of higher magnitudes. 

 Fig. 7.13 shows the evolution of stresses in the workpiece at the condition (t3, v3) in 

relation to the crack initiation and propagation sequence. The stress behavior (a-d) and the 

corresponding progression of fracture (e-h) are examined at identical simulation time steps. 

The crack initiation site for the bimodal Ti-alloy under study is located at the free surface 

adjacent to the primary shear zone ( Fig. 7.13e). This is true at all uncut chip thickness levels 

within the investigated range of cutting parameters. The crack initiates at point C and then 

propagates towards the tool tip O parallel to the direction of shear. This is in agreement with 

the periodic fracture theory of segmental chip formation  [135-137]. 

As the chip glides against the fractured surface, the material behind the tool tip in the 

machined surface is subjected to higher loads as shown in  Fig. 7.13c. A gradual increase in 

effective stress takes place following the onset of fracture. Upon the emergence of a newly 

forming segment ( Fig. 7.13d), the stresses are released and approach their initial levels. Due 

to the cyclic nature of the process, the surface material undergoes a repetitive loading cycle 

as machining progresses accompanying the formation of every segment. Simultaneously, the 

compressive region ahead of the cutting tool gradually shrinks in size and becomes more 

concentrated in the vicinity of the tool tip until the emergence of a new segment as shown in  

Fig. 7.13(a-d).  For condition (t3, v3), the effective stress in the machined surface ranged from 

around 600 to 750 MPa. For a non-segmental chip at the same condition, a lower nominal 

value of around 550 MPa was estimated that was almost constant. Consequently, while the 

temperature distribution in the workpiece surface remains almost the same relative to a non-

segmental chip (Fig. 7.11a), the material sustains larger mechanical loads of a cyclic nature 

leading to more severe plastic deformation with sharper gradients. 
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Fig. 7.12: predicted strain distribution (a) along the workpiece surface within the steady-state region 

and (b) below the machined surface for segmental and non-segmental chip morphology. 

 

 

 

 Fig. 7.13: FE predictions of (a-d) stress evolution in the workpiece and (e-f) the corresponding 

crack initiation and propagation sequence at condition (t3, v3) for Ti-6Al-4V (Alloy 1). 
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Fig. 7.14: predicted cutting (Fc) and thrust (Ft) force signals for Ti-6Al-4V (Alloy 1) at cutting 

condition (t3, v3), and for a critical damage at failure Cf = 150 MPa. 

Fig. 7.14 shows the predicted force signals at condition (t3, v3) for a critical damage 

value Cf = 150 MPa. Two distinct chip morphologies were observed for this condition. 

Initially, the chip was segmental in nature, resulting in cyclic force variation. Around halfway 

through the tool stroke, however, deformation became more uniform, and segmentation 

ceased to occur. In the absence of segmentation, the steady-state signal settled at a value 

below the peak of the previously cyclic signal. The ratio of the peak cyclic force to the steady-

state non-cyclic force was around 1.10 and 1.31 for the cutting (Fc) and thrust (Ft) force 

components, respectively. This agrees with experimental results reported by Sun et al. [130]. 

For a periodic saw toothed chip, the segmentation frequency fc can be estimated as 

the ratio of the cutting speed (v) to the undeformed length (L0) depicted in Fig. 7.1 [130]: 
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Based on the experimental measurements of chip geometry, the segmentation frequencies for 

conditions (t3, v1) and (t3, v3) were found to be around 5,650 and 14,100 Hz, respectively, 

amounting to an increase of around 150%. The ratio of frequencies at the above conditions 

was almost identical to that of the cutting speeds. Thus, at high cutting speeds, elements in 

the machined surface are subjected to higher frequency loads of larger amplitude as 

illustrated in Fig. 7.13 and Fig. 7.14. This promotes more severe superficial and sub-surface 
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deformation as elaborated in Fig. 7.12. Consequently, compressive RS of higher magnitude 

are induced in the machined surface. 

In conclusion, the assumption of non-segmental chip morphology at high cutting 

speed leads to the underprediction of compressive RS. When chip segmentation is modeled, 

larger compressive RS are predicted, and prediction errors are reduced. The mechanism by 

which this occurs is dictated by the cutting speed. Within the conventional range of speeds, 

chip segmentation increases the mechanical contribution to plastic deformation, which 

results in larger compressive RS. At unconventionally high speeds, the thermal contribution 

is diminished, thereby achieving the same result. 
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CHAPTER 8 CONCLUSIONS AND RECOMMENDATIONS 

8.1 Experimental investigation 

An extensive experimental investigation was conducted for two aerospace grade Ti-

alloys, Ti-64 (Alloy 1) and Ti-6246 (Alloy 2), in the finish turning regime. The effect of 

depth of cut (doc), cutting speed (v), feed rate ( f ) , and tool corner radius (R) on surface 

integrity was investigated including residual stresses (RS), surface roughness, and the near-

surface microstructure (NSM). Experiments were performed under wet conditions with the 

use of forced lubrication. In the following, cutting parameter combinations are represented 

by (doci, vi, fi, Ri), where i = 1 to 3 denotes the parameter levels in order of increasing 

magnitude. The following conclusions were drawn: 

1. State of RS and dominant parameters: Over the investigated finish turning regime, 

RS are compressive in nature for both Ti-alloys. Cutting speed v, feed rate f, and corner 

radius R have significant effects on RS. The magnitude of compressive RS is controlled 

by interactions between these three parameters. It is verified by statistical analysis that 

doc does not have a statistically significant effect on RS. The uttermost compressive 

residual stress state is attained, however, at conditions of high depth of cut, high speed, 

high feed, and small corner radius (doc2, v2, f3, R1) for both Ti-alloys.  

2. Compressive RS in Ti-64: In general, larger compressive RS are generated at conditions 

with opposing levels of feed rate and corner radius, (doci, vi, f1, R3) and (doci, vi, f3, R1). 

At high feed rate, compressive RS are substantially enhanced by increasing the cutting 

speed. Conditions of high speed, high feed, and small corner radius (doci, v2, f3, R1) 

promote compressive RS of higher magnitudes. 

3. Compressive RS in Ti-6246: Larger compressive RS are generated at conditions of high 

feed rate and small corner radius (doci, vi, f3, R1). Compressive RS induced in Ti-6246 

exceed Ti-64 levels by around 45% on average. 

4. Accuracy and benefits of the empirical models: The developed empirical models are 

of good value to industry as they provide fast and accurate predictions of RS with errors 

in the range of ±70 MPa. In addition, they successfully reflect the trends and mutual 

interactions between cutting parameters with respect to RS. Consequently, the models 

can serve as guidelines during product development and manufacturing.  
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5. State of surface finish and dominant parameters: For the investigated range of cutting 

parameters surface roughness is within the acceptable limits for aero-engine 

applications. Nevertheless, feed rate has the most significant detrimental effect on 

surface finish. Increasing the feed rate by 150% produces an average increase of around 

100% in the Ra value for both Ti-alloys. 

6. Conflict between RS and surface finish: A conflict exists between RS and surface 

roughness in that the enhanced compressive RS obtained at higher levels of feed are at 

the expense of surface finish. Based on guidelines developed in this work, optimal 

cutting parameters can be selected with respect to RS and surface roughness. For 

applications where surface finish is highly critical, it is recommended to machine Ti-64 

at conditions of low feed and large corner radius (doci, vi, f1, R3) and Ti-6246 at 

conditions of low feed and small corner radius (doci, vi, f1, R1). Such conditions promote 

moderately compressive RS and enhanced surface quality. 

7. Near-surface microstructure (NSM): For the investigated finish turning regime, 

machining parameters do not have a visible effect on microstructure. Machining does 

not cause significant work hardening of the sub-surface material. Surfaces are free from 

machining artefacts such as cracks, tears, and redeposited materials. No grain distortion 

or white layer formation is observed. 

8. Parameter range for high surface integrity: As a result of the extensive experimental 

investigation and the comprehensive analysis of surface integrity, a suitable range of 

cutting parameters is identified for finish turning of aerospace grade Ti-alloys that 

promotes compressive RS and enhanced surface quality. The machining of Ti-alloys can 

be further optimized based on these findings.    

8.2 FE modeling 

A thermomechanically coupled 2D FE model of the orthogonal cutting process was 

constructed in DEFORMTM. As a preliminary step towards model development, a numerical 

study was performed on the relative contribution of thermal loads, mechanical loads, and 

phase transformations to the resultant stress state in commercially available materials. The 

FE model was optimized for residual stress predictions in Ti-alloys and validated against 

experimental measurements over a wide range of cutting conditions. It was then used as a 
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virtual machining medium to gain insight into the effect of cutting parameters, tool edge 

preparation, flank wear, and chip segmentation on residual stress formation. This was 

achieved by examining the evolution of state variables at a level that was extremely difficult 

to achieve experimentally. In the following, cutting parameter combinations are represented 

by (ti, vi), where i = 1 to 3 denotes the levels of uncut chip thickness (t) and cutting speed (v) 

in order of increasing magnitude. The following conclusions were drawn: 

9. FE model accuracy and computational efficiency: Through precise characterization 

of flow stress behavior, high fidelity modeling of the cutting edge, and the simulation of 

chip segmentation at relatively high speeds, residual stress prediction errors for Ti-64 

are limited to ±10% over the entire range of cutting parameters. By adopting suitable 

geometries, efficient remeshing strategies, optimized boundary conditions, and efficient 

time steps, the computational time is reduced from several days to 24-36 hours. Thus, 

the model constitutes an investigative tool of good benefit to the aerospace industry. 

10. Voce-Johnson-Cook (V-JC) flow stress model: The V-JC constitutive law more 

accurately captures the flow stress behavior of Ti-alloys at high strains than the widely 

adopted Johnson–Cook (JC) model. By inhibiting the monotonic strain hardening 

behavior that is a characteristic of the JC model, the V-JC law leads to a higher prediction 

accuracy. As it maintains an identical number of material parameters (5), calibration can 

be performed with a high degree of certainty through advanced material identification 

procedures based on machining tests. 

11. Effect of chip segmentation on RS (Ti-64): Within the conventional range of speeds, 

the mechanism by which chip segmentation influences residual stress generation is of a 

mechanical nature. The machined surface behind the tool undergoes a repetitive loading 

cycle beginning with the formation of every segment, during which it withstands larger 

loads than those sustained with an assumedly non-segmental chip. At high speed, the 

machined surface is subjected to higher frequency loads of larger amplitude. This 

promotes more severe deformation with sharper gradients. Compressive RS are, 

therefore, enhanced by an enlarged mechanical contribution to plastic deformation. 

12. Residual stress evolution during cutting (Ti-64): A deeper understanding of the evolution 

of RS during cutting can be obtained by separating the thermally and mechanically induced 

residual stress components. The resulting thermomechanically generated stress state is 
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dependent on the imbalance between the thermal and mechanical components, which is 

influenced by cutting conditions. Cutting with moderate speeds and sharp tools shifts the 

imbalance towards mechanically generated stresses (compressive), whereas high speeds and 

large edge radii shift the imbalance towards thermally induced stresses (tensile). 

13. Effect of flank wear (Ti-6246): Residual stresses are highly sensitive to flank wear that 

can completely alter their behavior and reverse existing trends. Wear in excess of 12 μm 

should not be overlooked. The significant temperature rise with increasing wear rapidly 

diminishes compressive RS as thermal stresses predominate over the contribution of 

mechanical loads. Progressive flank wear can eventually shift RS from a compressive to 

a tensile state. 

14. Recommendations for the machining of Ti-alloys: Compressive RS can be generated 

in Ti-alloys by limiting the contribution of thermal stresses. The onset of plastic 

deformation under predominantly thermal loading conditions depends on the initial yield 

stress of the alloy and its sensitivity to thermal softening. An early onset of plastic 

deformation favors tensile RS. Machining with minimal tool wear, sufficiently small 

hone radii, and moderate speeds promotes compressive RS. Larger levels of feed (uncut 

chip thickness) can enhance compressive RS as they shift the imbalance further towards 

mechanically generated stresses. It is also possible to further increase the magnitude of 

compressive RS by machining at higher speeds due to their sizeable contribution to both 

mechanically induced and thermally generated stresses. This is, however, highly 

dependent on the use of appropriate modes of cooling/lubrication for the selected range 

of speeds. 

In conclusion, the fundamental understanding gained from this work as highlighted 

in items 1-14 provides important contributions to the knowledge base in the field of 

machining-induced RS. Prior to this work, limited information was available on RS in Ti-

alloys, especially during the critical finishing operation at cutting conditions relevant to the 

aerospace industry. A comprehensive analysis of RS and surface integrity led to the 

identification of a favorable parameter range that promotes compressive RS and high surface 

integrity, highly essential attributes for part longevity. Important guidelines were established 

for the optimal selection of cutting parameters to achieve a desirable combination of RS and 

surface roughness that were lacking in the open literature. Empirical models were developed 
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that offer reasonable predictions of RS during finish turning of Ti-alloys, which were 

previously only available for milling operations. Modern techniques for material 

characterization and improved practices were adopted in the development of more efficient 

and more accurate FE models optimized for residual stress prediction, which constitute a 

valuable resource to industry. The limitations of state variable distribution measurements 

were overcome through the use of the developed FE models to gain additional knowledge of 

the contribution of material properties and cutting parameters to the shift in the balance 

between mechanically and thermally induced plastic deformation. A clearer understanding 

of the relative significance of thermal and mechanical loads to residual stress formation was 

obtained. The nature of the effect of chip segmentation on residual stress generation at 

relatively high conventional speeds was determined, which was previously only known for 

high speed machining conditions. The adopted methodology that combined experimental 

investigation and FEM led to a thorough characterization of machining-induced RS in Ti-

alloys. In consequence, the work was successful in satisfying the specific and terminal 

objectives of the research. 

8.3 Recommendations for future work 

Further to the experimental findings and the knowledge gained from the FE modeling, 

and based on industrial requirements and developing trends, it is recommended to extend the 

research to address the following area(s):  

1. Development of a 3D finite element model of the cutting process to predict residual 

stresses in aerospace grade Ti-alloys, Ti-64 and Ti-6246. The proposed objective is to 

develop a computationally efficient model that can address typical conditions used in 

production. The model can be validated using the vast amount of experimental data 

obtained from the oblique cutting experiments performed in this research. 

2. Additional experimental investigation of the effects of tool wear, tool coatings, and 

workpiece heat treatment on machining-induced RS in Ti-alloys, to be supported by 

empirical and FE modeling, and to include the effect of various progressive wear modes 

arising from a combination of chemical and abrasive wear mechanisms.  

3. The experimental investigation and FE modeling of combined laser-assisted machining 

(LAM) and cryogenic cooling on RS in Ti-alloys. Of the many benefits of LAM is the 
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reduction in machining forces, which combined with cryogenic cooling of the cutting 

tool can permit higher material removal rates with improved tool life. The effect of such 

a hybrid process on RS is not known. It is proposed to evaluate RS induced under the 

above conditions, together with the effects of hybrid machining on cutting performance 

(productivity and cost) and surface integrity of the machined part. Due to the elevated 

temperatures and high cooling rates inherent in the process, special consideration should 

be given to the microstructure evolution of the workpiece material and its effect on 

residual stress formation. Phase transformation models can be incorporated into FE 

models to optimize the process for desirable surface microstructures.  

4. The investigation through experiments and FE modeling of the combined effect of chip 

segmentation and tool wear on RS in Ti-alloys at higher material removal rates. Chip 

segmentation becomes of special significance at higher cutting speeds that promote 

accelerated wear. Shear localization is more severe with larger feed rates and high 

cutting speeds. The proposed objective is to characterize the behavior of RS under the 

above conditions in relation to cutting performance and important aspects of surface 

integrity, surface roughness, and microstructure. 
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APPENDIX A 

Table A-1: cutting matrices for oblique turning of Ti-6Al-4V (Alloy 1) and Ti-6Al-2Sn-4Zr-6Mo 

(Alloy 2). Alloy 2 test conditions are shaded. The parameters doc, v, f, and R represent the depth of 

cut, cutting speed, feed rate and tool corner radius, respectively. 

Test #, Alloy 1 
Cutting parameters 

Test #, Alloy 2 
doc v f R 

A1-01 doc1 v1 f1 R1 A2-01 

A1-02 doc1 v1 f1 R2  

A1-03 doc1 v1 f1 R3 A2-02 

A1-04 doc1 v1 f2 R1 A2-03 

A1-05 doc1 v1 f2 R2  

A1-06 doc1 v1 f2 R3 A2-04 

A1-07 doc1 v1 f3 R1 A2-05 

A1-08 doc1 v1 f3 R2  

A1-09 doc1 v1 f3 R3 A2-06 

A1-10 doc1 v2 f1 R1 A2-07 

A1-11 doc1 v2 f1 R2  

A1-12 doc1 v2 f1 R3 A2-08 

A1-13 doc1 v2 f2 R1 A2-09 

A1-14 doc1 v2 f2 R2  

A1-15 doc1 v2 f2 R3 A2-10 

A1-16 doc1 v2 f3 R1 A2-11 

A1-17 doc1 v2 f3 R2  

A1-18 doc1 v2 f3 R3 A2-12 

A1-19 doc2 v1 f1 R1 A2-13 

A1-20 doc2 v1 f1 R2 A2-14 

A1-21 doc2 v1 f1 R3 A2-15 

A1-22 doc2 v1 f2 R1  

A1-23 doc2 v1 f2 R2  

A1-24 doc2 v1 f2 R3  

A1-25 doc2 v1 f3 R1 A2-16 

A1-26 doc2 v1 f3 R2 A2-17 

A1-27 doc2 v1 f3 R3 A2-18 

A1-28 doc2 v2 f1 R1 A2-19 

A1-29 doc2 v2 f1 R2 A2-20 

A1-30 doc2 v2 f1 R3 A2-21 

A1-31 doc2 v2 f2 R1  

A1-32 doc2 v2 f2 R2  

A1-33 doc2 v2 f2 R3  

A1-34 doc2 v2 f3 R1 A2-22 

A1-35 doc2 v2 f3 R2 A2-23 

A1-36 doc2 v2 f3 R3 A2-24 



 

181 

 

APPENDIX B 

 

 

 

Fig. B.1: near-surface microstructure of longitudinally turned Ti-6Al-4V (Alloy 1) at ×500 

magnification etched with Kroll’s reagent. Specimens are oriented parallel to the direction of feed, 

and were machined at the following cutting conditions: 

(a) (doc1, f1, v2, R3); (b) (doc2, f1, v2, R3); (c) (doc1, f3, v2, R3); (d) (doc2, f3, v2, R3). 

 

  

(a) (b) 

(c) (d) 

100 µm 100 µm 

100 µm 100 µm 
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Fig. B.2: near-surface microstructure of longitudinally turned Ti-6Al-2Sn-4Zr-6Mo (Alloy 2) at 

×500 magnification etched with Kroll’s reagent. Specimens are oriented parallel to the direction of 

feed, and were machined at the following cutting conditions: 

(a) (doc1, f1, v2, R3); (b) (doc2, f1, v2, R3); (c) (doc1, f3, v2, R3); (d) (doc2, f3, v2, R3). 

 

(a) (b) 

(c) (d) 

100 µm 100 µm 

100 µm 100 µm 
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