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ABSTRACT 

Over the last decade, there has bœn considerable interest and success in the 

formulation of co-Iocated equal-order Finite Volume Methods (FVMs) and Control

Volume Finite Element Methods (CVFEMs) for the prediction of fluid ftow and heat 

transler. This thesis is ooncerned with an evaluation ud enh.nœment of sorne aspects 

of reœnt co-Iocated equal-order FVMs and CVFEMs. In p.rticular, the pis of 

this thesis are the followins: (1) formulation and computer implementation of • co

located equal-order FVM that facilitates the evaluation and enhanœment tukl; (2) 

evaluation and enha.nœment of iterative sequential and ooupled-equation solvers; and 

(3) comparative evaluation of a recently proposed mass-wei«hted skew upwind scherne 

(MAW) lAainst five well-established schernes. 

The prop08ed equal-order co-Iocated FVM is formulated for the prediction of 

steady, two-dimensional, incompressible, viscous fluid flow in planar rectansular do

mains. This FVM deals directly with the velocity components and pressure, or prim

itive variables. The rectanplar domaine are discretized uains structured IiD~by-line 

rectilinear !l'ids, and reetansular control volumes are coDstructed around eacb gid 

point. Ali dependent variables are co-Iocated or stored at the lame crid points, 

and interpolated on the same rectanplar elements in an equal-order formulation. A 

computer i>rosram incorporatins the proposed FVM has been developed and tested 

suecessfully. 

On the buis of an evaluation of SOlDe available iterative solven, two improved 

alsorithms are proposed in this work: (1) Enhanced Sequential Solution Alsorithm 

(ESSA); and (2) Sequential Variable Adjustment (SEVA) alsorithm. Test mults 

obtained with these alsorithms are very encourAlinl, partieulary with ESSA. The 

comparative evaluation of the MAW scheme shows that its performance is comparable 

to the skew upwind difFerence Icheme (SUDS) of Raithby [89]. 
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SOMMAIRE 

Les Méthodes de Volumes Finis (MVFs) à collocation d'ordre é«al et les Méthode aux 

Eléments Finis/Volumes de Contrôle (MEFVC) ont été appliquées avec succès aux 

écoulements de fluide avec transfert de chaleur et ont préaenté un intérêt considérable 

durant la dernière décade. Cette thèse porte plus particulièrement sur l'évaluation et 

l'amélioration de certains récents aspects concernant les MVFs à collocation d'ordre 

.al et les MEFCVs. Les objectits de cette thèse se résument ainsi: (1) formulation et 

implantation d'une MFV à collocation d'ordre é«al facilitant les tâmes d'évalution et 

d'amélioration; (2) évaluation et amélioration de la procédure de solution séquenttielle 

des équations couplées; et (3) ~omparison entre un récent schéma amont orienté aux 

flux musiques pondérés (SAOFMP) et d'autres schémas reconnus. 

La MVF à coDcation d'ordre élal proposée est formulée pour la prédiction d'écoule

ments permanents, bi-dimensionels, incompressibles et visqueux de ftuid à l'intérieur 
'\ ' 

d'enceinte! planes et rectan«ulaires cette MVF utilise les composantes de la vittesse 

et la pression-les variable prinùtives- dans sa formulation. L'enceinte rectan«ulaire est 

discrétisée en utilisant un seul mailla«e selon une structure recti1i8ne, et un volume 

de contrôle rectan«ulaire est construit outour de chaque noeud du domaine. Toutes 

les variables dépendantes sont éVAluées aux noeuds du mailJa«e et sont interpolées 

sur les aux mêmes éléments puisqu'ils'a8it d'un schéma d'ordre é«al. Un pro«rammc 

informatique incorporant la MVF proposée a été développé et vérifié. 

Suivant l'évaluation de différentes procédures de solution existantes, deux al-

80rithmes IOnt proposés dans ce travail: (1) Procédure de solution Séquentielle et 

Améliorée (PSSA); et (2) Procédure de Solution Séquentielle à Ajustment Variable 

(PSSAV). Les résultants obtenus avec ces procédures sont très encoura«eants, tout 

particulièrement avec PSSA. La comparaison des différents schémas démontre que le 

SAOFMD performe comparablement au schéma suns proposé par Raithby (89), 

, 
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Chapter 1 

INTRODUCTION 

1.1 AIMS OF THE THESIS 

This tbsi. bas two main soals. The first soal is to formulate and implement a 

finite volume metbod (FVM) for the prediction of steady, two-dimensional, viscous, 

incompressible ftuid flow and heat transfer in planar redansular domains. The pro

posed method deals directly with the velocity components and pressure, or primitivr 

dependent variables. The rectansular domains are discretized using structured (line

hy-Une) rectilinear srids. Euh srid point, or node, is associated with non-overlapping 

contiguous control volumes that collectively fill up the domain completely and exactly. 

Ali dependent variables are co-Iocated, or stored at the same srid points, and interpo

lated on the lame rectansular elements in an equal-order formulation. This co-Iocated 

equal-order FVM il based on concepts borrowed from control-volume-based finite ele

ment metbods (CVFEMs) proposed hy Prakash and Patankar [86], Saabas (100], and 

Schneider and Raw [1 03). 

The second, and primary, goal of this thesis is to use the aforementioned FVM 

to (i) evaluate and enhanee an iterative sequential procedure for the solution of dis

cretized momentum and conti nuit y equations, proposed recently hy Saabas (100); 

\ 



• 

• 

GIIAJ)'l'I~n 1. INTRODUCTION 2 

ami (ii) lIndcrtakc a comparative evaluation of six schemes for the interpolation of 

scala .. dcr)(!ndent va .. iables in the convective transport terms in the governing equa

tions. Spf!cifically, a Mass-Weighted upwind scheme (MAW) adapted from the work 

of Saabas [100], the Upwind and Central Difference Schemes (UDS and CDS) as dis

cllssed by Patankar [77], the Skew Upwind Difference Scheme (SUnS) of Raithby [89], 

the Lincar-Skew Difference (LSD) of Huget [53], and the Quadratic Upwind Inter

polation fOI" Convedive Kincmatics (QUICK) of Leonard [63] are considered in the 

comparative evaluation. 

1.2 Background and l\,lotivation 

Computation al Fluid Dynamics (CFD) is a subject that deals with the formula

tion and application of mathematical models and numerical solution methods for the 

computer simulation of natural and industrial fluid flow and heat trallsfer phenomena. 

CFD uses and extends ideas and concepts borrowed from applied mathematics, com

puter science, and several engineering science subjects such as thermodynamics, fluid 

dynamics, and heat transfer. Research in this interdisciplinary subject can be both 

('hallenging and satisfying, and it can result in economic, social, and health-related 

bcnefits. This is the gene .. al inspiration for the work undertaken in this thesis. Spe

fific technical issues that provided the motivation for this research are discussed in 

the .. emainder of this section. 

Since the mid-sixties, the FVMs of Harlow and Welch [44], Patankar and Spalding 

[76], and Raithby [89) have been sucœssfully applied to complex fluid flow and heat 

tl'ansf('r phenomena, but these methods are limited to regular-shaped domains. This 

is because they are based on staggel'ed orthogonal grids for the velocity components 

and pressure, and they employ locally one-dimensional functions to interpolate the 

nodal valu('s of the dependellt variables. These concepts are not directly applicable 
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to irregular non-orthogonal srids. 

The desire and the Deed to extend fini te volume, or control volume-based, formu

lations to irreplu domains provided the motivation for the early Control-Volume

bued Finite Element Methods (CVFEMs) of Baliga [6), Balisa and Patankar [7,8), 

and Prakash and PataDkar [86]. These CVFEMs were construded by combining and 

extending ideas contained in the aforementioned FVMs [76, 89), the work of Winslow 

[127], and the Finite Element Methods (FEMs) of Zienkiewicz [129), Oden et al. [75], 

and Taylor and Rood (116). Today, after over fifteen years of work by several research 

groups around the world, CVFEMs are being applied successfully to complex two

and three-dimensional fluid flow and heat transfer phenomena [92, 100]. However, 

sorne minor difliculties continue to afllict these methods. 

Most of the CVFEMs proposed in the eighties sufFer from intrinsic limitations 

that severely restrict the scope of their applicability to practical problems [100, 10). 

CVFEMs based on ftow-oriented upwind schemes similar to thosp. of Balisa and 

Patankar [7], LeDain-Muir and BaUga [62], and Pralcash (85) have been suceessf"1 

in overcoming false diffusion difficulties that afllict upwind sehemes that are not flow 

oriented [77, 89]. Rowever, they can encounter difficulties caused by negative coef

ficients in the discretization equations in problems that involve high element-based 

Peclet numbers [100, 10]. 

The unequal-order two-dimensional CVFEM of BaU,a and Patankar [8] avoids 

checkerboard-type pressure distributions, but it eufFera a loss of accuracy in problems 

with high Reynolds number and steep pressure gradients. Furthermore, it is un

wieldy to extend this method to three-dimensions [10]. In the co-located equal-order, 

two-dimensional, CVFEMs of Prakash [87] and Hookey and Baliga [49] the velocity 

components are int,erpolated over three-node triangular elements by functions that 

explicitly account for the influence of the local pressure gradient. These CVFEMs 

\ 
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lucœafully overcome the problem of Ipuriou. cba.board-type preaure diltribu

tions that afRieted earlier co-Iocated equal-order FEMI (116]. However, becauleofthe 

manner in whida the prellure p'adieat il explicitly included in the wlocity iDterpo

lation lunetionl, IUch formulatioDI require overlpeciftcatioD of bouadary coDditionl 

and could eDcounter conveqenc:e ditlcultiel in probleml with ildlow aud outlow 

boundaria (100, 10]. Schneider and Raw [103) baw propoHJd a œ-Iocated equal

order CVFEM bued on quadrilateral elemmat. aud a IDUl-weÎlhted upwiDd Icheme 

that mluna pOlitive c:oefticientl iD the diaaetizatioD equations, and avoidl IpUriOUI 

lpatial OICillationl in the computed p .. lure field. HoweYeI', in probleml iDvolviDI 

inftow aud outlow bouDdarit:l, it appean al if their method would eocouater the 

laIDe diflicultiel .. tbote encounterecl by the CVFEM. of Pr .... h [87J and Hoolrey 

and Balila [49). 

The recent doctoral wor. of Saùu (100) w .. undertaken with the aim olover

mminl lOIIIe of the difleultia diacuuecl in the previoul par .... aph. The .. ulti ... 

equal-order co-located CVFEM UBell three-Dode triaulular aud four-Dode tetrahedral 

elementl to discmia caleulation cIomaiDI in two- and three-dimen.ional problema, 

nspectively. Theee eJements are further dilCretill!Cl 10 .. to create poIYIOD&I IDd 

polyhedral control volumes around the nodes in trianplar- and tetrabedral-element 

... hes, ft!Ipect.ively. The procedure for conltruct.i ... poly.,DaI coDtrol volWDel in 

two-dimensional probleml il borrowed from the .or. of McCormick (70], and an 

extenlion of thele ideM ÏI uaecI tG con.tract the poIyheclrai coDtrol ~IUJIB iD th ... 

dimenlional problems (10, 100]. The depeadeat variables are iDterpoiated 1ia ... 1)' in 

sch element in the approximation of diffUlion tmnI. In the approximation of con

vective terms, two low-oriented and one m ... ·_ ... ted upwind schemes were investi

lated. The mus-wei,hted upwind acheme il formulated to enlure that the allebraic 

approximations to the convection terms contribute positive)y to the coef&cient. in the 
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di.cretization equations. In each elenat, the wlocity component. in the m ... low 

terms are interpolated by special fUDetionl that directly account for the influence of 

the elemental prellure .adieut and preveut the occurrence of .pUriOUI preuure OKil

)ationl. The reaultiDI dilCNtiAtioD equatioa. are IOlved u.i ... an iterative aequential 

solution alpithm. 

The CVFEM of 5Mb.. (100) hu beea lucœllfully implemented to .&euy, two

ADd three-dimealional, lamiDar and turbulent, iDcomprslible, vÎlCOus luid tlOWI in 

irreplar-Ihapect leometriea, with and without inlow and outtlo. boundaries. How

ever, this iterative aequential allOrithm for the IOlution of the dillCretization «!quations 

(lOnver .. rather Ilowly, and it requirel the limultaneous stor. of the roefIicientl 

in the diacretir.ed momentum and preuure equation •. Furtbermore, in probleml with 

inlow and outftow boundaries, the lpecial funetions that are uaed to interpolate ve

Iocity components in the mus tlux terma, in c:onjunction with the propoeed outftow 

treatment, can lead to minor inconliltenciel in the overall IIIUI balance and further 

Ilow down the conwrpnœ of the solution proœdure. 

It Ihould al80 he noted that the MAW Idleme propoted by Saabu is userul in 

awiclin, Relative coeIicient. in the dilCretiution equations. However, in probe 

where 8ow-oriented upwind fonctioDs (FLO) workecl, the MAW IICheme was lound to 

be leu accurate than the FLO acbeme (100). A detailed comparative evaluation of 

the MAW scbeme .. ainst other weU-known schemes luch AI VDS (77), SUDS (89], 

and QUICK (63] wu Dot done by Subas (100). 

The objectives of this th.is were finaliled alter the completion of the work of 

Suba (100). There Wal AD uflent Deeci to impl'CM! the rate of converpnce and to re

duce the Itorase requiremeDts of t.he iterat.ive sequentiaiaolution allorithm proposed 

by Saabas. It was &110 realized that the aforementioned dif6culty experienced by 

the outlow treatment would Dot occor in a co-Iocated equal-order FVM formulation 
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bued on reclusular elements. Such an FVM would, therelore, aliow the attention 

to be focused on the improvement of the iterative aequentiailOlution procedure. Fùr

thermore, thil FVM woulcl allO aliow a comparative evaluation of the MAW acheme 

.. ainlt otber welI-_tablillhecl ...... [&3, 83, 17, 89J in the context of a co-Iocated, 

equal-order, primitive-variabla formulation: there are DO worb of thil nature in the 

publilhed literature. It il with thele .... _d research opportuniti. in mind that 

the ailIII _d ac:ope of thil t_il, u dilC ...... in section 1.1, were c:letermined. 

1.3 Synopsis 01 Some Finite Methods for Fluid 

Flow and Beat 'lranaler 

As hu been diacuued by Balisa _d Saabu [10J, finite volume methods (FVMI), 

finite element methods (FEMs), and control-volume bued finite element methods 

(CVFEMI) are aU particular eues of the method. 01 weipted _idu'" (MWIb). 

Thi. unifyins view wu fint propoeed by FinlaYlOn and Scriven (28). The formulation 

of FVMs and CVFEMs for luid ftow typically iDvolw. five basic ltepa: 

1. diacretization of the calculation domaiD uliBl elements (in CVFEMI) or ItruC

tured orthOlonal or nOD-orthopnai sri- (in FVMI); 

2. funher diseretizatioD of the domain 10 _ to ulOCiate each node (iD CVFEMI) 

or Irid point (iD FVM.) with CODtrol volu ... ; 

3. prescription of eiement-bueci multidimealionallunctionl (in CVFEMI) or Jo. 

cally one-dimenlional pieœwiae functionl (in FVMs) to interpolate dependent 

variables and thermophysical properties of the luid; 

4. use of the subdomain, or control-volume-bued, MWR to derive alsebraic ap

proximations to the loverainl equationl; and 



• 

• 

CHAPTER 1. INTRODUCTION 7 

5. pNlcription of a procedure to IOlve tbae alpbraic (diKretÎzation) equltion •. 

ln FEM. for ftuid 80., .tep (ii), diKretization into control volumeI, i. not clone, 

&ad the Galerkin or Petrov-Oalerkin MWR [18, 129) i. uHel to derive the diaaetiza

tion equltionl. OtherwÏle, the formulation Gf FEM. il limilar to that of CVFEM •. 

It .hould aIeo he mentionecl that iD both CVFEM .... d FEMI, the diKretization 

equation. are aaemblecl ulinl an elemeat-by-element proœclure. As w .. mentioned 

arlier in IflCtion 1.2, and al ÎI perha,. clar from thi. diKullion, CVFEMI Ire con

ItruCted by a c:ombination of ideu native to FVMI ad FEMI. ThuI, CVFEMI could 

he conliderecl al .ubeet of FVM. or FEM.. Indeed, the method put. forward in this 

th.is u. an element-by-element approac:h to the derivation and aaembly of the dis

creti_tion equations, but it illimited to teetanlu"r elementl, and it emploYI aome 

locally one-dimen.ional interpolation fundions. It wu thui decided to label it as a 

FVM. 

A brief review of CVFEMI for ftuid 80w w .. IÎven in tec:tion 1.2. Detailed reviews 

of CVFEMs are available in the .orkl of Balisa ad Patanur (9) and DaIiKa and 

Subu (10), 10 th .. methodl will not he discuR furtber in thil section. Review of 

FEMI for laid ftow are available in books by Chunl [21] and Baker (5). Furthermore, 

a detailed discul.ion of FEMI il not directly relevant either to the motivation or the 

formulation of the FVM propoted in this thail. For theae reuonl, FEMs are not 

reviewed further in thil aection. 

Thi. review, therefore, deal. primarily with FVMI for luid low and beat transfer. 

It is divided into three If!dioal: in the fint MICtion, FVMs for convection-difFusion 

problems are discuned; in the IeCOnd IfJCtion, method. for the .&Or. and calculation 

of preslure in incompressible luid 80ws are reviewed; and in the lut section, IIH'!tbods 

for solution of the discretized momentum and continuity equations are dilculsed. 

\ 
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ln t,his thesis, following the accepted definition in the published literature [77], the 

tenu <:onvf~ct.ion-difrllsion problems is used to denote situations in which transport of a 

scalar dcpendent variable is to be calculated in the presence of a known, or prescribed, 

fluid flow: transport due to the overall or gross f1uid flow is termed convection; 1 and 

transport due to molecular interactions is termed diffusion. Solution procedures for 

convection-diffusion pl'oblems are a prerequisite to the formulation of methods for the 

nurnerical simulation of fluid f10\\' [77]. As the momentum of the fluid is transported 

by convection and diffusion, the corresponding governing equations can be solved by 

procedures designed for the solution of convection-diffusion problems. However, as 

was mcntioned earlier, special procedures are required for the calculation of pressure 

in incompressible fluid flows. Furthermore, special methods are also needed to solve 

the coupled, Ilonlinear, set.s of discretized momentum and continuity equations [77]. 

1.3.1 FVMs for Convection-Diffusion Problems 

The Central Difference Scheme (CDS) appears to be the first method that was 

used for the algebraic approximation of convection and diffusion terms in the govern

ing partial differential equations [77, 97]. ft can he shown that the CDS is essentially 

equivalent t.o tht' use of piecewise-linear interpolation of the dependent variable( s) Le

tween grid points. This scheme works weil in the numerical simulation of conduction

type problems, because the piecewise-Iinear interpolation function is appropriate for 

the modelling of the elliptic nature of the diffusion proc\ SS. However, the CDS is inap

propriate for modelling of the parabolic or one-way character of convective transport 

[77]. Indeed, it. can be shown that when the value of the local Peclet number, based 

on t.he average velocity and the distance between adjacent grid points, exceeds two, 

the CDS cau generate uegative coefficients in the algebraic discretization equations 

lThis phenomena is 81so referred to 88 advection in the literature [55). 
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[77, 112]. Negative coefficients ill the discretizatioll cquat.ions cau It.'ad to ullphysirc\1 

oscillations, or "wiggles", in the solutions [77]. They ('an also slow rOllwrgc.'ncf' or 

cause divergence of iterative methods for the solution of the disrretizatiou ('quat.iolls 

[77]. One way to overcome this difficulty is to use grads t.hat. are fiue enough t.o ('IlSU\'t' 

that the value of the local Peclet number does Ilot exceed two, HOW('vef, t.his apllroad, 

is computationally expensive and usually impractical in the solution of ('ngilleerilg 

problems. 

An early remedy for the above-mentioned difficulty with the CDS was t.lw U pwilld 

Difference Scheme (UDS), developed by Courant et al. [23], Gent.ry et. al. [a8], 

Barakat and Clark [11], and Runchal and \Volfshticll [98], ln UDS, a l)i('C('wis(~

linear function is used to approximate the diffusion tel'ms, Howevcr, a l()(:ally on(!

dimensional upwind treatment is used to approximate the convection f,(!rms: in itll 

orthogonal finite-volume grid, the value of the convected scalar df!pcndcnt. variable 

at the intersection of a grid line and a control surface is assumed t.o b(! (!(IUal t.o it.s 

value at the adjacent node on the upwind side of the grid line. l'h(~ U DS cmmres t.hat, 

the coefficients in the discretized equations are ail positive, over the whol" rang(' of 

Peclet numbers. However, this scheme is not as accu rate as tht! CDS at. low P(~dd 

numbers, and it overestimates diffusion at high Peclet Numbers (77). 

ln an effort to improve the UDS, Spalding (112] dcrived thf! exad. solut,ioll lo t,hf! 

equation that governs steady, one-dimensional convection-diffusion t.ransport. in t.he 

absence of source terms, and with constant properties of the fluid. Using the analyt,i

cal solution, he derived the Exponential Difference Scherne (EnS) (1121. This Sdlf~III(! 

works weil for the whole range of grid Peclet (Pefl) numbcrs, but it is cornputatioflally 

more expensive than the CDS and UDS because of the use of expoflfmt.ial fum:tiolls. 

To overcome this objection, Spalding approximated the exponential Sdlf!rJIC with il. 

three-part function that is equivalent to the CDS for IPeàl :5 2, and purely upwind 

, 
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advection (with no di fusion contribution) for IPe.1 > 2. Spaldin, caIIed this ap

proximation tbe Hybrid DifFerence Scheme (RDS) [112]. A better approximation to 

the EDS than tbe RDS is the Power-Iaw Difference Scheme (PDS) of Patankar [77]. 

Tbe PDS produc:es more accurate IOlutionl than HDS, but requires IODle what more 

execution time. 

The UDS, EDS, HDS, and PDS are ail bued on the approximation of convection 

transport usin, interpolation functions that are Iocally one-dimen.ional alon, the pid 

lines. Tbus ail these schemes lufer from numerical erron, or l''''e 4i6uio", when 

the ftow is at an aosle to the ,rid lines and tbere are sÎlnificaat &radient. of the 

dependent variables in the CI'OII-ftow direction [90]. Similar diflicultiel cao also he 

encountered by these scbemes in UDsteady problems aDd problenu with lar. lOurce 

terms [32, 90, 121]. 

ln a critical eva1uation of the UDS, Raithby [90] show.d the aboYe-mentioned 

erron c1early. He alBO mentioned that it il the ,ize of Uae emJr which is important, 

rat ber than the ortler of tlae ' ... "cation error in a Taylor series expansion of convective 

ftux. To overcome false or numerical dilusion, Raithby propoeed the skew upwind 

diference scheme (SUDS) [89] in which he conlidered the skewnea of f10w to the pid 

lines in addition to upwind nature of convection. Thil scheme, however, is prone to 

the dif6culty of nesative coe8icients [4S, S2, 63,80, 100, 103] in the discretization 

equations. Sum nesative coefIicients imply that an iDCreue in the value of the scalar 

dependent variable at anode outside a control volume could result in a net outflow of 

that variable from the control volume: Thi\'l is not phyaically correct, .inee the scalar 

dependent variable hu to fint ftow into the control volume belore il leaves il. In this 

paper (89], Raithby alao introduced the skew upltream weipted dift'erence scheme 

(SUWDS), io wbich he considered the inftuence of diffusion in the mean and CroiS 

ftow directions in the interpolation of the convected scalar. This scheme decreues 
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faiR diffusion lipificantly in comp&rÏIOD to uns, but nesative coefllcieDts caD .till 

occur iD the discretizatioD equatioDl, and, u Raithby hu mentioDed, there is IOme 

doubt about the practical advant ... of this smeme ove!' the SUDS scheme becaulle of 

the additioDai computatioDai Ume for the evaluation of exponential terms iD suwns. 
It Ihould allO he Doted that both SUDS and SUWDS muid sufFer a Joss of accuracy 

iD uDsteady problems and in problems with silnific:ant source terD1l. In aD efFort to 

overcome thi. difliculty LillinltoD [67] in aD enhaDœm~·,.:. to SUDS propoaed a vector 

upltream difFerenœ scheme (VUDS). However, this eDhancement appean to be IIOme 

wb"t ad-hoc [36]. Other attempts have been made to improve SUUS (36), with limited 

suceess. One of the reluits of 8uch attempts is the Linear Skew DifFerence (LSD) of 

HUlet [36]. Details of LSD are present iD chapter 2. 

A Quadratic Upstream Interpolation for Convective Kinematics (QUICK) scheme 

hu been introduœd by Leonard [63]. This scheme is equivalent to a CDS scheme 

that is corrected by ~ term proportion al to an upstream-weishted term. ID QUICK, 

the overall truncation error is of third order in the spatial gid Bize. However, as 

Doted by Raithby [90], it is the size of the error which is important, aDd only usinA 

hilher-order interpolatioD functions does Dot luaraDtee better accuracy (2). The 

QUICK scherne pves very accurate reluits when the Peclet number is low [74,52, 79, 

80], but when then is stroDI coDvective traDsport, Desative coefficients can arise in 

the discretization equatioDs and lead to unphysical oscillations in the solutions and 

iD.tabiiity iD iterative solutioD methods [26,43, 52, 74, 79,80, 108, 109). 

Pollard and Siu [83] have worked out exteDded venions of QUICK that have over

come some, but not ail, of the aforementioned difficulties [79). Wons and ft&ithby 

[128] have proposed a Iocally analytic difFerencinl scheme (LOA OS) based on a IOlu

tion to an approximation of the convection-difFusion problem. It is aD enhanœment 

to EDS, in that LOADS accounts for the influence of the volumetrie source term and 
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local deviations from one dimensionality. Alter evaluatin, the difFerent approxima

tions in the context of natural convection in a Iquare cavity, they (128] improved the 

pooreat approximations step-by-step and come up with LOADS acheme. The main 

drawbadcs of this ac:heme are the exi.tenœ of n.atiw coe8icient. in the dilCretization 

equations and exponential terrns in the discretized-equation coefticients. A flux-spline 

method hu been propoaed b)" VarejlO [80-6). Th. lCheme UM!I a quaclratic-.pline 

technique to accurately calculate convection-dilu.ion luxa at control-volume faces 

in the finite-volume technique, but it admit. n.atiw coefficient. in the dilCretiAtion 

equations. 

To find ... Iramework for studyinl numerical erron in discrete method., Stubley 

et al. (114, 115) examined the CDS and UDS with reference to a problem with 

an exact solution. They stated that there are two typm of erran in finite diference 

schernea: (i) profileerror, which is a meuUle olthe desree to which the c:orreapondinl 

interpolation lunction is fitted with the exact solution; and (ii) operator errar, which 

is the error ulOciated in approximatinl the diferential operaton in the convection

dilusion terms. Therefore, reducinl the profile error would not necessarilyensure 

.maller solution errors, .inee the approximated operator may distribute the profile 

error in such a way that solution error becomea Jariel. Bued on theae studies, 

Stubley et al. (114) propoeed two nft schemes, Iinear inluence deme (LIS) and 

quadratic influence schelDe (QIS). In thelle achemea, they uaed approximate analytical 

8OIutions 01 two-dirnensional flows to iraJlaerace the coefIicients in the dilCretization 

equations. However, these schemes requife repeatecl summations of infinite leM, 

thus the implementation of these schernes is tedious and uneconomical. Furthennore, 

relatively crude interpolations of the dependent variables aioDI the Iridline5 are used 

u inputs to LIS and QIS. This raises lurther doubts about their viability . 

Gresho and Lee (41] st atm that it perhaps beat Dot to suppress the oscillations 
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cauled by nesative coefIicientl, linee they are an indic:ator of the accuracy of the 

schemes. But Patanlcar [78] atata that diltinpiebin, between the real and false 

oeciUationl would be dif6cult, eapecially in turbulent 80ws. In an efFort to improve 

tbe suns .œeme, Hauan et al. propoaed a mua-f1ow-wei,hteel two-dimensional 

slcew upwind lœeme [45]. They etudied the reuon for n.ative coefficients in the 

diecretized equationl lIIOCiateel with suns, and to prevent nesative coefIicients, 

propoeed that the ."iD, he limited 10 AI to enlure that the contribution of the 

value of the dependent variable at anode external to a control volume to the outflow 

of the variable il &lways lese than ita contribution to in80w into that control volume. 

Thilsugestion has a Itronl physical buis: in steady convection-difFulion problems 

without source terms, for a transporteel scalar to 80 out from a control volume, it fint 

bu to come into that control volume. This concept bas been later used by Schneider 

and Raw [103] and Subu [100] in the context of control-volume-bued finite element 

methods (CVFEMs). HUlet [53] testeel several diference sc:bemes, and propoaed three 

new schemes: IDUII-weilhted upstream smeme (MWUS), modified skew upstream 

scheme (MSUS), and a lOurce correction ICheme (SeS). Detailed description of these 

schemes are available in his doctoral thesis [53]. 

ID a technical note, Galpin et al. [33] dilcus. the etfect of Irid curvature on 

tlpstream-weilhted-advection approximationl in a simple uniform f10w throulh a half

cylindrical resion. They shom that in the circumferential direction, approximation 

of the conwcted variable at control-volume faces usinl upstream functions alonl the 

IfÏd lines cao procluœ si,nificantly diferent values than the true upstream values, 

because of the curvature of the Ifid lines. To remedy this, tbey introduced a vector 

upwind approximation (VUWS) which is an upstream-weisbted approximation witla 

a correction term to include the efFects of the Irid curvature. Also, Galpin et al. [36] 

have divided advection schemes into four leneral classes: (i) profile schemes, such 

, 
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as CDS or QUICK; (ii) operator schema, such as flux-spUne schemes and LOADS; 

(iii) upstream schemes, IUch as UDS or EDS; and (iv) .kew upatream schemes, luch 

AI SUDS and VVWS. With reapeet to the physics of luid 10WI, .lcew upatreun 

lCbemea are indicated u be.t choice by them. Bued on a .tudy of different erron 

and previoui experiences, they have propoaed the huic full- influenced scheme [36] 

and two variations of it, namely, linear profile lkeW (LPS) and mass-weipted skew 

(MWS). Theyapproximate the advection term by a upstream dilerence alon, the 

local Itreamline, which results in a correction term to the upstream value: this takes 

into consideration the eft'eet of lOurce and diffusion terms. The local upstream value 

is then calculated either by LPS or MWS scheIDes. Sina they have tried to address 

most of the erron ulOCÎate with discrete solutions, their Khemes appeu to he quite 

promiain, (100]. 

The SHARP .cheme il a reluit of attempt. by Leonard [64, 65] to improve QUICK, 

alter earlier modifications to QUICK IUch U QUICKE and QVICKER [83]. In 

SHARP he uses a piecewiae model for interpolation of the convected .talar: this 

includes VDS, QUICK, exponential upwind, and ad-hoc Itrai,ht-line parti. In the re

sults to a two-dimen.ional probJem involvin, pure-convective transport of an oblique

step distribution of the scalar, he showed tbat this scheme did not have tbe Itability 

problems of QUICK, but the implemeatation of this smeme i. botb tedioui and ex

pensive because of the many parts UIOciated in the calculation of coefficients and 

exponential terms. 

Van Doormaal et al. (124) have proposed a scheme limilar to that of Galpin et al. 

(36] in an expUcit two-dimenlional form, md named it physical advection correction 

(PAC) schelDe. They USN two lubcluses of it, namely Srid-upltream schemes and 

SUDS [89] schemes, to derive corrections to the interface values of the transported 

sealar. They recommend the use of either linear-profile or mua-wei,hted schema 
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[103] to complete the SUOS subelus of PAC, and state the drawbacks of each of 

these methods. 

Karki et al. [57] ueed the flux-spline method ofVarejao (126) in a three-dimensional 

Iid-driven Bow in a square cavity. This deme is bued OD the uaumption that within 

a control volume, the total Bux in a aiven direction varies linearly alons the ooordinate 

direction. They found that it Sives more Kcurate retlults than PDS. 

8y .tudyinl three-, four-, and five-point scbemea Brasa [16] investilated the 

reasons for instabilities and conversence problems in several available methods for 

convection-diffusion problerns. He derived a new scheme which shows better perfor

mance than the QUICK scheme, but still it has overshoot and undershoot proble11Ul 

caueed by nelative coefficients in the discretization equations. In an enhancement of 

the QUICK scheme: Tzanos [120] used a scheme Iike CDS, but with modifications 

that en.ure that œil-face values of the convected scalar are bounded by their adja

cent œil-centrai values, and prevent wigles in the solution at hilh Peclet numbers. 

ln test problems, this scheme showed beUer acc:uracy than uns. Tzanos [120] also 

recommends the use of adaptive l'id methods to obtain hisher accuracy with a fixed 

number of gid points. 

With the rapid p'owth of the number and IOphistication of convection-diffusion 

schemes, it is not .urprisins that there have been many aUempts to evaluate their 

capabilities. Runchal [99] did a comparative evaluation of the CDS, VOS and UOS 

.cbemes. He reported that amonl these schemes, COS has the best aceuracy as lonl 

u it converse IPe61 S 2. BOS on the other hand, shows better converlence and 

accuracy properties than UDS. A comparison between the performance of HDS and 

QUICK schemes in two-dimensional problems with elliptie ftows at hilh Reynolds 

numbers wu done by Han et al. (43]. They used these schemes to simulate ax

isymmetric .tAIDation flow , square-cavity lid-driven ftow, and flow downstream of 

, 
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a sudden expansion in a pipe (in the latter two eues, both laminar and turbulent 

cases were studied usin, a stagered-gid finite volume method [43]). They used the 

SIMPLE procedure for solution of the discretization equations, and reported tbat in 

both laminar and turbulent 80ws, QUICK Ihowed remarlrably more accuracy than 

HDS, but unlike Hl'S, it wu not unconditionally stable. Smith and Hutton [111] have 

reported the reluits of a comparison of thirty lets of solutions (uain, finite-difference, 

finite-element, and characteristics methods) lubmitted by nineteen ,roUpl. AU IOlu

tions pertain to a standard problem, which involves flow in a duct with a 180 degee 

turn. On coane ,rids, ail methods showed IOlution oscillations or false diffusion. 

None of the methods emer,ed u the beat, and bued on tbeir opinion, there wu 

no perleet scheme, and compromise between difFusive and oeeillatory erron W&I an 

"artistic necessity" [111]. 

Four difFerent convection-diffusion schemes, PDS, SUDS, QUICK, and LOADS 

were evaluated by Huans et al. (52] in six tests, includins square-cavity lid-driven flow, 

natural convection in a square cavity, irrotational flow in a corner, and impinlÎnl-jet 

f1ows. They used stagered-gid arranpment in a finite volume model, and reported 

that LOADS performed weil for either line&r or irrotational flows, but it lailed to 

converle for nonlinear viscous 80ws. PDS or any other 10ca1ly one-dimensionalscbeme 

is only appropriate if the flow direction i. almoet parallel to lrid lines. SUDS produœd 

conversent solutions in ail their test problems, but it was prone to ovenhoot and 

undenhoot problems, and its runninl time W&I about two-and-a-half times that 01 

PDS. The QUICK scheme was also prone to ovenhoot and undenhoot problems, but 

its accuracy was better and its runninl time was 1.65 times more than that of PDS. 

The QUICK scheme was the best amonl the four schemes, as reported by Huang et 

al. [52] . 

Shyy (108) reported a study of five schemes, namely, UDS, SUDS, QUICK, Second 
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Order CDS (SOCnS), Second Order UOS (SOUDS) in two one-dimensional tests and 

one two-dimensional convection-diffusion problem. He found that the hisher·order 

sœemes would not always sive better results, and in the tirst test, a boundary·layer 

type problem, UDS and SOUDS were stable, but QUICK and SOCDS senerated 

spurious oscillations at hiSh Peclet numben. In the second test, a ftow with a lOurce 

term, SOUDS and QUICK save comparable results. 10 the last test, QUICK and 

SOeDS asain showed oscillatory solutions, and uns and SOUDS had hiSh numerkal 

difFusion. Overall, SOUDS was the most satisfactory scheme. The accuracy of suns 
WII better than UDS, but both of them displayed larse errors in modellins of source 

terms, and QUICK and SOCDS wu prone to solution oscillations. 

Three convection-diffusion schemes, namely, HOS, QUICK, and SOUOS, were 

used by Sbyy et al. [109] to simulate a recirculatins flow io nonorthosonal curvilinear 

coordinats. QUICK wu found to be the most restrictive scheme with res.rd to 

stability and converseoce of iterative solution methods. HOS on the other hand, 

WII prone to excessive numerical difFusion. SOUDS wu the best scheme in their 

test. The investisation of Demuren [26) resardinl false diffusion in three-dimensional 

turbulent lows found that QUICK produced more accu rate results than UOS, but it 

is accompanied by overshoots and undershoots. 

Pate} et al. [79) compared eisht discretization schemes in the simulation of two

dimensional ftows in a lid-driven square cavity ftow, and sudden enlarsement in ft cir

cular pipe. The eisht schemes were: CDS, UDS, HDS, QUICK, QUICKE, QUICK ER, 

PDS, and EDS. They used the staUered arranpment for srids, and the SIMPLE 

proœdure for solvins the sets of cou pied discretization equations. They discuss thf! 

converlenœ properties and boundness of each scheme, and based on the results of 

their tests, report that CDS, QUICK and QUICKE were the most unstable schemes 

at hiSh Reynolds number; the others were always stable. On the other hand, QUlCK, 

, 
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QUICKE and QUICKER were round to he more accu rate than othera when they pro. 

duœd oonverced IOlutions. In terms of computer Ume, they found QUICKER to he 

the mollt expensiw scheme, with larl_t neœu&ry number of iterationl for conver

poce. Their opiDion wu that althouP QUICK ud itl variantl mipt o'er the belt 

choice in ter ... of accuracy, beca .. of tbeir otller 6mitatioa., tlley could not he ued 

as a cenerallcheme for a wide varlet y of practical prob ..... 

ln another .tudy, Patel et al. (80) evaluated eIeven d.cretisation Idaemes in· 

c1udin, CDS. UOS, HOS, PDS, QUICK, QUICKE, qUICKER, SUDS, ROS, aad 

UPSTREAM IIchernes. They uaed these schemes to predict elliptie flow and heat 

tranllfer in lIupersonic jetll mixinC in lIupeflOnic or subsonie IItreams. In thelle ~e1ts, 

they ueed Itagered gidll and the SIMPLE procedure. They found that the falle 

dilullion, even with VOS, in turbulent lowi wu Dot IÎIniftcant witll respect to tlle 

uneenainties in the turbulence modell, and, in DIOIt eues, with respect to the turbu

lent eddy villCOlity. Only five of the schemes, VOS, HOS, EOS, POS and VPSTREAM 

produœd conver,ed IOlutionl for th il problem, and thae fille .c:heme8,ave aImoIt the 

same resultll. Despite the belt efFortl of thele Authon, SUOS and QUICK Khemes 

did not converce, and in their opinion, UOS il probably the belt choice for thil kind 

of problemll. 

ln a review of reœnt developmentl in computational lleat transfer, Pataabr (78) 

did a lIurve)' of difFerent sc:hemes and Itated tbat lower-order scbemea IUch as UDS 

are lit able and converce monotonieally, but lead to falee difFulion; and bicher-order 

schemes lIuch &II QUICK eliminate (or reduce) faille dilulion, but produce 8OIution 

OICillations and oCten fail to conver •. Mohamad et al. [74] compared CDS, HDS, 

PDS, and the QUICK scheme in a numerical limulation of natural convection of 

low-Prantdl-number ftuidll in a cavity. Tbeir resultl Ihowed rapid conYer,ence of tbe 

temperature field, due to hilh thermal difFulivity, but a la. Dumber of iteratioDI 
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wu required for the solution of the mommtum equationl. They lugest that for 

IUch a problem, a areful choice of the discretizatioD scheme and sridl mUlt be made 

in order to have .table and accu rate IOlutionl at a reaIIOnable COlt. They Itudied 

both Iteady and tranlient caMI, and reported that QUICK produœd better reIIult. 

in tenu of accuracy, but it wu prone to IOlution willies. 

A review of muy comparÎlOnl of diferent ldIemeI il tabulated and dieculeed 

in a paper by Zuri,at and Ghajar. (130). They have allO œmpared Wei,hted Up

wind Dil'erence Scheme (WUDS) and SOUDS on four teste in a Itagered-srid two

dimenlion" framework. They report that SOU OS lives better reIIult. than WUDS, 

but it creates IOlIle over and undenhoots. WUDS wu found to pnerate more false 

difFulion than SOUDS. 

FinaDy, Tsui [119) hu testecl eisht discretization schemes, includins CDS, UDS, 

QUICK, and other hisher-order Ichemes. He derived a pneralscheme from which 

theae schemes can be obtained as particular eues. His study included examination 

of the coefficients of the dil'erence equations, Taylor-aerïee analysis, upwind connec

tion to numerial dilusion, sinSle-cell analysis, and one- and two-dimensional model 

problems. His conclusione are limilar tG thoae of Stubley et al. (114): increasins the 

order of the scheme doee not ,uarantee better accuracy. 

Thie literature review showecl that there have been Dumerous investi,ations of 

many different schemes for convection-dil'usion problems. However, DIOIt of the 

etudies have been conducted with etagered-lJ'id finite-volume methods for ftuid flow. 

Thui there leeIDS to be a need to examine thae schemes in the context of co-Iocated 

equal-order FVMs. This thais aima to fulfil a part of this need . 

, 
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1.1.2 Stor __ d Tr_t .. e.t of P ..... la the Compata. 

tio. 01 IDcompreulble l'laid l'Iowa 

ln finite methodl for luid ftow that deal directly with the wlocity components 

and prellure (primitiw variablel), if thele dependent variablel are ltend at the lAIDe 

no_ or gid pointl (co-Iocated) and interpolated with .imilar interpolation 'unctionl 

(equal order), then phYlicaUy unrealiltic daeclœrboard-type preaure diltributionl 

could he admitted al IOlutionl. Thil difticulty wu fint dilculsecl by Harlow and 

Welch [44]. Additional dilcullionl of thil problem are available in the workl of 

Carreto, Curr and Spaldinl [20], 'atanlcar and Spaldinl [76], and Roache [97]. 

One way to overcome the aforementioned difliculty with checlœrboard preaure il 

to eliminate it from the lO\'eI'Dinl equationl. In two-dimenlional probleml, prellure 

can he eliminated by fint CfOll di'erentiatinl the momentum equation, and then 

lubtractinl one of these equationl from the other, to obtain a vorticity-tranlport 

equation. Th'l equation, when combined with the definition of a Itream function, ÏI 

the buis of the ao-called vorticitY-ltream function methndl. Such methodl have been 

proposed and discusled by Fromm and Harlow [29J, Bar .... t and Clark [11], Runchal 

and Wolfshtien [98], GOIman et al. [40], and Roache [97J. 

VorticitY-ltream function methods have several attractive fatures [77]. The pres

lure is eliminated from the IOwrDinl equationl; only two di'erential equationl, one 

for vorticity and one for Itream function, have to he IOlwd, u opposed to three (two 

momentum and one continuity equationl) in primitive-variable formulationl; method. 

for convection-ditulion problems can he uled to IOlw the two lovernÏDI equationl, 

so no additional dewlopmentl are required for the IOlution of fluid flow problems; 

and boundary conditions pertaininl to irrotational fiow can he euily prescribed by 

simply Bettinl vorticity at that boundary to zero. There are, however, sorne major 

diladvantales associated with vorticity-stream function methodl: boundary condi-
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tion. on vorticity at IOlid .aU. are difficult to .pecify, eapetially at rorneni bound

ary condition. on Itram functionl have to he .pecified iteratively in problema with 

multiply-connected cIomainl; liven-p .. lure boundary condition. pretent other chal

.... and complexitiea; ad the Btream-function concept can not he extended to 

three-dimea.ional problema. 

Another approach that eliminatel prellure hm the loverninl equation. i. bued 

on the Ule of the vorticity vector and the wlocity-potential vec:tor u dependent vari

ables. This approach wu fint propoeed by Aziz and Hellums [4]. It is not restricted 

to two-dimen.ional problems, but it involves the solution of four diferential equa

tions is two-dimensional problems and six diferential equations in three-dimensional 

problems. Thus thi. approach is computationally more complex and more expen

IÎve than the primitive-variablea approac:h. Furthermore, vorticity vec:t.or veloc:ity

po_tial Wldor formulations sufer from boundary-mndition difficulties similar to 

th..., experienc:ed by .tream function-vort.icity formulation •. In addition, it is len

.. aUy acc:epted, at leut unonl many eD,ineen, that vortic:ity-bued formulation. 

involve concepts that are harder to vilualize and interpret than thase in primitive 

variables formulations (77). For theae reuons, numeric:al methods that deal directly 

with primitive-variables are pnerally preferred over methods that are hued on vor

ticity formulations in computer .imulations of practical ftow problems. 

In numerical methods bued on primitive-variables formulations, the difliculty 

with c:hec:kerboard-type pressure distributions can be overcome by employinl st&«

tered &rida for the velocity component. and pressure. Such an arranlement eDSures 

that each velocity component is driven by diferences in pressures at adjacent, not 

alternate, nodes; when these velocity components are required to satisfy continuit.y 

constraints, unphysically chec:kerboard-type pressure distributions can not be admit

ted u solutions [77]. The stagered-,rid approac:h for the velocity components and 

, 
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pr(!S!Jur(~ was first introdueed by Harlow and Welch [44] in the MAC method. It is 

al80 used in the SIVA method of Carreto et al. [20], and it is the basis of the SIMPLE 

method of Patankar and Spalding [76], as weil as its manyextensions [77, 122]. 

The staggered-grid approach has been used with considerable suceess over the 

last twcnty years for the solution of complex fluid flow problems in regular two

and thrCf'!-dimensional geometries, discretizM by orthogonal grids. It has also been 

used suceessfully with curvilinear orthogonal grids [42] and curvilint;ar non-orthogonal 

grids [57, 1 JO]. However, the staggered-grid approach is not well-suited to implemen

ta.t.ion on lIon-ort.hogonal grids, and it can fail completely when such grids becomes 

highly non-orthogonal or undergo bends that exceed 90° [110]. Furthermore, it can 

not, he cxtended to irregular finite element methods. It should also be noted that 

eVl'n when numerical methods based on staggered grids work weil, they require con

siderably more complicated book-keeping and coding in computer programs than that 

necessary with co-Iocated formulations. 

The a.(oremcntioned difficulties with the staggered-grid approach motivated re

sear(:hers t,o develop co-Iocated primitive-variables methods with special procedures 

to avoid cllC'ckerboard-type pressure distributions. Usu [51], Demirdzic [25], and Perie 

[81] were t.he first to introduee such ideas in FVMs, and similar ideas were presented 

by Pl'akash [85] in the context of control-volume flnite element methods (CVFEMs). 

Hsu [51] developed special interpolation functions for the mass fluxes leaving the faces 

of t.h ... COli t, roi volume surrounding a grid point [1]. These expressions are obtained 

using thf" discretized momentum equations, and they involve pseudo-velocities and 

difft'rell('cs in pressure at adjacent nodes. These special mass-flux interpolation func

tions are used in illtegral mass conservation equations to obtain the discretization 

Niuatiolls for pressure. Rhie and Chow [96] used co-Iocated grids for the problem of 

turbulent flow past, an airfoit in gelleral curvilinear coordinates. They uscd a correc-
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tion term to the mus SUXel urou the control-volume 1&œII to rernedy the problerra 01 

checkerboard-type prellure diltribution. Shih and Rea (107] have allO derived limilar 

primitive-variables formulation on co-Iocated ll'idl. 

Schneider [104] derived a quui-one-dimenlionailOlution to a convection-difl'ulion 

problem to calculate the velociLies at interfaces of control volumes. Then the pres

lure Iradient term WAI extracted from the IOUrce term and approximated ulinl the 

ditrerence in adjaœat valua of nodal preuures. These interfaces Wllocities were then 

uaed in the int.al continuity equation, and the let of equationl for velocities and 

prellure wu IOlvecl iteratively. This co-Iocated method lave poor reluits for hilh

Reynolds-number flow in a square driven cavity. 

Regio and Camarero [93) have 101W!d the time-dependent incompressible Navier

Stokes equationl in an arbitrary-Ihaped domain, alinl curvilinear co-Iocated Iridl. 

They uaed owrJappinl srids and an oppoeed ditrerence Icheme for prellure and ma

mentum fluxes in the main-flow direction to avoid OICillatory relultl. MUI-flux ,ra

dients were obtained by upwind dift'erencin, and preau", Ifadients were calculated 

by downwind differencinl. This idea has allO been extended to turbulent flows by 

Regio et al. [94]. 

A comparilOn between Itagered and collocated ,ridl in the context of finite 

volume methodl hu been done by Perie et al. [82]. They did this comparison with 

a FVM bued on orthoaonallfidl. The converpnce properties of theae two ,rid 

arranpmentl were inWJItilated for three test problema: driven-cavity flow, flow over 

a bacJcward-faciDI step, and 80w in a .udden expansion in a pipe. They reported that 

the collocated FVM had DO disadvantale compared to the FVM bued on IItaaered 

pids, and in some cues, it provided luter conver,ence. The accuracy of results was 

also of the Ame order for both these approaches . 

The role and influence of under-relaxation in co-Iocated finite volume methods 
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has bren investigated by Majumdar [71J. He pointed out that the results obtained 

by several other researchers who used FVM co-located grids were not independent of 

under-relaxation parameters, and he proposed an explicit under-relaxation of inter

face velocities in momentum equations to overcome this difficulty. Thiart [117, 118] 

integrated the momentum equations on staggered grids only for calculating the inter

face velocities. He then substituted them in the continuity equation to derive pressure 

and pressure-correction equations. AH other derivation were done with the same grid 

for pressure and velocity components. 

Kobayashi and Pereira [59] used a non-staggered, nonorthogonal grid to investigate 

the influence of under-relaxation factors and extended the ideas of Majumdar [71] 

to the PWIM of Perie [81]. Their method ensures that the values do not depend 

on under-relaxation factors. FinaJly, Coelho and Pereira [22] used the co-Iocated 

method of Rhie and Chow [96] to solve the turbulent flow over a hill with two- and 

three-dimensional non-orthogonal co-located grid systems. 

An extensive review and discussions of co-Iocated equal-order CVFEMs is available 

in the works of Saabas [100] and Baliga and Saabas [10]. 

1.3.3 Solution of the Discretized Equations 

In this soction, methods for solution of the discretized momentum and conti nuit y 

equatiolls are reviewed. III incompressible ftow problems, there is no explicit equation 

for pressure: Whell the correct pressure distribution is substituted into the mornen

tulU equations, it produces a velocity field that satisfies the continuity equation [77]. 

This indirect specification of pressure presents a special challenge to numerical solu

tion methods. Olle approach to this problem is to directly solve linearized, coupled, 

sets of discretized momentum and continuity equationsj the nonlinearity is handled 

through iterations. Another approach is to devise an explicit equation for pressure 
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by lubstitutinl discretized momentum equationl into the diacretized continuity equa

tionl; the Iioearized, coupled, discretized equation. for the velocity componentl and 

pralure cao tha he IOlved ulÏnl direct .... hocIl or iterative method.; the overaU 

DODIinearity i •• &in hudled throup iterationl. 

A vut number of methodl are avaiJable for IOlvinl the nonlinear disereti_tion 

equation.. Ali thete methoda mult peritrm two function.: liaeari_tion ; and solution 

of aeta of lioearized, couplecl, alaebr&ic equationl. The liaeari_tion il uaually done 

UlÎDlluccealive-lubatitution methodl or Newton-Raphson met.hod.. Exunplea of 

the aucceuive-.ubstitution approach cao he found in the work. of Patankar (77), aad 

Schneider et al. (101) amonlothen. Succeaaive-Iubstitution methodl are euy to 

implement, but they are ooly linearly converlent, when they converp (68). The 

Newton-RapblOn technique bu quadratic converpnce: but it does not converse to a 

IOlution from Any arbitrary atartine point, or IUessed solution field (68, 34). 

Hybrid methodl have been developed in an .ort to combine the desirable fea

turee of lucœaive-Iubstitution and Newton-RaphlOn techniques. Examplea of hybrid 

methodl include multiple linearization tedaniques of Levenberl (66) and Marquardt 

(69), and partial-rank quai-Newton teœniquea of Powell (84) and Blue (13). A hybrid 

lteepest-desceat a1coritbm bu been proposed by Macarthur [68]. 

The methodl that are UIed to IOlve the linearized, coupled, seta of dilcretized equa

tionl C&D he lfOuped into three cateaories: direct methoda; serni-direct methodl; and 

iterative methodl. Direct methoda include luch approaches u Gaullian elimination, 

error vector prop.ation (97), fut Fourier tran.forma (61), and spane matrix meth

od. (95]. Direct method. buically require very larle amount. of computer .\or.e, 

specially in three-dimensional problems involvinl many dependent variables. Thul 

they are rarely used in FVMI for ftuid ftow . 

Iterative methoda for the IOlution of dilCretized equationl iDclude aequential 10-
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lution techniques such as SIMPLE (77), SIMPLER (77), and SIMPLEC [122]. Detail 

evaluation and review of IUch method. are available in the works of Schneider et al. 

[lOIJ, and Van Doormul and Rait.hby (122). In the tequent.iallOlut.ion aI.rithma, 

t.he decoupled sets dilCret.iutÏ6n equatiODI cu he IOlwcI by direct. met.hocla, luch .. 

lpane matrix t.echniqus, or iterat.iw met.hod. for Un... "pbraic equationl, IUch 

as aauls-Seidel, Succeuive owr-relaxation, and line-by-line methodl (77). Anotber 

iterative procedure that ia ,&inin. in popularity il tbe coDjUlat.e aradient method 

(95). 10 this approach, the Gram-Schmidt orthOlOnalizatioD procea is uaed to form 

a sequence of vecton, where one of the vecton repraents the unkoowns tG he IOlved 

lor, and lull couplioS between ail equationl is m&Întained durinl the it.eration pl'OCell. 

The aemi-direct methods encompus thOlt! method. that cao not he cl_ified .. 

either direct or fully iterative method., and they repft!leDt a compromiae between 

direct and iterative methoda. The huic idea in such J'!lethods is to divide the calcu

lation domain ioto .. ments and to 101w the lully-coupled equationl in each .. ment 

by a direct method. Exampln of IUch methotl. include c:apacity mat.rix methods (46), 

block implidt relaxatiool (27), t.he subdomain methods 01 BrMt.en (15], and Van. 

(125J, and coupled-equation solvers of Galpin (34] and Hookey (50]. 

Other methods pertinent to thil review include t.he method of false tranaient. (72), 

and explicit time-at.eppinlschemes to solve transient formulations (44). The atronlly 

implicit procedures of Stone [113] and Schneider and Zeclan [102J, and the block 

eorrection methods of Fonythe and WUOW [3OJ and Ames [3] provide int.ereatinl and 

uaeful options lor euhancinl the rate of conWl'pnce of iterative method.. Another 

approach to increue the rate of converpnce of iterat.ive method. is to work Dot with 

a .in&l~ Ifid, but with a sequence of lrids of increuiDI fineness. Thi. i. the baie 

ideu behind multilrid methods, auch u tholle proposed by Brandt [17] . 

Comprehensive review8 of these solution method. are av&ilable in the doctoral 
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di •• nations of Brutan (16) and Mar.cnhur (68). Detail. of iterative methods aldn 

to SIMPLE [77] and CELS of Galpin (34) and Hookey [SO) are pneented in chapter 4 

of this thais. 

1.4 OutHDe 01 the Th_i. 

ID this chapter, aome of the numerical met.hod. for fluid ftow and hat tranafer prob

lems that have appeared in the publi.hed literature durinl the previoui three decades 

have been reviewed. The main loall of this thesis have also been presented. 

Chapter 2 presents the a finite volume method formulated (FVM) for convection

dilulion problems. Fint, a domain discretization acheme i. described. Then, appro

priate interpolation functions are prescribed for ail of the dependent variables. AllIO, 

in this part, a MAW and five other schernes are diacuaed. Alpbraic approximations 

to the pverninl equations are then derived usinl an element-by-element procedure. 

Lutly, an iteratiw solution proœdure for the relultinl coupled, non-linear, alpbraic 

equations is dilcuued. 

Chapter 3 il devoted to the formulation of a co-Iocated equal-order FVM. Chap

ter 4 pretentl diacu .. ion. of the Saabaa scheme (100), uad some sequential solution 

"sorithms and coupled-equation line IOlve". Bued on these discussions, two new 

"sorithms, SEVA and ESSA, are proposed and discuued in the remaininl part of 

chapter 4. 

Chapter 5 presents the relultl senerated for three steady, two dimensional, ftuid 

80w problems. These reluits are used to compare the converlence behaviour of the 

Saabu, SEVA, and ESSA Ichemes. Chapter 6 presents the results obtained in a com

parative evaluation of the MAW scheme alainst fiw other well-established schemes . 

The contributions of this thesis are dilcussed in chapter 7. Ideas for extensions 

a!.ld improvement of this work are also preaented in this, the concludinl chapter. 

, 
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Chapter 2 

CONVECTION-DIFFUSION 

PROBLEMS 

2.1 Governinl Equations 

ln convection-di'usion probten., the "loeity profile is kaowa (specified), and 

attention is foeused on the distribution of scalar dependent variables of interest in the 

preRDœ of convection, diffusion, and volumetrie source terms (77). Here, in lceepin, 

with weil established UIaF in the literature (77), transr,..rt due to overall or IfOIS ftuid 

motion is denoted &1 convectionl and transport .lue to molecular interactions, luch 

as conduction, visCOUI transport, and mus difulion, illaheUed as di«ulion. Only 

steady, two-dimensional, convection-difulion problenu are considered in thi, th.il. 

The partial diferential equationl which lovern Iteady, two-dimensional 

convection-difusion problems can he cut in the foUowin,pneral form in the Carte

sian coordinate system (77): 

8(put) 8(pvt) _ .! (r!!) .!. (rH) s 
8z + 8y -Oz 8z +a, lJy + 

IThi. pheDomena i, ÙIo referred &0 • ..tvection iD the Iiterature [55]. 

28 

(2.1) 
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The ftuid 80w field in this equation is spec:ified, and it is Ulumed that it .. tisfies the 

steady continuity equation: 

(2.2) 

ln these equationl, t il the scalar dependent variable of interest; u and ., are the 

mown velocity components in z and , direction., rapectively; p i. tbe mua denlity 

of the luid; r is the diffusion coefficient UIOCiated with t; and S is tbe volumetric 

IOUrce terme In problema whef(' the diffusion of • in not proportion" to "., the 

diffusion terms tbat do not fit witbin the ",adient expression are included in the 

source term, and equation (2.1) remainl valid (77). 

ln the propOled finite volume method (FVM), the calculation domain is first di

vided into suitable elements and control volumes. Equation (2.1) in then int.rated 

OWl' each of the control volumes to obtain intesral conservation equationll. Appro

priate functions are then presc:ribed to interpolate nodal values of tbe dependent 

variables over eac:h element in the calculation domaine These interpolation functions 

are used to derive of a1sebraic approximations to the int.ral conaervation equa

tions. The alsebraic approximations, or discretization equations, constitute a set of 

simultaneGus a"braic equations that could, in sener", be nonlinear, and coupled to 

other sets of discretization equations ulOciated with other dependent variables. An 

iterative aJsorithm is used to solve tbis set, or sets, of discretization equations. 

ln this chapter, the aforementioned Iteps and a method for the solution of the set, 

or sets, of alsebraic discretizatioo equatioos are described. 

2.2 Domain Discretization 

As mentioned earlier in this thesis, only plane two-dimensional rectangular do

mains are considered in this investisation. Such domains are first divided into rect

&Dsular elements, using grid lines which are parallel to the z- and lI-coordinate axes, 
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u sbown in Fil. 2.1. It sbould be laot.ed that the lpacinl between these l'id Unes 

muid be nonunifonn. Indœd, i ... problellll with hi,hly nonuniform distributions of 

the dependent variables, a correspondin, nonunifonn pid is computationally more 

efficient than a uniform lrid (77). A nonuniform pid ÏI .hown in Fi,. 2.2. 

After the discretization of the domain into rectuplar elements, eada element is 

subdivided into four equal reetaBplar feIÏoDl, or lub-control volumes, by joinin, the 

midpoints of opposite sides, .. shown in Fi,. 2.3. Collectively, thelle sub-control vol

umes form reetanlular control volumes around am node in the calculation domain, 

as iIIustrated in Fil. 2.4. These control volumes have tbe followinl desirable features: 

(i) they do not overlap; (ii) collectively, they fiU the calculation domain completely 

and exactlYi and (iii) their faœs ne midway between adjaœnt nodes aIonl the pid 

Iines, and intenect. the ,rid lines perpendicularly. The fint two of these features 

facilitate the formulation of a conaervative numericalscheme [77, 97); and the third 

feature enables 8eCOnd-order accurate alpbraic approximations of the diffusive luxes, 

usinl linear interpolation of the dependent variables in each element. 

2.3 Intelral Conservation Equation for a Control 

Volume 

Consider a typical control volume as shown in Fi,. 2.4. Upon intecration of 

equation (2.1) over this control volume, the intesral conservation equation wiD he of 

the leneral form: 
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With respect to the control volume surroundinl node (iJ), also denoted &8 a par

ticular node 'P', in Fil.2.4, and notinl that in this two-dimensional formulation the 

calculation dom.ins are usumed to he of unit dimension in the z direction, Eq. 2.3 

can be rearranled as follows: 

+ [sinùlar contributions from other elements &8sodated with node (iJ)] 

+ [boundary contributions, if applicable] = 0 

Thil form of the integal conservation equation emphuizes that it can be assembled 

on an element-by-element buis. Eq. 2.4 is approximated in this work by the followint; 

equation: 

[
(pu';>. iJlj + (pv';>,. 6x. _ (r!!) i1/j _ (rit) iz. _ (Se) 6Z1611'] (2.5) 

2 2 6x • 2 611 ,. 2 4 

+ [Iimilar contributions from other elements u80ciated with node (iJ)] 

+ (boundary contributions, if applicable] = 0 

Where 6x, and 611j are the lensths of the sides of eath eJement (iJ) in the Z and 11 

directions, respectively, as shown in the FiS. 2.3. These lensths are distances betweell 

adjacent nodes in x and 11 directions. 

The values of .; and V'; at points 4, 6, c, and d, that will be referred to as 

intesration points, will be obtained based on interpolation functions which will b(~ 

defined in the next section. 

, 
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3.4 Interpolation FonetioDi 

This eection provides interpolat.ion fuodions for t.he thermophy.ical properties of 

t.he ftuid, the volumetrie source term, and the depeadeot variables " u, and u. 

2.4.1 Interpolation of Pt r Aad S 

Values of , and r are luppliecl at the ceat.roid cf t.he rectaDplar elemeDtl ad are 

Mlumed to prevail over the cornapondin, element. The source term, S, i. lineuilecl 

with respect to its dependenee on ~, if required, and expreued u follow. [77]: 

s = Sc + Sp~ (2.6) 

The values of Sc and Sp are ealculated at the centroid of each element, and ... umed 

to prevail within the c:orreapondinl element. Hence, the contribution of e1ement (iJ), 

ahown in Fi,. 2.3, ta the intearailOurœ term in Eq. 2.4 CUl be written u: 

(2.7) 

2.4.2 Interpolation of Velocitiea 

ln euh redan,ular element, the mid-aide values of U aDd " are calrulated ulin, 

lunctional di.tribution. of the velocity compoDellt., if applicable. If oDly nodal values 

of u and v are .pecified, Iinear interpolation ia usecl to calculate the mid-.ide values2• 

Thul, with referenœ to Fi,. 2.3, 

(2.8) 

21n ftuid ftow problell1l, where the comput.ion of u ud " ÏI required, lpeeial interpolation 

' .. ndiont are uJed to interpolate theae variablee in the ..- lux terDII. Theee 'uDdio .. wiD be 

introdueed in ehapter 3. 
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3.4.1 IDterpolatloD 01 • 

A. wu cliscuuecl in ledion 1.3.1, the proper approximation of the convection term, 

with acceptable accuracy and without creat.ion of unph)'lically numerical oacillatiool 

in the IOlution, hu been a challeapu" tuk in computatioDal ftuid dynamiel over the 

lut 2S yean. One of the .,.a. of thie th.iI i. to compare the accuracy oreix echemes 

for obtaininlalaebraic approximationl of the convection and dilulion terRUl. Thelle 

echemes are: 

1. Central Ditrerence Scheme (CDS) 

2. Upwind Ditrerence Scheme (UDS) 

3. Sleew Upstreun Diferenœ Scheme (SUDS) 

4. Linar Skew Difereoce scheme (LSD) 

5. Quadratic Upetreun Interpolation for Convective Kinematics (QUICK) 

6. MA .. Weilhted diferenœ scheme (MAW) 

ln the proposed method, each rect.anlular element mntribute& to the difl'usive and 

convective traneport across the boundaries of four 8ub-control volumes. With refer

enœ to the typical element and the notation IÏven in Fil. 2.3, these contributions to 

the dilu8ive and convective transport termII in Eqs. 2.4 and 2.5 are approximated u 

follows: 

1° putd, = Peu.tIJ.6'1i/2 

le putd, = Peuet/lc61Jj/2 

lO ".,tdz = PetJ~tIJ~6Zi/2 

L' ".,tdz = PetJ,tIJ,6zi /2 (2.9) 

, 
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ln theae equations, P. and r e are the valua of deality and diffusion coefIicieat, 

reapectively, appropriate for the element under consideration; and u., vt, uc, and v~ 

are values 01 the velocity œmponentl at inte,ration points a, 6, c, and d, and theae 

are obtained ulinl the interpolation practicea dÎlcussed ear6er in aection 2.4.2. Ail of 

the aforementioned lix achemea Ule the ume interpolation function to approximate 

• in the difFulion ter ... At iDlepation pointl. However, the interpolation funetions 

that are ulM!d to obtain the values of • in the convection termI at intep'ation poinu 

are diferent in the six achemea of interest. 

The approximation of • in the diff'lsion terms will be disculled fint. Thea, 

the treatment of the convection terms in .. ch of the six schemes will he discussed 

separately. 

Approximation 01 • in the Ditru.ion Te ...... 

ln ail of the above Ichemee, pieœwi.e-6near interpolation of • &Ionl lrid lines is 

used to approximate the diffusion t«ms at the inlepation points within each element, 

which reluits in: 

(!!!.) = ;i+lJ - ~,j 
IJz • IZi 

(8.) = ~+I,j+l - ~+I,j 
a" • 61/i 

(2.10) 

for the Iradient of • in Eq. 2.9. 

Approximation 01 • in the Convection TerRIl 

Central DifFerence Scheme (CDS) 

For the domain diltretization used in the propoeed method, this sc:heme is equiv

aient to the use of Iinear interpolation for the approximation of tbe intep-ation-point 
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valua of;. This treatment, with mennce to Fia. 2.3, reluits in the followins 

expreuionl for ;., ;" ;c, and _~, 

(2.11 ) 

UpwiDd Di.rence Seheme (UDS) 

Thil Icheme, which wu propoeed by Courant et al. (23), and by others (77), 

UlUmes that the value of • at aD interfaœ i. equal to the value of ; at the Irid 

point on the upwind side of the face. ThuI, thi. scheme talcs into consideration the 

direction of the fluid flow, at leut to sorne extent, and, with referenœ to FiS. 2.3, it 

leads to the followins equations for the intesration-point values of ,: 

Cue 1: u>o and for ail v 

(2.12) 

Cue 2: u<O and for ail v 

(2.13) 

Cue 3: 11>0 and for aU u 

;, = ;i+I.j (2.14) 

Cue 4: .,<0 and for all u 

(2.15) 

Skew Up.tream DifFerence Scheme (SUDS) 

This rJcbeme, fint proposed by Raithby (89], takes into consideration the skewness 

of the flow tg the gid lines, while accountins for the one-way or upwind behaviour of 

, 
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convective transport. In thil .cheme, the value of • at the intearation point of intereat 

i8 &lsumed to he equal to the value of • at the intenection of an element aide and the 

uPltrearn extension of the velocity Wlctor paui ... throuch the intesration point. The 

value of • at thi. intenection point i. obtained by a linear interpolation of the value 

of • at the twc, adjacent nodes which lie on either .ides of the intersection point on 

the element 8ide. 

Thu8 with respect to Fil. 2.5 and for u > 0 and " > 0, when the upltream extenlion 

of the velocity vector p&8sinl throulh the intesration point 'G' intenectl the l'id line 

between nodes "P" and "S" , the value of •• = ... is obtained by a linar interpolation 

of .p and ~s: if, however, the upltream extenlion of the velocity vec:tor thro..p 'G' 

intersecta the srid line between nodes "S" and "SE", as .hown in Fil. 2.6, tben it ÎI 

UIUmed that •• = .s [89]. Therefore, with refereace to Fip. 2.3, 2.5, and 2.6, 

If u. > 0 and ". > 0, and F.:f < 2',;;" then: 

(2.16) 

with C K. = F.:t • D'::-. 
If u. > 0 and Il. > 0, and f;:t > 211:~', then: 

(2.11) 

If u. > 0 and Il. < 0, and et < 2:.~, then: 

(2.18) 

with C K. = f;!\ .11:; 
If u. > 0 and Il. < 0, and I;;t > ,.~, then: 

(2.19) 

If u. < 0 and Il. > 0, and l;:t S 2'~~., then: 

(2.20) 
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witb C K. = .I!!al • JA
)tI;f -.,-1 

If u. < 0 and v. > 0, and r.:t > 2Ilrl, tben: 

;. = ~+IJ-' 

If u. < 0 and v. < 0, and et s '1::, tbm: 

with C K. = f;!t .11:; 
If u. < 0 and v. < 0, and l;~ > 21~~I, then: 

SUDS approximations for ~., ;e, and ;~are obtained analolously. 

Lin_r SIce. Ditrerenee àeme (LlO) 

37 

(2.21) 

(2.22) 

(2.23) 

This deme, propoeed by Hupt [53], ia buically quite aimilar to the SUDS 

ac:heme. In tbi, acheme, .. in the SUDS acheme, the value of ; at an intesration 

point ia UlUmed to be equal to the value of ; at the intersection point of an dement 

aide and the upltream extenaion of tbe velocity vector pasainl throulh the intesration 

point of interest. However, oontrary tG the SUDS scbeme, .. ardless of which element 

side intersects with the upstream extension of the velodty vedor Passinl throulh the 

intep-ation point of interest, linear interpolation of the values of ; at two adjacent 

nodea, which lie on eitber side of the intenection point, on the element aide, i. used 

to obtain the approximation to ; at the int.ration point. 

The implementation and the prolramminl of this scheme is more involved than 

the CDS, UDS, and even SUDS achemes. For positive velocity components, u > 0 

and v > 0, the interpolation functions for the approximation of ; at the intesration 

points, aee Fip. 2.3, 2.5 and Fil 2.6, are: 

, 
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Cue 1: f;l~'I! 

;. == (1 - CK.);'J + CK.~J-I 

;c == (1- CKc);'J+1 + CKcfiJ (2.24) 

Ca.e2: f;f>~ 

•• = (1 - CK P.);'+IJ-I + CK P.;'J-I 

fie - (1 - CKPc)~+IJ + CKPc.iJ (2.21) 

Ca.e3: J;f~1J: 

., - (1- CK');i+IJ +CK,tIIiJ 

;~ - (1- CK~);iJ + CKi •• -IJ (2.26) 

Cue4: J;f>1J; 

,;. = (1 - CK P');iJ+1 + CK P,tIIiJ .,. = (1 - CK Pi);i-IJ+I + CK Pi;i-IJ (2.27) 

The definitionl of the CK and CKP terms cao he obtained usinl procedures "dn 

to thoee uled to obtain limilar terms in SUDS. Details are obtained in the work of 

HUlet [53). 

Quadratie: U,.tream InterpolatloD 'or Convective Kinamatin (QmCK) 

Thil IICheme, propoted by Leonard (63J, improves the CDS scheme by addinl to 

it a mrrection term which incorporate upltream inftuence in the interpolation for ,p. 

This correction term takes into consideration the one-way behaviour of the convection 

transport, and il added to the CDS scheme to remecly IOrne of its drawbacks. From 

the point of view of the mathematics, tG derive an equation for calculation of " at 

the intepation point on a pid line of interest, thilsœeme fits a quadratic curve to 
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the t.o upltream and one downltream nodal valu. of.. Tberef'ore, the equationl 

for obtaininl the values of • at the intearation pointl Ihown in Fil. 2.3 are: 

Cue 1: Uniform Melh u>O 

Cue 2: Uniform Melh u<o 

Cue 3: Uniform Melh 11>0 

•. -

Cue 4: Uniform Mesh 11<0 

for ail v 

for ail v 

for aU u 

.i+IJ-1 + ;i+IJ+1 - 2;'+IJ 
8 

.iJ-1 + ;'.i+1 - 2t;'J 
8 

for aU u 

(2.28) 

(2.29) 

The forma of theae equations for non-uniform pid. are IOme more involvN than 

thelle for uniform pids. Detail. are available in the paper by Leonard [63J. 

MA. W •• hted ditr.renee Ida ..... (MAW) 

Thi. scheme i. bued on the worb of HUian et al. [45J, in the mntext of finite 

ditference methods, and Schneider and Raw [103J and Saabu [IOOJ in the context 

of the control-volume finite element methods. The latter aclaptation il used in this 

work. This .ch~me luarantees that the alpbraic approximations to the convection 

terms have a positive contribution to the coefficients in the discretization equations. 

, 
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Thil il done by enlurinl, at eac:h elemeat 1eveI, that the value of f at a Dode outside 

a control volume contributell leu to the out8ow of • from that control volume thaD 

to the intow into the control volume. Phyaically, thi. meaas that for a scalar to 80w 

out of a control volume, 6nt, it hu to mme iDto the coatrol volume. 

Suppœe that in the element .hown in Fic. 2.7, there i. an outflo. of; from 

the control volume auociated with Dode (iJ) into the control volume surrouDdinl 

node (i+1J) &croal interfaœ 1: this is equal to ,.,t"'. In addition, let there he a 

flow of f from the control volume ulOciated with node (iJ+ 1) to the coDtrol volume 

surroundius node (iJ) &cross interface 4: thi, i, liven by - "141~,. 

It is usumed that the value of •• transported ACI'OIII 'l' has contributionl from 

.~ and •• ". ThuI, •• can he expreaed as: 

(2.30) 

The factor 1 is choaen 10 as to enlure, at the element level, that the tranlport of f4 

out of the control volume lurroundinl node (iJ) il lesl than or equal to its traDlport 

into this control volume: in mathematical terms, the followinc condition mUlt he 

satilfied: 

The mus ftow rates &Cross interfaces 1 and 4 are: 

Therefore, 

o il ml > 0 and ~ S 0 

J = 7.' il ml > 0 and 0 < =t- < 1 

1 il ml > 0 and -.~ ~ 1 

The above equation for defininll can be compactly represented by: 

(2.31) 

(2.32) 
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If ml > 0, then: 

-ria. /= Alin(AlGz(~,O),I] 
m. 

(2.33) 

ID aeneral, the equation. for obtaininl intep'ation-point values of ~ are the fol

lowiDl: 

Intepation point G: 

1/ rial ~ 0 

1/ ria. ~ 0 

Intep'ation point 6: 

1/ ma ~ ° 

Intepation point c: 

Intepation point d: 

•• = /;~ + (1 -/) •• .; 

;. = /4 + (1 -/);1+1'; 

;~ = /;. + (1 -/)'i'; 

;~ = I;c + (1 -/);i';+1 

-';'4 1 = Min(Maz( --:-,0),1] 
ml 

/ = Min[Maz(,?2 ,0),1] (2.34) 
ml 

1 = Min(Maz(~1 ,0), 1) 
ma 
-ma / = Min(Maz(--:-, 0), 1) (2.35) 
m2 

1 = Min[MGz(~· ,0), 1) 
ma 
-ma 1 = Min[MGz(-.-,O), 1) (2.36) 
m3 

-ml / = Min[Maz(·~,O), 1) 
m4 

/ = Min[Maz(~3 ,0),1) (2.37) 
m4 

Renee, in the MAW Icheme, the value of. at an intqration point is dependent 

on its value at the other intep'ation points, on the nodal values of ;, and on the 

direction and mapitude of the mus ftow rate &cross the four interfaces within the 

element. Eqs. (2.34) to (2.37) can be used to obtain the followins equations that 

relate intesration-point values of #/1 to the nodal values of ;: 

\ 
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A21~. + Aaa~. + Au.c + A2.~4 = B21• i ,j + Bu~+1J + Ba3~i+l,j+l + B24~i,j+l 

A31~. + A3a~. + A33.c + A34~4 = ~I~i,j + B:n~+l,j + B3.1~i+I,j+l + B34~i,j+1 

A.I~. + A.a~. + A.3~c + A...~4 - B.1.i,j + B.2;'+I,j + B43~i+I,j+l + B44~i,j+1 

or, in a compact form: 

(2.38) 

in which, (A) is a (4 x 4) coefficient matrix of the vector of the 4 Întepation-point 

values [~,), and (B) is a (4 x 4) coefficient matrix of the vector of the 4 nodal values 

[~I,m). The above equations must he IOlved simultaneously in order to express euh 

of the intesration-point values of ~ in terms of the nodal values of~. Therefore: 

Thul, to obtain the intesration point values, the matrix [A) mUlt be inverted. Matrix 

(A) hu special characteristics: (j) ail diasonal elemeuts have the ""lue of one (unit y) 

and are dominant in the matrix; (ii) in each row, at leut one of ~he elements Îs 

zero and the other non-di&lonal elements are nesative values « -1). RecopiziDS 

these special characteristics of this matrix, a very efficient matrix invertor can he 

established. In this work, a special pivotins Itratel)' il Uled to invert matrix (A], 

which in comparilOn to the other available methodl, il one of the futest methods 

and provides excellent accuracy. The elementl of the matrices [A) and (B), and also 

the inversion method for the matrix (A), are presented in Appendix A. 

2.5 Derivation of the Discretized Equations 

ln order to obtain an al,ebraic approximation 10 the intesral conservation equation 

for a control volume (Eq. 2.4), Eq. 2.5 is uaed, alons with the interpolation fundions 
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previously developed. The mtire cakulation domain is visite<! element-by-elernent. In 

each element, alaebraic approximations are derived for the contribution of the element 

to the difusion, convection, and source terms in the intesral conservation equations 

auociated with the control volumes surroundins the four nodes. These contributions, 

are then auembled in an appropriate manner. Boundary contributions are derived 

&ad added to the element contributions, if they are applicable. This section describes 

the derivation and usembly of these contributions in the proposed FVM. 

2.5.1 Element Contribution to the Diffusion Terms 

Consider the element (iJ) shown in Fig. 2.3. This element has four interfaces 1,2, 

3 and 4, with increuina numbers in the counter-clockwise direction. Two interfaces 

are usociated with each of the four sub-control volumes in this element. UsinS the 

alpbraic approximations to the intesration-point values of the components of V~, u 

liven in Eq. 2.10, and notins that the value of fe = ri'; prevails over the elelllfmt, 

the transport of ~ by difusion across the surfaces of the sub-control volume (iJ), ÎI' 

this element, can he approximated as follows: 

The transport of ; by diffusion &Cross the surfaces of the other three sub-control 

volumes in this element, (i+l J), (i+1J+l), and (iJ+l), are approximated in a similar 

manner. The contributions of the other elements are calculated by the same method, 

and these element contributions to the difusÎon terms are assembled appropriately. 

2.5.2 Element Contribution to the Convection 'lerms 

In aeneral, the convection contributions of element (iJ), see FiS. 2.3, to the 

integal conservation equations associated with nodes (iJ), (i+l,j), (i+lJ+l), and 

, 
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(iJ+ 1) cao be expressed as (ollows. Let: 

• ptJ~lz. 
m .. = 2 

(2.41 ) 

Then the contribution of the element (iJ) to the o.t/lo. of. by convection acrou 

the sunaces of 

(i) the control volume surroundinl node (iJ) is: 

(1° pu."" + L~ pv.u) ~ m ••• + m ... ~ 

(ii) the control volume surroundinl node (i+lJ) is: 

110 

pv."z -la pu.d,) ~ m2;' - m.;. 

(iii) the control volume surroundinl node (i+lJ+l) is: 

[-1 0 pu."" -l' pv.dz):::! -m3.c - m2;' 

(iv) the control volume surroundinl node (iJ+l) is: 

(2.42) 

(2.43) 

(2.44) 

(2.45) 

The expressions that ~ive the intesration-point values, ;., th, ;c, and ;~, in terms of 

the nodal values of ; are diferent for the six schemes considered in this work. These 

expressions were presented in section 2.4.3. When these expressions are substituted 

into the above equations for the convective transport terms, aJcebraic approxima

tions to the convection contributions of element (iJ) ate obtuned. Theee approxi

mations are dift'erent for the six difFerent schemes con.idered here. The convection 

contributions of other elements are calculated in a similar manner, and these element 

contributions are assembled appropriately. 

2.5.3 Element Contribution to the Source 'l8rms 

Consider the element (iJ) shown in Fil. 2.3. Usinl approximations similar to those 

used in derivinl Eq. 2.7, the followinl expressions are obtained for the contributions 
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of element (iJ) to the source terlDl in the intesrat coneervation equations for the 

control volumes surroundins its four nodes: 

(i) the control volume surroundinl node (iJ): 

f f Sdztl, ~ (Sc •. , + Sp../~iJ)6:e~"j 
iJ 

(ii) the control volume surroundins node (i+lJ): 

f f Sdztl, ~ (Sc •. , + SP •. ,.i+tJ)6z~JlJ 
i+lJ 

(iii) the control volume surroundins node (i+lJ+l): 

f f Sdzdy ~ (Sc •. , + SP •. /~i+IJ+I)6Z~rlj 
i+ltl+l 

(iv) the control volume surroundins node (iJ+l): 

/ f Sdztly ~ (Sc •. , + SP.,/~iJ+I)6z~JlJ 
'tI+l 

(2.46) 

(2.47) 

(2.48) 

(2.49) 

In these equations, SC." and SP." pertain to elemerat (iJ): &8 stated earlier, they 

are stored at the centroid and assumed to prevail over the element. The source

term contributions of other elements are approximated similarly, and these element 

contributions are assembled appropriately. 

2.5.4 Diacretiled Equations lor Internai Nodes 

When alsebraic approximations to the element contributions to diffusion, convec

tion, and source terms, as derived in the previous section, are assembled appropriately 

for all elements, the complete alsebraic discntized equations are obtained for iratemal 

Dodes. These discretized equations can be cut in the following general forms: 

CDS and UDS schemes: 

(2.50) 

, 
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SUDS, LSD and MAW schellMl: 

GP,.,'iJ = GE..,~+IJ + GN,.,fiJ+1 + GW,,,~-IJ 

QUICK scheme: 

+ .... , .. J-I + .N.,,,~+IJ+I + .NW,.,~-IJ+I 

+asB,,,.i+IJ-1 + a.w,,,~-I';-I + 'ai 

GP,,,'iol - G.,,,.i+IJ + GN,.,;iJ+1 + GW,.,.i-IJ 

+as •. ,_ioJ-1 + GEE,.,.i+2J + GNN,.,_iJ+2 

46 

(2.51) 

+aww •. ,'i-2J + GSS",.iJ-2 + "J (2.52) 

2.5.5 Implementation of the BouRdU')' Conditlou 

After the uaembly of element contributionl to the dilusion, convection, and source 

terma, the diacreti_ equations for the control volumes usociated with boundary 

nocIes are not complete. To complete th .. equationl, the transport of ; &CfOII the 

bourldary mUlt he properly included. Boundary conditions ulually encountered iD 

ronvection-dift'ulion problems can he cateprized .. foUowl: 

Dirichlet or Specifted-Value Bound..,. Condition 

ln thil cue, the value of • on the boundary il known, and the discNtization 

equation for the boundary node can he replacecl by : 

(2.53) 

After calculation of ail the unlmown ; valua, the Sux of , &Crau the boundary control 

IUrfaces CUI be calculated, ulinl the overall balance on • at the houndary control 

volume of interest. It il to he noted that for Doel. located at inftow boundaries, 

or boundaries &CroIl which ftuid ftOWI into the calculation domain, the value of ; is 

ulually specified. 
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Neumann or Speeifted-Flux Boundal')' Condition 

ln thi, eue, the eliluaion flux of _ Dormal to the boundary i. apecified, either .. 

a COD.tant value at each boundary node, .. al a known diatributiOD of aux &Crau the 

bouDdary of iDlereIt. Thil boundary condition C&D tUe variou. forma: 

Cue 1: Giftll value : fi .... ,.,., = 9epeci/ie~ 

Cue 2: Giftll coDvection coefIiCieDt 

and reference temperature: fi ....... ,., = "(TOlO - Th ....... ,,) 

Cue 3: Radiation condition: fi .. ,.",,,, = F(7'It./- T.!..".,,) 

Con.ider element (iJ) Ihown in Fil. 2.3, and IUppoee that the aide joininl nodes 

(iJ) aDd (i+lJ) lies on the domain boundary. For this eue, after uaemblinl of a.1 

element contributions, .. diacu,eed arlier, the diacretized equation u80cÎated with 

boundary node (iJ) is completed as follows: 

Cue 1: 

(2.501) 

Cue2: 

6;.; - 6;J + "T ao( 6zd/2 

ap." - a,." + "(6zi )/2 (2.55) 

Cue 3: ln the eue of radiation ftux, it il first linearized about a IUess or available 

value of the boundary-Dode temperature Tt,;: 

9i,; - F[T:el + r.;UTre/ + ~:j][Tre/ - Ji,;) 

- H[T,.e/ - 1.:,) (2.56) 

The dilcretized equation is then completed by doinl the followinl: 

biJ - 6ï" + HTre/(6z i)/2 

ap." - ap." + 'H( 6zi ) /2 (2.57) 

, 
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Outftow Boundary condition 

An outflow boundary il one &trolll which luid flowl out of the calculation domain. 

If the value of. at the outlow boUDdary ia lpecifted, the implementation of thi. 

boundary condition ia the 1&IDe .. that dilcullld earlier. However, ulUally, Dather 

the value of • nor it. flux are known at the outflow boundary. The treatmeat of 

outflow boundary conditions in thi. work i. identical to it. treatmeat iD Ref. (77): it il 

UIUmed that the difFulion lux KI'OII an outlo. bouDdary il DeJlipble iD comparilOn 

to the convection flux at th il boundary. Furthermore, at an outlow boundary node, 

it il UIUmed that the value of • and the outward velocity component normal to the 

boundary prevail over the boundary IUrface usociated with thi. Dode. 

Alain, consider element (iJ) Iho.n in Fia. 2.3, and DOW IUppoie that the .ide 

joinin, nodes (i+lJ) and (i+lJ+l) lies on an outflo. boundary. Theo, for node 

(i+lJ), the convection tranlport out of itl control volume ACI'OII thillide illiveo by 

,.Ui+I';;i+1,;(6"j)/2. Arter uaembly of ail element contributionl, the correspondinl 

dilcretization equation il completed .. followl: 

(2.58) 

Similar treatment il accorded to other nodes that lie on outflow boundaries. 

2.5.8 Pmal Form 01 the Diacretised Bq.atio_ 

The completed dilcretized equationl can he cut in the foUowin"eoeral form: 

(2.59) 

where the summation is taken over the nei,hbourinl nodes around node (iJ). Eqs . 

2.50 to 2.52 Ihow the nei,hbour nodes whic:h are involved in each scheme. The maxi

mum number of neilhbourinl nodes for the CDS and UDS Ichemes are fOUf; and fOf 
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the SUDS, LSD, QUICK an~ MA~ . lChema, the m&Ximurl Bumber of oeilhbouriol 

nod. are ei,ht. 

2.8 Solution 01 the Dllereii ... EquatiolUl 

The set of alpbraic diteretization equationl clerived in previoul IeCtionl have ta 

he aolved limultaneGualy, linee they are dependent on each other. If these equationl 

bappen to be nonlinsr, they have to he Unearized and IOlved iteratively. One of 

the methods to handle nonlinear Iyltem of equations is the successive substitution 

method. In this method, which is the one uaed in this work, the coef6cients are 

calculated uain, initial pen-values or the current values of the variables. Each set of 

Unearized alpbraic equations is then 80Iwd sequentially to calculate new values for 

the dependent variables, and thia procedure is repeated until oonverpnœ adaieved. 

ln thil work, the ,rids have a line-by-line structure. For the solution of each set of 

Une&r, or linearized, alcebraic equatiooa, aline-by-line tri-dillonal matrix allorithm 

(TOMA) is used with the CDS, UOS, SUOS, LSO, and MAW schemes: with the 

QUICK scheme, only, a Une-by-line penta-dillonal matrix alKorithm (PDMA) is used. 

The line-by-line TDMA that is used for CDS and UDS schemes is the same as that 

described in Ref. (77). For SUDS, LSD and MAW schemes, the only difference is 

that extra coefficients, ulOciated witb 'NW', 'NE', 'SE' and 'SW' nodes shown in 

Fi&2.5, have to be accounted for; otherwise, the Une-by-line TOMA is the same as 

that desc:ribed in Ref. [77]. 

With the QUICK acheme, each node can have up to 4 nei,hboun aIonl a ,rid 

Une palsinl throulh the node: for gid lines in the z direction, an internai node 

P could have non·zero discretization coefficients Gp, Gw, Gww, GE Gnd GEE; and 

for Ifid lines in the y direction, an internai node oould have non-zero discretization 

coefIicients tJp, Gs, tJss, ON; and GNN. Tbui a line·by-line PDMA is needed with the 
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QUICK scheme. The line-by-line PDMA uted in thil work ÏI takea from Ref. (31). 

ln both line-by-line TDMA and PDMA, four alteraatinl-direction 'weep8, in the 

pOIitive z direction, pOIitive , direction, .... tive z direction, and n.ative , direc

tion, are ued. The ad .... t. inherent in doin. four alteraatin. direction • ....,., 

in.tead of ODe .weep in .. y one direction, i. th.t, iD .... aI, it provid. unifonn and 

'.ter tran.mi.ion of the inluence of bouadary CODditioll. iDto the iaterÎOr (17). 

ln the eue of hiply noaliaear let. of dilcreti_tioa equMion., uader-relaxation of 

the reaulta in each iter.tion may he nec:euary to obtain • converpd IOlution. Thi. ÎIt 

allO deKribed completely in Rer. [11), .nd exactly the lame under-relaxation method 

i. uted here for the convection-ditfulion problema . 
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Chapter 3 

CO-LOCATED FINITE 

VOLUME METHOD 

1.1 IntroductioD 

A finite wlume method for lteady, two dimeD.ioDaI, incompnuible, Newtonian 

laid 80w in the reet_piaf pometriel ÎI preleDted in thil chapt.. The loverninl 

equationl for IUch Iowl C&D he cut in a form .imil. to that of Eq. (2.1), the 

.. eral convection-difulÎon equation p ... t.ecl in tbe previoui chapter. Nevertheleu, 

aclditional developmenta are required for the solution of luid low problems. 

A. wu di.cuaed belore in Section 1.3.2, the pressure, which appean in the -V P 

term in the momentum equatioul, il an unknown in luid 10. probJema. In incom

preslibJe luid Iowa, there il no explic:it equation that pveml preuure. The prellure 

di.tribution ÎI implicitly lovemed by the IIIOIIleIltum and continuity equations: a 

correct pressure field _ben lubetituted in tbe momentum equations produœl a ftow 

field which satisfies the continuity equation (77). This couplinl between the velocity 

and p .... ure field. hu to he properly Kcountecl for in the solution of the momentum 

and conti nuit y equationl. 

55 
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Another difficulty encountered in the numerical IOlution of primitive-variablfJI 

formulations of incompressible fluid ftow is the occurrence of cheekerboard preuure 

fields. A discussion of this problem hu allO Men preeented in Section 1.3.2. A. wu 

.tated tbeN, one way to overcome th. difticulty il to Itlgel' the &rid. for _, e, and 

P (44, 77). This approach iI.ective in formulation. bued on orthoaonal &rid., but 

i& inwlves IOme tedious book-bepinl, ad it CUI DOt he exteaded (Itrictly) to non

orthOlOnal arids. Several co-Iocated formulation., .pecially _ilned to overcome the 

chedcerboard pressure dif6culty, have allO been propoeed. Examples may he found 

in the works of Hsu [51], Rhie and Chow [96], Shih and Ken (107), Peric (81), and 

Pr .... h (85). 

ln this chap., a co-Iocated finite.volume method (FVM) patterned alter the 

œntrol-volume finite element method (CVFEM) of Prabah and Patanlrar (86) and 

Subas (100) will he applied to the momentum and continuity equations to derive 

discretization equations (or ~he primitive dependent variables _, e, ad P. At the 

end of this chapter, an iterative a110rithm, bued on a aequential IOlution of _, ", 

and P, similar to the solution procedure of Subal [1001, will be described. In the 

Bext chapter, this .1I0rithm will be inVfJltilated and optimized; and enhancements 

of this solution allorithm, which were developed in this work, will he preaented and 

disculsed. 

8.2 GoverniDI Eq\Ultions 

The soverDins equations for steady, laminar, flow of an inœmpreaaible Newtonian 

ftuid, in a two-dimen.ional Cartesian coordinate system, are: 

z-momentum: 

8(puu) + 8(pvu) = _~ + !... ( ~) + .!. ( 1Ju) + S" 
8z a, 8z 8z "8z a," 8y 

(3.1) 
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,-momeotum: 

8(pu") + 8(".,,,) = _ ~ + !- (p~) + !. ( 8t1) + SV 
8z a" a, 8z 8z a, Pa, 

continuity: 

8(pu) + 8(".,) - 0 
8z a,-

S7 

(3.2) 

(3.3) 

ln theee equationl, u and " are velocity componentl in t.he ~ and ,directionl, respec

tively; p il the preaure; P il the dynamic viscosity; p is the mus den.ity; and S" 

uad S" are the rate of leneration or volumetrie source terms for z- and .,.momentum 

CK'4uations, respectively. 

Tbe values of p, p, S", and Sv may he functions of dependent variables such &8 

temperature. In IUch C&IeI, additionalloverninl equations, such as the enerlY equa

tion, must also be aolved simultaneou.ly with momentum and continuityequat.ions. 

However, these additionalpverninl equations are similar to the leneral convection

diffusion equation described in the previous chapter, 10 they can be solved by the 

methods described in that chapter. 

ln thil chapter, the formulation of a co-Iocated finite volume method (FVM) for 

the solution of momentum and continuityequations (Eqs. 3.1-3.3) will he discussed. 

3.3 Domain Discretization 

In the propoaed FVM, aU dependent variables (velocity components, pressure, and 

otber dependent variables, • are stored at the same nodal points. Therefore, only one 

set of control volumes have to he specified. In contrast, in FVMs bued on staaered 

IfÎds, velocity components are calculated at Irid points which are displaced with re

spect to the main-grid points [77]; tbis neces.itates the definition of additional sets of 

control volumes for the velocity components. Hence, computer codes for FVMs based 

on stagered Irids require considerably more book-keepinl than computer codes for 
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co-Jocated FVMa, bec:ause the former have to carry ail the indexin, and pometric 

information about the stagered locations and control volumes of the wlocity com

ponents. This exœu book-keepin, i. specially lar,e for three-dimen.ional problems. 

10 another words, computer proaramminl is much euier for co-Iocated ,rids than for 

atagered gids. 

It shou1d &110 he noted that in FVMI bued on co-Iocated arids, the contribution 

of convection terms to the coefficients in the dilcretiHcl equationl ia the lame for 

the z, JI, and z momentum equations. Therefore, once these contributions have 

been calculated for one of these momentum equations, they can also he used for the 

other momentum equations. However, in FVMs bued on stagered ,rids, convection 

contributions for each momentum equalion haw to be calcuJated aeparately. Another 

Mvanta. of a co-Iouted FVM formulation bued on orthopnal pids is that it olen 

the poIIsibility of relativeJy strai,htforward extenlion to non-orthopnal ,rids. This 

is not the case with stagered-,rid FVMs [110]. 

As wu stated earlier, a co-Iocated formulation is used in this work. Thus, the do

main discretization is exactly the lame as that used for convection-diffusion problems, 

which was discussed in section 2.2 and illustratm in Fi ... 2.1 and 2.2. 

3.4 Integral Conservation Equation for a Control 

Volume 

Consider a typical control volume .urroundinl node (iJ), as .hown in Fi,. 2.4. 

Upon intesration of equations 3.1 to 3.3 over this control volume, the conaervation 
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equatioD caD be written al foUow.: 

x-momentum: 

/ / [B<:u) + ~V)] .4".1z = 
cv 

59 

/ f [_!!f. +.! (,,!!!) + .! (" Bu) + 8"] dzd"dz (3.4) 
cv 8z 8:r 8z a, 8rJ 

y-momentum: 

eontinuit)': 

(3.6) 

NoUns that in this two-dimensional formulation the calculation doma.ins are as

sumed to be of unit dimension iD the z direction, Eqs. 3.4 - 3.6 cao be rearran8ed as 

follows: 

x-momentum: 

[[(PUU)dy+ [(pvu)dz + ~L (:) 4%dy

[(p:)dy- t(p:)·- fpL 5".4,] 
+ [similar contributions from other elements assodated with Dode (iJ)l 

+ [boundary contributions, if applicable) = 0 

y-momentum: 

[[(pu")Jr+ [(,.,,). + /1 (Z) 4%dy-

[ (p;;) J, - t (p :) 4z - ~L S"4%4,j 

(3.7) 

(3.8) 
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+ (.imilar contribution. from other eIemeD" auodated with Dode (iJ») 

+ (boundary contribution., if applicable) = 0 

coatinalty: 

[[c,.,.,,+ [C,.)a] 
+ (.imilar contributionl from other el .... " ulOCÎated with node (iJ») 

+ (boundary contributionl, if applicable) = 0 

Eql. 3.7 - 3.9 are approximated in this work by the lollowinl equationl: 

x-momeDtum: 

+ (similar contributions from other elements ulOciated with node (iJ») 

+ (boundary contributions, if applicable) = 0 

y-momeDtum: 

(3.9) 

[( ) ~"j + ( ) 6zi + (Bp) ~zi6'i (Bv) ~"j (Bv) ~Zi (s.,)~Zi6"i] puv.- p"" ~- - - p- - - p- --
2 2 [Jytl 4 8z.2 B,tl 2 e 4 

+ (similar contributionl from other elements ulOciated with node (iJ») 

+ (boundary contributions, if applicable] = 0 

continuit)': 

[cPU).~ + cpll>-~] 
+ (.imilar cont';butions from other elements ulOciated with Dode (iJ») 

+ (boundary contributions, if applicable] = 0 

(3.11) 

(3.12) 

Where 6zi and 6'J are the IeDlths 01 the .ides of element (iJ) in the z and 11 

directions, respectively, U Ihown in FiS. 2.3. There i. an extra term in theae equatioDI 

with respect to Eqs. 2.3 - 2.5 for convection-difFusion problems: thi. il the pressure 

term. 
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a.1 Interpolation l'unetioD8 

Tbil ledion proviclel interpolation function. for the th.mopbYlical propertiee or 

the 8uid, _, e, " S-, and Sv. 

S ••• l laterpolatloD of Pt lA A.d S·, aDcI S" 

The interpolation function for p, Pt S-, and S" are the lame as thOM! cleacribed in 

lublection 2.4.1 for convection-diffusion probleml. 

3.&.2 InterpolatioD of Velocities for MODl8ntum EquatioDl 

The interpolation functions discuII.ed here are ror the velocity components u and 

Il, when they are treated as tranlported lealars in the momentum equatioos. These 

interpolation functions are the same as those that were defined for. in the convection

duru.ion problems t in the previous chapter. It meanl that ail the six IIchemes, CDS, 

UDS, SUDS, LSD, QUICK, and MAW, with all their approximations, are mmpletely 

applicable here: either u or "components of veloc:ity are substituted (or ., and r = 

p, in the discretization of z- and Jt momentum equations, respectively. 

S.&.3 IDterpolatioD of Preuure 

Piecewise-linear interpolation funetions are used to interpolate the pressure &lOOK 

the pid lines joinins adjacent nodes. Therefore, the components of the pressure 

gadient at intep-ation points for the element Ihown in FiS. 2.3 are approximated by: 

(~). P,+I'; - Pi'; - 6z, 

(~). Pi+l';+1 - 1'i+1'; (3.13) - 61/j 

(~), - Pi+l!i+1 - "!i+1 
6z, 

, 
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_ =" J (Bp) Pi '+1 - iii ' 

" 4 6", 
Theae approximations are uled to calculate the elemeat coatributionl to prellure 

padient terme in the iDtep'Ù. and ,.momeatum con .... ioa equatioal (Eqs. 3.10 

and 3.11). 

The velocity œmponents, • and e, are interpolatecl by lpeCial functions iD the dis

cretization of mus-8ux terms in the continuity, momentum and convection-dilulion 

equations. This special treatment is borrowed from the CVFEMs of Pralcuh and 

Patankar [86J and Saabas [100], and it is crucial to the succea of this co-located 

FVM. Without this special treatment, or sorne other special treatments, uDphysicai 

cbedcerboard-type pressure distributions muId contamÎnate the solution provided by 

co-Iocated FVMs [25, 77, 93J. 

The special functions employed in this work to interpolate u and t1 in the mus

ftux terms depend on the discretized momentum equations. Therefore, they will be 

presented later in this chapter. 

1.8 Derivation of the Discretised Momentum 

Equations 

The momePltum equations are similar to the leneral convection-diffusion ~uation 

discussed in last chapter, and the same œntrol volumes are used for both equa

tions. Therefore, the procedures that were used for discretization of the convection

diffusion equation in section 2.5 , can also he used to discretize the z and 11 momen

tum equations. The contributions of convection, diffusion, and source terms (other 
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th ... preuul'e-Iradient terma) to the coefIicÎeDt. aDd conat ... t. in the dilCretÏMld mG

mentum equatioD. are calculated ... d ...... bled uainl the laIDe element-by-element 

proœclure u that dilCuued in cbapter 2. Tbeo, the element coatributiona to the 

"'IUre-padieat termI in the intepal momentum-CODlftVation equationa are ap

proximated alcebraicaUy and uaembled to obtain the complete dilCretized equation •. 

At each interface of the element (iJ) in Fi,. 2.3, tbe components of the prellure 

.. aclient are approximated via Eq. 3.13. Conlicler intearation point a in Fil. 2.3. 

The preaure Iradient at thi. intep-ation point is approximated as: 

(3.14 ) 

ThuI, the contribution of element (iJ) to the pres.ure-padient terms in the iDt.ral 

x-momentum equations applied to the control volume around nodes (iJ) and (if l,j) 

are approximated &8 follows: 

(3.15) 

(3.16) 

ln the ume way, the contributions to the discretized momentum equations at 

the other nodes can he calculated. This procedure is then used for ail elements to 

complete tbe usembly of discretized equatioDs for " and v at internai nodes. 

The final form of the resultin, discretized equationl can be written as: 

oJ" " .. '" 1" - E a:'." " ..... 1 + 6r,j (3.17) ... 
" La" v + b" (3.18) op, Vi" - """ n6." i" '.' n6 

A,ain summation is taken over the nei,hbouring nodes around node (iJ) . 
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1. T Derivation 01 the Di8Cretl.ed P .... an E .... 

tion 

1.'.1 .peclall ........... ru.ctle_ .... aM y la M ... 

.. lux ....... 

This procedure is borrowed fmm the warks of Pr .... h ud Pataalcar [88J ud 

Sub .. [100]. The discretized momentum equat.ioal, with .. peet to t.he coDtrol vol

ume (iJ) shown in FiS. 2.4, are rearrused as foUowl: 

U 
.. _ Et.. .:.,,, Ua. + 6roi _ (8P/8z)â V 
1" - .). .. , .). .. , (3.19) 

u .. - E",.:.,,,,,,,, + 'roi _ (8pIB,)âV (3.20) 
loi -.tI OV 

P •• , P." 
~~ 

In these .p .... ion., "18% and 8pla, are the aver.e of the pressure sradients in 

the % and ,directions, respectively, actins 00 the control \Vlurne (â V) surroundin. 

Dode (iJ). Theae equatioo cao he rewritten in the followiDI form: 

where 

are pseudo-velocities, and 

U .. - U .... _ ~.1Ii 
'oi - loi GiJ 8% 

V· . - v .... - tlt .'Ji 
'" - 'oi IJ 8y 

tl'/J 
âV -
.~., 

tf!. âV -l" .V 
P.., 

(3.21) 

(3.22) 

(3.23) 

(3.24) 
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are prellure coef6cients. 

Con.ider intep'ation point. in Fia. 2.3. The value of u. i. obtaiaed by a linear in

terpoIatiOD of û &ad". at the nodel (iJ) aad (i+lJ), .. d with the linear interpolation 

of pNIIUJe bel_ thele twu DOCIeI: 

.. _ .. .; + .... .; _ ~ + "l' ••• ] (Pi+.'; - Pt.;) 
2 2 I~i 

(3.2&) 

or: 

.. '- ( ) u. = u. - -;- 1Ii+.,j - Pt.; 
oZ, 

(3.26) 

where: 

With this usumption, the dift'ereace in pressure at adjacent nodes is responsible 

for drivinl the mus flow throulh an interface: Sin ce the interface mus flow rates 

have to .. ti.fy continuity requirements, checkerboard pressure field. are eliminated. 

ln other words, alt.houlh the nodal velocities th.t appear in momentum equations 

do not Benae any dift'ereace betweea a uniform and a chec:kerboard pressure field, the 

lame is not true for velocitiel that appear in the interface mus fluxes. Therefore, the 

overall system of equation., does not permit Any spuriou8 pressure OIcillations in the 

solution [86, 100]. 

ln the .ame way, the integation-point velocities for other interfaces of the element 

Ihown in Fil. 2.3, can be calculated al follows: 

(3.27) 
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ln order to ...... ble the dilCreti_ prellure eqaation., an elemeat-by-elemeDt 

proœdure, .imilar to that ... for _"'6111 the diKreti_ convectÏGD-di .... ion 

equation, ÏI ued. Coalider the ...... t .... a in Fic. 2.3. la thil element, the 

val ... of i, V, , aad , are fint caIcuIatecI for iDMp'a&ÏOD point. • to ~ UliDl 

piecewile-Iine&r interpolatioD of curreat aodal val .. of thele quaatitiel, • Ii" by 

EqJ. 3.23-3.24. Thea the contributioDl to the coe8ic:ieDtl of the dilcreti_ prellure 

equation, for each node in this element, can he obtained by ulinl &p. 3.26 and 3.27 

for calculation of the mAlI 80. rate &CI'OII each iaterfaœ UIOCiated with this element. 

To e1aborate further, oonlider node (iJ) and its subcontrol-volume in FiJ. 2.4, 

whidl hu two interfaœs 1 and 4. The IIIUI 80w rates thl'OUlh thelle interfaces are: 

(3.28) 

The total mus f10w rate out of this suboontrol volume across faces 1 and 4 is: 

8ub.titute for u. and "" from Eqs. 3.26-27. Then: 

(ml + rh.) = Pi";:"; li. + tt:('i";6~ l'i+l'';)) + Pi1:ti [v., + ~(1'i,j6~ Pi,j+1 ») (3.29) 

Therefore, the mUI conservation equation for the CV. lurroundinl node (iJ) is: 

{Pi";[Û. + d!(I'i";I~ Pi+l,j »),. + Pi,,;[VII + ~("i,j6~ l'i,j+l ») 6;i} (3.30) 

+ llimilar contributionl from other elementl uaociated with node (iJ») 

+ lboundary contributions, if applicable) = 0 

The contributions of element (iJ) to the coefticients of the discretized preaure equa

tion for node (i J) are: 

0' E •• , 
_ Pi,j6"id! 

26zi 
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~,., = ~ojl~i~ 21'j 

0' = 0'- +o~j Pt., ., " 

'foj = -Pi,j,"i.Û• + l'iri,'ZiVI 
2 

(3.31 ) 

ln the .... way, the coatrihutioD. of other lIe ..... t. to the œelkieat. of the dit

creti_ pretture equation for node (iJ) are calculated ad ...... W. The final fonn 

cl the diacretiled p .... ure equatÎon for Dode (iJ) caa he _ritten u: 

(3.32) 

or 

O~"Pi'; = E .:",,"""" + if.; (3.33) .. 
The diecretizec:l preslure equations for other nodes are usemhlecl in a similar way. 

3.8 Implementation of Boundary Conditions 

ln 8uid ftow probleml, either the velocity or pressure are specified at boundary 

nodel, or shear ItresSes are liven at boundU'y surfaces. AllO, at outflow boundary 

surfaces, neither velocity, nor the shear stresses are spec:ified. The implemeDtation of 

boundary conditioDs will he discussec:t separately for momentum and pressure equa

tions. 

3.1.1 Implementation of Bound • ..,. Condltlo .. in Morneo

tum Equatio ... 

The procedures used to implernent boundary conditions in the z- and ,.momentum 

equations are the same, and they are similar to the implementation of boundary con-
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ditions for convection-diffusion problems .. discuued in _tion 2.3.6. The only dif· 

fance is il! the additional treatmeat of the .,.udo-velocities and preaure coeftiCientl 

at spec:ified-velocity boundary nocte.. At luch DOd., the followiDI treatment is uaed: 

Û = Ui v = Vi II- = Oi and l' = O. 

1.8.2 InapleDl8.atloD 01 Bo • ......, Ceadli_. la P ..... 

BquatiD. 

The boundary conditions for preslure (CODtinuity) equations are either Ipecified

pressure, specified-mus flow, or outflow boundary conditions. The treatment of eacll 

of these cases is discussed next. 

Specifted-Pre •• ure Boundary Condition 

ln the case of specified-pressure boundary condition, the diacretized equationl for 

the boundary nodes are overwritten to: 

(3.34) 

Renee, the coefficients in the discretized equations for th_ boundary Dodes are: 

,.~ - 1 

,.:. = 0 

" - p.".ci/ie~ 

Speeifted-Ma •• Flux Bound.,y Condition 

(3.35) 

ln this cue, the mus ftux at the bouadary node is known. If the maiS flux 

(p VII) is specified at the nodes on the boundaries, the correspondinl mus flow rate is 

approximated u rh = pVnAc.v. Here, Ac.v il the boundary surface area ulOciatecl with 

the boundary node under consideration, and V" is the component of velocity normal 
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to Ac.". Otherwile, if the diatribut.ioa of mua 10. rate &Ionl t.he boundary il IÏven, 

it is fint intep'ated over each of the nlevut boundary surl&cs, Ac.", to calculate the 

boundary mua ftow rate, ria, for the correIpondinl houndary node. Thil mus ftow 

rate ia subtracted or addecl, as appropriate, to the term ", iD the dilcretized preaure 

equation. 

Outl .. Boundary Con ... i. 

ln the outftow boundary condition, neither mUI ftux nor the velocities are lpecified. 

ln the eue that prellure il also Dot Ipecified, t.he discretÏlled pressure equatioD8 for the 

boundary nodes are completed by estimatinl the mus lux out of the domain, bued 

on the most current calculated velocities, at outftow boundaries. In every iteration, 

thelle velocities are updated, and, therefore, the outlow boundary conditions are 

updated, until the final converaed solution ilobtaiDed. 

An attractive fsture of the propOled co-Iocated FVM can be discussed at this 

Itase. In the derivatioD of the discretized pressure equatioDs in the interior of the 

domaiD, the mus ftow rate &Cross any particular control volume surface is based on 

Iinear interpolation of the paeudo-velocities (û, ti), pressure coefficients (d" tif' titi), 

and prellure values at the two nodes on either lide of the surface, as described pre

vioully. The values of dM tir , are not set to zero at the outflow boundary nodes. 

Conlequently, in the calculation of mus ftow rate &Cross aD o.tJlow bouRdary Rode, 

the value of velocity obtained ulinl the special mus-ftux iDterpolations, ,iven by Eqs. 

3.26 and 3.27, is the same as that liveo by the discretized momentum equatioDs, Eqs. 

3.19 and 3.2Oi the preslure ,radient in both these lets of «!quations corresponds to the 

aver&le pressure ll'adient acting 00 the control volume &8sociated with the boundary 

node in question . 

In the CVFEMs of Pralcash and Patankar [86J and Saabas [100], the element 

pressure gradient used in the calculation of velocity components in the mass flux 

, 
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terma i. not necellU'Ïly the Mme U the coldrol-wlwne-awrapcl p~ure .adieat 

usociated witb tbe nod., except iD the limit of very fi. P', ABd thi. ÏDcoalÏlteacy 

allO appliel at outhw bouadary aodea. la thi. work, there il oDly ODe preIIUfe 

...... ient wbich dri\'a 80w in the eith ... directioD outlow (2) or the ,.directioD 

outlow <t>. The value of thi. prellure ...... ieat il the .... iD both the bouadary 

mntrol \VIume lurrouadin, the Dode iD q_tioD and the COfrapoDdiq boundary 

element. Therefore, there i. no iDmalÏl&eacy in the treatment of p .... ure .adieat at 

the outftow boundary in tbis work. 

3.9 Solution 01 the Discretized Equations 

Tbe discretir.ed coatinuity and momentum equationl fOIm sets of coupled non

linear alpbraic equation.. Variou. available metbod. for IOlution of tbese equation. 

bave been di.cuued in teetion 1.3.2. In tbi. work, tbe iterative, aequential .olution 

alloritbm of Saabu (100) i. Uled to solve tbelle equations. Some enbanœments to 

this al,orithm will be proposed in the next chapter. 

Tbe nonlinearities in tbe diacretized equations are reaolved by Picard iteration: 

the coefficient. in these equationl are evaluated u.in, the most recent field values. In 

each iteration, the set of linearized discretization equationl are Rot 80lved completely 

to conver,ence. Ratber, the coef6cients are updated with the partially conver,ed 

values of the dependent variables, to Itart a new iteration. These overall iterations 

are repeated until .pecified converpnce criteria are met fully. 

3.1.1 Summary of the SequeDtial Solution A.orlthm 

The IOlution allorithm proc:eedl in the followinl steps: 
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1. Gueu.e nodal valun of preaure, wlocity components, and other dependent 

variabln which are coupled to the luid ftow. Set Û = Ui û = Vi ". = Oi and 

, = 0 at aU noclea. 

2. Calculate the coefIicients of di8cretimed .monatum equation. (Eq. 3.17), 

ac .. 4i., any bouadary condition. and the contributions of the p ... ure FMi

_t terma. mcorporate oral" 1.ne liven-Iux and outlow bouadary treatmentl, if 

applicable. 

3. Calculate the pseudo-velocity û and also dM for each dilcretized z-momentum 

equation, usin8 Eqs. 3.23 and 3.24. If the U velocities are 8iven at the boundary 

nodes, the û and dU for these nodes are overwritten to: 

Û = u.",ci/ietl ". = 0 

4. Repeat Itepl2 to 3 for the discretized r-momentum equations. 

5. Calculate the c:oef6cients in the discretized pressure equation (Eq. 3.33), apply 

the appropriate boundary conditions, and solve the set of aI.braic equationl 

usinlline-by-line TDMA method [77]. 

6. Add up the contributions of pressure-Iradient terms to the constant terms in the 

dilcretized z-momentum equation, and under-relax the equations if required. 

7. Apply specified-velocity boundary conditions for z-momentum equations, if ap

plicable, and solve these set of discretized equations, using line-by-line TOMA 

(PDMA for QUICK scheme). 

8. Repeat steps 6 and 7 for the discretized ,.momentum equations . 

9. Calculate the coefficients in the discretized equations for other dependent vari

ables that are coupled to the ftuid ftow. Apply the appropriate boundary con-
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ditions, under-relax, and IOlve them. Thil proœdure il done sequentially for 

eacb of lueh variables. 

10. Return to step 2 if convera-ce i. not reached)'et, and reput Iteps 2 to 9 until 

M'er .. 1 t'.onverpnœ il achieved. 

Il. 801ft for other dependent variables th.t do not afect the velocity field. 

3.1.2 UDder-relaxatioD of the Di8cret1led Bqa.tio .. 

Sinœ the lovernins equations for ftuid flow are nonlinear, the set of discretized 

equations are solved iteratively. If durins the iterations, the chanps in one of the 

variables bec:omes larse, the solution may besin to OIeiUate, and there is a rilk of 

diversence of the whole procedure. Therefore, it il neœnary to under-relax the 

results in each iteration to enlure conversence of the IOlution proœdure. 

ln this work, an implicit under-relaxation sc:heme [77] is used in the solution of 

the discretized momentum equations. It should be noted, however, that to avoid the 

dependency of the results on the under-relaxation factors, under-relaxation of these 

equations is done only a/ter the calculations of û, u, tl", and d" [71] are completed. 

The amount of the under-relaxation required is a problem dependent parameter [77]. 

Sorne recommendations will he made in chapters 5 and 6. 

3.1.3 SolutioD of the LiDear DÎ8cretized Equatio ... 

The same methods as those used for the solution of linearized dilcretization equa

tions in convection-diffusion problems, as described in section 2-6, are also used here: 

Line-by-line TDMA [77] (PDMA for QUICK Icheme) is utilized for the sequential 

solution of the set of linearized discretization equations for u, v, and P . 
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Chapter 4 

SEVA AND ESSA SCHEMES 

4.1 Introduction 

As wu stated in chapter 1, Saab .. [100], in his doctoral dissertation, identified the 

causes and proposed solutions to sorne serious difficulties which afected the eartier 

CVFEMs of Balisa and Patankar [7, 8), Prakash aud Pataokar (86), Prakash [87], 

Hookey and Balisa [49], and LeDain-Muir and Balisa (62). 10 particular, a MAss

Weishted skew upwind scherne for triansular and tetrahedral elements was proposed 

and implernented: this ensured that algebraic approximations to convective transport 

terms oootributed p08itively to the coefficients in the discretized equations, without 

incurring the excessive false diffusion inherent in the donor-œll upwind scheme of 

Pralcuh [88). Furthermore, Saabas [100) showed tbat the interpolation funetions that 

Prakash (87) and Hookey and Baliga (49) used to interpolate the velodty components 

in the discretizatioD of mass flux terms are unluitable for problems with inftow and 

outflow boundaries, and he advoca.ted a return to an cartier proposai by Prakash and 

Patankar [86]. The resultiDg nonlinear cou pied sets of discretization equations for the 

velocity componeDts and pressure were solved uaing an iterative sequential solution 

algorithm. However, Saabas did Dot optirnize this solution algorithrn, in terms of 

73 

, 
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the number of iterations and the CPU tirne required to achievt' converged 8Olution~ 

Another drawback of the CVFEM of Saabu (100) ie its relatively larse computer

Itorase requirements, compared to earlier CVFEM. (87). One of the objectives of this 

th.il is to enbanœ tbe iterative aequentiallOlution alsorithm propoaed by Saabas 

(100), in term of both the required computer time and Itorase. 

Tbe discretized momentum and continuity equations 10fm coupJed sets of nonlin

ear al,ebraic equations. The lolution to these nonlinsr equations is obtained itera

tively, by succelsively solvinl coupled sets of linearized equations. These linearized 

equation sets are typically obtained ulinl either a successive substitution (Picard) 

method or the Newton-Raphson method. The Newton-Raphson method is charac

terized by quadratic converlence, when the initial, or IUess, values of the unknowos 

lie within a certain radius of conversena (or not too far from the exact solution) 

(68, 34). The rate of conversence of the Picard method is only linear, but it is more 

robult than the Newton-Raphson method (31 J. A combination of the Picard method 

(to stut the solution) and the Newton-RaphlOn procedure (to finish the solution) 

appeau desirable (31, 69, 84), but it is outside the scope of this thesis. In this work, 

attention is limited to iterative solutions bued on the Picard method. 

One approach to the solution of the Iinearized, but coupled, sets of discretized 

momentum and continuity equations i. to use the Numerical Direct Sol vers (NOS) 

[68]. Such methods, however, require very IUle (perhaps excessively larle) computer 

storale for lolution 01 fluid flow problems, as was discussed in 1.3.3. For this reason, 

NDS are not used in this work. 

Sepesated solution alsorithms solve the linearized, cou pied , sets of equations 

sequentially. Examples of such methods include the Semi-Implicit Method for Pres

sure Linked Equations (SIMPLE) (77], SIMPLE-Revised (SIMPLER) (77), SIMPLE· 

Consistent (SIMPLEC) (122], and related versions. These methods have been used 

\ 
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SUCœ8sfulJy (or over two decades in the solution of incompressible, laminar and tur

bulent, fluid flow problems. However, there are fIOme dra.wbacks to these methods, 

especially their slow conver,enee rate and weak interc:onnection between dependent 

variables durins the solution procedure. 

ln Iterative Coupled Equations Solven, the eoupled sets of Iinearized discretization 

equations are solved simultaneously, block-by-block, line-by-line, or node-by-node, in 

each iteration. Examples include procedures in [12, 20, 32] . These methods enjoy 

sorne of the advant&8es of NDS methods, namely stronl interconnections between 

variables and fast converlence, but they also lufer sorne of the disadvantaces of NDS 

methods, particulary the large storale requirements. Furthermore, implementations 

of iterative eoupled-equation solven and Selleranzation of these methods to handle 

the wide ranle of practial incompressible ftuid flows are not u simple as that of 

selrelated methods. 

4.2 The Tuk 

The set oC al,ebraie diseretization equations for lteady, two-dimensional, incom

pressible fluid flow were derived in ehapter 3. The task here is to solve these sets of 

discretization cquations, which are repeated here for convenience, 

tI E -~.,., ""t,oI + 6rJ 3.17 -p, Ui", -'.1 ftt 

-P, li" '" 1'" - E -:"01 V"t,oI + 6;J 3.18 
ftt 

-p p' P", 1'" - E -:"01"""" + I(J 3.33 
ft' 

These equations are nonlinear and coupled. Therefoftl, their IOlution require8 proper 

treatment of the nonlinearity and intercoDnection between dependent variables. The 

available methods for solution of these equations were discussed in sections 1.3.3 and 

4.1. 
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ln the next section of this chapter, sorne sesresated and coupled equation solvers 

will he discussed. Followinl that, the iterative sequential80lution allorithm of Saabas 

[100] will he discussed in terms of its computer memory and time requirements. Then, 

an improved version of the Saabu scheme, namety, SEquential Variable Adjustmcmt 

(SEVA) scherne, will he propoaed. Finally, a .cherne labelled as Enhanced Sequential 

Solution Allorithm (ESSA) will he put forward in the lut section. 

4.3 Discussion of A vailable Iterative Methods 

ln this section, two catelories of iterative methods, namely, &elresated methods 

related to SIMPLE [77] and coupled-equation-line-solver methods (CELS) [32, 50) 

will be discussed. As was discussed in section 1.3.3, the CELS could also he r~arded 

as semi-dired methods. The objective of this discussion is to identify the strons and 

weak points of these rnethods. 

4.3.1 Secre.ated Methode Related to SIMPLE 

The SIMPLE alsorithm and its variants solve the discretized momentum, con

tinuity, and other soverninl equations sequentially, and repeat this procedure until 

conversenœ is achieved. The SIMPLE alsorithm consists of the following steps [77]: 

1. Guess the pressure field. 

2. Based on the suess pressure, solve the mornentum equations to obtain velocity 

components. 

3. Solve a pressure-correction equation . 

4. Calculate pressure p, by addinl the pressure corrections to the guœsed pressure. 

, 
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5. Obtain new values of u, tI, and w Irom their values in step 2, usinl velocity-

correction equations. 

6. Solve the discretization equations for otber dependent variables, if tbey influence 

the ftow field. 

7. Treat the corrected pressure p as a new pessed pressure, return to step 2, and 

repeat the whole procedure until a converled situation is obtained. 

This semi-implicit algorithm, has the following desirable features: . 
1. It is easy to implement. 

2. It has been successfully applied to a wide range of fluid flow problems, including 

turbulent flows, natural convection flows, and ftow in porous media, and flows 

with combustion. 

3. Since the set of discretized equations are solved sequentially, in euh step, only 

the coefficients of the current set of discretized equation are required to be cal

culated and stored. Therefore, the same variable Dames and computer memory 

can be used to store the coefficients of each of the set of discretized equations, 

anytime they are required. 

4. Since in each step, only one linearized and decoupled set of discretized equations 

is to be solved, efficient iterative solution methods, based 00 block-by-block, 

line-by-line, or point-by-point Gauss-Seidel methods, with multigid or black

correction techniques to enhance convergence [106], can be used witb relatively 

low computt"l'-storage requirements. 

This allorithm also has important drawbacks, however, wbich makes its utilization 

unfavourable in rnany cases. The main shortcomiols of this algorithm are as foUows: 
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1. In the velocity-correction equations, the eff'ect of neighbouring velocity rorrec

tions are omitted. Hence, the pressure-correction terms in velocity-correctioll 

equatil,ns have to compensate for this omission. This leads to rather exagger

ated pressure corrections and hence under-relaxation of the pressur~ correction 

equations bec:omes essential [77]. This, in turn, causes the convergence of tbis 

allOrithm to be relatively slow. 

2. Since successive substitution is used for treatment of the nonlinear terms in 

the discretized equations of dependent variables, and thest" equations are solved 

separately for each of the dependent variables, the interconnection between de

pendent variables is weak in this Sf,lution alKorithm du ring the overall iterations. 

3. At the start of ,bis algorithm, the coefficients of tbe discretized equations are 

calculated based on the guessed values, and in each iteration, they are recalcu

lated based on the most recent values of dependent variables. Recalculatiolls of 

these approximate coefficients in each step of this sequential iterative procedure 

could be unnecessarily expensive in term of computer time, and it cou Id even 

slow down conversence. 

In the SIMPLER algorithm (77), a separate equation is developed for the calcu

lation of the pressure and there is no approximation in deriving this equation, 80 

no under-relaxation is necessary for the pressure equation (77). SIMPLEC [122] im

proves the SIMPLE alKorithm by a better approximation of the neighl-.'luring velocity 

corrections in the derivation of a simplified velocity-correction equation. In this al

sorithm, in the velo city correction equations, it is assumed that the correction to the 

neighbouring nodal velocities in the equation is equal to the correction to the nodal 

velocity of interest. Doth SIMPLER and SIMPLEC converge faster than SIMPLE 

[77, 122), because of improvements in the calculation of the pressure field. 

, 
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The conversence of SIMPLER and SIMPLEC still remains slow, especially when 

the solution is close to satisfyinS the conversence criteria. This is because even in 

these alsorithrns, the sets of discretization equations are solved in a lIf'quential manner, 

deroupled from each otber by successive substitutions of the dependent variables. 

On the positive side, these alsorithms can handle almOllt an types of gids, such 

&8 stagered srids or co-Iocated srids in both rectilinear and curvilinear coordinate 

systems. Examples rnay be found in Refs. [71,81, 93,1, 117,22). 

4.3.2 Coupled-EquatioD Line Solvers 

Two coupled-equation line 80Ivers (CELS), one proposed by Galpin (32) in the 

context of a stAKSered-srid finite volume method, and the other propoaed by Hookey 

[50) in the context of an equal-order co-Iocated CVFEM, win be discussed here. These 

discussions are intended to facilitate the incorporation of sorne of tbe CELS concepts 

into the iterative sequential solution method discussed in chapter 3. 

Tbe CELS method or Galpin, is applicable to a line-by-line structured-grid 

FVM for a st ... "dy, two-dimensional, incompressible ftuid flow. In tbis procedure, the 

unknown~t u, v, and p, are coupled usinS an iterative line-by-line simultaneous solu

tion of the discretized continuity, z-momentum, and y-rnomentum equations. When 

attention is focused on the values of u, v, and p at the nodes alons Any particular 

srid line, the most recent estimations of velocities and pressure at nodes off that 

Une are usurned to be specified (or "known"). The coupled discretized continuity, 

z-momentum, and lI-momentum equations ulIOCÎated witb the node alons the line 

of interest are 80Ived aimultaneausly as follows: the continuity equation is used to 

eliminate the v-velocity terms from the y-momentum equationj the resultins equa

tion is rearranged 50 as to express pressure in terms of Uj and this equation is used 

to elioùnate the pressure terms from the z-momentum equation. Tbe final result is a 
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linearized set of sim~ltaneous equations that bas a penta-dia8onal coefticient matrix 

and only one unkno\Vn, u. This set of equations is IIOlved, and then the v and p 

fields are easily calculated by substitutin8 the computed u values in the .foremen

tioDed rearransementl of the y-momentum and conti nuit y equations. This procedure 

Îs repeated line-by-line until the entire calculation domain is swept. Typically, these 

line-by-line Iweeps are carried out in alternatins directions: positive z, positive y, 

Delative z, and neaative Il; and theR are then repeated. For each iteration, ail co

efficients in the discretized continuât y, z-momentum, and y-momentum equatiof.s are 

calculated at first, and kept eonstant until one complete iteration is accomplished. 

Then these coefficients are updated usitlK the new calculated values of the dependent 

variables. 

The main features of the CELS of Galpin (32) are as follows: 

1. Durins the iterations, the interconnection between dependent variables, u, v, 

and p are fully respected in CELS, in contrut ta rat ber weak couplinK in tbe 

earlier SIMPLE procedures (77). 

2. Durins the jterations, alons each Irid line, discretized z- and y-l1lomentum and 

conti nuit y equations are 80Ived simultaneously and exactly. Thus at every stale 

of the iterations, the u and v fields satisfy mass conservation exactly. 

3. Since no additiona) approximations are made to the u, v, and p discretized 

equations, tbe solution of tbese equations isless sensiti ve to the under-relaxation 

parameters used than those in the seKfesated methods [32]. 

This procedure also has important drawbacks u follows: 

1. Sinee in each iteration, ail the coefficients in discretized equations must be cal

culated and stored, it requires a considerable amount of computer storale. This 

difficuJty could get particuJarJy unmanaseabJe in three-dimensional probJems. 

, 
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2. Another main shortcomin, of this method [32J is that it has been derived in 

the context of two-dimensional incompressible fluid flow J"roblems, in which the 

uDknowns dependent variables are u, Il, and p. The extension of this procedure 

to three-dimensional problems .ets quite tedious, and it can not he easily lener

aUzed to solve fluid flow problems that involve additlonal dependent variables, 

such as temperature, kinetic enerS)' of turbulenœ, and concentration of chemi

cal spiœs. For example, to apply CELS to two-dimensional natural convection 

in a square enclosure, Galpin [31] had to device a special extension that a1lowed 

a simultaneous solution of u, v, p, and T discretization equations. 

CELS of Hookey: A coupled-equation Une solver is also used in the equal

order co-Iocated CVFEM of Hookey [50] for the solution of two-dimensional, viscous, 

compressible fluid ftow problems. In this CELS, Hookey rearranged the discretized 

equations iD such ... way that the value of any dependent variable at each node alons 

a line of interest is only dependent on the values of the dependent variables at the 

nodes on one side of the node (denoted as ttforward ft nodes, for convenience). The 

coefficients of these rearranged equations are calculated bued on the values of tbe 

coefficients in the discretized equations. Since for the last node on a line, there is no 

forward node, the values of dependent variables at the lut node are obtained directly 

from these rearranged equations. The values of the dependent variables at the nodes 

behind the last node of that Une are tben computed by a simple back-substitution 

procedure. Because of similarity between this method and the TDMA [77], Hookey 

called his procedure as coupled-TDMA (CTDMA) [50]. 

To use this CELS, in euh iteration, ail coefficients in the discretized equations 

must be calculated and stored, bued on the pessed or current values of tbe de

pendent variables. In the line-by-line application of this CELS, alternating-direction 

sweeps, similar to those used in the CELS of Galpin [34] are used. As the goveming 
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equations are nonlinear, after each iteration, the overall conversence is checlced, and 

if conver8ence has not been achieved, the procedure is repeated with newly calculated 

coefficients bued 00 the latest available values of the dependent variables. 

The CELS of Hookey Ihares almOlt aU the advantaps and disadvantAles of 

Galpio 's CELSo It Iht"Juld also be noted at this Itase that in the CVFEMs of Hookey 

[47] and Hookeyand Balisa [48], tbe velocity components in the momentum and con

tinuity equations are interpolated ulinl an element-bued mnctions that explicitly 

depend on the pressure padient in the element. This approach for velocity interpo

lation wu investi8ated by Saabas [100] in the context of incompressible ftow, and it 

wu abandoned because of its drawbacks in simulatin8 outflow problema. 

4.4 Sequential Solution Algorithm of Saabas 

The various steps in tbis solution allorithm were preaented in section 3.9.1. Much 

of the discussion pertainin8 to set;rer;ated methods akin to SIMPLE (see section 4.3.1) 

is also applicable to the solution allorithm of Saabas [100]. Nevertheless, more dis

cussion is required to elaborate the reasons for the large computer memory and time 

requirements of thill' method. In each iteration of this method, the coefficients in 

the discretized momentum equations are used in calculations of the pseudo-velocities 

(û,û) and pressure coefficients (d",d"), which, in turn, are used in calculations of 

the coefficients in the discretized pressure equation. After the solution of the dis

cretized pressure equations, the coefficients in the discretized momentum equations 

are required alain for the solution of the velocity field. Hence, the coefficients in the 

discretized momentum equations must be stored separately, and the coefficients in the 

discretized pressure equatiolls have also to be declared (stored) in separate arrays. In 

other words, GII coefficients have to he stored in the Saabas scheme. This leads to 

a very large computer-storage demand, or time-consumin« readin8 and writing of a 
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huge amount of data to and (rom disks has to be done. This difficulty is particularly 

serious in three-dimensional problems. 

As wu pointed out in section 3.9.1, in the Saabas scheme, for each dependent vari

able, the iterative line-by-line TDMA solution of linearized discretization equations 

is repeAted only for a few sets of four alternatins-directions sweeps in each overaU 

iteration: in other words, the line-by-line TOMA solution is not pushed to complete 

conversence, because of the approximate nature of the coefficients in the linearized 

discretization equations. Furthermore, based on available experience, the number of 

these line-by-line TDMA sweeps was set to a fixed value (or each dependent variable. 

Thus, this method does not neœssarily lead to an optimized solution of fluid flow 

problems [122]. If the line-by-line TDMA sweeps for the discretized pressure equations 

are terminated before sufficient convergence is achieved, the continuity constraint is 

poorly satisfied by the pseudo-velocities and pressure coefficients. These values are 

later used to calculate new coefficients in the momentum equations, so that the error 

in the satisfaction of the conti nuit y constraint is prop&sated, with the possible result 

of divergence or slow convergence. On the other hand, it is uneconomical to drive 

the solution of the discretized pressure equation to a tisht convergence in each overall 

iteration. The performance o( the entÎre solution algorithm depends heavily on the 

criterion used for terminating the line-by-line TDMA sweeps in the solution of the 

dependent, linearized, discretization equations. In this work, efforts were made to 

overcome these difliculties in the solution method of Saabas [100]. The resulting 

improvements are discussed in the following sections . 
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4.5 SEquential Variable Adjustment (SEVA) AI

gorithm 

Details ofthe SEVA algorithm, which is an enhancement orthe Saabas scheme, will 

be explained in this section. This enhanœment concern two issues: (i) the computer 

time; and (ii) the computer memory required. 

To reduce the computer time requirement, two approaches were examined. III 

the first approoch, sorne of the proposais of Van Doormaal and Raithby [122], plus 

additiona) modifications, are incorporated. This main idea in [122] proposai is to 

quit from the line-by line TDMA sweeps 1 in the solver for the set of discretiz(·d 

pressure-correction equations whenever the sum of tltt' absolute values of the residuc 

of ail the equations in this set reacltes one fifth of its initial value, at the beginning 

of the solution of this set of equations in the current iteration. In this work, this idea 

is extended to the solution of ail variables. Also, as the solution nears conver8ence, 

the initial residue has a small value, and many sweeps are required to achieve the 

aforementioned condition on residue reduction in each iteration. ft is suggf~sted, 

therefore, that if the sum of the absolu te values of the residues becomes less than a 

smaU value (10-12), the solution is converged, and it is not necessary to continue the 

sweeps in the solver. Therefore, if either the first condition (overall residue reduction) 

is satisfied, or if the sum of the absolu te values of the residu,- ~ becomes less than 

10-13, the sweeps in the solver are stopped, and the next step is started. In the 

second approach, for the set of discretized u, v, and p equations, only one sweep is 

performed in the solver. These approaches were also examined in the ESSA scheme, 

which will be explained ID the next section. 

To reduce the computer memory requirements in the Sa.abas scheme, it is neœssa.ry 

lThe line-by-line TDMA sweeps in the solver for the discretiled equations, will be referrcd to l1li 

Iweeps l'rom now on, for simplidty. 

\. 
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to make sorne changes in the sequence of this solution algorithm. As was diseussed 

in chapter 3, in • he Saabas scheme, the solution of the diseretized velocity equations 

is done after the solution of the discretized pressure equations. The coefficients of 

the diseretized velocity equations are used in the calculations of û, V, dU, and d", and 

the mcfficienls of the discretizoo pressure equations are calculated based on these 

values. Thercfore, ail the coefficients in the discretized mornentum equations have to 

be stored in separate rnemories. The same memory can not be used repeatedly to 

keep ail the coefficients. 

1t is suggested here that the pressure equation should be solved after the solu

tion of "he velocity rquations, in order to reduce the memory requirements. Based 

on the Aboye suggestion and without making any other significant changes to the 

Saabas seheme, the SEquential Variable Adjustment (SEVA) algorithm, proceeds in 

the following steps. 

1. Guess the pressure, velocity components, and other dependent variables which 

are eoupled to the fluid flow. Set Û = Uj V = v; dU = 0; and dIJ = o. 

2. Calculate coefficients in the discretized u-velocity equations (Rq. 3.17), exclud

ing contributions of the pressuT gradient terms. Dump the values of coefficients 

of the discretized equations at boundary nodes, and also ap terms for ail nodes, 

in separate storage for later use in the calculation of coefficients in the discretized 

v-velocity equations. 

3. Apply any specified-flux boundary conditions, if necessary, dump the values of 

Op and constant terms in separate storage, for later use in calculations of û and 

dU • 

4. Add up the contributions of pressure-gradient terms to the current values of 

the constant terms in the discretized u-velocity equations, and under-relax the 
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equations, if required. 

5. Apply Dirichlet boundary conditions for u-velocity equat.iolls, if needed, and 

solve the set of these equat ions , using the line-by-lin~ TDMA method with 

either of the two enhancements explained at the beginning of this section. 

6. Read in the values of ap and constant terms ston'd in stt·p 3. Caklliatt> tht' 

pseudo-velocity û and also dU. If the u velocities are giVl'n at the boundary 

nodes, the û and dU for boundary nodes are overwritten to: 

7. Read in the value of ap, constant terms, and mefficients of th(' discrt'tizml 

equations at boundary nodes from step 2, and repeat steps 3-6 for t)U' discn·tiz(·d 

v-velocity equations. 

8. Calculate the coefficients in the discretized pressure equation (Eq. :J.:I:I), apply 

appropriate boundary conditions, and solve this set of equations using lill('-hy

line TDMA method, wit.h the two enhancements explain('d at the hegilll1ing of 

this section. 

9. Calculate the coefficients in the discretized equations for otlwr dep('lId('lIt vélri

ables that are cou pied to the fluid flow. Apply appropriate boundary conditions, 

under-relax, and solve these equations. This procedure is repeatcd sequcntially 

for such variables. 

10. Return to step 2 if the convergence criteria is not satisfied yet, and repcat stcps 

2-9 until overall convergence is achieved . 

Il. Solve for the other dependent variables that do not affect th{! velocity field. 
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ln this rnethod, sorne c1ever storace of the coefIicients is needed to minimize the 

memory requirements, while keepinl the runninl time of the alsorithm euentiaUy 

unchanled. Only the Gp and constant terma for each of discretized u- and v-velocity 

equation are required to be .tored, and the ..... memory i. uled by the coeftlcientl 

in the disaetiation equations for ail the depeadent variablea at internai nodee. This 

leads to a considerable redudion in the computer memory requirements c:omparecl to 

the Saabu scheme (100]. 

It should alllO be noted that the solution of the pressure equations after the velocity 

equations does not violate an important feature of the Saabas method: conti nuit y 

requirements are weil satisfied at the start of each overall iteration. Only for the very 

fint iteration, with IUessed u, v, and JI fields, this condition may not he Atisfied. 

4.8 Enhanced Sequential Solution Aisorithm. 

(ESSA) 

4.8.1 Motivation 

ln sedion 4-3, two proœdures for the IIOlution of fluid ftow problems were discuued. 

The main difficulty with available sesrelated methods like SIMPLE (77] are their slow 

converpnce, especially in the latter steps of the iterative solution. On the other hand, 

these methods have desirable features, IUch u relatively modest memory and stor. 

requirements, compared to coupled-equation IOlvers. Another important advantase 

of allorithms akin to SIMPLE is their lenerality: they cao be used without any 

modifications to solve a wide ranle of complex luid ftow problems (77], such u 

turbulent flows. This facilitates the development of leBeral computer codee . 

Coup1ed-equation solven, on the other hand, have the advantase of luter con

versence [31, 68] , and this results in savinls of computer Ume, but they require 
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more computer memory than aesresated IOlution allOrithm". Alm, coupled-equation 

solven can not be euily extended to IOlve 8uid 80w problems in whic:h more de

pendent variables than jUlt veloc:ity components and pressure are involved; and they 

require lpecial treatmentl (major modification.) for eada additional dependent vari

able. For example, in the problem of natural mavec:tion in a .. uart: encbure, the 

proœued u-velocity dilCretized equationl, which have a penta-diaconal band in the 

coeftic:ient matrix alter substitutionl tG pt rid of v and , values, and the coupled 

dilcretized temperature equations,which have a tri-diasonal band in the coefficient 

matrix, must be solved tolether (35). If ail coupled variables are to he induded in the 

couplecl-equation solution a1lorithm, it would create a hUle computational molecule, 

linee eac:h coupled neishbour hu to he kept explic:itly in eadt diac:retized equation. 

This could create Itorap requirements limilar to those needed in numerical direct 

solven, whicb were abandoned in this work due to their exc:elsive demands for com

puter memory. 

It i8 luaested in this work, tbat a cambination of ideas borrowed from sequential 

IOlution allorithms, akin to the SIMPLE, and caupled-equation IOlvers, akin tG the 

CELS, keepinS their advant..,. and omittinl, if pouible, their drawbacks, can im

prove the eflic:ienc:y of the solution of the sets of dilc:retization equations. Adoption 

of the by ideu of tbe CELS method, similar to tbat of Galpin (32) or Hookey (50), in 

conjunction with a eequential qorithm, wu the fint approach that wu examined. 

The CELS of Galpin (32} is formulated in the context of stagered Irids, and veloc

ities at the interfaœs of pressure control volumes, which are required for auemblinl 

the discretized continuity equations, are the nodal velocities, therefore no interpo

lation il required to find these veloc:ities. Hence, in the disc:retized conti nuit y and 

momentum equations, which later on are manipulated to form a u-veloc:ity eqllation, 

the velocity at euh node i8 connected only to its immediate neilhbourinl velocities. 
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Thus, the coefficient matrix for each Hne of nodes in the final set of u-velocity equa

tions is penta-diasonal, and a PDMA can he ueed to BOIve these equations ef6ciently. 

ln the work of Hookey (47), the same interpolation fundion, are used for veloc

ity in the approximation of both the continuity and momentum equationl, and the 

discretized equationl involve velocities only at immediate neipboun. Therefore, a 

relltively small molecule for ea.ch node il created in the dilk;retized u- and v-equations, 

and this can be handled by methodslike the CTDMA [471. 

The Hookey approach for the interpolation of velocity wu abandoned by Saabu 

[1(0) because of drawbacks that were discu~sed earlier in this thesis. In work of Saabu 

[1(0), the velocity components in the mass stux terms are expressed as in Eqs. 3.21 -

3.24, which are repeated here for convenienœ: 

where: 

_ û .. _~.!i 
1" 1"8z 

- ÎJ .. - tl'! .1Ii 1" 1" a" 

_ En' a:, .. , Un' + br" 
a). •. , 

_ En' a:' •. , v", + bfJ 

a~., 

are pBeudo-velocities and: 

tif· 
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~V - aV p •• , 
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3.24 
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are preuure coefficient •. 

The pseudo-velocity at anode i. dependent on the neilhbourinl velocities; these 

nei&hbour-velocities can &110 be ~xpressecl u a sum of a pseudo-velocity plus a pres

.ure gadien, term; but the peeudo-velocities at neilhbourinl nodes are alllO depen· 

dent on their neiahbouriDI velocities; and 10 on. ThuI, with thi. interpolation for 

wlocities, it i. impouible to Ule the CELS method., in the form defined by either 

Galpin or Hookey. 

Therefore, direct adoption of the ideu from the CELS method and in\orporatioll 

of these into the telrelated solution allorithms, as discussed in chapter 3, is impO!

sible, or at best very compJicated, and 80 it wu abandoned. Instead, attention wu 

focused on the indirect use of the CELS idea in the sequential solution allorithms. 

ln the CELS method, ail discrdized equations coefficients must he calculated and 

stored before each iteration. These values, which are kept constant in each iteration, 

are used to calculate the re&rranled equations coefficients in each iteration. This is in 

contrast to the llelfelated methods in which, only an individual set of the discretized 

equations coef6cients for a particular dependent variable, is calculated and used, 

immediately, for the solution of these equations, and this is repeated sequentially for 

each dependent variable. The ,.related approach has advantales and disadvantales! 

its main advantale is that the same storale CAn he used for the coefficients in the 

di.cretized equations for ail dependent variables; its disadvantase is that these sets 

of coefIicients have to be calculated in each iteration, based on the latest calculated 

values of the dependent variables, and this requires a considerable amount of computer 

time. A better appro!ch appears to be to keep the calculated coefficients constant 

for few iterations and then recalculate them. 

Another point which must he t&ken into consideration in the solution flrocedures 

for fluid flow problems is the relatively laster converlence of the velocity fields com-

, 
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pared to the pressure field. Solution of the dilCretized pressure equations can consume 

up to 80 percentqe of execution time for a fluid f10w problem [122]. It would he use

fui, therefore, if in the solution procedure, more effort is directed to improve the rate 

of convergence of the pressure field, in such a way that solutions to both the ~Iocity 

and pressure equations converses at the .. me rate. 

The above discullions are the buis for the Enhanœd Sequential Solution AI.,. 

rithm (ESSA), which will he preaented in the next lubsection. 

4.8.2 Enhanced Sequential Solution Allorithm (ESSA) 

This new algorithm adds an Îraner 100' to the sepgated methods, IUch as SIMPLE: 

the u, v, and, fields are updated sequentially in each cycle in the inDer loop, while 

the coefliC"Ïents of their dilcretized equations are kept conltant. In each cycle of the 

inner loop, only the contributions of the pressure and other dependent variables which 

afFect the constant terms in u- and v-velocity dilcretized equations are updated. In 

the discretized pressure equations, the only chanse is in the constant terms, which 

require updatins &8 the pseuda-velocities are recalculated with the newly estimated 

values of velocities. 

ln this work, this enhancement il incorporated into the sequentiallOlution alSa

rit hm of Saabas [100]. For coDvenience, the primary iterative procedure of Saabas 

will he called the outer loop from now on. 

The ESSA allorithm proceeds iD the followins steps: 

1. Guess the pressure, velocity components, and other dependent variables (other 

than u, v and p) which are coupled to the fluid 80w. Set Û = Ui v = Vi tl" = Oi 

d" = 0 

2. Calculate the coefficients and constant terml in the discretized u-velocity equa

tions (Eq. 3.17), excludinl contributions of the pressure-gradient terms and 
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source terms that involve dependent variabln other than u, and apply appropri

ate boundary conditions. Store thne coefficients and constant terms in separate 

arrays. 

3. Add the contributions of source terms that depend on • (other than u, ", 

uad JI) to the constant terms calculated in .tep 2. Calculate û and d" usin~ the 

latest available u velocities (Eqs. 3.21 to 3.24), and apply appropriate boundary 

conditions. 

4. Conduct operations similar to steps 2 and 3 for the discretized v-velocity equa

tions, v, and d": The storase locations for the coefficients in discretized v equa

tion are dift'erent to those for the discretized u equation. 

5. Calculate coefficients in the discretized pressure equations (Eq. 3.33), .ain 

storins these in locations that are different from thase used for the u and " 

discretized equations. 

6. Apply appropriate boundary conditions to the discretized pressure equations, 

and solve these equations. In the proposed FVM, a line-by-line TDMA was 

used in this step. 

7. Add contributions of pressure-sradient terms and source terms excluded in step 

1 variables to the constant terms in the discretized u-velocity equations, under

relax, apply appropriate boundary conditions, uad solve this set of equations. 

A,ain, in the proposed FVM, a line-by-line TDMA wu used for this step. 

8. Do operations similar to step 7 in the discretized v-velocity equations. 

9. Calculate coefficients in the discretized equations for other dependent variables 

that are coupled to the ftuid ftow. Apply appropriate boundary conditions, 

under-relax, and solve them. This procedure is repeated seqtlentially for such 

\ 
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variables, with the same stor.,e locations for the coefficients in the discretized 

equations. 

10. Check to see if over.1I converlence criteria are satisfied: If ye&, 10 to Itep 12; If 

not,lo to the next step. 

Il. Start the inner loop 

(a) Repeat steps 7 and 8. 

(b) Repeat step 3 for u, and do a similar step for v. 

(c) Recalculate the constant terrns in the discretized pressure equations, and 

solve these equations to obtain an updated p field. 

(d) Do tasks Iisted in step 9, above. 

(e) Check to see if oonversence criteria for the inner loop are .atisfied: If ye&, 

10 to stel' 2; If not, 10 to step (a) in the inner loop. Note that steps (a) 

to (d) of the inner loop are repeated only until the prescribed maximum 

number of inner-Ioop iterations or cycles (KNMAX) is re&ched. 

12. Solve for the other dependent variables tbat do not affect the velocity field. 

13. Cali desired output routines, and then stop. 

The best prescribed maximum number of iterations or cycles of tbe inner loop 

(KNMAX) is problem dependent, and should be optimized for each problem. This 

optimization can be performed on a coarse Irid. It wu found in this work that the 

optimum values of KNMAX obtained for coarse ll'ids are e&sentially optimal for fine 

srids too, for the same problem. Numerous numerical tests were done with ESSA for 

two-dimensional fluid flow problems. A review of these tests show that the optimal 

value of KNMAX il ulually between 3 and 5. A pneral recommendation is KNMAX 

= 4. 
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4.8.3 Discuslion of ESSA 

The proposed ESSA has the followins dmirable features: 

94 

1. It il &llimple &1 sesresated methods, and does not need any extra manipulations 

of coefticientl &1 in the coupled-equationl solverl. It can he used to enhance 

any of the available SIMPLE-like sepesated alsorithms. 

2. Problems that involve dependent variables other than the velocity components 

and pressure can be easUy accommodated: This is in contrast to coupled

equation sol vers (CELS) which requires special manipulation of basic solution 

routines to handle dependent variables other than velodty components and 

pressure. 

3. It can be euily implemented on Itagered and co-Iocated, orthoKonal or non

orthosonal, srids in two- and t.hree-dimensional problems. This is a very im

portant arlvantase of ESSA over the available CELSo 

4. The extra computer time nX(uired for recalculation of the constant terms of the 

discretized equations in the cycles of the inner Ioop, is considerably Jess than 

that required to recalculate ail coefficients in the discretized equations. 

5. In this scheme, it i. not fleœ ... ,., to keep ail tbe coefficients of the discretized 

equations in main memory (RAM), &1 il the eue in ooupled-equation IOlvers. 

The coefficients for any dependent variable cao be written on to an external 

storase device, luch as a hard disk, and they can be read back into RAM when 

they are required. This feature muid be especially important for solutions on 

larse domains with fine srids, or in three-dimensional problems, for which a 

huse amount of storase would be needed to keep ail the coefficients in main 

memory (RAM) 

, 
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6. Simple tests on couse Irids CUl be used to optimize the maximum number 

of cycles in the inner Ioop (KNMAX) for any problem. This is because as thr. 

solution proceeds towards conwrpnœ, the number of iDner-loop cycles required 

for converpnCle becomes less than KNMAX. ID this eue, the cycles in the inner 

Ioop are stopped, and the executioD shifts to the outer loop. 

Considerable saviols in computer time were achieved usine ESSA for the solution 

of three hench-mark test problems. Details of th.., tests are presented in the next 

chapter . 



• 
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Chapter 5 

EVALUATION OF THE SEVA 

AND ESSA SCHEMES 

5.1 Introduction 

In this chapter, the proposed methods for the solution of the couplcd, ll()nlin{~n.r, 

sets of algebraic discretization equations, SEquenlù" Variable AdjllslT1le1t1.~ (8HVA) 

and Enhanced Sequential Solution Algoritll1n (ESSA), are cvalua.t.(~d. QUftllt,if.at,iv(~ 

appraisal of the performance (or degradation) provided by th(!sc nwthods is dOlic by 

comparing the results against tha,t of the Saabas scheme (1001, which was diRCIIsscd 

in chapter 4. 

Three standard, well-documented, laminar-flow test problems W(!"(! sd(>(:t,cd for 

this evaluation: 

1. Lid-driven flow in a square cavity 

2. Natural convection in a square enclosure 

3. Flow over a backward-facing step 

96 
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Ail tests were performed for the steady, two-dimensional, laminar flow of an incom

pressible Newtonian ftuid in a Cartesian coordinate .y.tem. The computer progams 

used in these tests were in standard FORTRAN-77 and executed on a Losix personal 

computer (Intel 80486 CPU, 50 MHz), using a LAHEY F77-EM/32 compiler. Other 

computers, such as IBM ES-9000-M320 and HewleU-Packard HP-APOLLO Series 

700 Model 710, were also used in the development phase of this work, but not ira the 

final tests of the proposed methods. 

Appropriate convergence criteria were devised to enaure conlisteney and aceuracy 

in the results. The iterative solution was stopped, when this criteria were .atisfied. 

The execution time of each test was determined using the TIME .ubroutine available 

in the LAHEY F77-EM/32 compiler. No input and output operations were conducted 

in the section of the computer code that wu used to determine tbe CPU time needed 

to achieve convergence. 

The lid-driven square-cavity flow at high Reynolds number (400 and 1000) i. 

a good test problem to evaluate the performance of the proposed method in the 

solution of eomplex recireulating ftows. Natural convection in a square enclosure 

allows performance evaluation in the context of problems in which there is coupling 

between the ftuid flow and heat transfer. Finally, the problem offtow over a backward

facing step is a good test of the me"' ods with the proposed treatment of outftow 

boundary conditions. 

5.2 Preliminary Tests 

ln this section, the consi.tency and implementation (computer code) of the FVM 

described in chapter 3 is investigated. Lid-driven ftow in a square eavity i. used as 

the test problem, and the effect of grid refinement on tbe accuracy of the results is 

studied. ln ail these tests, the Saabas scheme (see section 3.9) wu used to solve the 
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discretization equations. 

1.2.1 Lid-driveD flow iD a square cavity 

Problem St.tement and Formulation 

ln this problem, steady, two--dimensional, laminar recireulation of an incompress

ible Newtonian fluid eontained in a square enclosure is eonsidered. The motion of 

the fluid is driven by a sUdins lid. A smematic of this problem is given in Fig. 5.1. 

The square enclosure of side L has its lower-Ieft corner loeated at the origin of the 

Cartesian coordinate system (z,y). Ali walls are fixed, except for the lid, which moves 

in the positive z direction with a constant velocity UU/' 

The equations which describe this problem are the z- and y-momentum, and continu

ity equations, Eqs. 3.1 to 3.3. The following nondimensional variables and parameters 

are used: 

y. = y/Li 

p. = (p - P,.el )/ pu~; 

The resulting non-dimensional momentum and continuity equations are of the form: 

x-momentum: 

y-momentum: 

and cantinuity: 

lJu" av" 
-+-=0 

• lJz"~· 

with the following boundary conditions: 

o on ail wall s 

(5.1 ) 

(5.2) 

(5.3) 
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u. _ {lot ,. = 1, 

o elsewhere 

o < z· < 1 
(5.4) 

The sinsularities at the corners of the lid are handled by settin« the velocity to zero 

there. The only Cree paramet,er in this problem is the Reynolds number, Re." based 

on the lid velocity. As was mentioned before, lid-driven ftow in a square cavity is a 

problem that is well-established and well-documented in the testinS of computational 

methods for recirculating ftows. It is the subject oC several papers, such as those by 

BurggraC [191, Bozeman and Dalton [14), Ghia et al. [39) and Schreiber and Keller 

(58). Ohia et al. [39) used a stream function-vorticity finite-dift'erence formulation 

and a multigrid method w;th a 129 ~ 129 node grid to solve this problem. Their 

results for the velocity profile alons the vertical midplane of the enclosure are used 

to evaluate the results obtained in this work. 

N umerical Detaill 

ln their bench-mark solutions for this test problem , Ohia et al. (82-2] used a 129 

x 129 node grid. In these preliminary tests, the accuracy of the proposed FVM wu 

investigated by obtaining solutions on uniform grids of Il x Il,21 x 21, 41 x 41, and 

81 x 81 Dodes. For ail grids, the resulting profile of u· along the line z· = 0.5 was 

plotted and compared with the results of the bench-mark solution. These tests were 

performed using the suns and MAW schemes. 

As was mentioned earlier, the only free parameter in this problem is the Reynolds 

number. The results for Re = 1000 are presented for this preliminary test. The 

under-relaxation parameters, that were used in this test are: 

The overall iterations were terminated in these tests when the sums of the absolute 

values of residues for the in each of u, v, and p sets of discretized equations were ail 
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less than 10-8• 

Reaults 

The u-velocity profiles at z·= 0.5, obtained with four difl'erent uniform 8rids, and 

the bench-mark solution of Ghia et al., are shown in the Fi!. 5.2. As is seen in 

these figure, with refinement of the grid results obtained with both the suns and 

MAW schemes advance towards the bench-mark solution. In other words, with grid 

refinement, the errors in the results in comparison with the hench-mark solution dt'

crease. These preliminary tests ensure that the proposed FVM has beell consistently 

formulated and implemented. 

5.3 Investigation of ESSA and SEVA 

The three aforementioned test problems were 'tsed to investigate ESSA and SEVA 

in romparison with the Saabas scheme to establish the following results: 

1. the CPU time required to achieve converged solutions; 

2. the number of iterations needed to obtain converged solutions; 

3. the efl'ect of inner- and outer-Ioop under-relaxation values on Items 1 and 2; 

and 

4. the efl'ect of the specified maximum number of inner loop cycles (KNMAX) in 

the ESSA scheme on Items 1 and 2. 1 

Ail the tests in thi. sedion were performed utilizing the MAW scheme. 

Iltems 1 and 2 will be c:alled 'exec:ution time' and 'number ofiterations' from now on for simplicity . 
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&.3.1 Lid-drlwD low ID .... uare c:avlty 

The problem statement for this problem il the same u that described in the pre

vious section. Numerous tests were perfonned with this problem for a comprehen.ive 

Itudy of the Subas, SEVA and ESSA sdaemes. 

Numeric:al Detaila 

Nonuniform ,"dl of 31 x 31 noclfJll, with a power-law type expan.ion of the pid 

lines, with power of 1.4, away from the IOlid boundaries in both z- and ,-directionl 

were used. 

With the Sub .. and the SEVA schemes, teltl were done with under-relaxation 

parameten for u· and .,-velocity discretized equationl from 0.5 to 0.8; thi. parameter 

for the discretized preuure equationl wu set. equal tG 1 for aU eues. With the ESSA 

scheme, the test. \Rre performed to evaluate: 

1. influence of the value of the under-relaxation parameter in the di.cretized ft

Iocity equations in the o,dtr-loop, in the ran,e 0.8 ta 1.0. 

2. influence of the value of the under-relaxation parameter in the di.cretized ft

Iocity equation. in the iflfler-'.", in the raop 0.5 to 0.8; and 

3. efed of KNMAX: values of 1 to 5, 10, 15, and 20 were tried. 

AllO, ta optimize the tine-by-tine TDMA 101ft!' 2 for the decoupled and linearized 

set. of discretized equationl, the ...... tion of Van Doormul and Raithby (122] .AI 
inW!8ti,ated, u delcribed in chapter 4. To evaluate thi. approach, valua of 0.1 tG 

0.9 were examine<! for the ratio of the .um of the absolute residues of the dilcretized 

equationl at the end of each Iweep in the lolver to it. initial value at the Itart of the 

2From now on inltead of , .. t-.,,'.t TDMA ,,11er, lor limplieity only '.'tler will be ued. 
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IOlution of the dilCretized equationl. Finally, a .. of te.tl wu performed with only 

one .weep in the IOlver for the u, v, and , ditcret.iJed equationl. 

Tbe optimum valua bued on reluit. obtained with the nonuniform pid of 31 x 

31 Dodes were then uaecl in telt. with Donuniform lridl of 51 x 51 and 81 x 81 nodea, 

with a power-Iaw expanlion of the pid Iines, with power of 1.4, away from the IOlid 

bouadari. ia both z- and ,-direction •. 

Ail test. were performecl at Re." = 1000. The CODverpnce criteria for th .. tata 

were to saUsfy the followins conditions: 

1. the relative chanle in the value of the lum of the absolu te values of the constant 

term in the discretized pressure equation should he less than 10-6; and 

2. the relative ch .... in the value of the u-velocity component at the aeometric 

centre of the cavity should be las th ... 10-1, or it. ablOlute value should he 

leu than 10-12• 

ln iDDer loop, condition number 1 should he satisfied to stop the cycles. 

ln eac:h test, the executioD Ume and number of iterations required to achieve 

IOlutionl that sati.fied th .. converpnœ criteria were recorded • 

.... ult. 

The parameten which aiFect the converleace rate of the ESSA scbeme are the 

values of the uDder-relaxation parameten for u- and v-velocity discretized equationa 

in the inner aad in the outer Ioops and the number of cycles in the inner Ioop. 

ln filures 5.3, 5.4 and 5.5, the execution time and number of iterations are plotted 

venus the maximum Dumber of cycles in the inner Ioop (KNMAX). These plots are 

for under-relaxation values for the u- and v-velocity discretized equationa from 0.5 

to 0.7 in the inner loop [RELAX(V)). The under-reluation values for the outer loop 

(ALPHAO) are 0.8,0.9, and 1.0, respectively, in filures 5.3,5.4, and 5.5. As is &een in 

, 
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these filures, for ail values of ALPHAO, the executÎOn time and number of iterations 

are decreued by increuinl of the value of RELAX(V). The teltl with RELAX(V) > 

0.8 failed to converled IOlution. 

ID filure 5.6, the eX6..-ution time and number of iteration. are plotted venUI KN

MAX, at conltant RELAX(V) = 0.7, for ALPHAO = 0.8, 0.9, and 1. As il MeIl 

in thil filure, the best relultl are adlieved when no under-relaxation i. done in the 

outer loop (ALPHAO = 1). 

Bence, the values of 0.7 for the inner-loop and 1 for the outer-loop were found to 

he the optimum values of under-relaxation parameten for the IIOlution of u- and v

velocity dillcretized equations. As ia seen in these filuns, values of KNMAX between 

3 to 5 live the best results in term of execution time. Dy increuin, the value of 

KNMAX from 1 to around 5, the number of iterationl decreaaes Iharply, but further 

increue in KNMAX leMS to only a ,radual decreue in the number of iterations. 

However, the execution Ume increuel with increuinl value of KNMAX beyond than 

its optimum value (3 to 5). From theae reIIultl, it can he concluded that for thil test 

problem, the optimum value for KNMAX lies between 3 to 5. 

Ali of these tests were performed utilizinl the reœmmendationl in [122] for temU

natinl the IIWeeps in the solver for the decoupled. Iinear lets of discretir.ed equations. 

The ratio of the normalized total abIIOlute residue in each let of dilCretized equations 

at the end of each IWeep in the aolver to its value at the start of the 1weep8 (RES) 

wu choeen to be 0.2 in ail the aforementionecl test •. 

Elorta were also made to optimize the value of RES. In fipre 5.7, the execution 

time and number of iterationl are shown for the solutions obtained with values of 

RES ranlinR from 0.2 to 0.9, for two values of KNMAX = 3 and 5. AI il seen, two 

diferent values of RES perform the best: for KNMAX = 3, this value is RES = 0.5; 

and for KNMAX = 5, thia value il RES = 0.8. None of theae values il even close 
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to the reoommended value of RES = 0.25 proposed by Van Doormaal and Raithby 

[122]. 

On the buis of the reaearch undertalœn in this work, it is sugested that a fixed 

value for this ratio (RES) would not produce the optimum condition for exitinl from 

the solver. In the euly stAles of the overall iterations, RES must be a small value: 

sinee the values of the dependent variables (u. u, and p) are far from their values in 

the finallOlution of the problem, more IWeeps are required in the solver. However,18 

the solution proœeds and the dependent variables Pl'OlreBS towards their final values, 

it is not necessary to keep this ratio fixed at the Imall value that is required in the 

.rly staces of the iterative solution. In other words, the best treatmeot appears to 

he one in which the value of RES is not fixed, but is aliowed to chanle appropriately 

u the solution prolft'8s. 

ln another try to optimize the overaU solution process in ESSA, only one IIweep 

wu performed in the 80Iver of the lineariRd decoupled sets of discretized equations. 

The results obtained for RELAX(V) = 0.5, 0.6, and 0.7 are plotted lor KNMAX 

values from 1 to 20 in filure 5.8. In table 5.1, ESSA execution times and number of 

iterations obtained with the optimized RES values , and with only one sweep in the 

line-by-Iine TDMA solver, are compared. The considerable superiority of the results 

obtained with only one sweep in the TDMA 80Iver are silnificant. It is clear that 

with the 31 x 31 node nonuniform pid for this problem, performinl one sweep in the 

TDMA solve!' for ail dependent variables leaci to the optimum performanœ of ESSA. 

ln fipre 5.9, the execution times and number of iterations are plotted for RE

LAX(V) = 0.5, 0.6, and 0.7 for the Saabas, SEVA, and ESSA schemes. In the TDMA 

solver, only one sweep wu performed for the three schernes. As is seen in this filure, 

the ESSA scheme produœs converlenœ almost two times faster than the Saabu and 

SEVA schemes, and the number of iterations for the ESSA scheme is almost one-third 

, 
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01 the correspondiDI values for the other two lCbemes. This fipre cleuly shows the 

sipificant inftuence of the ESSA schente in decreuin, both the execution time and 

number of iterations in comparison to the Subu ICheme. The SEV A scheme si,nili

CAntly cIecreuea the stor .. e requimnents of the Saa~ scheme, al wu discuued in 

chapter 4, and it is &Iso Iead to a sUlht imprownnent in the execution times in this 

problem. 

ESSA ft!J8ults obtaiDed with the fiDer (51 x 51 and 81 x 81) lrids are shown in 

filures 5.10, 5.11 and 5.12. ID fipre 5.10, the execution Ume and number of iterations 

for tests with a gid 01 51 x 51 are plotted Alainst RES for KNMAX = 3. The 

minimum execution time is obtained with RES = 0.8. In lipre 5.11, the execution 

times and Dumber of iterations are compared for IOlutioD OD the 51 x 51 node pid, 

utilizinl the ESSA scheme with RES = 0.2, and with only one sweep in the TDMA 

"\'el'. As is .. n iD this fipre, the executioD times obtained with one sweep iD the 

TDMA IOlver are aImoat one-hall of the execution timet for fc.ES = 0.2. 

ln filure 5.12, the execution time and number of iterations for the solution of this 

problem lor diferent arids (31 x 31, 51 x 51, and 81 x 81) are plotted for the Saab .. , 

SEVA, and ESSA schemes. The best results obtained with each of these schemee 

are .hown iD table 5.2. The execution times for the ESSA scheme is much less than 

correspondinl execution times Ior the two other schemes, by a ratio of "lDOIt 1 to 

2; the number of ESSA iterations are allO 1 .. than the ClOrft!lBpondinl number 01 

iterations for the other two schemes, by a ratio 01 aImoet 1 to 4. 

ln summary, lor the problem of lid-driven ftow in a square cavity, the ESSA 

scheme hu a si,nifiant superiority to the Subu and SEVA scllemes in the rate 01 

converpnœ. The converleRa! behaviour of SEVA is almOlt similar to that of the 

Saab .. scheme, but SEVA is considerably more efficient than the Saab .. scheme in 

termI of computer-slor .. requirements. 
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5.3.2 Flow Over a Backward-FaciDl Step 

Problem Statement 

Thil problem i. ulually uaed to test the treatment of the outftow boundary rondi

tion. The ftow in thil problem is Ulumed to he lteady, two-dimensional and laminar. 

The ftuid il &l8umecl to be Newtonian and incompreuible. Thil problem il iIIultrated 

acbematicaUy in Fil. 5.13. The ftuid ftow enten fJOm the left throulh a parai lei-plate 

channel of depth f, lows ove!' a.tep of heipt f, and leaves from the rilht throu,h 

a channel of depth H. For non-creepinl ftoWI, the ftow will detach at the upper corner 

of the step and reaUach on the lower wall at sorne distance z,. downltream. Tbe 

orilÏn of a Cutaian coordinate system (z,y) is located at the upper corner of tbe 

Itep. The computation al domain extends in the positive z direction up to a distance 

3OH, and from -f to +f in the y direction. 

The equationl wbich deacrihe this problem are the z- and ,-momentum, and 

continuityequationl (Eq •. 3.1-3.3). The followin, non-dimenlional variables and pa

rameten are used: 

z· = zlH; II· = ,IH; 

p. = (p - p,.el )1 pu!,,; Re." = pu."Hlp 

The relultinl Don-dimensional momentum and continuity equations are of the form: 

x-momentum: 

Bu· au· 8p· 1 /Pu· /Pu· 
u· 8z. + v· By. = - 8z. + Re." (8z.' + By.,) (5.5) 

y-momentum: 

(5.6) 

, 
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and c:ontinuity: 
1Ju· 1Iv· 
-+-=0 8z· 8,. (5.7) 

with the followinl boundary conditions: 

u· = v· -
v· -
• Uav -

o 

o 

1 

on horizont.l wall. 

at in/lOrD 6oundar, (5.8) 

at in/lOrD 6oundar, (0.0 < , ~ 0.5; z· = 0) 

At the inlet, a parabolic u-velocity profile is prelcribecl, and the c:rou-ftow v-velocity 

is set to zero. At the outftow boundary, it is ensured that the outlOins man ftow 

rate is identic.d to the incomins mUl ftow rate, but none of the velocity component. 

or pressure are specified; they are calculatect u part of the IOlution. The only he 

parameter in this problem il the Reynolds number, Re •• , bued on the averase velocity 

at the inlet and the heisht of the channel. 

This problem has been investisated by Hadcman, Raithby, and StroDI [42] ,and by 

Gartlins [37]. Gartlinl used a Galerkin-bued finite element method with up to 32000 

elements to obtain a hench-mark solution of this problem. He solved this problem 

for a flow with Re.u = 800, which is a relatively hi,h Reynolds number laminar ftow. 

Hadcman et al. IOlved this problem with finite volume methods on Cartesian and 

curviline&l' orthopnal melhes at Re.., = 73 and Re .. = 229 3. 

RecirculatiDI flows are created in the vicinity of the step in the Iower part of chan

nel, and further in the upper part of channel. The detection of the upper recirculatinl 

zone is apd telt for the diferent mode". In this work, the reattachment lensths 

reported by Gartlinl [Iart] and Hadcman et al. (hack] were adequately predicted in 

'The definition of the Reau ÎI not the aune in the work or Haekman et al. to the definition uled 

by Gartlin,. Gartlinl', deftnition il UIed in th. work. Proper adjuatment were done &0 compenaate 

Ior thie diferenee 01 de6nitio .... 
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ail testl. The foeul in thelle tests, however, wu on the performances of the ESSA 

and Saab ... chemes, not on the accuracy of the corl'elpondinl FVM aolutions. 

Numerical Datai .. 

Nonuniform sridl of 31 x 31 nodes, with power-Iaw expanlion of the ll'id lines 

(power = 1.4) away from the Itep in z-direction, and uniform IpacinS between Irid 

lines in ,-direction were usect in the tests. Thelle tests were "'1 l{lrmed with the Saabu 

and ESSA schernes. Since the conversenœ behaviour of the SEVA .cheme 'NU allDOlt 

limilar to the Saabu deme in teets with lid-driven f10w in a square c&vity, it wu 

decided to concentrate attention on the romparison of the conwrsence behaviour of 

the Saabu and ESSA schemes, only. 

The value of under-relaxation parameter for u- and v-velocity dilcretized equations 

(RELAX(V» in thf! inner loop of the ESSA scheme and allO for the SaabulCherne 

wu varied betweer. 0.5 to 0.7, and its value for the outer Ioop of the ESSA scheme 

(ALPHAO) wu v&ried between 0.9 to 1. Tbe maximum number of cycles in the inner 

Ioop (KNMAX) wu ulilned valuee of 1 to 5, 10, and 15. 

To optimize the TDMA IOlver for the discretized equations ;:1 the ESSA ICheme, 

tests similar to those explained in the problem of lid-driven flow in a square cavity 

were performed. The ronverlence criteria for thelle tests were also similar to those 

defined for the problem of lid-driven low in a square cavity. Finally, sorne tests with 

flner pidl, of 51 x SI and 81 x 81 nodea with the l&IIle Irid distribution u the 31 x:H 

node pid, were performed to Itudy the d'ect of pid refinement on the conversence 

rate of the Sub .. and ESSA smemes. 

The only free parameter in this problern il Re •• , and ail tests were performed with 

Re •• = 800. The execution tiJDel and number of iterations are reported . 

, 
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....ult. and DRullion 

ln fi,ures S.l4 and S.l5, the reluite obtained witb a lrid of 31 x 31 nodes utili.in, 

the ESSA Kheme are Ihown. The execution time ad number of jteratÎOnl required 

are plotted \WIU' KNMAX lor ALPHAO - 0.9 ad 1, and RELAX(V) -0.6 in 

lIUre 5.14. The ... ultl obtaÎned with ALPHAO - 1 .how mach futer CODverpilce 

and .maUer number of iteratiool. In fipre 5.15, the execution time and number of 

iterations are plotted venu. KNMAX for RELAX(V) = 0.5 and 0.6, at ALPHAO = 

1. Tbe tests with RELAX(V) ~ 0.7 failed to conver. for both the ESSA and Su. 

sdlemes. The execution Ume and number of ; t;eration for RELAX(V) = 0.6 are leu 

than the corresp~ ,din, results obtained with RELAX(V) = 0.5. Therefore, for tbis 

problem, the optimum values for onder-relaxation parameten are: RELAX(V) = 0.6 

and ALPHAO = 1. 

The reluits .hown in fisure S.14 were obtained by utilizin, the lugestion in (122) 

for the optimization of the TOMA solver, with RES = 0.2. The correspondinl reluits 

in fi,ure 5.15 were obtained by performiq only one aweep in the TDMA IOlver. By 

compariDI the execution times in thele two fiPffII, the a.perlority of ESSA with one 

sweep in the TOMA aolver ia evident. Theae reluits confirm tbe findinp of the reluits 

obtained in the problem of lid-driven ftow in a ICIUale cavity. 

ln table 5.3, the execution times and number of iterationa required by the ESSA 

and Subas scheIDeS for diferent ,rids are shown. For botb schemes, only one sweep 

wu performed in the TDMA aolver. Tbe execution times are aImoat balved and the 

Bumber of iterationa are dec:reued by a factor of about 5 with the ESSA scheme, in 

comparilOD to the Saabas Icheme, in thia problem for ail ,rid aizes . 



• 

• 

CHAPTER $. EVALUATION OF THE SEVA AND ESSA SCHEMES 110 

5.3.3 Natural CODvectioD ID a Square EDcl_ure 

Problem St.tement 

The numericallimulation of two-dimeDlional natural convection in a square enclo

lure il a Itaadard test problem that il uled to evaluate the efFectivenea of numerical 

methodl in the IOlution of coupled luid 80w ad heM trul'er. In thia probJem, 

.teacly, two-dimenlional, lamia., natural convection of a Newtonian ftuid contained 

in a square enclOlure is con.idered. Thil problem i. illu.trated achematically in Fil. 

5.16. The orilin of a Cartesian coordinate Iyltem (z,,) il Jocated at the lower left 

corner of the square enclosure of dimenlion L. Tbe acceleration due to Iravity, ;, il 

directed in the n •• tive 11 direction. The \'eI'ticallide waUa at z = 0 and at z = L, are 

maintained at hot and œld temperatute8, TA and Te, respedively. The two horizontal 

walla are conlidered to be adiabatic. The Itandard Bouainesq approximation il used 

in the analYlil of thil problem: the mUI denlity il considered to be conltant in ail 

terme except the buoyancy term, in which it il UlUmed to decreue linearly with 

temperature: 

P = Pell - Il(T - Te)] (5.9) 

where Il i. the thermal volumetric expanlion œeflicieat, and Pc ia the denaity of the 

ftuid at the reference temperature, Te. Ali other tbermophYlical properties of the 

luid are conlidered to he conltant. 

The equationl which IOvern thil problem are the momentum, continuity and en

eru equation.. The foUowin, Don-dimenlional variables and parameten are used: 

z· = zl L; ,,- = ,,1 L; u· = uLla; v- = vLla 

(5.10) 

Pr = "/0; 

, 
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where & is the Ray1eilh number and Pr i. the Prandtl Dumber. 

The non-dimensional forma of the loverninl equationl are: 

x-momentum: 

y-momentum: 

continuity: 

and enerlY equation: 

au- av
-+-=0 8z- a,-

_ 8~ + _ 8~ II'~ + II'~ 
U 8z. "a,. = 8zJ a,J 

with the followinl boundary conditions: 

U- = ,,- - 0 on ail 

{~ at z· = 0, 0 < 
~ = 

et z· = 1, 0 < 
8. 

0 et ,,- = 0, - -By-

wall, 

JI. < 

JI. < 

1 

(5.11) 

(5.12) 

(5.13) 

(5.14) 

1 
(5.15) 

1 

It Ihould be noted that the ,-momentum equation hu a lOuree term which involves 

~, and leads to a oouplinl of the fluid flow and hat transfer prob1ems. The local 

NUlselt number cao he evaluated for the hot wall, once the solution il achieved for 

the ~ field, u: 

Nu = (-I:8T/8z},.o (L) = (8.) 
(T" - Tc) 1: 8z- ,-.0 (5.16) 

and the aver. Nuuelt number on the hot wall can he evaluated as: 

NUe" = Il (88~) d,,-
Jo Z ,-.0 

(5.17) 
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Since the total amount of heat tranlferred from tbe hot wall to the ftuid is the same 

al the &mount ablOrbed by the cold wall from the ftuid, and b«ause the hot and cold 

wall areu are equal, the averase NUltelt number on both walls Ihould be the same. 

A bencbmark solution of this problem is available in the work done by de Vahl 

Davis [24]. He used a stream-function-vorticity bued finite-dift'erence method, with 

sucœuively finer &ridl and extrapolation procedures, to arrive at a 'best' solution. 

Tabular data for the values of Nu.", and maximum u- and v-velocity components on 

horizontal and vertical midplanes, respectively, are 8iven in [24]. 

Numerical Details 

As in the previoul probleml, non-uniform 8rids of 31 x 31 nodes, with a power-Iaw 

expanlion of the gid lines (power = 1.4) away from the IOlid boundaries in both z

and ,-directions were used to perform tests on the Subas and ESSA schemes. In 

these tests, the values of the under-relaxation parameterl in the discretized velocity 

equations (RELAX(V» in the inner Ioop of the ESSA scheme 4nd for the Saabu 

scheme were varied between 0.5 to 0.8. No under-relaxation wu uaed for the solution 

of the discretized velocity equations in the outer Ioop of the ESSA scheme (ALPHAO 

= 1). 

The under-relaxation parameter for the solution of the discretized temperature 

equations (RELAX(T»in both the Subas and ESSA schemes was set equal to 0.9. 

The maximum number of cycles in the inner loop of ESSA in these tests were : 

KNMAX = 1 to 5, 10, 15, and 20. To optimize the lugestions in [122] for the 

TDMA solver, tests were performed with the values of RES in the ran8e 0.1 to 0.9, 

for values of KNMAX = 1 to 5. Tests with finer gids, of 51 x 51 a.nd 81 x 81 nodes, 

with the same power-Iaw distribution as 31 x 31 node 8fids were performed to study 

the effect of srid refinement on the conversence behaviour of the Saabas and ESSA 

schemes for this problem. These tests were performed for RELAX(V) = 0.6 and 0.7, 

, 
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with ALPHAO = 1 and RELAX(T) = 0.9. 

The converlence criteria for thelle tests reqllired the satisfaction of tbe followinl 

conditions: 

1. the relative chanle in tbe value of averale Nusselt Dumber on the lelt wall 

should be leu thao 10-li 

2. the summation of Avera. NUlleit Dumber OD the left and rilht walls divided 

by the its value OD the lert wallshould be Iels than 10-5 ; and 

3. the relative chanle in the value of the sum of tbe absolute values of the constant 

terms in the discretized pressure equation sbould be less than 10-6• 

10 inner loop, condition number 1 should he satisfied to stop the cycles. 

These tests were pedormed with air as the f1uid, for Ra = 108 • The execution 

times and number of iterations are reported for the tests in which converpd solutions 

were obtained. 

Relulta and DiacuMion 

The reluIts obtained for the 31 x 31 Dode non-uDiform ,rid utiliziDI the ESSA 

sc:heme are shown in fipre 5.17. The execution times and Dumber of iteratioDs for 

cooverpd aolution are plotted venus KNMAX, for 3 difereDt values of RELAX(V), 

0.5,0.6, and 0.7. The solutions with RELAX(V) ~ 0.8 failed to converle. As is Ren 

in this filure, the solutions obtained witb RELAX(V) = 0.7 require more execution 

time tban the solutions obtained with RELAX(V) leu than 0.7. Tbis reftects tbe fact 

that the iterative solution procedure did not converse smoothly and RlOnotonically for 

RELAX(V) = 0.7. Therefore, for this problem, the best conver,ence rate is obtained 

with RELAX(V) = 0.6 . 

The tests with RELAX(T) = 1.0 failed to converle, but as is shown in this filUre 

5.17, RELAX(V) = 0.6 and RELAX(T) = 0.9 work weil. In this problem, similar 
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to the previoui probleml, no under-relaxation il required for the u- and v-velocity 

discretized equations in the outer-loop with the ESSA Imeme. Indeed, ALPAHO = 
1 Sives the best converlenœ behaviour. 

ln filUre 5.18, the reluits obtained for optimization of Res values for terminatinl 

iterations in the TDMA solver are .hown. The execution times and number of iter

ations are plotted venus KNMAX for three values of RES: 0.1, 0.2, and 0.3. Tests 

with hilher values for RES either failed to converp or diverled. Two cases converle 

futer than the other cases, namely, KNMAX = 2 and RES = 0.3, and KNMAX = 3 

and RES = 0.1. 

For this problem, in contrast with the experience in the previous problems, the use 

0' only one sweep in the TDMA solver wu not very successful_ It appear that with 

such a hilh RayleiSh number, the I-Ier buoyancy term in the v-velocity equation 

requires more Iweeps in the TOMA solver for a faster converlenœ of the overall 

iterative procedure. 

The results for tests with a finer srid of 51 x 51 nodes utilizinl the ESSA scheme 

are shown in filure 5.19 for two values of RELAX(V): 0.6, and 0.7. For tests witt. 

RELAX(V) = 0.7, the f&stest conversence is obtained with KNMAX = 20. For tests 

with RELAX(V) = 0.6, the results obtained for KNMAX = 1 are much better than 

the other results in term of the execution time. 

ln table 5.4, the results obtained with the Subas and ESSA schemes are rompared 

(or diferent number of nodes in the domain discretization 4 • As is seen, the execution 

times and number of iterations (or tests with the ESSA scherne are much lower than 

those (or correspondinl tests with the Subu scheme. 

These results confirm the conclusions drawn from studies of the previous problems: 

the performanœ of the ESSA scheme i. sipificantly better than that of the Saabas 

"The _ulta shown with the Subu scheme for a l'id with 31 x 31 nodel were obtained with 

RELAX(V) = 0.6 and RELAX(T) = 0.8. The telt with RELAX(T) = 0.9 (or thia eue diver,ed. 

\ 



• 

• 

CHAPTER 5. EVALUATION OF THE SEVA AND ESSA SCHEMES Ils 

lCheme in terms of both the execution time and number of iterationl required to 

acbieve oonverpd loIution. 

1.4 Summary 

ln this c:hapter, three achemes for toIution of the dilcret_ equationl, Damely, the 

Subu, SEVA, and ESSA Ichema, wae evaluatecl. TheM Itudia were performecl 

ulinl three well-estabU.hed tat probleml: lid-driwa lamiDar 80w in a lCIuare cavity; 

laminar ftow over a back"ard-facinSltep; ad natural convection in a Iquare encl~ 

lure. The results show that the ESSA sc:heme requires .i,nificantly lea executioD 

time and number of iteratiODI to plOduœ conversed IOlutions in compal'ÏIOD tû the 

Subu and SEVA schemes. The recluction in the execution time wu up to esl, and 

the reduction in number of iterationl w" up to 7S", in comparilOD to the S_bu 

and SEVA schemes. 

The SEVA Kheme wu telted in the problem of lid-driwn ftow in a lCIuare cavity, 

and it .how. almoet the ume coDverpllœ behaviour u the Saabu scheme, but it 

provides a conliderable reductiOD in the computer-ltor. requirementl. 

AllO, the recommendationl of Van Ooormaal and Raithby [122] for optimilatioD of 

the line-by-line TDMA IOlver for the IiDarized, decoupled letl of discretized equatioDI 

wu examined. It wu found that thi. idea implOW!l the CODverpnœ rate of the 

o\'el'aJilOlution, but the optimum choice for the fint two problenu ÎI to use oDly 

one lweep of the line-by-line TDMA IOlver. The NlUltl with thi. optimi_tion show 

luperior performance to the resultl obtained with the recommendatÎonl in [122], with 

a fixe«! value of RES, in terme of overaU executioD times required to obtain converpd 

solutions . 
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Opti.i.ation SXecution IIUllber of 
.. thod Ti • Iter. 

DIIAX - 112.71 47 
Suvve.tion 3 

in [122] DIIAX - 126.06 36 
5 

one .veep in th. 10.36 26 
'1'DIIA .01 ver 

Table 5.1: Lid-Driven Flow in A Square Cavity: Performance 01 ESSA wlth 

Optimised RES Valu .. and with Only One Sweep in TOMA 501v!'!' 

ORID 8IZ1 8A.\8A8 SIVA ISSA 

31 x 31 137.59 167.15 73.05 

51 x 51 761.87 724.52 401.'16 

Il x Il 403'.50 4483.23 3565.54 

Ca) 

ORID 8IZ1 SJ..A8A8 SIVA ISSA 

31 x 31 1" 164 44 

51 x 51 3'6 383 83 

Il x Il 730 '07 287 

(b) 

Table 5.2: Lid-Driven Flow in A Square Cavity: Conversence Behaviour 01 

S .. bu, SEVA and ESSA Schema.: (a) Execution Tima.; (b): Number 01 

Iterations 

, 
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______ •• U. 

L 

• ·~~~~~~~~~~r 
(a) ...... ......-__ _ L 

(It) 

Fipre 5.1: ti.matie ....... nt.tloft of Lld-DriwD l'iow ln A Square Cav

ity: (a) aeomet.,,; and Cb) 1'10. Pattern 
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Fisure 5.3: Lid-Driven Flow in A Square Cavity: Converpnce Behaviour 
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Fipre 5.4: Lid-Driven Flow in A Square Cavity: Converlence Behaviour 
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Fipre 5.8: Lid-Driven Flow in A Square Cavity: Performance of ESSA 
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Figure 5.9: Lid-Driven Flow in A Square Cavity: ComparilOn 0' the Con
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Node Grid 



• 

• 

CHAPTER$. EVALUATION OF THE SEVA AND ESSA SCHEMES 126 

1,300 

1,200 
1~·31 

1,100 

( 1 1,000 

800 

800 

700 0 0.2 0.4 FES 0.6 0.8 1 

140 1~-31 

120 

m 
~ 
i 

100 

80 

80 

o 0.2 . 0.4 
FES 

0.6 0.8 1 

Fipre 5.10: Lid-Driven Flow in A Square Cavity: Etrect 01 RES on the 
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Fipre 5.11: Lid-Driven Flow in A Square Cavity: Converlence Behaviour 

or ESSA on a 51 x 51 Node Grid: ALPHAO = 1.0; RELAX(V) = 0.7 
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Fipre 5.13: Sehematic RepraentatioD of l'iow Over a •• ckward-facial 
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_ID 1111 1 •••• (t.) BaSA (~) t. 1 t. 

31 x 31 274.'0 13'.62 0.51 

51 x 51 1451." 701.8 0.41 

Il x Il 7737.55 37'1.4 0.4' 

(a) DICUTION TIIIBS 

" GRID 1111 8AAM8 (R.) ISSA (R.) R. 1 R. 

31 x 31 3 •• 82 0.21 

51 x 51 735 125 0.17 

Il x 81 1443 2'0 0.18 

(b) IlUllBD OP ITBRATIOIfS 

Table 5.3: Flow Over a 8.ekward-Facinl Step: Compariaon 01 the eonYer

pnce 8ehaviour 01 the Saaba. and EISA Schema lor a Difl'erent Grid 

Si .. : RELAX(V) = 0.1; ALPBAO = 1 

, 
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Fisure 5.16: Schematic Repl'e8entation of Natur.1 Convection in a Square 

Enclolure: (a) Geometry; and (b) Flow Pattern 
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GRID 8%ZI 8AYAS (t.) ISSA (~) ta 1 t. 

31 X 31 616.'2 214.14 0.35 

51 X 51 3756.35 1341.44 0.3' 

81 X 81 6129.81 5001.87 0.72 

(a) IXlctJTIOIf TIDS 

GRID aIZI U ... UAS (If.) IISA (If.) If. 1 If. 

31 x 31 112 40 0.21 

51 x 51 417 95 0.23 

81 x 81 571 70 0.12 

(b) IfUllBBR or ITIRATIOIfS 

Table 5.4: Natural Convection in a Square BDel.ure: ComparilOD of the 

CODve ... enee &eh.viour of the Saa"" and ESSA Schem .. for a Di.reDt 

Grid Si .. : RELAX(T) = 0.8; ALPHAO = 1 
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Chapter 6 

A COMPARATIVE 

EVALUATION OF THE MAW 

SCHEME 

8.1 Introduction 

As wu discussed in chapter 2, the proper interpolation of tbe scalar dependent 

variable, ,p, in the convection-diffusion terms is still a cballensins tuk in computa

tional ftuid dynamics. A MAIS Weisbted difference 8cbeme (MAW) wu proposed hy 

Saab .. [100] in the context ofCVFEMs for ftuid ftow, and he .bowed tbat it produces 

acœptable accuracy. But, thi. deme hu Dot been compared witb otber availahle 

schemes for interpolation of tbe scalar dependent variable. 

ln thi. cbapter, an evaluation of tbe MAW scheme i. c:onducted by comparins it. 

result. with thoee obtained u.in! the foUowins five schemes: 

1. Central Difference Scheme 

2. Upwind Dift'erence Scbeme 

(CDS) 

(UDS) 

138 

, 
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3. Sbw Upstream Difference Scheme 

4. Linear Skew Difference scheme 

(SUDS) 

(LSD) 

5. Quadratic Upltreun Interpolation for Convective KinematiCi (QUICK) 

Ali of theee schemes have already been introducecl and dÎlcualfJd in chapte!' 2. 

The well-establi.hed tat problem of .teady, two-dimensional, laminar, incom

prellible lid-driven luid low in a aquare cavity wu ulled to compare these .chemes. 

To lceep the thesis from becominl too 10nl, only the reluits for tests with uniform 

p'ids of 21 x 21, 31 x 31, and 51 x 51 nodes are reported. Three important illues 

were chosen to he studied in this comparison. Theee iuues are: 

1. the accuracy of the results; 

2. the execution Ume required to achiew converpd solutions; and 

3. the numher of iterationl needed to obtain converpel IOlutions. 

TheM! iuues 1 are affecteel in ftuid ftow problems by the solution alprithm, under

relaxation parameten uted in the solution of the discretized equations, dilcretization 

of the domain, and other 'Adon. To he consistent, in each test, for ail schemes, 

the same solution alaorithm (ESSA), the same under-relaxation parameten, and the 

aune kind of domain dilcretization wete ueed. 

The problem Itatement and formulation of thil test problem have already been 

dilcussed in chapter 5. In this chapter, only the Dumerical details for this problem 

and the correspondins results will he discussed. 

ll&e ... 2 and 3 will be ealled exeeu&ion time and number or i&era&ion. from now OD for .impliei&y . 
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8.2 Lid-Driven Flow in a Square Cavity 

Numerical Detai .. 

Uniform gids of 21 x 21, 31 x 31, and 51 x 51 noda were uaed to perform tests 

with this problem. For ach pid, tests were performed (or the (ollowins values of 

Reynolds number: Re = 100, 400, and 1000, with eac:h of the six schemes. The 

ESSA scheme wu used al the 101ution allOrithm with KNMAX = 3. No under

relaxation was performed in the outer loop of the ESSA scheme (ALPHAO = 1), and 

in the inner loop, the under-relaxation paruneter in the discretized velocity equations 

(RELAX(V» was set equal to 0.7. The conversenœ criteria for these telts were the 

same al the converlence criteria which were defined for this problem in chapter 5. 

AI initial conditions in each tat, ail dependent variables were set equal to zero at 

ail oodes in the domain, except values o( the u-velocity component at the top nfJdes 

of the domain (the IUdinl Iid) which were made equal to 1. In IODle cases, these 

initial pesses did Dot produœ coDver,ed IOlutionl: in luch eues oDly, to check f''lr 

the accuracy of the results obtained with each sc:heme, another tat W&8 performed in 

which a solution obtained with the MAW scheme was used &8 the initialluess. 

Reault. 

The u-velocity profiles alooi the vertical lioe located at z· = 0.5, obtained usinS 

each of the six Ichemes, and the hench-mark IOlution of Ohia et al. [39] are plotted 

for lows with Re = 100,400, and 1000, and for '.aniform pids of 21 x 21,31 x 31, and 

51 x 51 Dodes in Fip. 6.1 to 6.3, respedively. These plots are used to evaluate the 

accuracy of these schema for flows with low to hiSh Reynolds number, with coar8e to 

fine pids. AllO, to study the efl'ect of pid refinernent on the accuracy of the results 

obtained with these schemes, for eacb Reynolds number, the results obtained with 

each scheme for Irids of 21 x 21, 31 x 31, and 51 x 51 nodes are plotted along with 

, 
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the correspondin, bench-mark solution in Fils 6.4 to 6.6. In Fi,. 6.6, the results 

obtaiued with only four schemes, QUICK, uns, SUDS, and MAW are presented. 

The CDS and LSD schemee did not produœ a con\'el'pd solution for Re = 1000. 

Tables 6.1 to 6.3 Ihow detaUs of the computation" d'ort for testl with each of 

these schemes for the above eues. In each table, the computer time and number of 

iterations (t and N) are reported for the tests done with each of these schernes. AllO, 

to perform a comparison with referenœ to the computational effort required with the 

MA W scheme, the ratios of time and number of iterationl for tests with these schemes 

to the correspondinl values for the MAW scheme (tltM,NINM) are also shown in 

these tables. 

DÎ8cullion 

In almost ail cues, the results obtained with the QUICK scheme are more &ecurate 

than the results obtained with the other schemes. For Re = 1000, however, results 

obtained with QUICK exhibit wiales. u .hown in Fi". 6.3 and 6.6. At Iower 

Reynolds number, Re = 100 and 400, the reluits obtuned with the CDS schcme are 

allDOst similar to the results provided by the QUICK scheme. These two schemes are 

second-order accurate in terms of Taylor series expansions, and these results show 

that they are superior in terms of &CCuracy when compared with the other schemes, 

which are first order &Ccurate in terms of Taylor series expansions. The CDS scheme, 

u is weil known (77), does not provide converpd solution at hilh Reynolds number, 

because it lenerates nesative coefficients in the discretized equations. In an tests 

with Re = 1000, solutions with the CDS scheme diver,ed. The QUICK scheme also 

produces nesative coefficients at Re = 1000. This causes wiales in the solutions, but 

the ESSA conver,ed for this case . 

The reBults of tests with the LSD scheme &110 show over-shootinl and under

shootin,. Furthermore, even in tests with low Reynolds number, the LSD solu-
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tions exhibit the lowest Kcuracy in comparison with the results obtained with other 

schemes. At hisher Reynolds Bumber, thisscheme leMs to diversence in the solution 

proœsa. This is because of nesative coefficients in the dilCretized equatioBs. 

The other three schemes, UDS, SUDS, and MAW, provide almoet the sune results. 

The false diffusion inherent in the UOS scheme at hiSh-Reynolds number leads to the 

less accurate results in comparison with the other two schemes as shown in FiS. 6.3. 

The MAW scheme is prone to Jess false difFusion than the UOS scheme, henee it lives 

better ac:curacy for hiSh Reynolds number recirculatinl flows, similar to that in this 

probJem. The results obtained with the SUOS scheme at Re = 1000 with a Irid of 21 

x 21 Bodes are Jess Kcurate than the correspondinl results obtained with the MAW 

scheme, and they exhibit oscillations as shown in FilS. 6.3 and 6.6: This is because of 

nesative coefficients in the discretized equations with the SUDS scheme. The MAW 

scheme provides better accuracy than the SUDS smeme with coarse Irids for flows 

at hip Reynolds number, sinee there are no n.ative coefficients in the discretized 

equations produced by the MAW scheme. 

Resardins thecomputationaJ effort foreach scheme, the tests with the QUICK and 

LSD schemes require excessive execution time in comparison to the other schemes. 

With Re = 100 and 400, tests with the CDS scheme achieved converged solutions 

futer than those with the MAW scheme for srida of 51 x 51 nodes, but both these 

schemes require almost the same amount of time for srids of 31 x 31 and 21 x 21 

nodes. The number of iterations at conversence for tests with the QUICK scheme 

are asain considerably more than those for the other schemes. The tests with the 

LSO scheme also require more iterations to converge than the MAW scheme. Tests 

with the SUDS and UDS schemes converge to the final solution in almost the same 

Bumber of iterations as the corresponding tests with the MAW scheme. The ratio 

(N/NM) for tests with the UDS scbeme are always more than 1 (up to 1.19), and this 

\ 
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ratio for t.he tests with the SVDS smeme ia between 0.91 and 1.09. 

8.3 Summary 

The MAW scheme of Subu [100] wu compared with five other Khemes, CDS, 

VDS, SVDS, LSD, and QVICK, in a limulation of steady, two-dimenaioaal, incom

pl't!llible, lid-driven ftuid low in a Iquare cavity. 

ln lummary, the results of this tett problem .ho. the foUowinl: 

1. In terms of accuracy and œmputational efFort, the MAW acheme hu aImoat 

the Ame performance u VDS and SUDS. 

2. The LSD scheme had the poorest performance unons the .ix scheme tested. 

3. The CDS and QUICK schemes, wben they produce converpd solutionl, provide 

the best accuracy. 

4. At the hilhat Reynolds number, Re = 1000, the teat. with the CDS diwrpd, 

and tests with the QUICK Icheme produœcl IOlutionl with unphyaicaUy spatial 

oscillations (wiUles). 

5. Of the six schemes tated, tbe QUICK acheme wu the most expensive in terms 

of computer (CPV) time. 

Thul the MAW scheme compara quite favourably with the il !le other sc:hemea. It 

ahould allO be noted that the MAW scheme was orilÎnally propoeed in the context 

of control· volume finite element method. (CVFEMs), in t~e worka of Schneider and 

Raw [103] and Saabas [100]. Thul it is very weU suited for applications involvinl 

complex irresular·shaped seometries. The other five schema tated in tbis work 

are ail formulated in the context of FVMs bued on rectilinear Cartesian srids [77, 
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89,63, 53). Their extension to unltrudured non-ortholonal,ridl il by no meanl a 

Itrailhtforward tuk, if at .U pollible . 

, 
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SCH.S TI.S (SSC) ITBR , t 1 t. .. 1 N. 

IlAW 45.31 33 1.00 1.00 

CDS 41.47 37 1.02 1.12 

UDS 41.75 31 1.03 1.0' 

SUDS 42.51 32 0.'4 0.'7 

QUICK 102.17 31 2.27 1.15 

LlD '3.11 32 1.15 0.'7 

RI - 100 21 X 21 UIIlfOIII O.ID 

SCHao: TI.S (SBC) ITD' t 1 t- .. 1 N .. 

IlAW 44.12 35 1.00 1.00 

CDS 43.11 32 0.'7 0.'1 

UDS 47.7' 37 1.01 1.01 

SUDS 41.11 37 0.'3 1.01 

guICK '1.73 3' 2.11 1.11 

LlD DIVDGBD 

RI - 400 21 X 21 UIIIPCmII GalD 

BCH_ TIIIB (SBC) ITal t 1 t;- If 1 If. 

.. W 35.'1 2. 1.00 1.00 

CDS DIVDGID 

UDS 40.70 31 1.13 1.07 

SUDS 41.51 21 1.35 0.'1 
QUICK 213.11 lOI 7.1' 3.15 

LlD DIVDGID 

RI - 1000 21 X 21 UHIroRII ORID 

Table 6.1: Lid-Driven Flow in A Square Cavity: Detail. 01 Computational 

El'on lor Tat. with the Six Schema: Unilorm 21 x 21 Node Grid 
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SCII_ TIIiI (SIC) ITIR , t 1 t .. " l " .. .. " 215.33 47 1.00 1.00 

CDS 212.59 65 1.31 1.31 

UDS 241.67 55 1.12 1.17 

SUDS 217.45 4. 1.01 1.02 

QUICK 525.25 73 2.44 1.55 

LlD 592.04 71 2.75 1.51 

RI - 100 31 X 31 01111'0" GRID 

8CII_ TID (SBC) ITD' t 1 t.- H 1 H .. 

lIAIf 263.31 63 1.00 1.00 

CDS 191.14 54 0.73 0.16 

UDS 29'.30 70 1.13 1.11 

8UOS 262.3' 69 1.00 1.09 

QUICK 556.0' 73 2.11 1.16 

LlD DIVIRGID 

RI - 400 31 X 31 01111'0" GRID 

sca_ TI'" (SBC) ITD' t 1 t .. " 1 If .. .- 196.35 56 1.00 1.00 

CDS DIV DG 

UDS 252.93 62 1.30 1.11 

SUDS 193.94 51 0.99 0.91 

QUICK 641.7' 104 3.30 1.86 

LlD DIVlRGBD 

RE - 1000 31 X 31 UlflPORil GRID 

Table 6.2: Lid-Driven Flow in A Square Cavit)': Detail. 01 Computational 

Etrort for Tat. witb the Six Schema: Unilorm Il x Il Node Grid 

\ 
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lca.1 TIRE (SIC) ITD , t 1 t .. If 1 N .. 

lIA. 2654.33 153 1.00 1.00 

CDI 2413.11 154 0.'1 1.01 

UD8 2116.75 110 1.06 1.17 

8UD8 2525.75 13' 0.'5 0.'1 

QUICIC 3144.57 154 1.45 1.01 

LaD 3563.7' 115 1.34 0.75 

RE • 100 51 X 51 UMIPO" GRID 

SCII.œ TIR (SEC) ITD , t 1 t. If 1 Il. 
lIA. 2530.'6 143 1.00 1.00 

CDS 2035.76 120 0.10 0.14 

UD8 2122.46 151 1.11 1.10 

IUDS 24'7.35 151 0.'1 1.06 

QUICIC 3721.0' 141 1.47 O." 
LaD '520.34 314 3.76 2.1' 

RE. 400 51 Je 51 UIIIPO .. GRID 

ICII_ TI" (SIC) ITD 1 t 1 t.- • 1 Il .. .- 155'.3' 113 1.00 1.00 

CD8 DIVDGID 
UD8 2013.55 135 1.33 1.1' 

IUDS 1756.34 116 1.13 1.03 

QUICIC 4'63.62 1'1 3.11 1.6' 
LaD DIVDGID 

RE • 1000 51 X 51 UIIIPO .. GRID 

Table 6.3: Lid-Driven l'iow in A Square Cavity: Detail. 01 Computational 

Etrort for Tati with the Six S,!hema= Unilorm Il x Il Node Grid 
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Chapter 7 

CONCLUSIONS AND 

RECOMMENDATIONS 

This chapter is divided into two main parts. In the fint part, the thesis and its 

contributioDs are reviewed. This part hu two aections: in the fint aection, the ESSA 

and SEVA schemes will be reYiewed; then the performance of the MAW sdteme will 

he disculsed. In the second part, SODle recommendations for extendins the current 

work will be presented. 

T.l Contributions of the The.ie 

'1.1.1 R.eview of tbe EDbaDcemeDt. to SequeDtial SolutioD 

A"orithms 

The main contribution of this work is the .ievelopment of two new enhancements to 

sequentialsolution alsorithms for solution of the u, v, and JI discretization equations . 

These two new enhancements have been labeUed as the Enhanced Sequential Solution 

Al,orithm CESSA), and the SEquential Variable Adjustment (SEVA) allorithm. 80th 
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SEVA and ESSA were developed durinl efforts to enhanœ the performance of a 

iterative sequential solution allorithm propoeed by Saabu (100). 

ln SEVA, in contr .. t to the Saabas scheme [100], the sets of u- and v-velocity 

dilcretization equations are IOlved HJquentiaUy, before the set of discretized preuure 

equations are solved. Henee, it is flO' neœuary to Itore the coefficients of the u

and v-velocity discretization equationL (exœpt for the boundary nodes, and Op and 

conltant term for ail nodes) as in the Saabu .meme (100). This enhancement reduces 

the computer stora8e requirements of the Saabas scheme considerably. The reluits 

of tests with the SEVA scheme on the problem of Iid-driven ftow in a square cavity 

, presented in chapter 5, showed that it produces converpd solutions in computer 

times not more than those needed in the correspondin8 tests with the Saabas scheme. 

The ESSA scheme adds an inner loop to avaUable aequential solution alsorithma 

akin to SIMPLE [77, 122, 100). In this work, this enhancement wu incorporated in 

the Subas scheme (100). The ESSA scheme talcea advant .. e of ideu contaÎned in the 

direct and semi-direct 80Ivers [32, 50, 68], to improve the rate of conversence of the 

Saabas scheme. In ESSA, the coef6cients of the u, v, and p discretization equations 

are calculated and stored. In the outer loop, these discretization equations &l'e solved 

as in the Saabas scheme. In the inner loop, repeated solutions of the u, v, and p 

discretization equations are done sequentially, without chansing the coefficients in 

these equations. Once the inner loop iterations are completed, the coefficients are 

recalculated, and the complete procedure are repe&ted until the conversena criteria 

is satisfied. 

The conversena behaviour of the Subas, SEVA, and ESSA schemes were com

pared for three test problems: lid-driven ftow in a square cavity, ftow over a backward

facing step, and natural convection in a square enclosure. The results of these show 

that ESSA produces conversed solutions sisnificantly faster than the Saabas and 
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SEVA schema. The computer times are decreued in the tests with the ESSA scheme 

up to 50% in comparison to the correspondin~ tests with the Saabas scheme. Also, 

the overaU number of iterations exhibits a dramatic decrease: up to 70% reduction 

in the required number of iterations wu achieved in the tests with the ESSA scheme 

in comparilOn to corrt!lpondinl tests with the Saabu scheme. 

It should &1so he noted that enhanœment. similar ta ESSA can he euily added 

to sequential solution a.orithnu &kin to SIMPLE, SIMPLER, and SIMPLEC, to 

improve the conver~ence rate of these allorithms. The ESSA scheme retains the ad

vNltasa of SIMPLE-like al~orithms, namely, simplicity, eue of implementation, ~en

erality, and robustness. Furthermore, in contrast to CELS [32,50], the ESSA scheme 

does not require complex 1T'1nipuiations of coefficients in the discretized equationfl, 

and it can be easily extended to solve sets of discretization equations for additional 

dependent variables that may be cou pied to the velocity components and pressure. 

The ESSA scheme i. also quite robust, and it can be successfully applied to prob

lems with outlow houndaries. 

1.1.2 Review of the Performance of the MAW scheme 

The MAss Wei~hted slcew upwind scheme (MAW) studied in this work is similar 

to that proposed by Saabu [100] in the context of CVFEM. The performance of this 

scheme wu evaluated by comparins its results with those obtained usins five other 

schema: CDS, UOS, SUDS, QUICK, and LSD. Ali of these schemes were discussed 

in chapter 2, and the results of this comparison were presented in chapter 6. Three 

important issues were studied in this comparison: (i) accuracy of the results; (ii) 

execution time required to achieve converged solutions; and (iii) number of iterations 

to obtain converged solutions. 

This comparative evaluation wu done using the co-Iocated FVM, described in 

, 
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chapters 2 and 3, ad ESSA for the IOlution of the dilCretized equationa. Similar 

comparative evaluations in the literature, of CDS, UDS, SUDS, QUICK and LSD, 

were done with FVMs bued on st-uered &rida for u, tI, and , [43, 111, 79, 74]. 

The MAW scheme displayed most the Ame peftOrm&DCIe AI UDS and SUDS in 

terms of &ccuracy and computation" efFort. The CDS and QUICK Ichemes, wben 

they produœ COD\'eI'led 101utionl, provide the bat &cCuracy, and LSD dilplayed tlle 

poorest performance &mODi the lix IChemes tested. The QUICK lCheme wu the 

most expensive in terRIs of computer time. These results for the five schemes other 

than MAWs are similar to results obtained with FVMs bued on stagered Irids 

(43, 111, 79, 74]. 

T.2 Recommendations 

Althoulh the results obtained with the ESSA ameme are very encour.,iDI, there 

are several areas that seems appropriate and interestinl for future studies. In this 

work, ESSA wu used to enhanee the Saabas sœeme (100), and it wu utilized to 

solve problems involvinl steady, two-dimensional, laminar ftow and heat transfer. 

These problems involved incompressible Newtonian luids, and reetanlular calculation 

domains that were discretized usinl strudured line-by-1ine ,rids. Structured line-by

line co-Iocated Irids were used to IOlve these problems. It wou Id he relatiwly euy 

and useful to inoorporate ESSA in FVMs based on atqprect and non-stagered l'ids. 

It can also be extended to co-Iocated equal-order CVFEMI, IUch U the one propœed 

by Saabu [100]. It would ùo he intereatinl to .pply the ESSA to complex ftow 

problems similar those solved ulinl stagereci-Ifid FVMI over the lut two decades. 

The following specifie extensions of the work in this thesis are recommended: 

1. Incorporation of ESSA in iterative sequential solution a180rithms akin to SIM

PLE (77). 
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2. UtiUzation of the propoted FVM and ESSA to IOlve three-dimenlional probleml 

that involve turbulent low and heat tranlfer, multiphue flowl, or tombuBtion. 

Methode aldn to SIMPLE mnverle ratber Blowly in IUch comp1ex problema, 10 

it would be intereetinl to Itudy and ft!COrd potential benefits that ESSA muId 

provide. 

3. Utilization of ESSA in FVMs bued on: etagered·.id arranpmentl; ~urvilin

ear orthosonaliridl; and stagered aud DOD-I'"erect curvilioear nonorthOlG

nal coordinate systems. 

4. In~rporatioo and evaluation of ESSA in oo-Iocated equal-order CVFEMs for 

Iuid low and hut trander [10, 100]. 

The MAW scherne provides solutions with accuracy comparable to thORe of UOS 

[77) and SUDS [89]. However, when hicher-order schemes such as CDS and QUICK 

provide oonversed solutions, their accuracy is superior to the results of the MAW 

scherne. Furthermore, Saabas (100) found that the ftow-oriented upwind scheme 

(FLO) of Balila and Patankar (7J, when it lives converled solutions, is more acen

rate than the MAW scheme. It appears, therefore, that a hybrid scheme that switches 

smoothly from MAW to CDS in FVMs, and from MAW to FLO in CVFEMs, would 

be very useful. The development of such a hybrid scheme would be worthwhile . 

, 
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Appendix A 

IMPLEMENTATION DETAILS 
OF THE MAW SCHEME 

As wu d~:icu,sed in 2.4.3 for tJle MAW scheme, the values of '" at the inte~ration

points are calculated via Eq. 2.39, which is repeated here for oonvenience: 

["'Ir] = [A-I][B][~I,m] ===> ["'te] = [D]["'"m] where [D] = [A-1][B] 2.39 

(A.t) 

iD which, [A] Îs the (4 x 4) coefficient matrix ofthe vector of the 4 inte8ration-point 

values [~,], and [B] is the (4 x 4) coefficient matrix of the vector of the 4 nodal values 

[~"m]. 

ln this appendix, the elements of the matrices [A] and [8] will be presented, and 

then the methods used to invert for the matrix [A], as developed in this thesis, will 

he liven. 

A.1 Elements of the Matrices [A] and [B] 

The matrices [A], and [B] are of the followinl form: 

175 
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where: 

B= 

A= 

o 
o 

1 -/; 0 -ft 

-12 1 -/~ o 

o -/~ 1 /3 

-J. 0 -/: 1 

o 
1-12 l-/~ 

o 

o 
o 

1- J. 0 

l-/~ l-Ia 

o 1 - /~ 

ft - min [max ( - :: ' 0) , 1] 
/; - min [mar ( - :: ' 0) , 1] 
12 - min [max ( - :> 0) , 1] 
/~ - min [max ( - :: ' 0) , 1] 
la - min [max ( - :: ' 0) ,1] 
/~ - min [max ( - :: ' 0) , 1] 
/4 - min [max ( - :> 0) ,1] 
/~ - min [max ( - :: ' 0) , 1] 

A.2 Inversion of the Matrix [A] 

(A.2) 

(A.a) 

(A.4) 

(A.5) 

(A.6) 

(A.7) 

(A.8) 

(A.9) 

(A.IO) 

(A.ll) 

As wu mentioned in section 2.4.3, a special pivoting technique was developed for 

inversion of the matrix [A] in this work. This pivoting technique, is incorporated in 

the (ollowing FORTRAN77 code: 



• 

• 

APPENDIX A. IMPLEMENTATION DETAILS OF THE MA\V SCHEME 177 

• SUBROUTINE MINV 

THE PURPOSE OF THIS SUBROUTINE IS TO INVERT THE COEFFICIENT 

MATRIX [A], WHICH IS A 4 x 4 MATRIX (N = 4). 

AN SPECIAL PIVOTING STRATEGY IS USED TO INVERT MATRIX (A] 

SUBROUTINE MINV(A,N) 

IMPLICIT DOUBLE PRECISION (A-H,O-Z) 

DIMENSION A(4,4) 

COLUMN l, PIVOT ON ELEMENT 1,1 

DO 10 J = 2,4 

DO 101 = 2,4 

10 A(I,J) = A(I,J) - A(I,l) * A(l,J) 

DO 20 J = 2,4 

20 A(t,J) = A(l,J) 

DO 30 1 = 2,4 

30 A(I,l) = -A(I,l) 

COLUMN 2, PIVOT ON ELEMENT 2,2 

DO 40 J = 3,4 

DO 40 1 = 3,4 

40 A(I,J) = A(I,J) - A(I,2) * A(2,J) / A(2,2) 

A(t,l) = A(t,l) - A(1,2) * A(2,1) 1 A(2,2) 

DO 50 J = 3,4 

A(l,J) = A(l,J) - A(1,2) * A(2,J) 1 A(2,2) 
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50 A(2,J) = A(2,J) 1 A(2,2) 

DO 601= 3, 4 

A(I,I) = A(I,I) - A(I,2) • A(2,1) 1 A(2,2) 

60 A(I,2) = -A(I,2) 1 A(2,2) 

A(I,2) = -A{l,2) 1 A(2,2) 

A(2,1) = A(2,1) 1 A(2,2) 

A(2,2) = 1.0D+00 1 A(2,2) 

COLUMN 3, PIVOT ON ELEMENT 3,3 

DO 70 J = l, 2 

DO 701= l, 2 

70 A(I,J) = A(I,J) - A(I,3) • A(3,J) 1 A(3,3) 

A(4,4) = A(4,4) - A(3,4) • A(4,3) 1 A(3,3) 

DO 80 J = l, 2 

A(4,J) = A(4,J) - A(4,3) • A(3,J) 1 A(3,3) 

80 A(3,J) = A(3,J) 1 A(3,3) 

DO 90 1 = l, 2 

A(I,4) = A(I,4) - A(I,3) • A(3,4) 1 A(3,3) 

90 A(I,3) = -A(I,3) 1 A(3,3) 

A(4,3) = -A(4,3) 1 A(3,3) 

A(3,4) = A(3,4) 1 A(3,3) 

A(3,3) = 1.0D+00 1 A(3,3) 

COLUMN 4, PIVOT ON ELEMENT 4,4 

DO 110 J = 1,3 

DO 1101 = 1,3 
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110 A(I,J) = A(I,J) - A(I,4) • A(4,J) / A(4,4) 

DOI20J=1,3 

120 A(4,J) = A(4,J) / A(4,4) 

DO 130 1 = 1, 3 

130 A(I,4) = -A(I,4) / A(4,4) 

A(4,4) = 1.0D+00 / A(4,4) 

RETURN 

END 


