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Abstract

It is a critical concern for cloud computing providers to identify and adopt optimal virtual ma-

chine (VM) I/O storage paths. In Linux, these involve NVMe hardware, PCIe passthrough with

VFIO, and userspace drivers (e.g. SPDK). Vfio-user is a library and protocol for inter-process

communication, making use of sockets to perform I/O. This library aims to tie together all the

above-mentioned host-side improvements. QEMU/KVM VMs using vfio-user and SPDK are the-

oretically expected to attain low latencies due to mostly userspace processing, but this VM datapath

configuration is still experimental and performance data is lacking in the literature.

This thesis presents the setup and results of benchmarks comparing the I/O performance of a

VM using vfio-user and SPDK as its storage backend against different datapath configurations.

Additionally, we present vfio_user_snoop, a bpftrace-based tool to analyze vfio-user packets

in transit; plus a layer-by-layer breakdown of I/O latencies using this setup. We observe negligible

differences for baremetal, vfio-user, and passthrough in fio benchmarks, at 26.66± 0.18µs mean

latency in random reads and 27.77 ± 0.77µs in random writes. For RocksDB, on random reads,

vfio-user attains 19.75% fewer mean ops/sec vs. bare-metal and 1.66% higher mean ops/sec vs.

passthrough; on 50/50 random reads and writes, we see 5.59% and 2.39% fewer mean ops/sec vs.

bare-metal and passthrough, respectively.
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Abrégé

Il est essentiel pour les fournisseurs de cloud computing d’identifier et d’adopter des datapath E/S

optimaux pour les machines virtuelles (VM). Dans Linux, ces chemins impliquent le matériel NVMe,

le passthrough PCIe avec VFIO et les pilotes au espace utilisateur comme SPDK. Vfio-user est

une bibliothèque et un protocole pour la communication inter-processus utilisant des sockets Unix

pour effectuer des E/S. Cette bibliothèque regroupe tous les aspects susmentionnés. Les machines

virtuelles QEMU/KVM utilisant vfio-user et SPDK devraient théoriquement atteindre de faibles

latences en raison du traitement essentiellement en espace utilisateur, mais cette configuration du

datapath pour des VM est encore expérimentale et les données relatives aux performances manquent

dans la littérature.

Cette thèse présente la configuration et les résultats de tests comparant les performances d’E/S

d’une VM utilisant vfio-user et SPDK comme backend de stockage contre différentes configurations

des datapaths. Aditionellement, nous présentons vfio_user_snoop, un outil basé sur bpftrace

pour analyser les paquets vfio-user en transit, ainsi qu’une décomposition couche par couche

des latences d’E/S en utilisant cette configuration. Nous observons des différences négligeables

pour les benchmarks baremetal, vfio-user et passthrough avec fio, avec une latence moyenne de

26, 66 ± 0, 18µs en lecture aléatoire et de 27, 77 ± 0, 77µs en écriture aléatoire. Pour RocksDB, en

lecture aléatoire, vfio-user obtient 19,75 % d’ops/sec en moins par rapport à bare-metal et 1,66

% d’ops/sec en plus par rapport à passthrough; sur les lectures et écritures aléatoires 50/50, nous

constatons 5,59 % et 2,39 % d’ops/sec en moins par rapport à bare-metal et passthrough.
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1
Introduction

The advent of cloud computing and datacenter-scale applications has brought on the need for

ubiquitous usage of virtualized workloads and ever-more-performant storage devices at the bottom

of the storage hierarchy, such as NVMe drives and Intel Optane persistent memory [46]. With fleets

of millions of machines, application administrators need to ensure maximum usage of the available

hardware.

In pursuit of this goal, on the software side, datacenter administrators and cloud providers rely

on Virtual Machines (VMs) to provide task isolation, resource disaggregation [11], security [19], and

flexibility for clients using their platforms, and also for themselves [60]. VMs allow cloud service

providers to host more clients than they would be able with physical hardware alone; they allow

for features such as dynamic creation and allocation of new machines for burst workloads; and

they perform their tasks with the theoretical security that tenants will not be able to influence

or affect each others’ tasks in malicious ways (disregarding bugs and breaches) [75]. For example,
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1.1. Problem Statement

VMs are the fundamental technology that makes it possible for AWS, Azure, GCP, and others, to

offer different operating system hosts with variable hardware characteristics for thousands of users.

It would be a harder task if they only had access to bare-metal machines with the corresponding

configurations.

On the hardware side, Non-Volatile Memory Express (NVMe) devices are as of 2023 one of

the fastest available storage options, possibly only behind persistent memory (PMEM), in the set

of available I/O devices that are now being referred as the storage jungle [46]. For a long time,

application design was dictated by the implicit assumption that I/O would be the biggest bottleneck

in terms of latency. New hardware breaks these preconceptions, due to support for a large amount

of queues and long queue sizes whcih allow for massively parallel I/Os.

1.1 Problem Statement

It is commonly perceived that workloads running inside virtual machines have to pay a performance

overhead [19, 47]. This has changed over the years, first with the implementation of direct vir-

tualized code execution on the CPU facilitated by security rings (Intel and AMD’s virtualization

extensions) [19], and more recently through virtual machines being able to directly access bare-metal

hardware through passthrough on Linux [81]. Most recently, there have been advances in developing

userspace drivers which allow for processes to interact with hardware directly without having to

go through the Kernel and triggering context switches, which in practice so far have shown great

reduction in I/O latency overhead.

A prominent implementation of this paradigm is the SPDK framework [85, 92] created by Intel,

Nutanix, et al., which is a series of Linux libraries and applications that allow processes direct

access to NVMe devices by connecting with the Kernel’s passthrough facilities (such as UIO and

VFIO) and reimplementing Kernel storage stack features with the intention of them being used

directly by applications. SPDK also follows the polling model for NVMe I/O, which as also shown

great success lately with the io_uring Linux storage driver, as opposed to the widespread interrupt

model. Recently, Nutanix has developed libvfio-user, an SPDK library that allows for userspace

processes to “speak” the Kernel VFIO protocol and therefore allow for another layer of the I/O

stack belonging to the Kernel to be bypassed.
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1.2. Contribution Overview

Research Questions.

• In comparison with currently-existing and production-ready storage I/O for virtual machine

configurations, where does libvfio-user sit in terms of latency and IOPS?

• Is libvfio-user performant enough to be used in production by cloud service providers?

• Given that it requires a complex and layered configuration, where does the CPU spend the

most time when I/O requests are executed through libvfio-user?

1.2 Contribution Overview

In order to answer the questions above, this thesis exposes results of data collection on experiments

executing Fio and RocksDB processes inside a QEMU/KVM virtual machine while using SPDK

inside the VM, and using SPDK from the QEMU process towards the hardware while going through

libvfio-user.

In order to get deeper insight into the contributions of each one of the steps involved in the

I/O pipeline from process I/O submission to response, we developed vfio_user_snoop, a tool for

measuring latency in specific layers of the stack, and its results were collected by generating traffic

using Fio.

Descriptions of the tools, code, and automations developed to set up the scenarios is also in-

cluded. In addition, results from synthetic benchmarks using fio, comparing bare-metal, default

“naive” QEMU/KVM configuration, QEMU/KVM using io_uring at all levels, and QEMU/KVM

using SPDK+libvfio-user are included to contribute to the body of data in the literature.

1.3 Problem Relevance

Datacenters are complex pieces of infrastructure that incur costs in many different dimensions,

including cooling, energy usage, hardware, noise, among others [11, 60]. These costs can also be

understood as directly economic costs for datacenter administrators and cloud service providers.

Improvements in the efficiency of usage of clock cycles can, at scale, have direct impacts on

these costs. Using userspace drivers would involve fewer clock cycles, from I/O request from the

3



1.4. Thesis Overview

process all the way to I/O submission to the hardware, due to the fact that some Kernel facilities

are not involved and there are no kernel to userspace context switches. In effect, less code needs to

be executed to attain the same tasks.

If the above holds true in practice, it could enable cloud service providers different paths for

server hardware usage, e.g.:

1. maintain datacenter size and application density to obtain slight increases in energy efficiency,

due to the fact that fewer clock cycles are spent, or

2. increase application density and datacenter size for very slight degradation in application

performance (since the provider can afford to run e.g. 11 instead of 10 VMs in a single

machine due to the efficiency gains).

In a more practical sense, warehouse-scale computing makes it so that task optimization, even at

small levels, can have measurable and noticeable effects on the environmental impact of datacenters

and surrounding infrastructure. For the cloud service providers themselves, it can also represent

cost savings.

The existence of libvfio-user was brought to our attention by Nutanix themselves, one of the

principal companies involved in its development. As a virtualization technology developer and cloud

service provider, Nutanix is directly invested in using libvfio-user in its own development cycle,

and possibly incorporating it in its own products with the aforementioned goals of performance

improvement and cost reduction. We collaborated with their Acropolis Hypervisor team in the

formulation of the research questions, and throughout the work reported in this thesis.

1.4 Thesis Overview

This thesis is organized as follows:

• Chapter 2: Background. We go over the theoretical framework of virtualization in general

and in Linux specifically using QEMU/KVM; plus the motivation of userspace drivers and a

short overview of their implementation over time.

• Chapter 3: Study approach. We go over the general idea of the experiments that we ran, why

they are useful to answer our research question, and their specifications.

4



1.4. Thesis Overview

• Chapter 4: Experimental setup and implementation. We cover the details on how the exper-

iments were set up, tools and automation, pitfalls, and challenges.

• Chapter 5: Results. We present the complete results of our tests and examine them.

• Chapter 6: Related Work. We discuss how our work fits in the wider scope of research in

operating systems, storage, and cloud computing.

• Chapter 7: Conclusion. We describe our vision for future work in this area, and we summarize

our findings.
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2
Background

We will cover the necessary concepts to get an understanding of why libvfio-user is a novel

configuration option for providing storage I/O for virtual machines and why we want to measure

its performance, placing it in the context of other currently available storage configurations.

2.1 Virtualization and QEMU/KVM

A virtual machine, in its simplest form, is a software implementation of the hardware parts that

make a modern computer [19, 75]. This means that the CPU, the main memory, and peripherals

such as network or storage cards are provided by the software. This is in contrast with bare-metal

computing, where the operating system manages the real hardware resources of the machine.

A simple virtual machine is therefore a program that provides an illusion to other programs,

including operating systems, of them interacting with real hardware. Programs subject to this

6



2.1. Virtualization and QEMU/KVM

illusion are commonly referred to as running inside the virtual machine. Programs inside the

virtual machine, particularly operating systems, are commonly referred to as guests; the machine

with access to the actual hardware (the one providing the “illusion”) is usually called the host.1.6 Summary: The Versatility of Virtual Machines  9 23  

Figure 1.13 

Process VMs i 
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Systems Translators 

Dynamic 
Binary 
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A Taxonomy of Virtual Machines. 

System VMs 

Different 

Classic-System Whole-System 
VMs VMs 

i 

i 
! 
! 

Hosted Codesigned 
VMs VMs 

connected to the VM taxonomy via a "dotted line" because their process-level 
interface is at a different, higher level than the other process VMs. 

On the right-hand side of the figure are system VMs. If the guest and 
host use the same ISA, examples include "classic" system VMs and hosted 
VMs. In these VMs, the objective is providing replicated, isolated system 
environments. The primary difference between classic and hosted VMs is the 
VMM implementation rather than the function provided to the user. 

Examples of system VMs where the guest and host ISAs are different include 
whole-system VMs and codesigned VMs. With whole-system VMs, perfor- 
mance is often of secondary importance compared to accurate functionality, 
while with codesigned VMs, performance (and power efficiency) are often 
major goals. In the figure, codesigned VMs are connected using dotted lines 
because their interface is typically at a lower level than other system VMs. 

1o6 Summary: The Versatility of Virtual Machines 

A good way to summarize this chapter is with an example of a realistic system 
that could conceivably be in use today (Figure 1.14). The example clearly 
illustrates the versatility of virtual machine technologies. A computer user 
might have a Java application running on a laptop PC. This is nothing special; 
it is done via a Java virtual machine developed for IA-32/Linux. However, the 

Figure 2.1: Virtual machine taxonomy, from Smith and Nair [75]. QEMU/KVM, the Virtual
Machine Manager (VMM) used on all the work in this thesis, is classified as a Same Instruction
Set Architecture (ISA) system virtual machine.

Simple virtual machines, namely machines that run entirely in software, are usually called pro-

cess virtual machines [75]. Process VMs provide full abstractions of the hardware environment for

the processes that execute inside of them, allowing applications to be run in a consistent environ-

ment regardless of the real hardware configuration. Process VMs can emulate existing hardware

architectures, allowing console games to be played on personal computers, for example; but they

can also describe architectures without any physical equivalents, such as the Java Virtual Machine

(JVM) [57]. Crucially, however, process VMs are unable to run a full operating system, due to OS’s

requirements to run certain instructions in privileged modes in the CPU [73].

2.1.1 System VMs and hardware virtualization

Modern operating systems make use of certain CPU features to provide enhanced security and

protection from possible failures from bugs in userland code. We refer to these as protection rings

or privilege modes. Specific instructions in the CPU instruction set architecture (ISA) can make
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it so that memory-access instructions, for example, trigger a hardware trap if attempting to reach

an address outside their allowed range. Other instructions can also be guarded behind a protection

ring, so that e.g. virtualization instructions (more on these later) can only be executed when the

processor is running on the lowest (most privileged) ring. These features allow for more complete

system emulation and a different type of virtual machines: system (or full) virtual machines.

According to Smith and Nair [75], system virtual machines originated in the mainframe-computing

environment of the 60s and the 70s. The initial intention was to run multiple operating systems

on a single machine. System VMs allow for total virtualization of a complete system environment,

which makes it possible for full operating systems to be installed on top of them. In the process

VM paradigm, the host operating system has the capability to execute and manage process virtual

machines. The analogous piece of software that takes care of this task in the system VM paradigm

is the hypervisor, or Virtual Machine Manager.

There are two types of hypervisors. Type-1 hypervisors have direct access to the real hardware

and have no need for an operating system on the bare-metal hardware to operate. Type-2 hypervi-

sors, also called hosted hypervisors, rely on the host operating system to provide access to certain

services, such as hardware access through host drivers [19, 75]. Notice that both of these types are

present under the Same ISA category on Figure 2.1.

In addition to protection rings, a crucial technology that makes modern system VMs possible is

hardware-supported virtualization, implemented in the mid-2000s by Intel and AMD with the VT-x

and AMD-v extensions for their CPU instructions sets. It was possible to have full system VMs

before the introduction of VT-x, as evidenced by the existence of Xen, a Type-1 hypervisor [19]. The

issue, however, was the requirement for guest kernels to be modified so that they could run in the

virtualized environment. This is called paravirtualization: the virtualized task is aware of it being

run in a non-bare-metal environment, and it has to undergo modifications that break the principle

of equivalence: the virtualized task is not identical to how it would run on bare metal [19, 75].

Type-1 VMs have access to lower, distinct CPU protection rings in order to execute code with

higher privileges [4]. This is a way to provide the guest operating systems a better illusion of

them having full access to the hardware; under a Type-1 hypervisor configuration, guest operating

systems will be able to execute their code on the real CPU, but some of the instructions that they
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will attempt to execute (such as things related to paging and memory management) will actually

cause traps that must be handled by the hypervisor.

2.1.2 QEMU and KVM
4.4. PERFORMANCECONSIDERATIONS 67

User mode

Handle
IO

IO

Signal
pending?

Issue Guest
Execution ioctl Enter

non-root

Execute Guest

Handle
#vmexit

Kernel mode Non-root

yes

yes

no

no

Figure 4.4: KVM Virtual Machine Execution Loop, adapted from [113].

• handles the #vmexit according to the exit reason, as described in §4.3.2;
• if the guest issued a programmed IO operation (exit_reason = IO) or a memory-mapped

IO instruction (exit_reason = exception, but only when accessing a memory-mapped
IO page), break the loop and return to userspace; and

• if the #vmexit was caused by an external event (e.g., exit_reason = interrupt), break
the loop and return to userspace.

4.4 PERFORMANCECONSIDERATIONS
edesign of VT-x is centered around the duplication of architectural state between root and non-
root modes, and the ability to atomically transition between them: a single instruction, vmresume,
transitions back to non-root mode and loads then VMCS state into the current processor state.
In the other direction, the trap #vmexit stores the entire state of the virtual CPU into the VMCS
state.

Atomic transitions between modes do not imply a high execution speed, and certainly not
a single-cycle execution time. Intuitively, such transitions are expected to stall the entire execu-

Figure 2.2: Basic QEMU/KVM execution loop, from Bugnion et al [19]. Notice how I/O handling
breaks out of Kernel mode into userspace, incurring a context switch.

QEMU was released by Fabrice Bellard in early 2003, originally with the intention of creating

an emulator (Quick Emulator) that would run Linux x86 binaries on a diverse set of CPU archi-

tectures [12]. This was (and still is) supported by a dynamic instruction translator, which QEMU

calls TCG, the Tiny Code Generator [36]. Originally, QEMU was only a process VM, emulating

the CPU exclusively, but by the middle of 2003 a full system emulation mode was added, which

included peripheral and external hardware emulation [13].

By 2005, when the Intel VT-x technology was released [39, 63], Avi Kivity from Qumranet

started working on KVM, which he would release in 2006. KVM stands for Kernel(-based) Virtual

Machine [25], a Linux kernel module that allows QEMU to request certain of its operations to be

executed on the real hardware, supported by the CPU virtualization extensions added by Intel and
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AMD to the x86 and x86-64 instruction sets (some other CPU architectures also support virtual-

ization extensions). According to Bugnion et al, QEMU/KVM is squarely a Type 2 hypervisor [6].

Essentially, KVM acts as a driver for the VT-x and VMX CPU features, such as the VMXON,

VMLAUNCH, VMCALL, etc. instructions, that enable the CPU to conceptually work in a lower protection

ring, colloquially called ring -1 [35]. When in this mode, guest kernel instructions are executed

directly on the real CPU, except for certain high-privilege instructions which would trigger a VM_EXIT

signal and return control flow to KVM in the host’s kernel. KVM exposes an API to userspace

through the /dev/kvm character device, on which processes (most commonly QEMU) can issue

ioctl()s to create or destroy hardware-backed virtual machines, abstracted by a virtual CPU and

MMU (vCPU) [6]. This way of exposing kernel features and access to hardware through the Virtual

Filesystem is now common in Linux, as we will see with VFIO in Section 2.2.2.

Both QEMU and KVM are open-source projects that have enjoyed significant momentum in their

development since release. As of 2017, Amazon has based its AWS hypervisor on a modified version

of KVM [74]; Google has done similarly for its GCP products [45]. The cloud and datacenter-

scale computing would not be possible, at least at the current scale, without these advances in

virtualization technology, both for virtual machines (as described in this section) and for other

resources such as networking [60].

Modern cloud infrastructure sits on a very deep and complex "layer cake" of abstraction sup-

ported by both software and hardware: time sharing operating systems that multiplex resources

such as CPU (through sophisticated scheduling) and memory (through collaboration with hardware

MMUs); over which hardware-supported virtual machines are placed to cooperate as distributed

systems through software-defined virtual networks; supporting containers that further make use of

kernel features for security and isolation; culminating in further virtual name resolution services

that collect hundreds or thousands of containers through orchestrators like Kubernetes. The hope

is that all of this infrastructure aids software be faster, easier to maintain, more reliable, and more

helpful for both the users and the developers that strive to create it.

2.1.3 virtio and vhost

The QEMU/KVM hypervisor can, in a simple configuration, handle I/O and peripherals by fully

emulating hardware. One benefit is the virtualization principle of equivalence is held: the unmod-
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ified guest operating system is transparently executed by the hypervisor. However, the tradeoff is

a loss of performance. The guest kernel is running a full driver that might waste operations that

could be optimized, if only the driver could be modified to better work in a virtualized environment.

A way to mitigate this wasted work is to use virtio. Rusty Russell introduced virtio in 2007,

a time when multiple hypervisor solutions for Linux were still vying for prominence (a post on

Russell’s own blog mentions four: Xen, KVM, VMWare and lguest [69]). Each one of these had

its own way of emulating or virtualizing hardware accesses for the guest. Russell’s idea was to

introduce a standard for virtual devices to follow in order to facilitate virtualization of hardware.

In his 2008 paper [70], Russell introduces the goals of:

1. a common configuration ABI for virtualized devices, as opposed to "boutique transport mech-

anisms (...) [which are] particular not only to a given hypervisor and architecture, but often

to each particular kind of device";

2. ensuring all work related to virtio was part of the Linux kernel, so it would be included in

the operating system and there would be no need to further convince third-parties to buy-in

to additional libraries;

3. conceptually separating the concepts of drivers, transport, and configuration mechanisms for

virtualized hardware;

4. providing a reference implementation that showed the model was feasible.

virtio is an example of paravirtualization, since the guest OS needs to include virtio frontend

drivers in its kernel that are fully aware of the existence of a virtio backend in the hypervisor layer

that handles I/O (this would usually be QEMU).

virtio can increase the performance of paravirtualized hardware devices, but it doesn’t change

the QEMU/KVM execution loop shown in Figure 2.2. Specifically, I/O handling is triggered from

the guest, captured by the KVM host kernel module, switched back into the virtio backend in

QEMU userspace, and then back to host kernel space through normal I/O system calls. Only the

guest kernel layer is "slimmed down". An approach to reduce the number of context switches is to

offload the backend emulation onto a kernel process.
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This is the idea behind vhost. By 2009, users of the virtio network devices had been ex-

periencing performance issues that were identified as being caused by very frequent system calls

triggered by the QEMU virtio backend, in addition to packet data copying from kernel space into

userspace [48]. As a solution, Michael Tsirkin created the first vhost device, vhost-net, which es-

sentially moves the virtio backend code into userspace, allowing it to be configured and controlled

via a character device exposed to userspace [82]. This approach is shown in Figure 2.3b. In time,

additional vhost devices were created to reduce latency in block devices as well.
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(a) Typical QEMU/KVM virtio handling
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(b) Virtio handling with vhost-kernel

Figure 2.3: QEMU/KVM I/O handling with virtio and vhost, from Yang et al [93].

2.2 Hardware and drivers

Device drivers are programs that have knowledge of a piece of hardware in detail: whether they

have clocks and/or timers (e.g sound cards), what the specifications of the busses for communicating

with the devices are, how the device memory (if present) is laid out, where in this memory can

configuration options be found and set, etc [7].

Operating systems attempt to provide higher-level APIs through layers of abstractions for hard-

ware, with the intent of decoupling the system hardware from the OS implementation, encouraging

code reuse in the kernel, and providing flexibility in the use of system resources for application
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developers. Drivers sit directly on top of the hardware, and their tasks are usually the last step in

the conversion of abstract calls (such as “write a line into a file”) into the distinct operations that

the device needs to execute to complete such a request (such as “move the read/write head onto the

4th cylinder and write 96 bytes” [7, 80].

2.2.1 Driver paradigms

Over the history of computing, software to hardware interaction has been handled in different ways.

Some operating systems, such as the original MS-DOS, allowed for userspace programs to take direct

control over hardware. In effect, programs themselves came bundled with drivers for peripherals

and hardware, as exemplified by PC games that had specific settings for particular GPUs and sound

cards [44, 76].

Traditional monolithic kernel operating systems usually bundle their drivers as part of the kernel

distribution. One reason to do this is because drivers usually need to execute privileged code, such as

the out x86 instruction for certain I/O devices, or accesses on PCI device memory-mapped regions.

There may also be a performance requirement for the driver; userspace code can be scheduled away,

or its memory can be paged, which constitutes an unpredictable environment that may affect real-

time interaction with the hardware. However, allowing drivers to run in kernel space may come

with its own sets of problems. It is a common thought that driver programmers have lower skills

than "pure" kernel programmers [7], which may come from the fact that (at least up to the days

of Windows XP), it was estimated that 85% of system crashes were caused by buggy drivers [79].

Despite whether this conception is true or not, if no mitigations are taken, badly programmed kernel

drivers can e.g. overwrite memory regions reserved for other kernel tasks or userspace, among many

other issues.

A different method for organizing drivers is the one used in microkernel operating systems,

such as Minix. The microkernel is intended to be the minimum viable operating system, possibly

managing only scheduling, memory management, and process isolation [80]. In this model, drivers

are no different from other processes that execute in userspace. This solves the issue of badly written

drivers being able to bring down the kernel due to bugs [7]. Certainly, microkernel operating systems

must have mechanisms to allow userspace processes to access the privileged resources that would be

behind kernel space in monolithic OSs. Minix, for example, allows some userspace processes access
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Figure 2.4: Different driver models in (a) process-structured operating systems (microkernel) and
(b) monolithic kernel operating systems, from Tanenbaum [80].

to memory segments from other address spaces, it exposes API calls to access general purpose

I/O, and it provides a way for processes to be notified of hardware interrupts through the receive

mechanism [80].

The choice between monolithic and microkernels has been famously immortalized by the Torvalds-

Tannenbaum debate of the early 1990s [1], which may have eventually led to Linux allowing for

drivers to be partially separated from the kernel via modules, which can be dynamically loaded or

unloaded as part of the running kernel image without having to reboot. Despite this decoupling,

once loaded, module code runs at the same privilege level as the kernel — it can still crash the

system if bugs are present. [3]

Finally, another approach that combines features from “traditional” Kernel-space drivers and

microkernel-inspired userspace processes are userspace drivers. These have been possible in Linux

since at least 2001 [68], albeit with limitations, such as no access to interrupts and an incomplete

API to deal with general purpose I/O ports. However, before kernel 2.6.26 (July 2008), it was
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possible for sudoed processes to mmap() the /dev/mem file, a full image of the system memory [30].

It is still possible in modern systems, if the kernel is compiled with the CONFIG_STRICT_DEVMEM

flag disabled, which is not the default configuration. Allowing userspace processes to access all of

the system’s memory is a security and stability risk. This tension between allowing and restricting

access to system resources has been a constant underlying concern for driver and kernel developers

in Linux, as will be covered in Section 2.2.2, much of the progress made in allowing secure access

to the hardware from userspace is what makes libvfio-user possible.

An orthogonal concern for the architectural decisions on how drivers communicate with the

hardware are the mechanisms or algorithms that are used. There are broadly 2 paradigms: pro-

grammed I/O (also commonly called polling) and interrupt-based I/O. Programmed I/O typically

requires the CPU to spend cycles querying and writing to the device’s control and data registers

for its status and the availability of data. In cases where the device is busy, such as a Hard Disk

Drive performing a write (which could require waiting for the read/write head to physically move),

CPU cycles are also spent waiting for the device to become available. On time-sharing systems,

such cycles could possibly be used for serving other userspace processes [2].

Interrupt-based I/O allows for the CPU to perform other tasks while the device controller takes

care of the operations. Essentially, the CPU issues a transfer request onto the device, which could

be the block identifier and the number of bytes expected for a block read request, for example.

Once the device registers contain the requested data, the device raises a hardware interrupt that

forces the CPU to step into kernel code which can handle the request [7]. This saves the CPU from

wasting cycles checking for the device status, but copying data to and from the device still takes

cycles that could be used for other tasks.

An optimization which uses some of the ideas of interrupt-based I/O is Direct Memory Acces

(DMA). DMA requires hardware support as an additional controller on the system motherboard. It

is essentially an offloading of programmed I/O onto this DMA controller. In the simplest possible

cases, the CPU issues transfer requests to the DMA controller, which will then take care of managing

requests towards the device controller. Typically, a system where DMA is available will allow device

controllers themselves to read and write from specific buffers situated in the main system memory,

which are allocated by the drivers. The DMA controller interrupts the CPU once the data is
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available in the system memory buffers [80]. This subject is relevant for this thesis, since NVMe

devices use DMA [87].

2.2.2 Linux userspace drivers: UIO and VFIO

As mentioned in Section 2.2.1, userspace drivers were partially possible to implement in Linux by

2001. An important feature that still remained was interrupt handling from userspace. Attempts

to make this work happened since at least 2003, one of them being the Gelato project from the

University of New South Wales [21], with one of the main motivations being to mitigate the intro-

duction of new bugs into the kernel. Gelato introduced kernel patches that would expose interrupt

queue (IRQ) files to userspace through the VFS at /proc/irq/irqX/irq, where irqX is an iden-

tifier corresponding to a specific interrupt cause. Calling read() on these files would cause the

userspace process to wait until an interrupt of the appropriate type was triggered by the hardware.

Interestingly, the Gelato project also added support for DMA, a feature that would return in vfio.

At around the same time, custom kernels were being compiled more or less ad-hoc to support

userspace drivers for industrial PCI control cards. These customizations were usually not shared

with the kernel development community at large until 2006, when Greg Kroah-Hartman published a

rough draft of iio, the Industrial I/O driver [53]. The very first drivers implemented using iio used

far fewer lines of code and complexity when compared with equivalent kernel module drivers for the

same hardware [28]. This improvement in driver simplicity, plus the fact that proprietary drivers for

industrial applications would be possible while also reducing the number of bugs, gave momentum

to the generic userspace driver infrastructure in the Linux kernel, which would be renamed UIO. It

was merged for general availability in kernel 2.6.23, from October 2007 [24]. UIO did not allow for

DMA from userspace, it simply provided ways for userspace processes to be notified of interrupts

and mmap the devices’ memory through character devices under /dev/uioX.

Starting around 2008, Intel and AMD added support for I/O Memory Management Units

(IOMMU) in their server and consumer platforms [14]. In a similar way to standard MMUs, IOM-

MUs are special hardware that sits between the device controllers and the system communication

bus, with the task of translating between real addresses and bus addresses. This can enable devices

to access memory at very high addresses (e.g. if the device can only perform 32-bit addressing),

but it also adds the possibility of securing DMA: the CPU is able to program the IOMMU so that
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devices are limited to specific main memory regions [5]. To take advantage of IOMMUs and their

features, Alex Williamson proposed VFIO in 2011, with the intention of replacing UIO as the main

kernel framework for implementing drivers in userspace. From the beginning, VFIO was designed

with the intention of allowing virtual machines to access host hardware directly, supported by fea-

tures such as full interrupt notification support, non-root access to device memory, and DMA (the

latter two now safe due to IOMMU protection) [88]. By and large, the VFIO API is very similar

to UIO: character devices are presented under /dev/vfio/vfioX, where vfioX corresponds to the

PCI group the device belongs to.

In short, userspace applications communicate with the vfio character device using ioctl()s to

obtain PCIe-level information about the devices, such as the contents of their PCI registers or their

address ranges. It is also possible for applications to memory map the PCI device memory onto their

own process space, due to the safety and address routing provided by the IOMMU. Once the device

memory has been mmap()ed into a process, the kernel has no need to intervene in process-device

communication. This allows for safe and feature-complete userspace drivers.

It is important to note that vfio works at the IOMMU device group granularity. This means

that whenever vfio is activated for a specific device, total control of it is given to vfio: there is

no possibility for any other system component to communicate with the device, except through

the vfio ioctl() API. This makes it impossible for Kernel and userspace datapaths to coexist as

actors on a particular NVMe, it has to be one or the other. In effect, the device becomes “invisible”

to the Kernel drivers [88].

2.2.3 NVMe

Non-Volatile Memory Express (NVMe) is a storage communication protocol that uses PCI Express

(PCIe) as its transport bus. It is designed for solid state storage devices (SSDs), as opposed to

previous I/O busses such as Serial ATA (SATA), protocols such as the Advanced Host Controller

Interface (AHCI), and abstractions such as block-based I/O that were designed on the assumption

that the underlying hardware was a metal spinning disk drive [54].

The limits to improving legacy I/O interfaces and the need to create an SSD-specific protocol

started being noticeable in the mid-2000s [54]. For example, starting with PCIe revision 1.0 and

later, the bandwith available on the bus (at 1GB/s when using 4 PCI lanes [62]) was already higher
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Storage Technology Device Latency Cost ($/GB)
DRAM SK Hynix DDR4 DRAM 80ns ∼7

NVDIMM Intel Optane DCPM 300ns ∼5
Low-latency SSD Optane SSD 905P 10µs 1
NVMe Flash SSD Samsung 970 Pro 80µs 0.3
SATA Flash SSD Intel 520 SSD 180µs 0.15

Table 2.1: I/O latencies and cost per Gigabyte for different storage technologies as of 2021, forming
a clear hierarchy. We are interested in Low-latency SSDs in this thesis, which sit in the middle
of this latency-cost spectrum. Despite recent advances, SSDs still lag behind memory-bus storage
technologies by ∼2 orders of magnitude in the best case. Data from Wu, et al. [90]

than the state-of-the-art SATA interface released in 2008, revision 3.0, which supported up to

6Gb/s. Furthermore, the non-volatile solid-state hardware could support parallel operations much

more easily than spinning disk drives due to the physical characteristics of the devices. Whereas

SSDs can be conceptualized as bit arrays where the cost of accessing any address is always the same,

HDDs have the constraints of seek time and its variation over the surface of the disk. The speed at

which data could be addressed led the NVMe working group to include support for 64K I/O queues

and 64K commands per I/O queue in the protocol specification [89]. It is theoretically possible to

have 4 billion I/O commands in-flight when using an NVMe device, though normally the actual

devices support much fewer queues than allowed by the spec; e.g. the hardware used for the work

of this thesis only supports up to 31 data queues and 1 control queue [33]. Presumably, as of 2022,

manufacturers have not yet found it cost effective to fabricate NVMe controllers with support for

over 256 queues and queue depths of 2048 [71].

Due to the dominance of spinning disk I/O devices over decades, block device driver implemen-

tations were usually tuned to their behaviour, with the assumption that communication between

the CPU and the disk would be a significant bottleneck in all applications. As described in Sec-

tion 2.2.1, there were attempts at work optimization such as hardware interrupts and DMA, which

free the CPU to work on actual processing tasks rather than waiting for the hardware. With the

advent of NVMes, however, many of these assumptions and software implementations became ob-

solete. For example, the block interface’s usefulness for Flash media and SSDs has been called into

question over the past few years. The block abstraction defines devices as randomly addressable

single-dimensional arrays that can only be accessed in chunks of memory known as blocks. Block
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sizes are kernel- or filesystem-defined, and usually a multiple of the underlying spinning hard disk

(HDD) physical sector size. Over time, they have “standardized” to a value of 4096 bytes [68].

The block interface was created and adopted at a time when the gap between primary and

secondary storage media was much larger than what it is today [78]. The block abstraction allowed

lower latency accesses to HDDs through I/O request buffering, which allows for asynchronous request

fulfillment; it batches I/Os to reduce disk seek time and overhead; and it opens the door for

abstract block scheduling algorithms that feed blocks into the drivers programmatically to minimize

latency or maximize throughput. These very features, which justifiably improved the OS/HDD

interface, have been considered a “tax” to be paid by flash media, as explained by Bjørling et al.:

the block abstraction leads to capacity over-provisioning (excess SSD storage dedicated to garbage

collection overhead), excess SSD device DRAM usage for flash page mapping tables, and host

software complexity [16]. This is due to the physical architecture of flash media and the operation

granularity it supports. Additionally, there is some evidence that NVMes have better latency

characteristics for smaller block sizes and higher throughput for larger block sizes, decoupled from

the classic HDD sector size of 512 bytes and its integer-multiple-sized blocks [15]. In short, a

prominent reason why block interfaces are still used with NVMes is due to historical baggage and

ease of NVMe onboarding for already-existing software that expects the block API.

Another standard HDD latency optimization technique that has been judged under a new light

after the advent of NVMes is interrupt-based I/O. CPU polling for I/O completion, also called

busy waiting, which would be considered a waste of cycles under the “slow-I/O” model, became a

feasible approach for fast I/O, considering that hardware latency for I/O request completion started

approaching single-digit microsecond values.

2.2.4 SPDK

The I/O polling approach was picked up by the Storage Performance Development Kit (SPDK),

which describes its goals as the following [85]:

1. Moving all of the necessary drivers into userspace, which avoids syscalls and enables zero-copy

access from the application.
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2. Polling hardware for completions instead of relying on interrupts, which lowers both total

latency and latency variance.

3. Avoiding all locks in the I/O path, instead relying on message passing.

Whereas normal applications would use the operating system’s I/O path, which incurs I/O

system calls (such as write()) and usually requires the OS to copy data from the NVMe’s registers

onto main memory, the goal of SPDK is to provide libraries that can be linked by high-performance

and I/O intensive applications to have direct access to the devices’ capabilities directly from their

process space. SPDK also provides some programs that can support I/O intensive applications.

One of these programs is nvmf_tgt, the NVMe-over-Fabrics target. NVMe-over-Fabrics (NVMe-

oF) is a section of the NVMe specification that allows NVMe commands to travel over network

fabrics (such as Infiniband) or over different communication channels locally, i.e. not PCIe. The

nvmf_tgt is a process that acts as an NVMe-oF commands server, meaning that it can receive

NVMe commands over (typically) a Unix domain socket. This is the program that libvfio-user

leverages to implement userspace virtualized NVMe devices.

The benefits of polling for I/O instead of relying on interrupts, specifically for I/O intensive

systems where latency is paramount, were suggested for NVMe and storage devices by researchers

starting around 2012. Yang et al. [91] explicitly showed that wasting cycles on busy waiting could

provide better performance than interrupt-based I/O as long as the underlying storage medium

could attend requests synchronously at sub-5µs latencies. Their suggestion was to have two paths

for I/O: a polling-based path that was to be used for small and frequent transfers; and a traditional

interrupt-based path for large-size infrequent transfers. Notice that this recommendation is only

valid for systems that attend I/O requests that match such a pattern. It has long been accepted

that the trade-off for using polling-based I/O is the wasting of cycles that could be used for compute

tasks; this does not prevent it from being the ideal solution when minimal latency is desired [77, 92].

There has been some effort recently in reducing this trade-off through the use of hybrid polling,

where I/O wait is first scheduled as an interrupt after which polling is started. Choosing how long to

wait before starting polling is the subject of active research, as performing heavy computations for

heuristics can introduce unwanted latency and wipe out pure polling’s performance advantage [56].
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The SPDK components that perform the poll-based waiting are called pollers, lightweight thread

abstractions that live inside application context environments called reactors. By definition, reac-

tors exist at a one-to-one correspondence with CPU cores, and they can be understood as poller

schedulers [84]. In the simplest configuration, pollers simply busy-wait on specific system memory

areas where the NVMe device posts completed requests through DMA. To mitigate wasted cycles,

pollers can be set to run on a schedule instead of all the time. Alternatively, the SPDK Scheduler

framework can be used to automatically consolidate the lightweight threads onto a single core, thus

allowing for other cores to go into an idle state. Further scheduling algorithms are pluggable into

the framework [94].

As a comprehensive suite of libraries and tools, SPDK bundles implementations of software

components that are readily available in the Linux kernel storage stack. Briefly, in a normal Linux

system, the path of an I/O request from userspace goes through [38]:

1. the Virtual File System (VFS),

2. the block-based filesystem (ext4, btrfs),

3. the block I/O scheduler (blk-mq),

4. the NVMe driver.

SPDK has implementations of levels 2-4. Level 2 is a stub filesystem called BlobFS, as explained

in Section 3.2.1. Level 3 is a component called bdev, an implementation of a block device interface.

Level 4 is SPDK’s asynchronous and lockless NVMe driver, which can also be linked directly into

userspace applications, factors that differentiate it from Linux’s implementation.

SPDK is an abstraction layer on top of NVMe hardware, whose memory has been made directly

available to userspace through vfio. As such, it is ideally placed to provide multiplexing (virtual-

ization) and caching to applications wishing to perform storage I/O. When hardware methods such

as SR-IOV (covered in depth in Section 6.3.2) are unavailable for a particular device, SPDK can

take over this task by having a single nvmf_tgt process in userspace that attends to multiple I/O

generating processes. In this way, a single instance of each of the layers described above can be

shared, minimizing resource consumption. The way this works is explained in Section 2.2.5. SPDK

can also provide caching through one of bdev’s implementations, the Open CAS Framework Virtual
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bdev [86]. In this configuration, the bdev component of an nvmf_tgt process is providing a caching

layer between the hardware device and the I/O generating processes.

2.2.5 libvfio-user

In a standard QEMU/KVM configuration, QEMU takes care of the emulation of I/O and peripheral

devices, whose actual operations are then offloaded to the host Linux kernel using standard system

calls. For example, an I/O storage device seen by the guest is actually code being run by QEMU,

which then transfers the read/write requests down to the host by calling the appropriate read() or

write() system calls. Finally, the KVM host kernel module is responsible for the management of

the “virtual” CPU, as explained before, and emulating the hardware MMU.

Figure 2.3a shows how this standard I/O loop works with a QEMU/KVM virtual machine using

virtio. The guest userspace application makes an I/O system call to the guest kernel (1), which

has a paravirtualized virtio driver that attends to the request. During the guest kernel control

flow, a VM_EXIT event is triggered, which causes a context switch into the KVM code in host kernel

space (2). Another context switch, this time back into userspace, is necessary for the I/O request

to be attended to by the QEMU virtio backend (3). Finally, QEMU, which is simply a process

in the userspace of the host, performs an I/O system call on the host kernel, causing yet another

context switch (4).

It is possible and desirable to reduce the number of context switches from userspace to kernel

space, since they incur a latency overhead on each I/O request. One approach to do this is shown

in Figure 2.3b. With this configuration, it is possible to save 2 context switches from kernel to

userspace, namely the return to the QEMU virtio backend and the system call from QEMU onto

the host kernel’s I/O stack. In their place, there are simple in-kernel-space function calls from KVM

onto the vhost backend, and from vhost onto the kernel’s block device stack and the NVMe driver

further down the line. It is possible, however, to get the same reduction in system calls and kernel-

to-userspace context switches with a different approach. Among these is SPDK-vhost-NVMe [93]

(to be covered in Section 6.2); and the focus of this thesis, libvfio-user.

Libvfio-user is a library, currently used by the SPDK nvmf_tgt and a specific QEMU fork [61,

64], that allows for userspace inter-process communication (IPC) of vfio-style messages accross a

channel such as a Unix-domain socket. From Section 2.2.2, the purpose of the vfio character device
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was to allow userspace processes access to the PCIe devices directly through an ioctl() interface

that also allowed for device memory mapping. Vfio-user builds upon this concept, by reusing most

of the vfio API definitions, so that any userspace process can offer an emulated or virtualized PCIe

device of any kind over an IPC channel.
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Figure 2.5: Frameworks such as vfio-user make it possible to implement PCI devices in userspace,
with close to no overhead. Note that the “large” SPDK on the right side is a host-level userspace
process, while the “small” SPDK on the left is a different SPDK instance running in the userspace
of the guest.

Concretely, SPDK’s nvmf_tgt offers a vfio-user server that listens for vfio-user messages

over a Unix domain socket. At first, the messages have the goal of obtaining and providing in-

formation about an arbitrary PCIe device. Nvmf_tgt has the capacity to present any arbitrary

PCIe-compliant device when responding to the vfio-user messages, but we are interested in the

case where it transparently offers the information that it itself gets from the real hardware NVMe. It

gets this information through the host vfio character device, as explained in Section 2.2.2. QEMU’s

vfio-user client connects to the Unix domain socket established by nvmf_tgt. Multiple connec-

tions can be attended by a single nvmf_tgt process; in a multiplexing scenario, all of the SPDK

components on the right side of Figure 2.5 would be shared.

Once enough identifying information for the virtualized device has been passed through, SPDK

sends a file descriptor over the Unix socket, which will be a memory mapping between the vfio-user
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server and client userspace processes. This memory mapping works the in the same way as the host

memory to NVMe controller interface; since the guest is seeing a “real” NVMe device memory space

in the memory mapped area. Message passing and flow control are governed by NVMe protocol spec-

ifications, namely the presence of Admin Submission/Completion and I/O Submission/Completion

queues [89].

Nvmf_tgt is a program with multiple layers in itself. At the top, the reactors (or pollers)

continuously poll on the shared memory mapping to retrieve new I/O requests. They then pass

them down the stack until they reach the block device layer of SPDK (bdev). Finally, bdev leverages

the SPDK NVMe driver to submit I/O to the actual hardware, through the DMA provided by the

host’s vfio.

In terms of resource utilization, the memory available for the nvmf_tgt process and the CPU

allowances for the pollers are explictly defined during nvmf_tgt initialization. SPDK’s memory is

backed by Hugepages, which can be used to effectively bound memory usage via manual allocation of

a maximum desired value, through the /proc/sys/vm/nr_hugepages file that specifies the number

of Hugepages in the system. Regarding CPU usage, there is a one-to-one correspondence between

pollers and processor cores. Each poller is pinned to a CPU core and makes use of it exclusively,

meaning that at least one of the cores in the machine has to be budgeted to be allocated to SPDK.

Thus, this vfio-user setup provides the QEMU/KVM guest with minimal-latency access to a

virtualized NVMe SSD, by moving as much of the I/O stack into userspace as possible. This setup

is shown in Figure 2.5.
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3
Approach & methodology

Our objective in this thesis is to compare the performance characteristics of different configurations

for providing NVMe-backed storage to a QEMU/KVM virtual machine. Our guiding principle is the

fact that datacenter-scale tasks would greatly benefit, in terms of improved performance at scale, if

we could reduce I/O latency at the bottom of the stack.

To answer our research question we implement a two-pronged approach. Firstly, we perform end-

to-end comparisons of the latency captured by userspace processes, both inside the virtual machine,

and on the bare-metal (so that we can obtain a baseline for the expected IOPS and latencies). The

userspace applications we have chosen for this purpose are fio and RocksDB.

Secondly, we provide a detailed analysis of the latency between the layers of the vfio-user

configuration (Figure 2.5). Briefly, we set up the simplest viable configuration that uses vfio-user

to provide storage for a QEMU/KVM virtual machine, and we trace single I/O requests at different

points of the stack to determine the average latecy in each layer (or groups of layers).
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3.1 Choice of end-to-end applications

3.1.1 fio

the block I/O schedulerFio is an application designed for generating I/O requests as flexibly as

possible, using an extensive set of configuration options that allow for synchronous and asynchronous

I/O, using different backing storage APIs (such as Linux’s POSIX-compliant sync engine, or the

standard asynchronous libaio), different access patterns, and many more features [9]. It also has

the convenient feature of reporting statistical summaries of latency and IOPS calculated from the

generated workloads. We use the fio-reported values as-is for our results.

We use fio as a way to generate synthetic benchmarks. In order to facilitate the testing of differ-

ent access patterns, number of threads, and queue size combinations, we make use of the bench_fio

tool included in the fio-plot repository [58]. It generates fio configuration files dynamically based

on a simple template, an example of which is on Listing 3.1. Fio is able to write directly to block

devices without the need for a filesystem to be present. Unless otherwise noted, we make use of this

feature for every benchmark and test.

1[iotest]
2rw=${MODE}
3blocksize=${BLOCK_SIZE}
4ioengine=${ENGINE}
5iodepth=${IODEPTH}
6numjobs=${NUMJOBS}
7direct=${DIRECT}
8group_reporting=1
9invalidate=${INVALIDATE}

10loops=${LOOPS}
11write_bw_log=${OUTPUT}/${MODE}-iodepth-${IODEPTH}-numjobs-${NUMJOBS}
12write_lat_log=${OUTPUT}/${MODE}-iodepth-${IODEPTH}-numjobs-${NUMJOBS}
13write_iops_log=${OUTPUT}/${MODE}-iodepth-${IODEPTH}-numjobs-${NUMJOBS}
14log_avg_msec=${LOGINTERVAL}
15thread=1

Listing 3.1: Example fio configuration file used for benchmarking.

3.1.2 RocksDB

RocksDB is a popular NoSQL embedded key-value store based on the log-structured merge (LSM)

tree data structure. It was created by Meta, originally based on Google’s LevelDB, with the intent
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of optimizing for fast flash storage and ramdisks, as well as multicore systems [18]. It is also used

by Nutanix to handle system metadata.

Briefly, RocksDB attains fast write performance by initially performing all writes onto an in-

memory data structure called the MemTable. Every write is treated as an append operation. Once

the MemTable is full (at a configurable threshold), the data is flushed onto persistent storage (next

level of the LSM tree) in Sorted String Table (SST) files, where key-value pairs are stored in order.

Each level, just like the MemTable, has a configurable size. When the size is reached, background

processes perform compactions, which remove deleted keys or outdated versions of valid keys [83].

The reason why we run RocksDB benchmarks as well, instead of relying on fio exclusively, is

due to the fact that fio benchmarks are synthetic. The I/O patterns that fio generates can be

very similar to the ones generated by any other arbitrary program, given a properly prepared fio

configuration file; however, the overall resource consumption and environment of fio is much lighter

and different to what RocksDB can effect on the system. For example, RocksDB runs compaction

threads periodically, which can affect I/O performance in unpredictable ways. This is hard to

simulate with fio alone.

3.2 Storage virtualization configurations

We study four popular configurations of I/O stacks for a QEMU/KVM virtual machine on Linux.

These are the following:

1. Bare metal configuration, which is used as an ideal scenario to determine the upper bound

for latency and throughput for the other configurations (Section 3.2.1).

2. Libaio configuration, where the application generates I/O calls from inside QEMU, through

system calls, QEMU provides hardware emulation, and I/O is performed through system calls

to the host kernel (Section 3.2.2).

3. Passthrough configuration, where the application generates I/O inside the QEMU guest

through SPDK, and QEMU itself communicates with the NVMe hardware through vfio,

(Section 3.2.3).
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4. Vfio-user configuration, where the application generates I/O inside the QEMU guest

through SPDK, and I/O is passed through a new layer emulating the NVMe device via

vfio-user (Section 3.2.4).

3.2.1 Bare metal configuration

Host OSUser space

Kernel space
Physical NVMe

VFIO

SPDK

fio

NVMe Driver

RocksDB

Intensive I/O

fio-plugin

blobfs

bdev

Figure 3.1: Bare metal configuration. Applications run inside the host OS and generate I/Os directly
to the NVMe drive, through SPDK.

Figure 3.1 shows the Bare metal storage configuration. This configuration does not use virtu-

alization. It is meant as a best-case scenario, over which components are added to construct the

next configurations. We consider that the configurations involving virtualization are “good” if their

IOPS and latency values are quantitatively close to those attained by this configuration.

The I/O generating applications (i.e., fio, RocksDB) run as userspace processes inside the host

OS. The application uses SPDK to perform write and read requests. For fio, we use the spdk-fio

plugin (as a statically loaded library), allowing fio to to call SPDK functions directly from its

process space. For RocksDB, we use SPDK’s fork of RocksDB[49] that integrates with BlobFS,

an SPDK-provided filesystem meant to replace the OS-provided filesystem. BlobFS is built on

top of blobstore, SPDK’s power-fail safe block allocator. As of 2023, BlobFS only supports flat

namespaces (i.e. directories are not supported), and writes to a file must always append to the end
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of the file [92]. BlobFS (the underlying storage provider) is not to be confused with BlobDB, which

is a variation of RocksDB that optimizes for large values and key/value separation (e.g., similar to

the WiscKey [59] and Bourbon [32] key-value stores). SPDK is configured to communicate with the

physical NVMe by using vfio, using the mechanisms described in Section 2.2.2.

3.2.2 Libaio configuration
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User space
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Kernel space NVMe Driver

NVMe Driver
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Emulated 
NVMe

Storage 
Layer

Figure 3.2: Libaio configuration. Higher latency is expected in this configuration compared to bare
metal, passthrough, and vfio-user, as the I/O calls incur context switches.

Figure 3.2 presents the libaio configuration. This is a configuration where the NVMe device is

accessed via system calls from QEMU to the host OS. The goal of this configuration is to evaluate the

performance of a scenario where the NVMe drive is accessed without bypassing the kernel, in order

to evaluate the overhead of system calls when the target application runs inside a VM, and obtain

a lower bound on performance. This is an “out-of-the-box” configuration, with no optimization at

all.

The application generates asynchronous I/O requests via libaio [34]. Note that the full QEMU

I/O stack is traversed in this case: the guest is using an emulated NVMe device which in turn

communicates with the QEMU I/O abstractions. QEMU makes use of a QCOW file which represents

a virtual disk image backing the storage for the emulated NVMe device. This QCOW image is simply
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a file in a file system created on the NVMe hardware as managed by the host I/O stack and kernel

NVMe drivers. Accesses to this file incur further context switches.

3.2.3 Passthrough configuration
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Figure 3.3: Passthrough configuration. Applications run in the guest OS, but they do not perform
system calls to access the NVMe hardware.

Figure 3.3 presents the Passthrough configuration, which runs the I/O generating applications

inside the VM, but uses a QEMU/KVM feature called device assignment to access the NVMe drive.

The application runs inside the guest OS. A configuration similar to Bare metal (i.e., Figure 3.1)

is set up inside the guest, where SPDK is used to access the NVMe hardware. The only difference

inside the guest is that the Linux facility providing DMA to the hardware is not vfio, but a custom

kernel module developed by DPDK[22] called uio_igb. To perform device assignment, the QEMU

process requests exclusive access to the NVMe device from the host kernel using vfio. Crucially, it

is QEMU itself that takes care of the ioctl calls to the character device. QEMU then exposes the

physical NVMe of the host directly to the guest.

It is worth mentioning that QEMU additionally supports a different mode that uses vfio as well,

which is called simply “nvme” in the libvirt documentation[52]. This mode adds some of the QEMU

I/O layer code on top of the vfio interaction with the hardware NVMe, which can support features
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such as QCOW image layering, but we considered it unnecessary towards the goal of measuring

performance.

3.2.4 Vfio-user configuration

Figure 2.5 shows the vfio-user configuration. As before, the application runs in userspace inside

the QEMU guest. Note that this version of QEMU is different from the ones used for the previous

configurations. We use a QEMU fork called multiprocess-QEMU,[64] where the Oracle team have

implemented changes so that arbitrary userspace processes can provide services to the guests. We

use the uio_igb kernel module inside the guest, analogous to vfio in the host.

In the passthrough configuration (Section 3.2.3), QEMU was able to speak directly to the NVMe

due to the actual hardware being available through vfio. In the vfio-user configuration, however,

there is no direct access by QEMU. A new layer is introduced, namely the vfio-user client on the

QEMU side. As far as the guest is concerned, a real NVMe drive is providing I/O facilities. In

effect, this NVMe is software that interfaces with SPDK through a memory-mapped region.

As described in Section 2.2.5, QEMU interacts with SPDK’s nvmf_tgt through a control Unix

socket before establishing a shared memory mapping for the actual passing of the data. SPDK then

takes care of communicating with the real NVMe hardware through the host’s vfio facility.

3.2.5 Additional configurations

It is to be noted that during the course of experimentation, some additional configurations were

tested but their results were not collected and/or plotted to the same extent as the ones described

above. The configurations chosen were considered enough to obtain meaningful comparisons and

upper and lower bounds on performance. We briefly and roughly report the additional setups and

their observed latencies at 1 thread and queue depth 1:

• Malloc bdev. Based on vfio-user but using a ramdisk, instead of the real NVMe hardware.

Avg random read: 1.96± 0.28µs ; Avg random write: 2.88± 0.37µs

• QEMU SCSI. Based on libaio, but using the QEMU paravirtualized virtio-scsi drivers.

Avg random read: 40.08± 1.72µs ; Avg random write: 46.78± 4.45µs
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3.3 Layer-by-layer latency measurement with vfio_user_snoop

While end-to-end latency is a valuable metric, it is difficult to understand where the time is

spent in the various layers described in Section 3.2 without a detailed breakdown of where time

is spent. To this end, we develop vfio_user_snoop, a new open-source latency tool that provides

detailed latency measurements at each level of the virtualized stack for the vfio-user configuration.

Vfio_user_snoop works as follows.

For the kernel NVMe driver, we create a bpftrace [23] program, modelled after nvmelatency [41].

The program uses the nvme_setup_cmd and the nvme_complete_rq kernel tracepoints to output the

duration of each NVMe write and flush I/O request on a new line of text over standard output.

To accomplish this, each request ID is stored in a BPF map with a nanosecond timestamp which

is then subtracted from the elapsed time once the same ID is observed in the nvme_complete_rq

tracepoint handler. The complete text output is processed with an awk script that calculates the

standard deviation, minimum, and maximum values on the dataset. We typically collect between

150K and 250K samples for each I/O request type (write and flush) for the statistical calculations.

We observed an overhead of ∼6 to ∼10µs per I/O when the bpftrace probes are enabled.

In addition, we enable the SPDK tracing framework with the bdev and the NVMe driver trace-

points active. After this, the built-in spdk_trace_record tool was used to store binary trace events

into a file that was then converted into parseable text with spdk_trace. This output is processed

with the same awk script that calculates the statistical summary. We did not detect any statistical

difference in latency when the SPDK tracing was enabled.

We create a new, specific QEMU I/O configuration for vfio_user_snoop, based on the vfio-user

configuration. This new configuration is shown in Figure 3.4. It differs from the vfio-user config-

uration in Figure 2.5 by the absence of an SPDK instance inside the guest, meaning that the guest

kernel NVMe driver is active. The motivation for this was to have fio use the synchronous POSIX

I/O API to have the simplest possible traceable datapath on the guest side.

Figure 3.4 shows the three layers where latency is reported, highlighted in different colors (i.e.,

green, orange, and blue, for latency inside userspace, the guest NVMe driver, and SPDK respec-

tively).
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Figure 3.4: Layer-by-layer latency measurement for three layers: 1) application (fio here) to the
guest NVMe driver (green); 2) guest NVMe driver to SPDK bdev (orange); and 3) SPDK bdev to
NVMe (blue).

First, vfio_user_snoop measures end-to-end latency inside userspace (in green). Second,

vfio_user_snoop measures the kernel NVMe driver latency. I/O requests sent from fio in guest

userspace go through the guest kernel I/O stack, crossing VFS, blk-mq, and the NVMe driver. The

driver sees a memory area that has been allocated by QEMU based on the settings transmitted

through the vfio-user socket. This interface between the Linux NVMe driver and the mmap()ed

region is the first spot at which the vfio-user configuration takes effect. There is no visibility on

data going through this memory region, so the best locations to trace are at each end, namely right

before memory accesses are performed at the NVMe driver, and right after requests are picked up

by the SPDK pollers. After this point, the QEMU/KVM memory management emulation takes

over to translate guest kernel physical memory addresses into host physical memory addresses.

Finally, vfio_user_snoop measures the SPDK bdev callback latency. The SPDK pollers are

monitoring requests on the mmap()ed memory region through which they communicate with QEMU.

Once they see something in the submission queues, they hand it over immediately to bdev. The

latency measured here is the last step: the SPDK block device layer overhead, plus the SPDK

NVMe driver, which speaks with the real NVMe hardware through vfio.
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4
Experimental setup

4.1 Hardware and software environment

4.1.1 Hardware

All the experiments were executed on a DISCS Lab [10] machine, part of a 3-machine cluster avail-

able for use by DISCS Lab students. Table 4.1 displays the hardware specifications of the machine.

This was a shared server, meaning that some unrelated and potentially disruptive programs were

installed and had the potential to disrupt the benchmark runs. Some of these programs were im-

possible to get rid of due to IT administrative and security policies. Of note, the server was under

control of IT Puppet scripts that would overwrite some AppArmor configurations every 30 minutes.

To mitigate these factors, the following actions were taken before any benchmark execution:
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discslab-server1 Hardware Specifications
CPU Intel(R) Xeon(R) Gold 6240L CPU @ 2.60GHz
CPU Features 36 Cores, 2 NUMA Nodes, Hyperthreading disabled
RAM Amount 12×64GiB = 768GiB
RAM Specs 3200 MHz DDR4 DIMM
Target NVMe 375GiB Dell Express Flash NVMe P4800X
NVMe IOPS Ratings (4KB) Random Reads: 550K, Random Writes: 550K

Table 4.1: Hardware specifications of the shared laboratory server (discslab-server1) used to
perform all benchmark runs. NVMe ratings are from the manufacturer’s specifications [33].

• All machine users, aside from the benchmark-running user, were logged out and their processes

were killed

• SSH logins from any user, apart from the benchmark-running user, were disabled for the

duration of the runs

• Any long-running services that were not explicitly required by administrative or security

policies were stopped (e.g. dockerd, containerd).

• Source folders for SPDK, libvfio-user, fio, and DPDK were shared between host and guests

using the virtio-9p-device virtual file system [72].

An important goal when setting up the server for the tests was ensuring result reproducibility.

One place where variability can come from is the CPU frequency. Due to modern CPU power saving

measures, C-states and P-states [37] can dynamically change the CPU frequency in ways that may

appear random, which can affect results. This is because each CPU cycle ends up having a variable

duration, which might affect latency measurements. To prevent this issue, C-states and P-states

were disabled, more detail can be found in Section 4.2.

As explained in Section 2.2, a prerequisite for using vfio is for the host system to have an

IOMMU, and for it to be enabled. This usually requires both a BIOS configuration setting and

a kernel boot parameter [81]. In our case, since we had no physical access to the machine due to

security policy, we requested such configuration changes from the IT team. A roadblock that we

faced was regarding the vfio kernel facility inside the guest OS. In theory, QEMU supports a virtual

IOMMU (vIOMMU) [65] which should allow for vfio to be used inside the guest. However, despite

our best efforts, including following guides for nested virtual machine setups, we managed to enable
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vIOMMU, but vfio was never enabled in the guest kernel. Uio, which is available in Linux kernels

by default according to the documentation [53], also did not work despite explicitly enabling the

kernel module using modprobe. This is the reason why DPDK’s uio_igb module was necessary.

As final hardware note, we bring attention to the limitations of commercially available NVMe

hardware with respect to the number of queues. As mentioned in Section 2.2.3, the NVMe spec

allows for up to 64K queues. Our NVMe, however, only supported 31 data queues and an additional

administrative queue. Despite this information being present in the device specifications [33], we

did not discover this until we attempted to execute fio benchmarks with 32 and 36 threads, where

fio was unable to run. In our settings, each thread makes exclusive use of a single queue. We had

chosen 36 as the highest number of threads, because it would have used the total number of cores

in the system.

4.1.2 Software

There are multiple ways to execute the QEMU userspace process. It is possible to simply run the

QEMU binary corresponding to the system to emulate (e.g. qemu-system-x86_64), and passing

command-line flags to enable desired features. These flags are comprehensive [26] and they grant

the most freedom of choice, allowing easy access to experimental features (such as the multiprocess

QEMU flags needed to run vfio-user). An issue with using the bare QEMU command line invo-

cation is that it is difficult to maintain each virtual machine configuration under version control.

Despite the fact that each virtual machine invocation can be wrapped in a specific script file and

version controlled that way, Git’s tooling is usually oriented towards changes on independent lines.

This is doable with scripts, but we considered it suboptimal.

The alternative we chose is libvirt [17]. Libvirt is a suite of tools intended to support different

kinds of virtualization technologies through a set of command-line applications and a standard XML-

based language. Libvirt allows for XML schema documents to be full descriptions of containers or

virtual machines for Docker, LXC [40], VirtualBox, etc. It evidently provides QEMU/KVM support.

Many of the command-line-enabled features of QEMU are outright supported with specific XML

tags. In rare cases, when QEMU features have not been yet added to the language (such as the

vfio-user options for multiprocess-QEMU), libvirt XML schemas support passing command line

arguments to the executable directly.
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1 <domain type="kvm" xmlns:qemu='http://libvirt.org/schemas/domain/qemu/1.0'>
2 <name>passthrough</name>
3 <memory unit="GiB">16</memory>
4 <vcpu cpuset="0-17" placement="static">18</vcpu>
5 <devices>
6 <emulator>/usr/bin/qemu-system-x86_64</emulator>
7 <!-- ... -->
8 <!-- disk under test -->
9 <hostdev managed="yes" mode="subsystem" type="pci">

10 <source>
11 <address bus="0xbc" domain="0x0000" function="0x0" slot="0x00"/>
12 </source>
13 <driver name="vfio" />
14 </hostdev>
15 <!-- ... -->
16 </devices>
17 <!-- ... -->
18 </domain>

Listing 4.1: Excerpt from the libvirt XML virtual machine schema file for the passthrough con-
figuration, described in Section 3.2.3.

One of the tools included with libvirt is virsh, a command-line program that manages startup

and stopping of virtual machines based on their schema files. It also supports accessing the virtual

machines’ serial console through a virtual interface. With the libvirt tool suite, instead of running

a long command with multiple complex flags passed to the QEMU binary, it is enough to run virsh

<vm_spec_file>.xml, and the virtual machine schema defined in the file will be executed.

A notable pitfall when using virsh is that the documentation guides users by default to employ

the volume manager. The volume manager is a feature that can create storage pools, or groups

of automatically managed QCOW files, as backing storage for the virtual machines. There was a

lot of time lost when attempting to have the pools use the real NVMe hardware. Storage pools

do not support this, and it is not their intended purpose. Virtual machine XML schemas do not

require storage pools to be used, and the specific storage configurations that this project needed

were explicitly defined in each one of the XMLs for each machine.

It is important to note SPDK’s requirement to use Linux HugePages. HugePages are a kernel

feature available since 2.6, that allow Linux to allocate memory pages of sizes larger than the default

4KiB. The point of HugePages is reducing cache misses and TLB lookups [51]. SPDK specifically

has a minimum memory allocation requirement in HugePages, and makes use of 2MiB and 1GiB

HugePages if available.
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4.2 Provisioning and automation

It was quickly evident that some form of automation of benchmark environment setup would be

beneficial, due to the reduction of manual errors in e.g. data collection or configuration.

We make use of Ansible [43] to execute the preparation tasks for the server to get reproducible

results in the benchmarks. Ansible is a robust open-source configuration management tool, where

desired machine provisioning states can be specified in a declarative manner and executions are

idempotent. In short, a collection of YAML-formatted lists of desired dependencies, files, or any

other kind of system states can be specified, which are called playbooks and roles. We created a

playbook and corresponding roles that deal with the following tasks:

• Disable processor C-states by keeping a file descriptor open on /dev/cpu_dma_latency.

• Disable CPU P-states by setting the kernel pstate drivers

(/sys/devices/system/cpu/intel_pstate/status) to passive mode, selecting the

userspace CPU frequency governor configuration, and specifying the nominal frequency of

the processor (i.e. 2.60GHz, see Table 4.1) by using cpupower.

• Implement the mitigation actions specified in Section 4.1.1.

Every virtual machine configuration required manual work to initially set up and get to a working

stable state. In order to get a faster feedback cycle, it was necessary to implement automation scripts

that would clean up the environment created by a single virtual machine and get a clean slate to

create another one. Many of the steps necessary to set up a specific virtual machine were repetitive

terminal commands. These were collected into a series of scripts that can execute the following

tasks with a single invocation:

1. create and destroy QCOW backing files for the guest OS,

2. drop kernel virtual memory caches,

3. sync or dump buffered data to disks,

4. allocate HugePage memory and relinquish control of the NVMe device from the kernel through

vfio,
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5. for the libaio configuration only, format and mount the NVMe device, since it will hold the

QCOW storage file

A further step in aiding automation was the usage of Ubuntu cloud images [66] and cloud-init

for guest configuration. Cloud-init is a set of tools that allow Ubuntu images, including virtual

machine images, to be provisioned on boot. It is widely used by cloud service providers for OS

configuration [42]. The cloud image of Ubuntu 20.04LTS was chosen as the base from which the

operating system images for every other virtual machine were created. Using cloud-init, some

variables were passed into the guest filesystem to aid in the automation of test results, and a script

was created to run on guest boot to trigger tests automatically. Test results are stored in one of the

shared guest-host directories, which makes it easy for us to collect, analyze, and plot test results.

With the scripting infrastructure, a single script can set up every virtual machine in turn, while

each virtual machine executes its benchmarks and outputs results to a shared folder, without any

manual intervention.

These scripts and provisioning configuration files, in addition to the virtual machine XML spec-

ification files, are publicly accessible on the McGill Data-Intensive Storage & Computer Systems

(DISCS) GitLab repositories [67].
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5
Results

We compare the IOPS and latency of the four configurations described in Section 3.2. We measure

the performance in microbenchmarks generated with fio, as well as end-to-end performance in

RocksDB.

5.1 Fio microbenchmark results

We use fio 3.30. We perform random and sequential reads and writes directly on the NVMe block

device, i.e. no filesystem is involved. We vary the I/O queue depth from 1 to 16 and vary the

number of threads from 1 to 16. Each combination was benchmarked for a duration of 60 seconds.
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5.1.1 Reads

Figure 5.1 shows the mean IOPS for the random read benchmark. Notice the hardware upper

bound of ∼600K IOPS for the baremetal configuration in Figure 5.1a. For any queue depth greater

than 8, close to full NVMe saturation is reached even with only 1 thread submitting read requests.

Conversely, for 1 thread, saturation is reached at queue depth size 8. Results are similar in Figure

5.1b and Figure 5.1c. For all configurations, the IOPS growth trend is as expected, with higher

IOPS as threads increase. The rate of IOPS growth between baremetal and passthrough is very

similar, but the rate of IOPS growth is slower for vfio-user. This is evident if we follow the mean

IOPS values for queue depth 1. For passthrough at 2 threads we observe ∼230K IOPS and ∼190K

for vfio-user. At 4 threads, passthrough performs ∼440K iops while vfio-user manages ∼330K.

Due to the high cost of context switches, the libaio configuration provides peak performance that

is on average 30x lower than the other three configurations.
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Figure 5.1: Mean IOPS per number of threads and queue depth results for fio random reads, 4KB
block size.

Figure 5.2 shows mean IOPS for sequential reads. The same behaviour as the one shown on

Figure 5.1 is present here. In fact, the performance values are exceedingly similar; including the

large differences in performance between vfio-user and baremetal/passthrough, where the mean

IOPS at queue depth 1 and 4 threads differ by between ∼80K and ∼100K IOPS. An interesting

anomaly observed in the sequential read results are the pronounced performance “peaks” at 1 thread

and queue depth 8 for baremetal and passthrough, which project slightly over the 600K IOPS line.

Since it is impossible for the hardware to support a higher number of IOPS than its rated spec,

and it only happened in these two benchmarks, we consider that it must be an extrapolation or
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5.1. Fio microbenchmark results

calculation error on the part of fio. Another anomaly to point out is the discrepancy between

the passthrough IOPS value for 4 threads and queue depth 8; since that workload is fully able

to saturate the hardware and attain peak IOPS. We consider that this must be an artifact of the

testing environment, where possibly some background process triggered and affected the results of

that benchmark.
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Figure 5.2: Mean IOPS per number of threads and queue depth results for fio sequential reads,
4KB block size.

5.1.2 Writes
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Figure 5.3: Mean IOPS per number of threads and queue depth results for fio random writes, 4KB
block size.

Figure 5.3 shows virtually identical trends as Figure 5.1. However, the differences in IOPS

between different configurations, except for libaio, are slightly harder to discern. A possible reason

why this is the case is due to the in-NVMe writing time taking up a larger part of the total request
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duration, making the software layers above have a smaller contribution to the total latency. It is

noticeable how vfio-user’s performance is scarcely different than baremetal and passthrough’s. If

we compare the mean IOPS values for the same queue depth and number of threads as we did for

random reads, namely queue depth 1 and 2 threads, it is easy to see that all configurations (except

for libaio) perform between ∼190K and ∼200K IOPS.

1 2 4 8 16
Threads

0K

200K

400K

600K

800K

M
ea

n 
IO

PS

(a) baremetal

1 2 4 8 16
Threads

0K

200K

400K

600K

800K
M

ea
n 

IO
PS

(b) passthrough

1 2 4 8 16
Threads

0K

200K

400K

600K

800K

M
ea

n 
IO

PS
(c) vfio-user

1 2 4 8 16
Threads

0K

200K

400K

600K

800K

M
ea

n 
IO

PS

(d) libaio

Figure 5.4: Mean IOPS per number of threads and queue depth results for fio sequential writes,
4KB block size.

Figure 5.4 displays the fio results we obtained when running sequential write benchmarks. De-

spite multiple runs, at different dates and times of day, while ensuring result reproducibility and

interference minimization strategies were put in place, we were not able to obtain data resembling

the expected patterns presented in the previous figures. The only consistent result for this bench-

mark is seen in Figure 5.4d, for the libaio configuration, that keeps its pattern of providing much

fewer mean IOPS than all other configurations. The baremetal and vfio-user configurations show

data roughly suggesting improving average performance as queue depth increases, but the pattern

doesn’t hold in all cases, as can be seen for queue depth 16 at 8 threads in the baremetal configura-

tion. Passthrough shows the most widely distributed results so far, where not even a performance

hierarchy being clearly visible. We have no systemic explanation for this behaviour, suggesting a

bug in fio 3.30’s implementation of the sequential write benchmark.

5.2 RocksDB end-to-end application results

To analyze the end-to-end effect of the four storage configurations, we set up RocksDB, a popular

key-value store, with each of the four back-ends. RocksDB was run inside each VM, via the db_bench
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tool [49]. We use the YCSB [27] benchmark, workloads YCSB-LOAD (sequential inserts), YCSB-A

(1:1 read:write ratio), and YCSB-C (read-only). For YCSB-A and YCSB-C we use a uniform key

distribution. Each workload performs read/write operations on 100 million key-value pairs (16B

keys, 1KB values) and runs for a duration of 10 minutes. To vary the degree of parallelism of the

workloads, we vary the number of compaction threads from 1 to 10. The number of worker threads

is fixed to 1.

SPDK’s blobfs is tested on a specific version of RocksDB, namely 6.15.fb[49], which doesn’t

support time-based benchmarks for sequential reads (benchmark ends as soon as the total number

of keys has been read). This required us adding a patch into the db_bench_tool.cc code from

RocksDB.

A single database was reused for the first 4 benchmarks, readrandomwriterandom and random

writes were performed on fresh databases. Results presented are in operations per second as reported

by db_bench, no other monitoring tools were used at this point.
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Figure 5.5: RocksDB sequential fill operations per second over time, using 1 thread

Figure 5.5 shows operations per second over time for sequential insertions as reported by

db_bench, for a database running with 1 compaction thread (5.5a) and 10 compaction threads

(5.5b). During the first minute, there are no apparent performance differences between baremetal,
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passthrough, and vfio-user, while libaio is clearly capping at around 200K ops. The downward

trend of both graphs is expected due to the design characteristics of RocksDB, as more keys are

inserted, insertion time increases. At around 160 seconds, we see a precipitous decrease in ops/sec

in 5.5a, caused by a compaction task triggering after a specific number of keys have been inserted.

After this point, libaio reports higher ops/sec until it also triggers a compaction thread at around

500 seconds. The lower throughput of libaio is the reason for the compaction triggering later.

The precipitous decline does not happen when the database has 10 compaction threads. Figure

5.5b shows the expected progression of ops/second when performing sequential insertions in an

LSM tree. Baremetal provided higher throughput than passthrough, which in turn provided higher

throughput than vfio-user, during the period of around 100 to 300 seconds. This is consistent

with the results seen in the fio benchmarks.0 100 200 300 400 500 600
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Figure 5.6: RocksDB random read operations per second over time, using 1 thread

Figure 5.6 shows the results of YCSB-C. Notice the clear hierarchy in ops/sec per configuration.

Whereas Fio random reads saturate the hardware, achieving ∼600K IOPS, db_bench random reads

have to go through the RocksDB data structures, showing a smaller number of operations per

second. Despite this, baremetal shows the highest throughput, followed by both vfio-user and
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passthrough, which are essentially equivalent. The Libaio configuration achieves only around 60%

of the throughput of the virtualized configurations.
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Figure 5.7: RocksDB random write operations per second over time, using 1 thread

Figure 5.7 shows the results for the YCSB-WRITE benchmark, which performs random write

operations over an empty database. As with the YCSB-LOAD benchmark displayed on Figure

5.5, there is a clear descending throughput trend during insertion, though the throughput is much

lower, with a peak of 300K operations per second vs. ∼500K ops/sec in the YCSB-LOAD 10-

compaction thread benchmark. Interestingly, there is a clear difference in ops/sec between 1 and

10 compaction threads in YCSB-WRITE, with the higher number of compaction threads attaining

better throughput. Due to the nature of the log-structured merge tree data structure, which depends

on keys being sorted on the SST files, it is possible that compaction tasks are being triggered earlier

and before specific levels are full to keep the LSM tree structure, background tasks that were

probably not necessary in the YCSB-LOAD test.

The YCSB-A benchmark results are shown in Figure 5.8, which displays how such a mixed

workload appears to not be I/O bound. The data points are scattered over throughput that trends

towards descent, just as it was seen with the sequential fills in figure 5.5. The pattern and the

attained ops/sec values are much closer to the ones on the YCSB-WRITE benchmark, which may

point to random writes being a bottleneck in this particular workload. There is a very clear difference
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Figure 5.8: RocksDB random read and write operations per second over time, using 1 thread

in the ops/sec variance between Figures 5.8a and 5.8b, similar to the throughput difference shown

in Figure 5.7. Again, considering that the only difference between these benchmarks is the number

of compaction threads, we may hypothesize that their being in the background is slighly beneficial

for throughput when running random write workloads.

Finally, Figure 5.9 shows the throughput for sequential reads. These results are very similar to

the ones obtained for the YCSB-C benchmark in terms of the clear performance hierarchy, with

baremetal at the top, and vfio-user and passthrough performing nearly identically. Interestingly,

the libaio configuration has closer throughput to the other configurations in this particular work-

load. This may be to the strength of the LSM tree data structure and its use of caching. It is

interesting to note how the number of compaction threads has no statistically visible effect on the

sequential read throughput whatsoever. Furthermore, the peak operations per second attained in

this benchmark exceed those of random reads by ∼400K, which is much higher than the IOPS

supported by the hardware. Considering that one RocksDB operation is at least one or more I/O

operations, this reinforces the fact that RocksDB must be making heavy use of main memory to

attain these performance values.
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Figure 5.9: RocksDB sequential read operations per second over time, using 1 thread

Overall, it is clear to see how there is practically no throughput or performance distinction

between vfio-user, passthrough, or the baremetal configurations. Whereas the fio synthetic

benchmarks showed some drastic mean IOPS differences for read workloads in particular, these

appear to be able to be “smoothed out” by more realistic workloads that include some CPU work

and the introduction of caching.

5.3 Latency breakdown

Figure 5.10 shows the mean time spent in each one of the layers corresponding to the colored regions

in Figure 3.4, for read and write requests. Every write() call inside the guest is converted into 2

block operations by the guest Kernel’s block layer: write and flush. These are passed to the NVMe

driver. Flush is included because the tests use direct I/O, which waits until the NVMe hardware

reports the write as successful before returning from the write() system call. The write latency

values are therefore calculated from the sums of the average latencies of these 2 calls.

For reads, each layer has more or less an equal contribution to the total measured latency,

considering the standard deviation of their distributions. It is important to note how the core
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Figure 5.10: Layer-by-layer latency for reads and writes.

vfio-user component, namely the interface between QEMU and SPDK, does not have a larger

impact on latency than the other components.

One of our expectations was that the memory management component of Qemu/KVM would

take a disproportionate amount of time to pass on guest kernel memory accesses through to the

physical memory managed by the host kernel, due to the possibility of VM_EXIT events being trig-

gered forcing some switches into the KVM context. This does not seem to be the case. Observe

that the NVMe hardware read completion time, which involves real peripheral interaction through

the MMU, takes around the same time as the other 2 layers, which are mostly CPU-bound. the

sub-10µs latency for I/O completion is consistent with the specifications of the hardware.

For writes, it is evident that the Fio to NVMe driver stage takes longer than the other 2 layers,

which behave more or less equally as they do in reads. This is due to guest blk-mq involvement

in I/O scheduling, and the overhead of creating the flush and write bio structures in the Kernel.

Mean flush operation duration at the bdev level was measured at 0.25±0.15µs, most of the duration

is due to write operations.
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6
Related Work

6.1 io_uring

Io_uring is a novel Linux I/O API [29], proposed by fio creator Jens Axboe in 2019 [8]. One of

its main design goals is to improve on Linux’s libaio asynchronous block I/O API with regards

to latency, though it is now flexible enough to be used for networking I/O as well [31]. The key

insight brought by io_uring is that data copying between kernel space and userspace is expensive

and wasteful. Recall from Section 2.2 that standard DMA I/O allows for device controllers to write

data onto system memory; though without an IOMMU, the DMA controller can only access memory

addresses reserved to the kernel. Therefore, when data is requested by a userspace process, it has

to be copied from kernel space into userspace, usually when returning from I/O system calls. Data

copying can be worked around by several means, including zero-copy system calls that are already

available in Linux [31]. Io_uring’s approach is to have the kernel and processes share memory

50



6.2. SPDK-vhost-NVMe

through a ring buffer data structure that is kept alive during the whole process lifespan. Processes

using io_uring perform a small set of system calls to set up submission and completion queues,

over which polling can be performed. It is important to note that io_uring is a kernel-level API,

meaning that QEMU would have to go through the host’s I/O stack when using it.

An extensive collection of synthetic benchmark results comparing Linux I/O API performance

is available in the literature. Since the first time SPDK was released, it has shown 6x to 10x single-

core performance improvements (latency and IOPS) over libaio on the bare-metal as well as in

virtualized tasks [92]. Results are echoed in Didona [34], where SPDK is shown to be the only API

able to saturate NVMe device bandwidth against libaio and io_uring, which end up being CPU

bound and 100% and 20% slower in terms of latency, respectively, in the best case.

Despite the results above, it is somewhat unclear whether SPDK definitively outperforms io_uring

in every case. Considering that io_uring is also an asynchronous polling interface where I/O does

not involve system calls, it is unknown whether the majority of the performance improvements

shown by SPDK come mostly from its own re-implementation of the block stack and DMA facilities

enabled by vfio. Even if io_uring’s performance eventually is shown to be on average better

than SPDK’s, the fact that SPDK+vfio-user allows for userspace IPC access and virtualization

of arbitrary PCIe hardware can ensure its usefulness in developing and prototyping novel storage

devices.

6.2 SPDK-vhost-NVMe

Yang et al [93] present an essentially equivalent approach in context switch reduction for QE-

MU/KVM as our vfio-user configuration, by moving as much of the I/O stack as possible into

userspace. Recall, from Section 3.2.4, that libvfio-user allows for IPC virtualization of NVMe de-

vices through a configuration channel (a Unix socket, traditionally) and a memory mapping meant

for data transfer between the vfio-user server and client.

SPDK-vhost-NVMe follows the same architecture. Namely, the QEMU process has a client

component that interacts with a server component on SPDK’s nvmf_tgt process. The latter, in turn,

accesses the NVMe hardware through vfio as in our case. The key difference between vfio-user

and SPDK-vhost-NVMe is the protocol going through the userspace communication channels, and

51



6.3. Other approaches and notable work

the optional addition of an emulated NVMe device at the QEMU-SPDK interface. Their approach

uses the vhost-user protocol, based on vhost, covered in Section 2.1.3. This allows virtualization

of virtio devices, namely virtio-scsi, virtio-blk, and virtio-net. Furthermore, an NVMe

emulation layer is installed between the guest operating system and the virtio SPDK server process,

that allows the guest to use the non-paravirtualized Linux NVMe driver.

SPDK-vhost-NVMe’s throughput performance is compared against a standard kernel vhost-scsi

configuration, and QEMU’s NVMe emulation. Due to lack of details on the latter, it is difficult

for us to ascertain how similar their emulated NVMe configuration is to our libaio configuration

(Section 3.2.2), except for the fact that the same QEMU emulated NVMe is present in the datapath.

SPDK-vhost-NVMe attains ∼4x higher throughput than the vhost-scsi configuration, and ∼8x

higher throughput than QEMU NVMe emulation. Random reads appear to saturate the hardware

at ∼600K IOPS, though random writes have a hard ceiling of ∼80K IOPS regardless of the num-

ber of threads. We regard this asymmetry as unusual. Furthermore, the lack of an upper bound

configuration makes it difficult to determine how close their configuration sits to the bare metal.

Regardless of performance characteristics, vfio-user’s strength is still the same as covered

previously: it allows for universal PCIe communication virtualization. There is also no need for an

emulation layer for NVMe devices to be introduced at any layer in the stack, also favoring the usage

of the non-paravirtualized kernel NVMe driver. The lines between vfio-user and vhost-user may

blur in the future, as manufacturers adopt hardware virtio implementations.

6.3 Other approaches and notable work

6.3.1 Kernel-level datapath optimization

Whereas we focus on solutions that move the I/O path into userspace, there have been efforts to

reduce latency at the kernel level. One of these, as shown in Section 2.1.3, is vhost, which is

commonly used by QEMU/KVM operators.

Lee et al [55] propose a lightweight block layer, specifically designed for NVMe devices, that

eschews most of Linux’s blk-mq by submitting I/Os asynchronously. Operations that are syn-

chronously performed in the default Kernel I/O path, namely Page Allocations, Cache Insertions,

and bio structure submission, are either performed after I/O submission or replaced with lighter
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versions, such as a Lightweight bio submission that can be done ∼5x faster than a standard bio

submission. They report up to 44% IOPS improvement on RocksDB tasks using their solution.

Zhang et al [95] note the significant overhead posed by current operating systems when I/O

operations reach sub-10µs latencies, when individual kernel-level block device operations introduce

hundreds of nanoseconds of overhead. Their solution, called the Demikernel, allows for multiple

kernel-bypass solutions to operate simultaneously accross heterogenous devices. In a practical sense,

libraries such as SPDK become a built-in part of the operating system, and applications are mostly

expected to operate through their use instead of using system calls. Their results show at least a

15% reduction in I/O request latency when using a Demikernel vs. Linux or Windows.

6.3.2 SR-IOV

SR-IOV is a PCIe specification extension that allows for hardware-supported resource virtualiza-

tion. With PC BIOS and operating system support, it’s possible for a single PCIe device to offer

multiple Virtual Functions (VFs) that are seen as independent devices by the operating system,

with certain limitations. VFs are distinguished from Physical Funcions (PFs), which represent the

actual workings of the hardware. Each device supporting SR-IOV has one Physical Function, and

it is allowed to offer up to 256 Virtual Functions, which can be directly assigned to specific virtual

machines, in the same way in which we set up our passthrough configuration (Section 3.2.3).

Devices supporting SR-IOV must have controllers that support hardware-level multiplexing,

which incurs additional complexity and cost when compared with PCIe devices that don’t comply

with the specification. Furthermore, a similar functionality can be achieved using software-only

solutions such as SPDK+vfio-user, which supports PCIe device multiplexing through userspace

inter-process communication.

In any case, the NVMe hardware available for our testing (refer to Section 4.1.1) did not have

SR-IOV capabilities, as reported by Linux’s lspci utility.

6.3.3 Latency source modeling and formalization

Casini et al. [20] describe a series of mathematical models that allow for guarantees on worst- and

best-case scenario latency bounds for three different I/O virtualization techniques. Under these

models, we could consider vfio-user to be a kind of type C: I/O Para-Virtualization with I/O VM
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and Shared Buffers. In future work, it would be possible to apply these models to the configurations

presented in our work to understand whether Casini’s generalizations hold.

6.3.4 Measurement pitfalls

Kogias et al. [50] bring attention to the difficulty of measuring latency accurately when working at

microsecond scales. We attempt to follow their suggestions with regards to experiment duration

(ensuring convergence in the YCSB results); measurement collection (latency collected indepen-

dently for each request type in Section 5.1); statistical aggregation; and heavy-tailed distribution

identification.
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Conclusion

In this thesis we have covered the motivation for reducing I/O virtualization latency due to

the high impact potential on computing tasks that depend on virtual machines at scale, in terms

of power usage, operating cost reduction, and quality of service for end-users. As the popular-

ity and relevance of warehouse-scale computing continues to increase, we reassert our belief that

performance improvements at the bottom of the stack are crucial to support applications on the

layers above. Additionally, we surveyed some of the theoretical and technical concepts needed to

understand the current state of I/O virtualization configurations, and we covered the factors that

make libvfio-user special and flexible as part of virtual machine storage datapaths.

We showed that the throughput performance of libvfio-user on synthetic fio benchmarks

(Section 5.1) is similar to that of bare metal. Specifically, we observed at most a 29.41% difference

in IOPS for random reads at queue depth 1 and 4 threads (the highest performance difference

we observed throughout all the tests we performed); random writes showed at most a 15.23%
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difference under the same queue depth and thread parameters. Fio read benchmarks showed a

greater performance difference than writes, on average. Crucially, libvfio-user attained hardware

IOPS saturation at the same queue depths and thread numbers as both bare metal and passthrough.

Our RocksDB benchmarks (Section 5.2) showed much closer performance between bare metal,

passthrough, and libvfio-user, the latter two being indistinguishable in every workload tested.

As part of our layer-by-layer latency analysis, we demonstrated the fact that it is possible to

probe specific components of the libvfio-user configuration (Section 3.3), despite the fact that

no standalone tool previously existed to accomplish this. The results from this analysis show that

neither SPDK nor libvfio-user appear to have significant effects on latency overhead. We hope

that our results, configurations, and analysis are a valuable contribution to the literature.

Research Questions Revisited.

• In comparison with currently-existing and production-ready storage I/O for virtual machine

configurations, where does libvfio-user sit in terms of latency and IOPS?

We have shown that libvfio-user consistently achieves throughput and latency performance

close to bare-metal, and it is almost indistinguishable to tried-and-tested solutions such as

passthrough device assignment.

• Is libvfio-user performant enough to be used in production by cloud service providers?

Our tentative answer is affirmative, based on our single-machine synthetic and real-world

application benchmarks, though we recommend further work with benchmarks on distributed

systems to ascertain this claim.

• Given that it requires a complex and layered configuration, where does the CPU spend the most

time when I/O requests are executed through libvfio-user?

From our layer-by-layer latency analysis, we observed that most of the I/O request completion

latency for the “simplified” libvfio-user configuration (Section 3.3) is spent on the software

block layer at the kernel level. SPDK and libvfio-user appear to not impose significant

latency overhead.
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7.1 Future Work

We focused on virtual machine I/O configurations that offered virtual NVMe devices to QE-

MU/KVM guests. Our motivation behind this decision was to perform a like-for-like comparison for

I/O intensive processes, since our throughput upper-bound configuration was ran on the bare metal,

without any virtualization involved, with access to an NVMe device through SPDK (Section 3.2.1).

Due to this restriction, we did not compare our configurations with other possible I/O virtualization

configurations, such as SPDK-vhost-NVME and the vhost-scsi configuration tested by Yang et

al [93]; a standard virtio-blk datapath with both the virtio frontend and backend in userspace;

or any other configuration using io_uring in the guest or the host. Such experiments would be

valuable contributions to the literature.

For our layer-by-layer latency analysis, we decided to eschew using our full vfio-user configu-

ration, which involves SPDK both inside the guest and the host (with the igb_uio kernel module

replacing vfio inside the guest). The reason why we did this, as explained in Section 3.3, was

that we needed the simplest possible configuration that made use of vfio-user, which would also

allow us to follow synchronous I/O requests across the stack for ease of identification. Given the

exploratory work described in Section 3.3, we consider it feasible to trace layer-by-layer latency

for the full vfio-user configuration, which would possibly give us more insight regarding SPDK’s

performance when inside the guest, and whether the igb_uio kernel module shows any overhead

when compared to vfio. It is also worth noting that, as mentioned in Section 4.1.1, we were not

able to set up vIOMMU with QEMU/KVM, which forced us to use igb_uio. Iterating further on

this issue may allow for the vfio kernel module to be used inside the guest.

A natural next step in studying libvfio-user is to set up multiplexing benchmarks, i.e. having

the SPDK nvmf_tgt process attend to multiple virtual machines on the same physical host while

accessing a single NVMe device. As mentioned in Sections 2.2.4 and 2.2.5, a single nvmf_tgt process

is able to attend to multiple virtual machines or userspace processes due to the libvfio-user client-

server model. Executing these benchmarks standalone would provide useful information about

SPDK’s CPU and NVMe hardware usage when under load from multiple VMs, though it would

be best to have a point of comparison for multiplexing, ideally using SR-IOV, since it is hardware-
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Figure 7.1: A possible “multiplexed” or multi-VM configuration using SPDK, to be tested in future
work. Note that the arrows representing I/O between the memory mappings, present in Figures
2.5 and 3.4, are omitted here for simplicity. Each QEMU memory mapping has a corresponding
memory mapping in SPDK’s process space.

supported. This would require the sourcing of new NVMe hardware for the DISCS Laboratory, as

explained in Section 6.3.2.

Though we performed real-world application benchmarks using RocksDB, we limited ourselves

to one machine. We believe that setting up Kubernetes or EC2 Auto Scaling groups with nodes using

libvfio-user as their storage backend for distributed persistence tasks (e.g. sharded databases)

would provide valuable information about libvfio-user’s performance at a larger scale. We would

expect to observe very similar throughput and latency as with current solutions, barring any emer-

gent behaviours. Further confirmation of libvfio-user’s capacity to replace or complement current

I/O virtualization solutions in cloud-scale computing tasks could be obtained by installing it in more

realistic scenarios such as these.
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