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Abstract

Crowdsensing, the use of everyday devices to collect and share data is paving

the way for cost-efficient real-time data collection. Every day, information can

be quickly sensed and shared publicly using smartphones. Beyond smartphones,

modern vehicles have also shown great promise for crowdsensing. In contrast to

mobile crowdsensing, vehicles are ideal platforms to collect, store, compute, and

share large amounts of sensor data. Vehicles have greater mobility and cover

wider sensing area. The mobility patterns of vehicles are predictable due to the

prevalence of navigation systems. Most importantly, the abundance of on-board

resources and lack of power constraints makes it possible to support complex and

long-lasting sensing tasks.

The idea behind vehicular crowdsensing is to leverage vehicles as mobile sensors

and computing resources. Vehicles are recruited as sensing participants for large-

scale crowdsensing tasks such as urban sensing or traffic condition monitoring.

However, existing works often assume that sensing tasks are common tasks where

sensing results are shared with the public [1]. Instead of public information, we

believe the benefit of the crowdsensing paradigm should be available for personal

use. In this, we focus on small-scale sensing tasks, tasks that dynamically change

over time and are unlikely to be shared. Thus, sensing information is collected on

demand rather than continuously and at all times. We refer to this as personalized

vehicular crowdsensing. Furthermore, most works assume the routing of vehicular

participants cannot be changed. This further reduces a system’s ability to fulfill

dynamic sensing needs. Thus, in this thesis, we further explore the possibilities of

improving crowdsensing performance by vehicle route planning.

To achieve either public vehicular crowdsensing or personalized vehicular crowd-

sensing, we must resolve the problem of vehicular participant selection. We first

propose two solutions based on push and pull for vehicular crowdsensing. We aim

to maximize sensing coverage, improve load balance, error tolerance, and minimize

costs. Next, we improve the sensing performance by allowing vehicles to reroute.

Instead of greedily generating routes to maximize overall sensing coverage, we
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leverage a two-step global and local planning algorithm. Our global algorithm

attempts to plan a vehicle’s route based on the difference between the distribution

of vehicular location and the distribution of task location. Our goal is to send

vehicles to areas with a high number of tasks but having few vehicles to service

them. The global algorithm does not determine which tasks it should service;

this operation is handled by the local algorithm which decides how to optimally

leverage a vehicle’s sensing ability for a small area. Through the use of SUMO

simulation and TAPAS Cologne Large Scale Mobility Dataset, we show that our

proposed approaches deliver significant performance improvements compared to

traditional approaches.
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Résumé

La crowdsensing, l’utilisation d’appareils de tous les jours pour collecter et partager

des données ouvre la voie à une collecte de données en temps réel et rentable.

Chaque jour, les informations peuvent être rapidement détectées et partagées

publiquement à l’aide de téléphones intelligents. Au-delà des téléphones intel-

ligents, les véhicules modernes sont également très prometteurs en matière de

crowdsensing. Contrairement à la crowdsensing avec des appareils mobiles, les

véhicules sont des plateformes idéales pour collecter, stocker, calculer et partager

de grandes quantités de données de capteurs. Les véhicules sont plus mobiles et

couvrent une zone de détection plus large. Les modèles de mobilité des véhicules

sont prévisibles en raison de la prédominance des systèmes de navigation. Plus im-

portant encore, l’abondance des ressources embarquées et l’absence de contraintes

de puissance permettent de prendre en charge des tâches de détection complexes

et de longue durée.

L’idée derrière la crowdsensing à bord des véhicules est d’utiliser les véhicules

comme des capteurs mobiles et des ressources informatiques. Les véhicules sont

recrutés comme participants à la détection pour des tâches de détection de foule à

grande échelle telles que la détection urbaine ou la surveillance des conditions de

circulation. Cependant, les travaux existants supposent souvent que les tâches de

détection sont des tâches courantes dont les résultats sont partagés avec le public.

Au lieu d’informations publiques, nous pensons que les avantages du paradigme

de la crowdsensing devraient être disponibles pour un usage personnel. Pour cela,

nous nous concentrons sur des tâches de détection à petite échelle, des tâches

qui changent dynamiquement avec le temps et qui ne sont pas susceptibles d’être

partagées. Ainsi, au lieu de collecter des informations continuellement et en tout

temps, elles sont collectées sur demande. C’est ce que nous appelons la crowd-

sensing personnalisée avec des véhicules. En outre, la plupart des travaux partent

du principe que l’itinéraire des participants ne peut pas être modifié. Cela réduit

encore la capacité d’un système à répondre aux besoins de détection dynamique.

Ainsi, dans cette thèse, nous explorons davantage les possibilités d’améliorer les

performances de crowdsensing par la planification des itinéraires des véhicules.
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Pour parvenir à une crowdsensing publique ou personnalisée, nous devons

résoudre le problème de la sélection des participants. Nous proposons d’abord deux

solutions basées sur la poussée et la tirée pour la crowdsensing avec des véhicules.

Nous visons à maximiser la couverture de la détection, à améliorer l’équilibre de la

charge, la tolérance aux erreurs et à minimiser les coûts. Ensuite, nous améliorons

les performances de détection en permettant aux véhicules de se rediriger. Au lieu

de générer de façon gourmande des itinéraires pour maximiser la couverture glob-

ale de détection, nous exploitons un algorithme de planification globale et locale en

deux étapes. Notre algorithme global tente de planifier l’itinéraire d’un véhicule

en se basant sur la différence entre la distribution de l’emplacement des véhicules

et la distribution de l’emplacement des tâches. Notre objectif est d’envoyer des

véhicules dans des zones où le nombre de tâches est élevé, mais où il y a peu de

véhicules pour les desservir. L’algorithme global ne détermine pas les tâches qu’il

doit prendre en charge; cette opération est gérée par l’algorithme local qui décide

comment exploiter au mieux la capacité de détection d’un véhicule pour une petite

zone. Grâce à l’utilisation de la simulation SUMO et de l’ensemble de données sur

la mobilité à grande échelle de TAPAS Cologne, nous montrons que les approches

que nous proposons offrent des performances nettement supérieures à celles des

approches traditionnelles.
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Chapter 1

Introduction

1.1 Overview

Sensing data collection is an essential requirement for proactive services [2]. For

instance, services can make use of connected sensors to fetch city-wide data and

analyze it for better decision-making [3]. Thus, a critical problem is how to effi-

ciently deploy these sensing devices to cover the entire sensing area (e.g. entire

city). Luckily, modern vehicles are equipped with increasingly powerful sensors,

communication interfaces, and computing resources. As such, vehicles are quickly

becoming a new paradigm for data collection [4, 5, 6]. Since the vehicles are

owned by different individuals, data collection using the vehicles is referred to as

vehicular crowdsensing. In vehicular crowdsensing, vehicles are recruited as sens-

ing participants for large-scale crowdsensing tasks such as urban sensing or traffic

condition monitoring. Compared to conventional mobile crowdsensing which relies

on hand-held devices [7], vehicles are ideal platforms to collect, store, compute,

and share large amounts of sensor data. The advantages are manifold; for instance,

vehicles have greater mobility and cover wider sensing area [8]. Furthermore, the

mobility patterns of vehicles are predictable due to the prevalence of navigation

systems. Most importantly, the abundance of on-board resources and lack of power

constraints enable complex and long-running sensing tasks.
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As smart vehicles begin to roam the streets, new possibilities will emerge for

large-scale data acquisition tasks necessary for proactive smart-city applications

[9, 10]. The primary application of modern vehicular crowdsensing focuses on

large-scale monitoring such as environment and traffic monitoring, map updating,

public safety, urban sensing and so on [11, 12, 13, 14, 15, 16, 17, 18]. As such,

collected data are primarily analyzed in a cloud server and results made available

for public use [19, 20]. Such information can be reused by multiple applications.

Given its nature, large-scale sensing is dominated by enterprises or governments.

We believe the benefit of the crowdsensing paradigm should be available for per-

sonal use; tasks that are varied but limited in scale. We define this paradigm as

Personalized Vehicular crowdsensing (PVC) [21]; it focuses on supporting user-

specific sensing tasks.

Unlike generalized crowdsensing tasks, sensing tasks catered towards person-

alized requests are unlikely to be shared with other users. For instance, different

sizes of trucks require varying road width for driving and turning. However, due

to construction, snow, events or even bad parking, passable roads may no longer

be traversable. Hence, it is necessary to look in real-time for a wide variety of road

width for different sizes of trucks. Such a road width requirement depends on the

type of truck; the system should allow the user to tune the road width parameter

as a sensing task.

One related application, Waze, also attempts to leverage vehicular crowdsens-

ing for everyday users [22]. In Waze, participants form part of a community that

gathers information such as police location, traffic or roadblocks location. How-

ever, unlike our proposal, Waze does not support customized user inquiries; sensing

tasks are predefined by the platform. Besides, Waze requires participants to ac-

tively enter information; a participant who sees an accident must manually enter

the information while driving. In contrast, PVC does not require participants to

be actively engaged. The client generates a customized sensing task as a runnable

program and submits the program to a selected vehicle as shown in Fig 1.1. The

selected vehicle executes the program, sends the result back to the requester if the

task objective is met.
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Cloud Server
P

Parking 

space spotted

Select 

participant Receive

sensing result

Request: find parking 

spot with shadow cover

Sensing cellSensing cell

Fig. 1.1 Example of PVC paradigm: a vehicular client requests sens-
ing information. e.g. finding a parking space with shadow cover ahead
of time

Applications like Waze rely on users manually entering sensing results which

may not be trustworthy if users intentionally submit faulty sensing results for their

benefit. For instance, users who want to have better traffic conditions while driv-

ing can report accidents on the road. Thus, vehicles moving in the same direction

may be directed to other routes by the system. In contract, our PVC enables the

sensing program to implement security policies. The participant running the sens-

ing program must follow the policies; otherwise, the task result will be rejected.

Thus, a program-based sensing task not only can support customized sensing tasks

but can also reduce trust concerns.

Moreover, unlike conventional cloud computing which consists a number of

static servers, a vehicular crowdsensing system comprises a dynamic collection of

vehicles (mobile servers). Due to the spatio-temporal nature of moving vehicles,

efficiently selecting and leveraging vehicular participants’ on-board resources is

one of the key challenges for building a vehicular crowdsensing service. A popular
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research area in vehicular crowdsensing literature involves selecting a set of partic-

ipants to cover all sensing areas while satisfying sensing constraints (e.g., budget

cost) [23, 24]. Since these sensing tasks are location-dependent, data is valuable to

the requester only when it is collected from the targeted sensing area and satisfies

the task deadline [25, 26]. Sensing areas are assigned by requesters and are dis-

tributed over space and time. Although many participant recruitment algorithms

have been recently added to the literature, unique characteristics of PVC introduce

several new challenges in designing participant recruitment algorithms.

Furthermore, many existing works assume the participant’s current trajectory

is fixed and cannot be rerouted for better sensing performance. This limits the

overall sensing coverage and performance. For instance, a location of interest

where few vehicles are passing-by will suffer from a lack of sensing coverage. Thus,

if a vehicular participant is willing to take a detour, performance in areas with less

traffic can be vastly improved. However, vehicle detouring will consume extra time

and power, and it will increase the chance of missing the scheduled time to the

final destination. Therefore the driver must be sufficiently motivated for taking

the detour. There are many existing incentive mechanisms or pricing models that

were introduced for participatory tasks [27, 28, 29, 30]. For example, Uber, one

of the largest ride-sharing company uses dynamic pricing models to incentivize

drivers to pick up customers that are located at an unpopular area [31]. Thus, we

believe that the driver will be willing to take a detour to collect data if we reward

the driver properly.

In this work, we focus on exploring the challenges of providing recruitment

algorithms for PVC system as well as propose and evaluate several recruitment

algorithms for PVC tasks. We are also looking into possibilities of increasing

sensing performance by rerouting vehicles to an unpopular area.
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1.2 Thesis Contribution

This thesis makes the following six major contributions:

1. We explore a new crowdsensing paradigm in which clients can recruit a set

of vehicles to perform personalized vehicular crowdsensing tasks.

2. We formulate the personalized vehicular crowdsensing participant recruit-

ment problem and we prove the problem is NP-complete.

3. We propose push-based and pull-based participant recruitment systems. Fur-

thermore, these systems not only can efficiently recruit necessary vehicular

participants but also can reduce overall load balance given a massive number

of sensing tasks.

4. We explore a new route planning based system for vehicular crowdsensing,

and we also prove that the problem of vehicle route planning for sensing

tasks is NP-complete.

5. We introduce two route planning solutions for vehicular crowdsensing: the

first solution relies on a centralized route selection algorithm that can effi-

ciently select which participant and which route it should undertake. The

second solution leverages a two-step global and local planning algorithm.

Our global algorithm plans the route of participants based on the task prob-

abilities and vehicle location probabilities and attempts to spread vehicular

agents to minimize the difference between the two distributions. In contrast,

local planning looks at its immediate surroundings and attempts to fulfill

published tasks.

6. We evaluate our algorithm with the TAPAS Cologne Large Scale Mobility

dataset. The result shows that our algorithm is superior to traditional ap-

proaches in performance metrics.
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1.3 Thesis Organization

The rest of this thesis is organized as follows. In Chapter 2, we provide some

background research and discussion on vehicular crowdsensing. This includes the

crowdsensing architecture, communication protocol, and commonly used incentive

mechanisms for participant recruitment in crowdsensing. Chapter 3 describes our

motivation for using vehicular crowdsensing for personalized sensing tasks and

explores the possibility of using a vehicle route planning mechanism to increase

crowdsensing performance. An overview of the existing literature relevant to the

participant recruitment problem we tried to address is given in Chapter 4. Chap-

ter 5 introduces our novel push and pull-based participant recruitment solution for

vehicular crowdsensing as well as evaluates the proposed approaches and presents

detailed performance analysis. In Chapter 6, we further improve sensing perfor-

mance by using a vehicle planning mechanism. In this chapter, we give the set

of proposed algorithms for both global planner and local planner and analyze

our proposed algorithms by evaluating simulated results over the TAPAS Cologne

dataset. Finally, a summary of the thesis is presented in Chapter 7 and possible

future extensions of this research are also briefly indicated in the same chapter.

1.4 Co-author Contribution

Major portions of this thesis are already published in the following three publi-

cations [21, 32, 33]. In both [21] and [32], Tzu-Yang Yu played the key role of

designing and implementing the experiments. Xiru Zhu and Hongji Chen pro-

vided help with simulation and problem modelling, respectively. In [33], Xiru Zhu

and Shabir Abdul Samadh devised the main conceptual ideas. Tzu-Yang Yu and

Xiru Zhu worked out all of the technical details, and all authors carried out the

simulations and studied the results.
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Chapter 2

Background Research for

Crowdsensing

2.1 From Crowd-sourcing to “Vehicular crowdsensing”

The idea of crowdsensing is inspired from crowd-sourcing. Crowd-sourcing is the

idea of relying on the general public to participate and complete a task [34]. Crowd-

sourcing tasks are varied and include translation, photo tagging, website testing.

article writing and so on [35]. Crowdsensing, on the other hand, is a specific type

of crowd-sourcing task that requires a large group of individuals equiped with mo-

bile devices which are capable of sensing and computing to collect sensing data [36].

Traditionally, sensing data are commonly collected from pre-installed fixed sen-

sors such as road side cameras, hygrometers, or thermometers. However, building

a large fixed sensor network is expensive for covering an entire city. Rather than

building expensive fixed sensors over a sensing region, we can leverage the ubiqui-

tous availability of everyday mobile devices and their mobility. Crowdsensing has

come to play a key role in real time information dissemination. Everyday, millions

of users share real time information and participate in crowdsensing. In many

cases, information shared is mundane such as road potholes, photos of locations,

or traffic jams [37, 38]. This aggregated information can be used by applications

to improve people’s daily lives [39].
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Depending on type of sensing devices, crowdsensing can be categorized into

mobile crowdsensing and vehicular crowdsensing. For conventional mobile crowd-

sensing, the sensing device often refers to hand-held devices such as a smart phone,

smart watch, etc [40, 41, 42, 43]. With these devices, participants need to actively

participate in the sensing task such as entering local information with their smart

devices. We refer to such sensing behavior as participatory sensing given it requires

the participant to be actively involved in the sensing task [44, 45, 46]. Moreover,

these handheld devices contain powerful sensors and can be used for any kind of

sensing tasks both indoor or outdoor [47, 48]. However, due to their size, these

wearable sensing devices have limited battery and computational power. Hence,

they are not suitable for a long lasting and computational heavy sensing task.

In contrast, vehicular crowdsensing relies on smart vehicles which contain pow-

erful sensors and long lasting battery power as seen in Fig 2.1. However, vehicles

can only collect sensing data on the road and vehicles must move; a vehicle cannot

stop in the middle of the street for long. Thus, vehicles can only gather data

passively along their route as they pass through locations of interest. We refer

to such automatically sensing as opportunistic sensing because it does not require

participants to be actively engaged [49, 50, 51, 52]. To actively involve vehicular

participants, we request vehicles to reroute while they are driving to areas which

urgently need sensing coverage. Such crowdsensing system should be considered

participatory, and is not sufficiently studied in the literature.

Another issue we must consider is privacy where both recruiter information

and participants’ information must be protected in crowdsensing [53, 54, 55]. On

the recruiter side, sending a request may give away the recruiter’s intent [56]. On

the participant side, sensing gives away current movements and position [57, 58].

After a participant collects data from the surrounding environment and the data

is uploaded to the cloud or sent back to the requester, the participant loses con-

trol over the collected data. Malicious entities including the service provider,

requester, or external hacker can extract various types of personal information

from the sensing reports (e.g., location, preferences, health status, and political



2 Background Research for Crowdsensing 9

 Lidar (light detection and ranging)

 Video cameras

Central computer

Odometry sensors

Ultrasonic sensors

GPS (global positioning system)

Radar sensors

Locate vehicle using satellites 
A 360-degree sensor to monitor the 
vehicle’s surrounding 

Detect surrounding objects, look out for 
pedestrians and obstacles on the road
 

Monitor the position of other 
vehicles nearby.

Measure the position of objects 
very close to the vehicle

Complement and improve GPS 
information

Aggregate and analyze collect data

Proximity sensor Temperature sensor

Pressure sensor

Fingerprint sensor

Magnetometer

Gyroscope

Touch sensor

Ambient Light Sensor

CMOS Imager sensor

GPS sensor

Accelerometer

Humidity sensor

Smart Car

Smart Phone

Fig. 2.1 Sensors comparison

affiliation) [59, 60, 61]. Furthermore, mobile crowdsensing data collection relies on

participants to manually enter information. Hence, participants may accidentally

or intentionally deliver false reports and as result, the requester may be confused

and make poor decisions. For instance, participants may use multiple identities

to report false traffic information to gain better benefits. This is in contrast to

vehicular crowdsensing where data is collected by vehicles automatically and par-



2 Background Research for Crowdsensing 10

ticipants are less likely to change the sensing data. However, some professional

hackers can still modify the data report if the communication protocol are not

secured. Thus the crowdsensing platform should ensure the sources of sensing

data are fully trusted and behave honestly by implementing some sort of trust

management system into the platform [62, 63, 64, 65, 66, 67].

2.2 Crowdsensing Architecture

A typical crowdsensing system mainly consists of three components; the platform,

requesters, and participants [68, 69, 70]. The platform provides communication

protocols between the requester and participants, security control, and manages

the incentive system [71, 72]. Requesters submit sensing tasks to the platform.

Participants receive and complete tasks, and transmit the results back to the re-

quester through the platform. A typical crowdsensing architecture consists of three

layers: service layer, fog layer and sensing layer which is illustrated in Figure 2.2.

The sensing layer consists of various sensors which can be broadly categorized

into fixed sensors or mobile sensors. Fixed sensors such as roadside cameras or

ombrometers are located in important locations. However, these sensors are often

owned by a large organization. On the other hand, mobile sensors such as wearable

devices or vehicles are owned by individuals. Thus, the location of mobile sensors

is dynamic and can be moved around the city.

A fog layer consists of several fog servers and these servers are located near

the sensors to maintain a stable and direct communication link. All requests and

collected sensing data must pass through the middle layer of the fog servers. The

fog server cleans the data by de-duplicating it or reformatting the data before

forwarding the data to the main cloud servers in the service layer [73, 74]. The

collected data are analyzed in the cloud servers and are used to provide a useful

crowdsensing application for public users [75].
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2.3 Communication Protocols

There are two principal methods for sensing devices to communicate with the cloud

and crowdsensing systems; Wireless Local Area Network (WLAN) and cellular net-

work (e.g. Long-Term Evolution (LTE) or 5G). WLANs are often known by their

commercial product name Wi-Fi and they use multiple parts of the IEEE 802

protocol family, and are designed to work seamlessly with the wired Ethernet. In

general, for vehicular users, the IEEE 1609 Family of Standards for Wireless Access

in Vehicular Environments (WAVE) utilize IEEE 802.11p to enable secure vehicle-

to-vehicle (V2V) and vehicle-to-infrastructure (V2I) wireless communications [76].

We refer to the vehicular network as vehicular ad-hoc networks (VANETs) [77].

In VANETs, road side units (RSUs), fixed infrastructure installed alongside roads,

are used as local servers. Vehicles can access data in RSUs or access the Internet

through RSUs using the dedicated short range communication (DSRC) protocol

stack [78]. RSUs can provide inexpensive connections to vehicles nearby. How-

ever, they suffer from short range; maximum radio range is about 1 km. As such,

a sparse deployment of RSUs cannot always guarantee complete network coverage.

To fix reliability issues, some works for VANET include LTE to improve reliability

[79, 80].

A cellular networks on the other hand, have a wider service range. They are

designed for citywide/national/global coverage areas and seamless mobility. Even

though modern cellular networks such as LTE-A or 5G can support a bit rate of

more than 1 Gb/s [81], dramatic expansion of multimedia data traffic continuously

challenges bandwidth availability of the cellular backhaul [82]. Some analyzers also

estimate that autonomous cars will generate more than 300 TB of data per year

[83]. Hence, existing mobile devices still needs Wi-Fi service as a solution to

network congestion.
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2.4 Type of Sensing Task

Based on locality of the sensing area, a sensing task can be categorized into two

types; static and dynamic. Static sensing tasks consist of urban sensing or en-

vironmental sensing where the sensing location is fixed [84, 85, 86, 87]. In such

scenarios, the sensing area often covers the entire city or target some specific in-

frastructure such as buildings or bridges [88, 89]. Recent mobile crowdsensing

research focus with small scale sensing tasks because the tasks do not have strict

deadline and often requires participant to stay the sensing area for a some amount

of time [90, 91]. Static sensing tasks are also heavily studied in vehicular crowd-



2 Background Research for Crowdsensing 13

sensing literature [92, 93, 94, 95]. They focus more on large scale data collection

in urban areas [96, 97, 98, 99]. For instance, updates for Google street view can

be simplified using vehicular crowdsensing due to its ability to cover large sensing

area by moving along the way. Thus, we could have real time street view from

surrounding vehicles.

On the other hand, a task where sensing area shifts over time is dynamic as

seen in Figure 2.3. For example, a task would be to find a parking space while

driving. In such a personalized request, sensing areas are shifted based on the

requester’s (the driver’s) position. Thus, sensing data needs to be timely to meet

the task deadline. Such sensing tasks can only be served by vehicular participants

due to its high mobility. The life time of the sensing task could only last for few

minutes and could not be completed by the participants with wearable devices.

In the literature, however, only few works focus on solving such dynamic sensing

tasks.
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2.5 Incentive Mechanism

Crowdsensing applications require a critical number of participants to achieve suf-

ficient service quality [100, 101]. Without sufficient participants, it is impossi-

ble to collect adequate sensing coverage to meet user needs. However, ordinary

individuals are reluctant to participate and share their sensing capabilities due

to insufficient incentives; participating in sensing systems may incur costs and

risks. For instance, when a smartphone user participate in a sensing task, the

task inevitably consumes the resources of the smartphone, including computation,

communication, and energy [102]. Besides, collected data contains personal infor-

mation making users sensitive to privacy feel uncomfortable [103]. Therefore, it is

conceivable that ordinary individuals will not participate in sensing tasks unless

they are sufficiently motivated.

Incentive mechanism for mobile crowdsensing:

The design of incentive mechanisms for mobile crowdsensing system has received

significant attention in recent years [104, 105, 106]. Mobile crowdsensing re-

quires significant incentives for participation compared to vehicular crowdsensing

[107, 108]. For instance, many mobile sensing tasks require smartphone user to

manually take out the smart device to sense such as taking pictures or record-

ing sound. Besides, since participants are heterogeneous in sensing capabilities

[109, 110]; participants should be treated differently such that efficient users should

be encouraged to participate over less efficient users. For instance, if a sensing

task is to collect the photos of rare animals, participants with zoological experi-

ence would yield better performance compared to those who do not. Hence, the

recruiter should hire the best participants to assure overall data quality as well as

minimizing expenses on weakly performing participants [111, 112, 113].

In the literature, incentive mechanisms for mobile crowdsensing systems can

be broadly classified into two types: requester-centric incentive mechanisms and

participant-centric incentive mechanisms [114, 115]. In a requester-centric incen-

tive model, the requester decides on the payment rules. The participants focus

their efforts on completing sensing tasks based on the reward provided. Follow-



2 Background Research for Crowdsensing 15

ing task completion, the requester evaluates performance of the participants and

selects high quality results from collected data. In a participant-centric incentive

mechanism (also referred to auction-based mechanisms) [116, 117], each partic-

ipant announces a reserve price before performing the sensing task [118, 119].

The requester can select a subset of participants based on a budget constraint

[120, 121, 122]; this approach cannot guarantee the quality of sensing. For a task

which is quality sensitive or requires a specific type of participant such as a partic-

ipant with expertise in a specific field, contract-based mechanisms are used [123].

In contract-based incentive mechanisms, the platform will publish quality pay-

ment bundles to participants, and the participants receive payment only when the

specified qualities are met [105, 124, 125]. Not all incentive mechanisms involve

monetary payment. Some information sharing applications such as Waze [22] re-

quire users to participate sensing to access pooled sensing data. That is, users are

both participants and consumers of sensing information.

Incentive mechanism for vehicular crowdsensing:

Current research on incentive mechanisms for vehicular crowdsensing applications

is limited. Most of the incentive mechanisms used for vehicular crowdsensing are

price based [126, 127]. In general, applications which use vehicles as sensor do

not heavily rely on human participation; vehicles simply gather data as they move

[12]. Besides, the vehicle’s position is trackable due to embedded GPS systems.

Furthermore, a vehicle’s sensors and computational capacity are known due to

standardized manufacture. Hence, the sensing performance of a vehicle is more

predictable compared to mobile phone sensing. Since these moving vehicles are

mobile computational devices, the recruiter only needs to select a subset of the

vehicular participants to achieve the sensing objectives given a limited budget.

The price-based mechanism described above is suitable for selecting vehicular

participants based on their current trajectory. It assumes the participant’s trajec-

tory is fixed and cannot be modified for improved sensing performance. We refer

to such participants as passive. Running sensing tasks relying only on passive par-

ticipants cannot guarantee overall sensing quality. For instance, a place of interest
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with few vehicles passing by will not be completely sensed. However, if a vehicular

participant is willing to take a detour, we can increase the coverage area. We refer

to such vehicles as active participants [33]. However, rerouting consumes a par-

ticipant’s time and requires direct participation. Thus a reward system must be

designed to incentivize users to tolerate rerouting while minimizing the recruiting

costs. Hu et al. proposed an incentive mechanism based on reverse auction to

select active participants [128]. Their approaches require a recruiter to announce

the sensing task containing places of interest (POI) and a deadline to participants.

Participants reply with bids that may cover partial POIs by their possible trajec-

tories and the corresponding costs. The recruiter decides which bids should be

selected to minimize the recruiting cost while ensuring the sensing quality. Thus,

participants who are willing to take more detour toward the announced POI, will

be selected.

2.6 Participant Selection Problem

To provide effective crowdsensing service, effective recruitment schemes are neces-

sary to minimize the number of participants required; otherwise, we would run out

of participants. Selection criteria are diverse based on application requirements;

these include the expertise of a participant [129], requester budget constraints

[130, 131], and spatio-temporal coverage of places of interest [132, 133]. For select-

ing expert participants, a background check is required before the participant is

selected. In mobile crowdsensing, recruiters attempting to select hand-held device

participants may check their historical performance or experience [134]. For ve-

hicular crowdsensing, the capabilities of on-board sensors can be directly verified

before selection. To reduce recruitment cost, eliminating participants who might

produce redundant data can be considered [135]. For example in Times Squares,

we would have multiple participants willing to provide similar information on the

New Year’s eve event. Selecting all participants for a sensing task will give redun-

dant data which not only increases the cost but also increases the burden on data

transmission and data management[136]. As seen in Figure 2.4, a proper partici-

pant selection mechanism can reduce the sensing cost while still guaranteeing the

sensing coverage.



2 Background Research for Crowdsensing 17

Select one participant 
per region

Example 2

Total participants required: 3

Example 1

Select all participants

Total participants required: 13

Data upload

Selected participant

Unselected participant

Sensing region
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ticipants who might produce redundant data.
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To reduce the number of participants, crowdsensing research focuses on se-

lecting participants which can maximize sensing coverage. Figure 2.5 shows that

selecting participants who are traveling through multiple uncovered sensing regions

can reduce duplicated sensing data. To enquire whether the required monitoring

areas are fully sensed, the predicted participant route is often used to meet a

spatio-temporal coverage requirement [137]. In mobile crowdsensing, participants

with hand-held devices can move freely around the city [138]. However, partic-

ipants walk on the streets unpredictably from one location to another. Due to

such behaviors, most of the predicted routes are obtained based on data-driven

prediction via their historical call and location traces [139, 140, 141, 142, 143]. In

vehicular crowdsensing, on the other hand, most vehicles can only run on roads.

Additionally, the mobility pattern of vehicles is predictable due to the prevalence

of GPS-based car navigation systems [144, 21, 5]. Specifically for self-driving ve-

hicles, we know that the navigation system will be always on.
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2.7 Summary and Discussion

The key differences between vehicles and handheld devices are summarized in

Figure 2.6. First, vehicles carry extremely powerful sensors such as 360-degree

cameras and other sensing devices as opposed to mobile devices have sensors that

are more limited due to size. Self-driving cars must contain powerful sensors to

properly function. Second, vehicles can cover a larger sensing area due to their

high mobility; covering a large area with a similar number of mobile devices may

prove to be difficult. This also means when the number of participants is sparse,

vehicles are advantageous. For example, at 2 in the morning, covering an avenue

with the few vehicles passing by is not difficult. In contrast, the number of mo-

bile devices required for sensing would leave most of the street without sensing

information. Third, vehicles have more predictable routes; we can obtain vehicle

GPS routing, unlike a person strolling on the streets. This allows for more ef-

fective planning. Fourth to maintain participation, handheld device participants

require complex and fine-grained incentive mechanisms [104, 145, 146]; it requires

participants to use their mobile phones and actively gather sensing data from their

local environment, whereas vehicles do not require active engagement to complete

tasks. Indeed, the quality of sensing results depends on the onboard sensors rather

than the human factor. The participant only lends the on-board resources to the
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recruiter, which can be equivalent to buying computational resources from cloud

servers. Thus, typical monetary schemes used in cloud computing can be applied

for vehicular crowdsensing. Finally, vehicles do not suffer from significant battery

life issues which can be an issue for mobile phones working longer time periods.

Evidently, vehicular crowdsensing cannot be deployed everywhere. Unlike mobile

devices, vehicles cannot sense in areas outside of roads; beyond crashing vehicles

in buildings, sensing in those areas should remain the prerogative of mobile crowd-

sensing [147]. In addition, the dwell time of vehicles in an area is often shorter

than the mobile device participant. Thus the vehicle cannot do a long processing

task in a small area.

Due to these unique characteristics of handheld devices and vehicles, partic-

ipant selection algorithms for mobile crowdsensing cannot be directly applied to

vehicular crowdsensing. In this thesis, we explore a variety of existing algorithms

for the vehicular crowdsensing participant selection problem. We also provide our

own solution to improve selection performance.
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Chapter 3

Motivation

3.1 Personalized Vehicular Crowdsensing

With more and more self-driving cars hitting the roads, there is an opportunity

to create a sensing cloud that can support a variety of sensing tasks leveraging

the sensors already built into the autonomous cars. Analysts expect that the au-

tonomous vehicles market is expected to reach $20 billion by 2024; growing at a

CAGR (Compound Annual Growth Rate) of 25.7% from 2016 to 2024 as shown

in Figure 3.1. In addition, The Boston Consulting Group predicts autonomous

vehicles will represent 25% of the global market by 2035 as shown in Figure 3.2.

As a result, 21 million autonomous vehicles will reach the roads globally by 2035,

and traffic management systems will free up commute time 1.9 trillion minutes for

passengers [148]. Thus, the future crowdsensing system should support person-

alized crowdsensing due to the popularity of using smart vehicles. Personalized

crowdsensing focuses on supporting user-defined sensing tasks. These tasks are

dynamic and are catered towards a specific user’s requests. Unlike sensing such as

air pollution [149], personalized sensing requests are unlikely to be requested by

other users. For instance, a user is attempting trying to pass a vehicle in a two-

lane road and this can be dangerous when the line of sight is blocked by vehicles

ahead. Thus, a vehicle could request for traffic information on the opposing lane

by vehicles ahead of it. Such information should be gathered on demand rather

than everywhere given that we do not often need it.
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3.1.1 Future Applications

Beyond public sensing that focuses on large-scale common data gathering, person-

alized vehicular crowdsensing focuses on serving small scale, time-sensitive, cus-

tomized sensing tasks. Therefore, its potential applications diverge greatly from

traditional sensing tasks. For example, a driver may seek information about an

exit on the freeway to determine when they can change lane can hire a set of

vehicles ahead to monitoring the traffic condition. Such sensing tasks are highly

time-sensitive because the tasks must be completed before the driver reaches the

exit. Furthermore, such sensing tasks require lane-level traffic monitoring which

remains a very popular research topic in nowadays literature [150].

Moreover, personalized vehicular crowdsensing enables user-customized require-

ment for their sensing tasks. For example, because of the various sizes of cars, the

driver can search for a parking space that is suitable for their car. The size of

parking space, such as for downtown street parking, is dynamic as it depends on

the other vehicles’ parking position. Some other parking requirements such as a

location in the shade, flat surface, or no snow blocking the area can also be added

to the sensing requests.

Although the applications above were specific to drivers, nondriving users can

also take advantage of personalized vehicular crowdsensing to obtain timely sensing

information. For instance, a user who lost their cat or dog can hire a set of vehicles

to monitor potential areas where it might be. The sensing task finishes when the

missing animal is found. Hence, the lifetime of the sensing task depends on the

time of task completion. Other requests such as verifying whether a vendor is

open during the holiday or counting the length of the line at the grocery store

during peak hours can also prove to be useful applications of personalized vehicular

crowdsensing.
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3.1.2 Challenges

Unlike conventional large scale sensing tasks, the unique characteristics of person-

alized vehicular crowdsensing have introduced several new challenges in designing

participant recruitment algorithms. These include moving monitoring area, load

balancing, and inexact predicted positions. In the following subsections, we de-

scribe and explain these challenges in detail by providing examples as well as

experimental results.
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recruitment 
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Data upload

Select participant

Receive result

Monitoring 

area

Data upload

Find parking space 

with showdow cover
Find parking space 

with showdow cover
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Fig. 3.3 Given a request to find a parking space with shadow cover,
public vehicular crowdsensing would gather information over the en-
tire sensing region for parking and shadow. In contrast, personalized
vehicular crowdsensing requires sensing for a specified area at specific
time points, limiting the amount of sensing information required.

Moving monitoring area

Because the requester is a moving entity (driver), we require timely sensing data;

sensing information within a time constraint. For instance, suppose a requester

is interested in finding a parking slot near her destination. The requester’s future

route consist of 3 unique regions R = {r1, r2, r3}, each region requiring 10 minutes

to traverse. In such tasks, the requester does not want to know the parking status
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at region r3 immediately while the requester is still in the region r1. This is

because the parking space might be taken away before the requester arrives at r3

which requires a total 20 minutes driving time. Thus the system should recruit

participants for monitoring r3 only when the requester is at r2. Figure 3.3 shows

an example to describe the difference between traditional public crowdsensing and

personalized vehicular crowdsensing in terms of participant selection. In such

an example, participant recruitment approaches for public crowdsensing suffers

from over recruitment. This is very inefficient for PVC tasks since we only need

to maintain partial coverage at indicated locations rather than at all times and

locations.
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Fig. 3.4 We can see the effects of overloading where the requester’s
workload arrives at p1 which can only process 2 tasks. In contrast,
using load balancing, we can increase the number of tasks successfully
completed.
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Load balancing

In the PVC system, clients can submit multiple requests as needed. In addition,

participants will receive sensing tasks from different clients along this journey.

Given our goal of minimizing participant recruitment costs, vehicles with signifi-

cant overlapping regions for sensing tasks are frequently picked. However, due to

limited on-board resources on each vehicle, a single vehicular participant may not

be able to process all requests. For instance, in Figure 3.4, four clients {c1, c2, c3, c4}
and a participant p1 are heading towards the same direction. Suppose the four

clients are able to assign sensing request to p1 for monitoring the sensing regions r2

and r3 as shown in Figure 3.4a. The cost of participant recruitment for each client

given the sensing task can be completed by hiring only one participant. Suppose

p1 can only serve 2 requests concurrently; sending all 4 requests to p1 will overload

the participant, leading to potential task failures. Thus, sensing tasks from clients

all c1 and c2 should be assigned to p2 and p3, even though the recruitment cost is

increased as shown in Figure. 3.4b. When a large number of sensing requests are

submitted to the server, we must prevent overloading selecting participants for the

tasks. Otherwise, an overloaded participant may not execute all tasks within the

time constraints.
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Inaccurate future position

Because participant selection depends on the predicted time and route of partici-

pant vehicles, large route changes could force task rescheduling. We hypothesized

that as the length of a trip increases, the error in predicted locations of participant

vehicles will increase. To test this hypothesis, we evaluate the predicted trip error

based on different traffic levels using the TAPAS Cologne simulated vehicle trace.

As shown in Figure 3.5a, as the length of the trip increase, the expected deviation

from the predicted arrival times increase. Further as shown in Figure 3.5b, we can

see that as traffic increases, the expected deviation also increases. Overall, this

would mean scheduling participants far ahead in time would lead to reschedul-

ing when participants no longer meet Spatio-temporal constraints. Rescheduling

would occur more frequently when faced with longer trips. Furthermore, research

has shown that the travel time of each road segment can be affected by several

attributes such as speed limit, the number of lanes, bus stops, weather, time of

day, etc [151]. Frequent rescheduling not only wastes computation a resources but

also requires the selection of more participants to complete the task, increasing

cost. Thus, participant scheduling should not consider an entire sensing route. In-

stead, a window-based scheduling approach could be advantageous. For example

in Figure 3.5, the deviation from expected arrival time is small within a trip length

of 300 seconds. Hence, we may only need to schedule all requests which fall within

a window base of 300 seconds to reduce the rescheduling risk.

3.2 Vehicular Route Planning For Vehicular Crowdsensing

Existing works for participant recruitment focus on selecting a set of vehicles to

maximize sensing coverage given a constrained budget. Nonetheless, these works

assume the participant’s current trajectory is fixed and cannot be rerouted for

better sensing performance. That is, participants only gather data passively along

their planned route. Although a participant’s route and path may change, the

vehicular crowdsensing system itself cannot change the participant’s path. While

experimenting with these systems, we have come to the realization that data col-

lected by vehicles is severely imbalanced. Certain areas have very high coverage
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while other regions receive little coverage because very few vehicles pass by. Run-

ning sensing tasks by relying on these passive participants cannot guarantee overall

sensing quality. For instance, a location of interest where few vehicles are passing-

by will suffer from a lack of sensing coverage. Thus, if a vehicular participant is

willing to take a detour, performance in areas of low traffic can be vastly improved.

For instance in Fig 3.6 (a), suppose we need to cover all the road segments, how-

ever, the original paths of the three vehicles based on the shortest traveling time

manner cannot cover all the roads. Thus, we need to reroute some of the vehicles

to cover all regions while enabling participants to arrive at their desired destination

on time as shown in Fig 3.6 (b).

Propose potential 

routes
Finalize participants 

route to cover 

monitoring area

(a) (b)

Vehicles original route

Fig. 3.6 In this example, three participants share overlapping sensing
routes. Instead of collecting three times the same information, we can
reroute to improve overall sensing coverage. Each participant generates
new potential routes and proposes them to the server. The server
decides which routes and participants to use to maximize coverage.

Rerouting vehicles require a method for generating and route planning in ad-

dition to participant selection. Routing planning has been widely studied in

multi-robot planning research. Thus, we explored various multi-robot planning

algorithms for sensing data collection. For instance, Portugal et al. proposed a

multi-robot patrol system that emphasizes minimizing the average time between

visits for all nodes. In this work, each robot generates its next step by computing
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the value of visiting each neighboring node and selecting the maximum. This value

is computed based on a Bayesian learning strategy based on the last visited time.

To prevent overlap, communication between robots is assumed each time a path

movement is decided [152]. Unfortunately for vehicular crowd sensing with thou-

sands of vehicles, having each communicate about its next path independently is

too complex to optimize.

Furthermore, most of the solutions for multi-robot planning cannot be directly

applied to vehicular crowdsensing; we must obey road constraints when rerouting

vehicles. Each road has a defined location where it can transition to other roads.

Furthermore, we must respect road direction restrictions and road size. Finally,

beyond the distance traveled, we must also consider the problem of speed. Unlike

in the robotic system where speed is assumed to be uniform, speeds on roads can

vary widely.
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Chapter 4

Related Works

With vehicular crowdsensing, one major problem is to reduce redundant data

[153]. Unlike fixed sensors, vehicles move around and it’s likely that sensing cover-

age overlap with others. This means selecting all vehicles for a sensing task would

result in redundant data. For instance, sensing air quality using every vehicle in

the same location would result in processing a large quantity of similar information;

selecting only a few would have been sufficient [154]. Processing large quantities

of data requires large data centers that add costs. Thus, vehicular crowdsensing

requires a proper participant selection mechanism to select participants which can

maximize coverage while also limiting costs.

In the literature, a public vehicular crowdsensing system is comprised of a set

of participant vehicles with a wireless transceiver and sensor devices. Participants

are either smart cars or buses [155]; both can carry onboard computing resources

and sensing devices. Many studies assume that we cannot control the participant’s

movements [156]; participants do not actively participate in sensing tasks. Selected

participants only gather data passively along their route as they pass the location

of interest.

To store accumulated data, cloud servers are necessary. Cloud servers receive

and aggregate all data collected. Then, applications can request sensing informa-

tion from the data center. We assume the cloud servers know the participants’
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current location; participants could beacon periodically. Many works in the liter-

ature assume knowledge of participants predicted route; this can be information

from a GPS for instance. However, some work in the literature only assumes

knowledge of past routing information. At regular intervals, the cloud servers can

schedule a subset of available participants to collect sensing data.

When a vehicle participates in crowdsensing, it must be rewarded and most

recent studies rely on monetary incentive systems to maintain participation. A

typical cost for a vehicular participant, v, is based upon a fixed cost plus a variable

cost.

C(v)→ Cfixed + Cvariable (4.1)

The variable cost is an extra reward for the vehicle if it satisfies certain criteria.

For instance, a vehicle can get more payment if it covers more regions, if it spendes

more time on the sensing task, or if it generates high-quality data. Such cost vari-

ables are various and depend on the focus of the research. Given a cost function,

the goal for the participant recruitment problem is to select a set of vehicular

participants that maximize the sensing coverage while minimizing the cost.

4.1 Participant Selection Algorithms for Public Vehicular

Crowdsensing

In this section we will explore a variety of algorithms proposed for public vehicular

crowdsensing participant selection. We define notations to be used when describ-

ing participant selection algorithms for this section (See Table 4.2). We define a

sensing region R = {r1, r2, ..., rm}, composed of smaller areas. The exact definition

and size of each area ri differs with each approach. For instance, in [157], each

area consist of graph nodes whereas in [158], they consist of 1 meter by 1 meter

square areas. We define the set of vehicles V = {v1, v2, ..., vn} . We assume each

vi has sensors and is willing to collect information. We define vehicles selected as

participants as P = {p1, p2, ..., pm} where P ⊆ V . We define the time window as

T = {t1, t2, ..., tq} where each tj is a time unit. Let rvi,tj be the location of vehicle

vi at time tj where rvi,tj ∈ R. We define C as a function which when given a vehicle
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Notation Description

T Sensing time window.
V Set of all vehicles.
P Set of vehicular participants selected for sensing P ∈ V .
R Set of areas for sensing.
ti time i within time window T.
vi vehicle i in V.
pi participant i in P.
ri area i in R.
rvi,tj Location of vehicle vi at time tj.
C(vi) Function which returns the cost of participant vi.
B The total budget of sensing task.

Table 4.2 List of notations for Section 3.2

returns the cost of recruiting such vehicle. We define B as the budget constraint

which limits the number of participants we can select. Finally, we define coverage

as a function which takes in a participant set and sensing region and returns the

coverage measure of selecting such participant set.

Data quality is often considered in mobile crowdsensing research [159, 160, 144,

161, 162, 163, 164, 165]. For instance, Hamid et al. first proposed the idea of utiliz-

ing vehicular trajectory to best select vehicular participants [127]. In this paper,

each participant has a reputation based on its past sensing results, participant

commitment and quality of the information provided. Participant commitment is

the likelihood a participant will follow its provided trajectory. The quality of in-

formation is based on past sensing quality of the participant. Hence the reputation

of a participant v is given by the following equation where α and β are weights.

reputation(v) = α ∗ commitv + β ∗ qualityv (4.2)

The reward for each participant, costv is based upon a fixed cost plus a variable

cost based on coverage distance dv and reputation.

C(v) = Cfixed + dv ∗ reputation(v) (4.3)
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The problem is formulated as two-step integer linear programming, one for

maximizing the number of the region covered and the second for minimizing the

cost of participants which achieves maximum coverage. In the first step, Hamid

et al. maximize the regions covered while remaining within budget B.

Maximize
∑
tj∈T

|
⋃
pi∈P

rpi,tj | subject to
∑
v∈P

C(v) < B (4.4)

In the second step, the distance covered by selected vehicles is minimized while

maintaining the same level of coverage in step one. This will minimize the total

cost.

Minimize
∑
pi∈P

pi ∗ dpi (4.5)

Han et al. present two participant recruitment algorithms based on predicted

trajectory [6]. They used the same objective function as described in Equation

4.4. Note that, in their work, the cost, C(vi) for selecting vi is assumed to be 1

∀vi ∈ V . The cost of selecting a vehicle is the same as selecting any other vehicle.

Thus, the budget constraint B is the number of participants selected.

The first algorithm in [6], referred to as the offline algorithm, assumes full

knowledge of all vehicles and their trajectory within a time window T . It selects

vehicles that maximize coverage. The algorithm then iterates until B vehicles

have been selected. The algorithm’s time complexity is O(B * |V | * log(|V |)). In

contrast, the second algorithm, referred as the online algorithm, assumes no prior

knowledge of a vehicle before it joins the crowdsensing system. Since the system

is unaware of the vehicle and its trajectory before it enters into range, this may

be a more realistic assumption. The algorithm decides whether to select a vehicle

vi when it joins the system by comparing the gain in spatio-temporal coverage of

adding vi with a dynamic threshold. The dynamic threshold is computed based

on the number of participants already selected. The online algorithm’s time com-

plexity is O(B * |V |)).
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Similarly, He et al. also proposed two participant recruitment algorithm based

on vehicular trajectory [157]. Both algorithms assume full knowledge of vehicles

and their trajectory within a time window T . The crowdsensing cost C is gener-

ated according to a normal distribution. To evaluate the solution, a traffic trace

dataset was obtained from TAPAS-Cologne [166], a 24 hour-generated vehicular

trace of the city of Cologne in Germany simulated using SUMO [167]. The first

algorithm consists of a greedy approximation that aims to recruit a set of partici-

pants to maximize their cost effectiveness function. The cost-effectiveness function

is defined as the difference in spatio coverage divided by its cost.

cost effectiveness(P,R) =

∑
tj∈T |

⋃
pi∈P (rpi,tj)− rpk,tj |
C(vk)

, k 6= i (4.6)

This algorithm adds the most cost-effective participant and iterates until the bud-

get constraint is met, and the algorithm has a time complexity of O(|V |2|T |). This

is beneficial with a small number of participants sparsely deployed. In contrast,

the second algorithm proposed is a genetic algorithm meant for a large number

of densely deployed participants. The genetic algorithm encodes vehicle selection

outcomes as a binary string. Thus, with 5 possible participants, if we only select

the first participant, the encoding would be “10000”. Initially, a large number of

solutions are randomly generated. At each generation, the coverage is computed

and only a top percent of the population survives. Furthermore, mutation and

crossover operation occur as well to mimic evolutionary processes. Crossover com-

bines two solutions to obtain a hybrid of the two. Mutation randomly changes

part of the selection outcome. Finally, solutions which violate cost constraint are

trimmed to fit. The algorithm runs until the time limit is reached or until the

theoretical upper bound is reached. The main advantage of this algorithm is that

it can be capped in terms of run-time which allows selection for a large number of

participants; on the downside, it may result in weaker solutions.

In contrast to utilizing personal vehicles for public crowdsensing approaches,

Gao et al. propose an air monitoring vehicular crowdsensing system using buses

[168]. Unlike vehicles, buses have regular routes. Thus, their first base solution

selects entire bus routes to achieve spatial coverage. However, such an approach



4 Related Works 35

suffers from high costs given the need to install sensors on every bus. To expand

on the first algorithm, the second algorithm reduces selected bus routes by intro-

ducing Points of Interests (POI) which are high priority sensing locations. These

high priority areas could be schools, hospital or other public spaces. The priority

between POI is considered to be equal. The sensing region R is split into 100m by

100m areas. Each area has an importance value δ attached, based on its distance

to the nearest POI. Hence, an area close to the POI has a higher δ compared to an

area far from any POIs. The importance value is shown in the following equation:

local(rk, R, POI) =



δ(rk, R, POI) > 2 routes passing thru rk

0.75 ∗ δ(rk, R, POI) 1 or 2 routes passing thru rk

0.5 ∗ δ(rk, R, POI) >= 1 route 1 areas away

0.25 ∗ δ(rk, R, POI) >= 1 route 2 areas away

0 otherwise

(4.7)

Since air quality can be inferred from nearby measurements, coverage can be

defined as the number of the routes passing within or near the area which is shown

as the following:

coverage(V,R, POI) =
∑
ri∈R

local(ri, V, POI) (4.8)

Given the coverage function described above, the authors proposed an algo-

rithm for finding the best bus route which is similar to the greedy algorithms

mentioned in previous papers. The algorithm attempts to select the bus with the

highest coverage and adds it as part of the solution. It iterates until the budget B

is reached. The algorithm’s time complexity is O(B ∗ |V | ∗ |R|0.5) and takes about

10 seconds to run with 1415 buses. To evaluate their algorithm, data was collected

from a 2.9 x 3.1 km2 city area in China. It consisted of 282 bus routes and 1415

bus schedule with 72 POI consisting of school and hospital locations. Their crowd-

sensing system works well for air quality monitoring but would be less appropriate

when crowdsensing for other types of sensing data such as public safety monitoring.
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One weakness of the current vehicular recruitment strategy is that once se-

lected, a participant must continue sensing for a fixed duration. However, ineffi-

ciency exists; the participant selected may be only truly cost-effective for part of

the time window T selected. Furthermore, the trajectories provided by partici-

pants can be error-prone in reality.

To deal with uncertainty, Hu et al. propose a probabilistic method for estimat-

ing the location of a vehicle given a trajectory. The probability item was obtained

from realistic vehicular traces. Let prob(rk, tj, vi) be the probability of vehicle vi

to be at region rk at time tj, thus
∑|R|

k=1 prob(rk, tj, vi) = 1, which denotes that

vi is located at one of the sensing region r at any timestamp. Furthermore, let

Vj denote the set of recruited vehicles at timestamp j and let reqrk denote the

required number of vehicles for the kth sensing region, their spatial coverage is

defined as the following:

coverage(rk, tj, P ) =

|P |∑
x=reqrk

|x|∑
y=1

∏
pi∈x

prob(rk, tj, pi)
∏

(pi∈x)∩P

[1− prob(rk, tj, pi)]

(4.9)

Where x represents the number of possible observation cases with x vehicles cov-

ering at the kth ROI. Thus, for all the target sensing regions and time points we

have total spatial coverage as the follow:

SC(R, T ) =
∑
k∈R

∑
j∈T

coverage(rk, tj, P ) (4.10)

Moreover, the authors assume the true cost for each vehicle is available and

define a cost matrix, where a cost is associated with each timestamp for each vehicle

at a sensing region rk. Thus, the cost function for a participant vi is defined as

follows:

C(vi) =
∑
tj∈T

Cvi,tj ,rk (4.11)

The objective of the algorithm is to select a set of vehicles at a different time

point which maximizes the coverage function while staying within budget B. Given
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that the variable duration participant selection problem is a subset of standard

vehicular participant selection, the problem is NP-hard. Thus, the first step is

a pruning algorithm to remove nonviable participants while the second step is a

greedy algorithm to finally select the vehicle and time for sensing.

The pruning step computes a Pearson correlation matrix to find vehicles with

significant trajectory overlap. Vehicles with significant overlap are grouped to-

gether. The vehicle with the lowest average costs within the group will be pre-

ferred given they cover similar areas at similar times. In such, the algorithm can

prune to only |V ′| participants. The step has a time complexity of O(|V ′||V |).

In the second step, vehicles must still be selected at specific time. The algorithm

seeks to iteratively recruit the best participant vk for each area rk at each time

tj. To find such a best vehicle, Hu et al. define the following profit enhancement

efficiency function to rank participants.

efficient(R, T ) =
SC(R, T )(`) − SC(R, T )(`−1)

Cpi,tj
(4.12)

where, SC(R, T )(`) denotes the recruitment profit obtained in the `-th iteration.

To evaluate their algorithms, Hu et al. utilized a trace dataset from taxis in

Rome over an area of 64 km2 [169]. The duration of the dataset is over 30 days.

Thus, the model proposed attempts to select participants at each tj during the

time window. This tradeoff improves coverage metrics but suffers from higher

computational costs. Furthermore, sensing data collected may lead to fragmented

data from multiple sources; for instance, a single time window can only have at

most certain vehicles covering in each area. This is a problem because of a lack of

continuity and varying sensor quality. Compared to single continuous data, having

multiple fragments of data increases the level of noise and reduces sensing quality.
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4.1.1 Summary and Discussion

In this section, we provided an overview of existing participant recruitment so-

lutions for large scale public vehicular crowdsensing. These works relied on full

knowledge of vehicles’ trajectory, which we considered not realistic. To deal with

the trajectory uncertainty, one solution is using a real-time recruitment approach

which suffers high cost. Other approaches rely on predicting vehicular position

based on vehicular traces, and are more sound. For recruitment cost, existing

work relies on monetary incentive mechanisms [170, 171]. They often assume

each vehicle has a fixed cost plus additional coverage cost. Some studies used the

auction procedure to determine the cost [172, 173]. However, such a procedure

requires a significant level of data exchange between the server and vehicular par-

ticipants. This is not only complex but lacks adaptivity to dynamically changing

vehicular scenarios. For simplicity, most crowdsensing leverages a known posted

pricing model, where the task owner can choose to recruit the vehicle or not based

on the known cost information [128, 174, 175]. Finally, for the participant recruit-

ment algorithm, these works use approximation greedy algorithms, since the public

vehicular crowdsensing recruitment problem has been proved to be NP-hard.

4.2 Vehicular Participant Route Planning for

Crowdsensing

Rerouting vehicles may increase travel time and consume extra energy [176]. A

key problem is minimizing rerouting costs while maximizing the task completion

rate by planning vehicular routes. Studies on route planning can be found in vari-

ous research topics such as modern game AI, automated transportation system, or

multi-robot planning [177, 178]. Route planning algorithms can be classified into

single-agent path planning and multi-agent path planning [179]. Single-agent path

planning has been broadly studied since the mid-twentieth century. Algorithms

such as Dijkstra’s algorithm and A* algorithm [180] are widely used in path-finding

or graph traversal problems in modern research. Although these algorithms can

route a single agent to its destination, they cannot be directly applied to the multi-

agent path-finding problem because each agent may conflict with each other when
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they move from their start positions to their unique goals [181].

The conflict issue has been solved in two ways. One solution is to let each

moving unit decide its path independently but enable each unit to communicate

to avoid a collision. [152] proposed a multi-robot patrol system that aims to mini-

mize the average robot traveling time for all nodes. The system uses the Bayesian

learning strategy to select the next visiting node for each robot, and communi-

cation between robots is assumed to prevent collisions. The second solution is

to plan all robot moves in a centralized manner. However, finding an optimal

solution for the multi-robot path planning problem is NP-hard [182]. Other ap-

proaches solve global planning by using prioritized planning. Prioritized planners

compute each robot’s path based on their priority. That is, high priority robots

are scheduled first and are considered to move without obstacles from low priority

robots [183, 184]. In [185], they considered reducing search space-time complexity

by decomposing the entire road-map into a grid-world. [186] takes advantage of

both priority planning and windowing the search space by partitioning the robot

route into a set of partial routes.

One approach for multi-agent path-finding is to find the shortest path solution

for every agent while avoiding collisions. However, our objective is maximizing

sensing while constrained by the need that agents must arrive at their final desti-

nation within an accepted time range. Furthermore, in our multi-vehicle planning

approach, we cannot stop a vehicle in the middle of the street to gather all data

necessary, unlike other multi-agent exploration or planning work. This leads to an

important planning problem we need to solve; a single sensing task may require

multiple agents to complete given each agent can only spend limited time at a sens-

ing location. Furthermore, each road has driving directions and speed limits which

must be respected. Unlike in the robotic system where speed can be assumed to

be uniform, speeds on roads can vary widely from 25 km/h to 120 km/h. These

requirements are not addressed in traditional multi-agent path-finding research.
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To the best of our knowledge, only a few works have studied the route planning

problem for vehicular crowdsensing. For instance, [128] proposed an auction-like

route planning solution to complete the sensing task. In this solution, each vehicle

generates multiple routes as a bid while a central server selects which route each

vehicle should undertake to maximize the global sensing task completion rate. In

their algorithm, vehicles are rerouted when there is a better path nearby. However,

vehicles in some constrained roads such as the highway are difficult to reroute.

Thus we need to predict where sensing needs will occur before sending sufficient

participants to the location. The main weakness of this paper is that rerouting is

only locally greedy; vehicles only reroute to a position which immediately requires

sensing. Furthermore, vehicles do not look beyond a short time window for a

location to reroute to; regions which require sensing but are distant are ignored.

This can lead to a problem where when requests appear and not enough agents

are available for sensing.
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Chapter 5

Opportunistic Participant

Recruitment

In this chapter, we will introduce our solutions for personalized vehicular crowd-

sensing participant selection problem. Compared to other works, PVC handles

dynamic sensing tasks; that is, tasks whose sensing area dynamically changes over

time. Similar to other works, we assume the participants cannot be rerouted for

better sensing; that is a participant can only gather data passively along to its orig-

inal route. In the following sub-section, we show an overview of the system model

and our algorithms in detail. The notations used, specifically in this chapter, can

be found in the Table 5.1

5.1 System Model and Problem Statement

A PVC system is comprised of cloud servers and a massive number of smart vehi-

cles. We assume they are equipped with sensors and communication devices such

as Wi-Fi and cellular interface. Once a vehicle begins its journey, basic informa-

tion such as unique vehicle ID and predicted trajectory from the navigation system

are continuously uploaded via wireless networks and stored within a PVC server.

Clients can make a query for sensing data of interest from the PVC server. The

query specifies the task sensing regions and it’s duration. The server selects other

vehicles as sensing participants within the targeted monitoring regions and time

constraints. On the participant’s side, the participant receives the sensing request
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Notation Description

R Set of road segments.
V Set of vehicles.
C Set of clients, C ∈ V .
P Set of vehicular participants, P ∈ V .
Rc The query route segments of the client c ∈ C.

Rp
The predicted future road segments of the participant
p ∈ P .

T (r, R)
The function to obtain the timestamp of a road segment
r, given a set of road segments.

Rcom
c,p The set of common road segments, obtained from Rc ∩Rp.

δ Lower bound of moving monitoring window (MMW).
ε Upper bound of MMW.

Γ(Rc, Rp, r)
Value function returns 1 if the data timeliness constraints
are satisfied and 0 otherwise, given a road segment r.

single cover(Rc, p)
The function returns set of road segments such that
∀r Γ(Rc, Rp, r) = 1.

`oadmaxp

The maximum workload the participant p will have for
entire journey.

βc
Maximum number of vehicles that the client c can hire for
doing the sensing task.

capp
Soft threshold of maximum number of tasks that p is
willing to serve simultaneously.

SW scheduling window for window based algorithm.

Table 5.1 List of Notations for chapter 5

ahead of time, and the task is stored in memory in pause mode. When the vehicle

reaches the sensing location, the sensing task switches to active mode until the

vehicle leaves the sensing location or timeouts. The detailed flow for a task in our

PVC system is depicted in Figure 5.1.

Sensing tasks consume multiple resources including computation, communi-

cation, and energy of the vehicle. Furthermore, collected data can contain lo-

cation information, which may lead to significant privacy and security issues

[187, 59, 188, 189, 190]. We assume that participants are willing to contribute

to sensing tasks because they are sufficiently motivated. We suggest a price-based

incentive mechanism due to its popularity in crowdsensing research [114].
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Fig. 5.1 Task flow

We define an area of interest to be divided into several road segments R :=

{r1, r2...rm}. Each road segment has a single traffic direction as shown in Figure

5.2a. Roads that have opposite traffic directions are considered two different road

segments. The area also contains a set of vehicles V . Let C ⊆ V be the set of

clients and P ⊆ V be the set of participants whereby clients can also be partici-

pants.

The client sensing route and participant projected route can be constructed into

a trajectory graph as shown in Figure 5.2b. In this graph, a route is composed of

a sequence of road segments. Each road segment contains a timestamp specifying

arrival time of the vehicle. Let Rc be the set of query route segments of the client

c and let Rp be the set of predicted future road segments of a given participant p.

For each vehicle v, the arrival timestamp of a given road segment can be derived

from the following function: T : r ×Rv → Z+
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Fig. 5.2 This figure shows a task with a total of 4 vehicular par-
ticipants on the map. The timestamp in b) for each road segment
signifies the arrival time of the vehicle on the road segment. In c) δ
and ε are the threshold for the timely participant; Filtering potential
participants under specific monitoring time window.

To select valid and suitable participants for a specific client, we use the following

definitions:

Definition 1. Data timeliness: A sensing task must be completed at the speci-

fied location before a deadline to be useful to the client. Therefore, data that arrive

too early or too late is worthless. Thus, participants need to be within a sens-

ing window to provide meaningful sensing data. We refer to such a window as

moving Monitoring Window (MW) which is depicted in Figure 5.3. Let δ and ε

be the lower bound and upper bound for the window, respectively. The value of a
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participant at route r is represented as follow:

φ(Rc, Rp, r) =


1 δ ≤ T (r, c)− T (r, p) ≤ ε,

r ∈ Rc ∩Rp

0 otherwise

(5.1)

For instance, in Figure 5.2cI, participant p4 cannot become a potential partici-

pant for road segment r3 for sensing task because T (r3, Rc1)−T (r3, Rp4) = 7; less

than the threshold δ = 15. Participant p1 also cannot be a participant for road

segment r11 and r1 as the time difference between the client sensing route and

participant route is greater than the threshold ε = 90. However, p4 could become

a potential participant for r3 when the value of δ changes to 5 seconds as shown

in Figure 5.2cII. Similarly, p1 could become a participant candidate for both r11

and r1 when the value of ε changes to 120 seconds. Thus, the number of potential

participants may increase when the size of MW is increased.

ε

δε

Moving monitoring window

r1
δ

r2
δ

r3

Arrival timestamp
Early Late

Client

Participant

Suitable 
participant

Sensing routes

Fig. 5.3 The moving monitoring window is a window for selecting
useful sensing participants. For example, a client requests sensing in-
formation at least one minute ahead of its current path, but not more
than 5 minutes ahead ε = 300 second.
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t1 t2 t3 t4 t5

C1

C2

C2 C2

C4 C3

C4

C5

C3

C4

C5

C1

Heavy workload

Light workload

C1 C2 C3 C4 C5

Sensing task from the corresponding client

r1 r2 r3 r4 r5

Fig. 5.4 A sample workload for a single participant with 5 clients is
shown; depending on the client’s location of interest, the workload is
spatio-temporally assigned.

Definition 2. Query route coverage: We define query route coverage as the set

of road segments a set of selected participants can cover for a single client within the

associated timeliness constraint. Given a client, c ∈ C, and a participant, p ∈ P ,

a single participant coverage for a single client can be defined as the following γ

function:

γ(c, p) = {r ∈ Rp|φ(Rc, Rp, r) = 1} (5.2)

Thus, given a set of participants S ⊆ P , the function ζ for a query route coverage

for a given client c can be formally defined as the following:

ζ(S) =
⋃
p′∈S

γ(c, p′), where |ζ(S)| ≤ |Rc| (5.3)
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Definition 3. Participant maximum load: Participants will be assigned

sensing tasks by different clients along its journey. While the number of requests

increases, the peak workload increases drastically. We define the peak workload as

the maximum workload of a participant along its sensing route. Figure 5.4 shows

the peak workload `oadmaxp = |{c2, c3, c4, c5}| of a single participant. This occurs

when a vehicle is traveling through a sensing area requested by multiple clients

where it could be selected for multiple simultaneous tasks. Thus, a massive amount

of sensing requests continuously assigned to such participants would overload it and

result in failed tasks.

Definition 4. Objective function: The objective function of the PVC partic-

ipant recruitment problem is to recruit a subset of vehicles S ′ ⊆ P maximizing

coverage while subject to a budget constraint βc and maximum load cap of the

participant capp′.

Objective: S ′ ← arg maxS ζ(S)

Subject to: S ′ < βc; ∀p′ ∈ P, `oadmaxp′ ≤ capp′ ;

5.2 Problem Hardness

In this section, we show that the well-known NP-hard Set Cover problem can

be reduced to the Personalized Vehicular Crowdsensing Participant Recruitment

(PVC-PR) problem, ie. Set-Cover ≤z p PVC-PR. We follow the steps from [191]

in proving a problem to be NP-complete.

Theorem 1. PVC-PR problem is NP Complete: The decision version of

PVC-PR problem is described as given a client query routes Rc with the budget

limit βc ∈ Z+, and list of vehicular participants P and their future routes, does

there exist a recruitment P ′ ⊆ P such that
⋃
P ′ is equal to specific coverage of Rc,

while all PVC-PR constraints are satisfied?
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Proof. To prove PVC-PR problem is NP: Let P ′ ⊆ P be the solution for the PVC-

PR problem, we can verify the correctness of it in polynomial time in which the

complexity is O(|P ′| × |R′|) where R′ is the corresponding future route segments.

Proof. To prove PVC-PR problem is NP-complete: The Set Cover problem is a

NP-hard problem which is described as: given a universe U = {u1, u2, ..un}, a col-

lection of S = {S1, S2, ..Sm}, where each Si consists of elements of U and
⋃
S = U ,

and a positive integer k ≤ m, does there exist a subset Ŝ ⊆ S, such that
⋃
Ŝ = U

and |Ŝ| ≤ k ?

The polynomial time reduction step of constructing a PVC-PR instance is de-

scribed as follows. We first make sure the list of participants is able to cover

all query route segments,
⋃
Rp = Rc. With the data timeliness constraint de-

scribed in definition 10, there exists a possibility a temporal route segment can-

not be covered by any vehicle. Thus, we construct a new query set, R′c, where{
R′c ⊆ Rc| ∃v∈P ∧ ∃r∈Rp φ(Rc, Rv, r) = 1

}
. The process of filtering is done in poly-

nomial time in which the complexity is O(|Rc| × |Rp|). Let each vehicular par-

ticipant Rp′ ∈ RP correspond to a subset Ŝ ∈ S, each road segment r in R′c

corresponds to the u ∈ U , and the limited budget βc corresponds to k.

Let both βc and k be the same positive integer number, we claim that the Set

Cover problem has solution,
⋃
Ŝ = U , if and only if the instance of PVC-PR has

a solution
⋃
RP̂ = R′c.
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5.3 Push Based Solution for PVC-PR problem

We proved that PVC-PR is NP-complete by reducing the set cover problem to

the PVC-PR. As such, our work GoSense, used the Longest Cover First (LCF)

greedy approach for selecting participants [21]. In it, we continuously choose the

participant pbest that contains the largest number of uncovered road segments until

no road segment is left uncovered.

Definition 5. Longest Cover First (LCF) heuristic function: We select

the participant pbest that can cover the longest continuous task segment under the

specified data timeliness constraint.

pbest ← arg max
p′∈P

∑
φ(Rc, Rp′ , r) (5.4)

We continue recruiting vehicular participant pbest until all segments of the query

routes are covered. If there exists no satisfiable participant who can cover the

remaining query route, the recruiting process will terminate and return a list of

selected participants so far. A detailed pseudocode is shown in Algorithm 1.

Algorithm 1 Longest Cover First Algorithm (LCF)

Input c, P
Output Participants

1: Participants ← ∅
2: c′ ← c
3: while Rc′ is not empty do
4: pbest ← arg maxp′∈P

∑
φ(Rc′ , Rp′ , r)

5: if pbest is empty then
6: No valid participants, break the loop
7: end if
8: Rc′ ← Rc′ \Rpbest

9: Participants ← Participants ∪ {pbest}
10: end while

LCF is a polynomial-time algorithm; the worst case occurs when each partic-

ipant only covers one road segment of the querying road. This cannot be greater

than Rc, thus O(|Rc|). Furthermore, in each round we must search at most P par-

ticipants, requiring the complexity O(|P |). Thus, the coverage for a sensing task
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yields an overall time complexity of O(|Rc| × |P |). LCF can select participants to

cover the sensing route in polynomial time; however, it suffers from load balanc-

ing problems. Given the massive amount of sensing tasks, we must consider the

participants’ workload which can lead to task delay and failure. Thus, to ensure

our solution can maximize coverage for requested sensing routes as well as spread

workload, we use the following score function for participant selection.

Definition 6. Workload score function: To select participants to meet load

balance, our workload score function ω : `oadmaxp → R, which considers partici-

pant’s current maximum workload, is defined as the follow:

ω(`oadmaxp )← capp
`oadmaxp

; ∀ `oadmaxp , capp ∈ Z+
(5.5)

Let `oadmaxp indicate the maximum workload the participant p will have for the

entire journey. Let capp be the soft threshold of maximum number of tasks that p

is willing to serve simultaneously. The motivation behind this score function is to

enforce a soft penalty upon participants to spread workload even if a vehicle is below

its task capacity. This ensures fairness for allocation tasks such that all vehicles

have a chance of participating and receiving rewards in contrast to a winner take

all approach where only the best participants receive all tasks.

The pseudocode detailed in Algorithm 2 shows how our score function is used

for recruiting participants while considering load balance. In the WB algorithm,

a participant is selected in each round, where the number of iterations is capped

by the size of the query routes |Rc|. The vehicle selection decision is based on

the vehicle’s weight w. The weight of the participant p′ is calculated by its

workload score times the size of its route coverage for the client’s query route:

w ← ω(`oadmaxp′ )× |γ(c, p′)|.

We select a vehicle with the maximum weight wmax as shown in algorithm

2 from line 6 to line 13. In terms of run time complexity, we require extra

computation for handling the workload update which requires total complexity

O (|Rc| × (|P | × |Rp|+ |Rp|)). However, since |Rp| < |P | × |Rp|, the complexity of

WB algorithm can be simplified to O(|Rc||P ||Rp|).
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Algorithm 2 The Weight Based Greedy Algorithm (WB)

Input c, P
Output Participants

1: Participants ← ∅
2: c′ ← c
3: while Rc′ is not empty do
4: pbest ← ∅
5: wmax ← INT MIN
6: for p′ ∈ P do
7: R̂ ← γ(c′, p′)
8: w′ ← ω(`oadmaxp′ )× |R̂|
9: if w′ > wmax then

10: wmax ← w′

11: pbest ← p′

12: end if
13: end for
14: if pbest is empty then
15: No valid participant, break the loop
16: end if
17: Rc′ ← Rc′ \Rpbest

18: Update workload of pbest

19: Participants ← Participants ∪ {pbest}
20: end while

WB solution assumes the availability of flawless predictions of vehicles’ paths.

Such an assumption is not realistic given high prediction errors. As discussed in

the previous section, the prediction error is dependent on traffic conditions. In

light traffic, the prediction error increases slowly as the length in time of the trip

increases, whereas prediction error grows quickly in heavy traffic. We solve this

issue by proposing a windowed based scheduling approach where we only sched-

ule participants for set time windows instead of whole trips. We set the initial

scheduling window, SWmin, to 300 seconds for each sensing task, since errors for

predicted arrival times within trip length of 300 seconds are acceptable in both

light and heavy traffic as shown in Figure 3.5. However, a static window size suf-

fers from too frequent scheduling, resulting in computation resources waste and

increased delays. For instance, in light traffic, a 1200 second window may be a
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better choice for the scheduling window instead of 300 seconds. Thus, we proposed

a Dynamic-Window Based (DWB) solution.

Algorithm 3 Dynamic Window Based Scheduling (DWB)

1: P ← List of participant candidates
2: C ← List of the client’s requests
3: for each c ∈ C do
4: Rc ← {R′ | ∀r T (r, c) < tcurrent + SWc}
5: . SW is calculated based on Equation 5.6
6: . The tcurrent means current time
7: S ← WB(Rc, P) . Based on algorithm 2
8: Expected coverc ← |ζ(S)|
9: Notify the client c and each p ∈ S

10: end for

As shown in algorithm 3, DWB only schedules participants for serving a client’s

sensing task within a specific scheduling window SW . The size of SW is calculated

as the following:

SWc ←


cover rate < 1 MAX

 SWc × cover ratec
SWmin

otherwise SWc × θ where θ ∈ R+

(5.6)

θ is a positive multiplier that controls how fast SWc grows. Note that to predict

the next SW size, we need to know the coverage performance of the previous

SW . In such case, we assume that the client calculated the coverage rate before

submitting the next rescheduling request, where the coverage rate is calculated as

follows:

cover ratec ←
Actual coverc
Expected coverc

(5.7)

Each client has a personalized scheduling window due to varying driving behaviors.

The scheduler continuously adjusts the size of SW until the corresponding sensing

routes are fully scheduled. The flow of DWB scheduling is shown in Figure 5.5.
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Fig. 5.5 Dynamic window based scheduling workflow.

5.4 Pull based solution for PVC-PR problem

Push based participants recruitment approaches are popular in vehicular crowd-

sensing research. This is primarily because the trajectory of vehicles is predictable

due to the ubiquitous use of a navigation system while driving. As the esti-

mated positions of vehicles are known, the system can select vehicles whose future

route maximizes the overlap with the client’s sensing path. However, traffic condi-

tions are often mercurial due to incidents such as road accidents, roadblocks, bad

weather, or change of plans. We define two types of prediction errors. The first

type of error occurs when participants reach the expected location but not on time.

The second type of error occurs due to route adjustments; participants will not
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arrive at the expected location. In push-based approaches, we solve such errors

by window-based scheduling as we discussed in the previous section. However,

deciding a size of the scheduling window is a crucial problem. Small windows will

increase scheduling overhead, whereas large windows will increase subtask failure

rates. Besides, canceling tasks in a push-based solution requires sending com-

mands to each assigned participants which require extra processing overhead.

Besides the push-based approach, we believe that a pull-based system can pre-

empt the issues above; participants can pull sensing subtasks in real-time which

can respond to dynamic traffic conditions. One problem we face is that this may

lead to a large number of participants per task. This not only increases the recruit-

ment cost but may also lead to lower sensing quality due to noise and differences

in sensors between participants. Hence, a key challenge to the design of a pull-

based recruitment approach is how to minimize participant changes required for

a sensing task. We solve this challenge by introducing a new pull system, Best

Offer First (BOF), which does not only rely on First Come First Pull (FCFP)

basis. Instead, participants can submit sensing offers for the same task to a server

during a given time window. The server then selects the best participant from the

participant candidate pool according to the following rules:

• A participant with the longest route overlap with the request will be selected.

• Participants who previously serve the same client will be prioritized over

those who were not previously selected.
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5.5 Assumption and System Design

In our Pull Based Participant Recruitment System (PBPRS), we assume road

networks are covered by distributed fog servers. Each fog server acts like a cluster

head, managing sensing tasks for a group of road segments. Furthermore, unlike

the push-based system, a participant in PBPRS does not need to transmit its

future route Rp to the server. Participants interested to sense for a particular road

segment can pull the tasks themselves from the corresponding fog server via the

wireless network. We use the same price-based incentive mechanism, that is, the

participant receives payment only when the assigned sensing task is completed.

Post task

・ Client ID : #6789

・ Task info : Road width monitoring

・ Required sensors : camera, LiDAR, ultrasound

・ Security embedded program : Docker image

・ Payment info 

・ Cover routes : Road : r2

Start : 3:00
End : 4:50

. . . . . 

{

{

Start : 4:51
End : 6:48

Road : r4

Fig. 5.7 Sample Task; each task includes requirements, program and
road segment requested.

The architecture of PBPRS is shown in Figure 5.6. When a vehicular client

submits sensing tasks to the central cloud server, the task contains client vehicle

ID and task program. Additionally, the query needs to specify the future sensing

route, Rc, and duration as shown in Figure 5.7. After receiving the sensing tasks,
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the central server publishes a subtask for each route segment in Rc for each task

to the distributed fogs. Each subtask has two values that denote subtask sensing

starting time and end time respectively. These subtasks are kept on the subtask

board in fogs nodes. The subtask will be removed if the sensing end time is reached,

if the subtask has been pulled by a participant, or if the client cancels it due to a

change of plans. Participants pull sensing subtasks according to their interest and

capacity. Furthermore, each subtask has its hiring window, λ ∈ Z+ ahead of the

subtask starting time within which participants are allowed to pull subtasks. Note

that subtasks are revealed to participants only during the subtask hiring period.

Pull subtask
・ Participant ID : #7892

・ Next road : r4

・ Offer :

r1r4

r4

r6

...

......

V1

V2

V3
offer_value prioritized?

V1

V2

V3... ... ...

7

4

3

F

F

T

Subscribe

Syn subtasks info

Moving direction

Next road

Pull subtask from
 r4

Participant

Fig. 5.8 A participant pulls from the local subtasks for the next road
segment it will reach. If selected, it will perform the sensing task only
for the next road segment.
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During the subtask hiring period, any participants may pull for the same task.

Since we only select one participant per subtask, a participant selection rule is

required. Participants who wish to serve a specific client need to provide in the

offer how many future road segments the participant could cover for the client as

seen in Figure 5.8. Each subtask on the subtask board contains information about

the remaining uncovered road segments. Let R̄c ∈ Rc be the remaining uncovered

road segments of the client c, the offer value is calculated as follows:

offer value(Rp, R̄c) = |
{
r ∈ Rp|φ(R̄c, Rp, r) = 1

}
|

Each offer value is calculated locally on the participant. The value has its own ex-

piration time which depends on when the participant enters the next road segment.

In BOF, when the subtask deadline is reached, the server will select the par-

ticipant with the highest valid offer value. The participant can provide multiple

offers for different subtasks to maximize the chance of being selected. Once the

participant is selected, a confirmation notice will be sent to the participant and

it will make the final decision to accept the subtask. If the participant rejects

the subtask, the participant next in line will be offered and this repeats until a

participant is selected or no participants are available.

Besides selecting a participant according to their offer value, the system also

prioritizes participants who have previously served the same task. When the priori-

tized participant submits the offer for a subsequent subtask, he will be immediately

selected as the participant regardless of its offer value. Participants will lose prior-

ity if they do not continuously serve the same client. The selection flow is depicted

in Figure 5.9.
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Fig. 5.9 Pull subtask flow chart.

For fault tolerance, we assume that subtask boards are well replicated in the

cloud. Thus failures on fog nodes would still enable us to retrieve tasks information.
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In addition, PBPRS allows clients to cancel their request any time during their

journey. That is, if clients require adjustment due to roadblocks, delay, or accident

then the task will be canceled and new subtasks will be posted based on the

new route. Such delete operations occur on the subtask board which avoids the

necessity of deleting tasks from participants. A problem we may face is that

offer value provided by participants is calculated based on the future position

of participants (the Rp). Prediction error on the Rp will cause the participant to

fail to serve the client. Thus, we only allow participants to pull tasks for the next

road segment in their route. For subsequent road segments, the participant needs

to repeat the pull process even if it is a prioritized participant. Thus, a vehicle

with errors in its predicted route will be unable to pull the following request. Even

though it may take more vehicles, a task can always be completed.

Fig. 5.10 Number of vehicles active in TAPAS Cologne simulation
from 6 am to 8 am, in seconds(s)
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5.6 Evaluation

To showcase the performance of our approaches, we used TAPAS Cologne, one of

the largest realistic traffic simulation datasets. It consists of data simulated over

24 hours for the city of Cologne, Germany. It covers over 900 square kilometers

[166]. To reduce simulation time, we restricted ourselves to a data subset which

consists of traces of 7200 seconds from 6 AM to 8 AM. It should be noted that

between 6 to 8 am more vehicles are on the roads than during other time periods;

this can be seen as a morning commute. The number of vehicles on the road can be

seen in Figure 5.10. During this period about 34000 unique vehicles are part of the

simulation. For simplicity, we assume all PVC clients are drivers, and we utilize

uniform random distribution to select clients. We obtain the trace of vehicular po-

sitions using the SUMO traffic simulator [167], and we build our system on top of

this simulator. SUMO allows users to shut down roads, forcing vehicles to reroute

and allowing us to test our system for fault tolerance. In addition, SUMO updates

the average speed of each road segment. Thus, we calculate the future position of

the vehicle based on the average speed of roads. Note that this prediction is not

the actual arrival time as prediction error increases when predicting longer routes.

When clients wish to submit their requests, they send their future sensing route

and sensing objective to the server. In the push-based solution, the system will

schedule participants to cover clients’ sensing routes in a first-in-first-serve manner.

A vehicular client cannot be a participant for its own task but can be a participant

for other tasks. For parameter settings, we set the budget to be constrained by

βc = 40, the soft parallel task constraint for each vehicle to be cap = 10, the

monitoring window which is defined as MW ← ε − δ to be 900, and we set the

hiring window for the pull-based solution to be λ = 60 second. The experiment

flow is shown in Figure 5.11.
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Fig. 5.11 Experiment workflow

5.6.1 Load balance

We evaluate the performance of our solutions in terms of load balance by comparing

against the PR algorithm in GoSense [21], Least Load First, Hard Cap, and FCFP.

Least Load First refers to allocating a task to a participant with fewest tasks and

Hard Cap refers to allocating tasks to the best participant who is not overloaded

(above its capacity). Note that we use LCF heuristic, described in definition 5 for

selection in Hard Cap. As for the performance metric, we compare the maximum

peak workload among all participants. We define the peak workload as:

Peak workload← arg max
p′∈P

`oadmaxp′ .

As shown in Figure 5.12, WB outperforms GoSense, Hard Cap, BOF, FCFP, and

is similar in performance to Least Load First for peak workload. Note that the

workload cap is 10, and hence the peak workload is at most 10. Peak workload

grew the fastest for FCFP and BOF second because vehicles can pull requests

greedily from servers until they reached the cap.
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5.6.2 The participants number

We further contrast the number of participants required for each algorithm. The

number of participants refers to the average number of vehicles required for sens-

ing per task which should be minimized. We find GoSense, Hard Cap, and WB

are similar in performance while BOF requires slightly more participants. Finally,

Least Load First performed far worse as shown in Figure 5.12 and FCFP performed

even worse. We also observed that GoSense requires the least number of partic-

ipants but also causes significantly heavier peak workload in comparison to WB.

Thus, this represents an acceptable tradeoff between the number of participants

and the load balance.

5.6.3 Window Based Scheduling (Static v.s Dynamic)

In this section, we explore the improved WB algorithm using window-based schedul-

ing. For this evaluation, we utilize a simple position prediction algorithm using

average route speed. Hence, significant errors exist when predicting for longer

periods. Figure 5.13 shows the performance in terms of subtask failure rate in the

Cumulative Distribution Function (CDF) graph format. We define subtask failure

rate as Subtask failure ratec ← 1 − cover ratec. Subtask failure rate refers to

the average percent of road segments task without sensing coverage. For instance,

a task with a 30% subtask failure rate signifies at least 30% of its sensing road

segments could not be completed within the allotted time.

We see that scheduling for whole routes led to the worst performance. Using

80% of vehicles as a comparison point, scheduling for whole routes result in 20%

and 40% subtask failure rate compared to 5% and 20% for static window scheduling

and 10% and 20% for dynamic window scheduling. There exists a trade-off; static

window scheduling requires frequent scheduling and increased computational over-

head. Thus, for reducing the frequency of scheduling, dynamic window scheduling

can reduce the scheduling count as seen in Figure 5.14. Furthermore, the perfor-

mance of dynamic window scheduling remains within reach of static scheduling.

Thus, we have shown dynamic window scheduling can be a competitive option

when considering overhead for rescheduling all vehicles.



5 Opportunistic Participant Recruitment 65

100
90

(%)

80
70
60
50
40
30
20
10
0

0 10 20 30 40 50 60 70 80 90 100(%)

Light
Heavy

Subtask failure rate

Schedule for whole

(a)

Static window scheduling
(size = 300 second)

100
90

(%)

80
70
60
50
40
30
20
10
0

0 10 20 30 40 50 60 70 80 90 100 (%)

Light
Heavy

Subtask failure rate(b)

100
90

(%)

80
70
60
50
40
30
20
10
0

0 10 20 30 40 50 60 70 80 90 100 (%)

Light
Heavy

Subtask failure rate

Dynamic window scheduling

(c)

Fig. 5.13 Evaluation results are shown in the Cumulative Distri-
bution Function (CDF) graph for random monitoring window. The
random number is generated using the same seed. We define subtask
failure rate as the number of route segments without sensing coverage
Rmissc divided by the total query route segments Rc. For calculating
SW , we set θ = 2 and SWmin = 300 for our dynamic window schedul-
ing.
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Fig. 5.14 Scheduling count difference under light and heavy traffic.

5.6.4 Pull Based Solution v.s Push Based Solution

In this section, we contrast the performance of our pull-based solution to push-

based solution: dynamic window and GoSense. We evaluate the solutions under

two types of simulation conditions: base simulation and simulation with rerouting.
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The base simulation did not include unforeseen events such as accidents and route

changes. In the real world, drivers change route based on real-time conditions.

With the base simulation, there exists error for predicting when a vehicle will

arrive but its route does not change. Thus, we implemented a rerouting error

which allows for vehicles to change their current route. We implemented this in

SUMO by adding random slowdown on-road segments. We selected from a uniform

distribution 0.4% of road segments (out of 70000) and set the maximum speed of

these routes to on average 1 m/s and repeated once every 120 seconds as to vary

roads segment slowed. Thus, vehicles set to travel on those routes segment will

be slowed. Furthermore, vehicles would check their route once every 60 seconds

and reroute if there exists a faster alternative to destination. This in combination

with the road segment slowdown increased the prediction error rate. We refer to

this error as a rerouting error.

As shown in Figure 5.15, using the subtask failure rate as the performance

metric, we observe that having rerouting error decreased performance for all algo-

rithms to varying degrees. The performance of the push-based solutions is worse;

the subtask failure rate is high. For both the base simulation and rerouting simu-

lation, GoSense has the highest subtask failure rate. This is expected given each

task is only scheduled once leading to high estimation errors. Furthermore, we

note that GoSense performance with rerouting error significantly worsens; this is

also expected given its inability to change participants. In contrast, push with

scheduling window performs better for both the base and rerouting simulation.

The improvements in performance are likely due to frequent rescheduling which

can take into account estimation errors instead of allowing them to accumulate.

Finally, using 80% of vehicles as a comparison point, Pull-BOF outperforms push-

based solutions with result about 8% and 15% subtask failure rate in both the base

simulation and rerouting simulation, respectively. It’s interesting to note that the

gap between Pull-BOF and window based push increased with rerouting error.

This can be explained given Pull-BOF selects participants when they are about

to reach the sensing location, leading to small estimation errors. When rerouting

happens, participants’ sensing may become useless if it continues to sense. Thus,

Pull-BOF has shown it can consistently outperform push in terms of task failure

rate especially in the presence of rerouting errors.
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Chapter 6

Vehicular Route Planning For

Vehicular Crowdsensing

In this chapter, we introduce our vehicle rerouting algorithm to enhance sensing

coverage performance. Since the public vehicular crowdsensing and personalized

vehicular crowdsensing target different types of sensing tasks, we will provide solu-

tions accordingly and they will be explained in two different sections. In addition,

the notations used in this chapter are summarized in Table 6.1.
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Notation Description

R Set of road segments.

V Set of vehicular participants (vehicles).

V new Set of new added vehicles.

T Set of tasks.

C Set of tasks owner

T Sensing time window.

G A city map is decomposed into set of grids.

gR A grid contains a set of road segments.

gij Represent an uncertainty value in the map. The value are

initially set to 1.

b The label of start.

d The label of end.

p A single path (route).

pb,d A path starting at road segment sb to a destination road seg-

ment sd.

tasks(r) The number of available tasks a single road segment currently

has.

rd The vehicle’s destination road segment.

rd
′

The global planning destination road segment.

vcap Vehicle sensing capacity.

vt,ri The set of tasks t that vehicle vi at road segment r can serve.

tp The completion probability of the task t.

A(v, r) The predicted arrival time of vehicle v at road r.

τ(r) Traveling time of the road r.

dist(rb, rd) Total traveling time given rb and rd.

D(g1, g2) The distance between the two grids.

ζ(pi) The total expected tasks completion given a path p of the

vehicle i.

A∗(rbi , r
d
i ) The shortest path from rbi to rdi in terms of travelling time

using A∗ algorithm.

E(rdi ) The extra time the vehicle vi is willing to reroute given the

destination rd.

φ(r, rdi ) The cost function combine both travelling time and tasks

taken for a single road.

θi The current timestamp of the ith vehicle at rbi .

static t(r) Function to generate a static sensing task.

dynamic t(ri) Function to generate a dynamic sensing task given an ith

vehicle’s route.

Table 6.1 List of the major notations for chapter 6
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6.1 Route Planning for Public Vehicular Crowdsensing

In this section, we introduce our vehicles routing algorithms for public vehicular

crowdsensing. Inspired from the work [128], our proposed route planning solution

requires a vehicular participant to bid for picking a sensing task. Since this is

an auction-based system, participants have the right to choose whether to take a

detour or to stay on the same route. A participant who wishes to participate but

stay on the same route could propose its original route for bidding.

Our system is composed of a set of participants who propose multiple bids (with

possible routes) to the server; each participant seeks to maximize its chances of

being selected subject to its constraint. The server seeks to minimize the number

of participants selected while maximizing coverage. Similar to the conventional

crowdsensing system our system consists of a centralized cloud server and a set of

smart vehicle participants. The server acts as the data storage and access point

for sensing data. The server contains information about all participants such as a

participant’s sensing capability and its position.

At every time window, the server attempts to select a set of participants for

crowdsensing. As part of our auction-based system, each participant generates

multiple potential routes it is willing to take. They propose routes that maximize

their chances of getting selected. The routes a vehicle generates depend on its

willingness to reroute. For instance, a participant late to work would propose new

routes close to its current route if any at all. In contrast, a participant on a joyride

might generate routes that stray far from its intended route.

Once the server receives proposals from participants, it must select the set of

vehicles and proposed routes that can maximize coverage. The system can evaluate

the value of a proposed route by estimating the predicted position of the vehicle

within the time window. Note that given it is an estimate, errors frequently occur.

Once the selection is complete, the server notifies the selected vehicles to begin

sensing for the specified time window. This process is continuously repeated given

that we seek to cover a sensing region over an indefinite amount of time.
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For the assumptions, we assume that all vehicles are self-driving cars; regular

vehicles may not possess sufficient sensors. Participants only need to specify a

time frame for arrival time and let the self-driving car freely plan its route. A

participant who urgently needs to arrive at his destination can lower available

rerouting time whereas the participant with time to spare can increase rerouting

time. In addition, we assume that participants are sufficiently incentivized for

rerouting such as receiving extra payment when they reroute. We further assume

that once a vehicle proposes a potential route and is selected, it will always be

willing to take that route; i.e. a vehicle would not propose any route it is unwilling

to drive by. Furthermore, we assume that once a vehicle is selected, it will actually

follow the route it proposed for the duration of the time window. Note, that we

make no assumption about a participant’s speed. A participant can be stuck in

an unforeseen traffic jam and may not arrive by the estimated times.

6.1.1 System Model and Problem Statement

For explaining our system model and problem statement, we use the following

definitions.

Definition 7. Information Level: We define our information level in relation

to the overall level of information for the sensing region. The sensing map (G) is

viewed as a grid of discrete spaces addressable as gi,j. Each position in the grid-

map holds an uncertainty value which indicates the information level of that

area. The uncertainty value varies between 0 to 1 as shown in Figure 6.1. An

uncertainty value of 1 denotes a lack of sensing information at that area and 0

denotes a high information level in that region. The gi,j values, the uncertainty

values, for all i, j ∈ G are initialized to be 1 at the beginning of our simulation.

Thus, we initialize the map to have no coverage at the beginning of the simulation.

The overall information level of the map at any instance is given by the Average

Uncertainty Level (AUL) calculated across all grid positions.
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AverageUncertaintyLevel(AUL) =

∑
∀i,j∈G gi,j

|G|
(6.1)

Where |G| =total number of grid points in the map. The route selection algo-

rithm selects the set of routes that minimizes AUL. We also use the AUL as our

evaluation metric for the algorithm(s). As participants move past these grid cells,

their gi,j values are updated to be reduced by a factor of the participant’s sensing

quality. In our simulation we initialize the sensing quality (SQ) per participant

randomly between the range of 0.2− 0.8. This is because each participant performs

its sensing task differently which results in varying quality of sensing information;

thus each has a different impact on the uncertainty level. In addition to SQ, the

participants are also assigned a random metric for sensing range (SR). The SR

denotes the effective sensing radius that can affect the nearby grid. The effective-

ness of the sensing range depends on the distance between the neighbor grid and

its current position. Inspired from the work [168], how both SQ and SR updates

the uncertainty level is described as the follow:

updated UL←



SQ D(here, gij) < 0.25× SR

0.75× SQ D(here, gij) < 0.50× SR

0.50× SQ D(here, gij) < 0.75× SR

0.25× SQ D(here, gij) < SR

0 otherwise

(6.2)

Where D(g1, g2) returns the distance between the two grids.

The SR along with the SQ of the participants contributes to updating the gi,j

values of grid-cells surrounding a participant. Whilst these updates reduce the gi,j

per grid-cell, a constant decay rate increase gi,j per simulation time-step. We set

this constant to 0.0005, which means the uncertainty level of each grid cell takes

≈ 2000secs to reach 1 from 0. The decay introduced at every simulation-step and

the uncertainty level value reduced by the moving participants modifies the AUL

throughout the simulation. Thus, our route selection algorithm attempts to pick

the best combination of proposed routes such that no grid cell is left unvisited for

a long period.
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Fig. 6.1 Information level

Definition 8. Route Information Gain (IG):

Since each vehicle can propose multiple routes, we calculate the information

gain specific to each proposed route. Let a single route, p, contain a sequence of

location grids and Pv = {p1, p2, ...pn} denotes all the proposed routes by vehicle v.

We also let function ESQ(gij),∀gij ∈ G gives the Effective Sensing Quality based

on Equation 6.2, given the current location gij and the sensing radius. Thus, for

every route proposed by vehicle v, we can derive the IG value as

IG(p)←
∑
g∈p

ESQ(g) (6.3)

Thus, the maximum IG value amongst all routes is calculated as:

MaxIG(Pv)← maximize IG(p), ∀p ∈ Pv. (6.4)

Definition 9. Objective Function: Given vehicle set V , cost function Cost(),

and Budget B, find a set of sensing routes and vehicular participants which mini-

mizes AUL; subject to
∑

vi∈V Cost(vi) <= B.
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6.1.2 Algorithms

Route Generation

Since we assume each participant only knows the location of nearby participants,

they do not know what others will propose. Therefore, we allow each partici-

pant to submit multiple potential routes. Participants only submit routes which

they consider to be promising. Hence, our route generation algorithm is fairly

straight-forward; it attempts to generate routes step by step by selecting greedily

the best valid step based on a heuristic function. To generate multiple differ-

ent routes, sensed locations have their heuristic value weighted by the number

of times visited. Hence, this can create diverse new routes without much over-

head. The algorithm stops when the participation-willingness or the time-window

is reached. Thus, vehicles unwilling to reroute will not generate any routes be-

yond its original route. The run time of the base route generation algorithm is

O(NumPath ∗ TimeWindow ∗ |R|) * O(heuristic). Algorithm 4 describes this

process in detail.
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Algorithm 4 Path Generation Algorithm

1: Input: vi, T, num path, heuristic

2: VisitedGrids ← ∅
3: MaxReroutingTime ← min(T, getRerouteWillingness(vi))

4: generatedPaths = ∅
5: for j ← 0; j < num path; j + + do

6: result ← ∅
7: CT ← time(vi) . Current Time

8: CG ← gvi . Current Grid

9: while CT < MaxReroutingTime do

10: bestGridV alue← 0

11: for neighboringGrid in CG do . Base on sensing range

12: if heuristic(neighboringGrid) > bestGridV alue then

13: nextGrid = neighboringGrid

14: bestGridV alue = heuristic(neighboringGrid)

15: end if

16: end for

17: CT ← currentT ime + nextGrids.avgT ime

18: CG = nextGrid

19: result ← result + nextGrid

20: end while

21: generatedPaths ← generatedPaths + result

22: end for

23: return generatedPaths

We explored three heuristics for path generation. The first is the baseline and

is a random heuristic where the chance of visiting different nodes is uniform. The

second algorithm is based on greedy grid values, whereby we select the set of grids

with the highest expected information gain. Finally, the third heuristic only takes

into account the distance of the grids from other participants. Hence, a participant

seeks to visit grids that other participants are farther away from and are less likely

to be visited. To adjust for grids of different length, the value is multiplied by the

grid-length to reward longer grids. The idea is to generate routes that cover grids
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unlikely to be covered by other participants. We denote this heuristic as unlikely

heuristic. This heuristic only considers close neighbors since participants far away

are less likely to compete for covering the same areas.

Route selection

Based on the model that we have established above we experimented with two

different route selection heuristics to evaluate how well the map could be covered.

• MAX-IG: In the first heuristic, we directly leverage IG(Pv) of the proposed

routes to pick the best set of routes. We sort the proposed routes by IG(Pv)

and select the top B routes. Note that once a vehicle is selected all other

routes it proposed are removed from the solution.

• MAX-WIG: Given that IG(Pv) is computed independently, selectingB sorely

based on this measure leads to overlaps. Thus, we propose weighted infor-

mation gain (WIG) which accounts for areas already covered by already

selected routes. Here, we simply weight the IG(Pv) of grid positions by the

number of times they have already been covered. Let vehicle v1 propose a

route covering {g1, g2, g3} with no overlap and as such its IG(Pv) remains

unchanged. However, if vehicle v2 proposes route {g5, g8, g3, g4}, its ESQ(g)

value will be penalized for the overlap resulting in a lower IG. Since the

overlapping grid is g3 and it only appears twice, the ESQ(g3) is divided by

2. Thus, the penalized weight function is described as follows:

WIG(Pv)←
∑
g∈p

ESQ(g)

Overlap Count
(6.5)

6.1.3 Walk Through Example

We show the inner workings of our route generation and selection with the example

in Figure 6.2. In this example, let V new be the set of newly added vehicles. Each

newly added vehicle follows its original route that is generated by the built-in

navigation system. For serving sensing tasks, each vehicle v ∈ V new needs to

propose a set of new routes that includes its original route. Let v1 ∈ V new and v2 ∈
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V new be the two new added vehicles. Additionally, let Pv1 be the proposed routes of

v1 and Pv2 be the propose routes of v2 using one of the route generation algorithm

introduced in the section 6.1.2. From the server-side, the platform continuously

collects proposed routes and begins selecting routes after a set time interval using

the route section algorithm introduced in section 6.1.2. Even though a single

vehicle can propose multiple routes, only one route can be selected, discarding

other proposed routes. Once the selection is complete, the server notifies v1 and

v2. The selected vehicle v1 will begin sensing for a specified time window. The

unfulfilled vehicle v2, on the other hand, need to propose new routes in the next

hiring time window. v2 will continuously propose new routes until the proposal

gets accepted or when it arrives at its destination.

Fig. 6.2 Route planning flow.
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6.1.4 Algorithm Evaluation

In this section, we explore the combined results of our proposed route selection

and route generation algorithms. Given longer execution-times, some evaluations

were run for slightly longer than others. First, we can see that with rerouting,

coverage metrics improved by 15 to 20 percent compared to the performance with-

out any rerouting. Thus, there is an advantage for vehicles to reroute for sensing.

Furthermore, we can see that WIG always outperforms IG regardless of the route

generation algorithm employed (see Figure 6.3 and Figure 6.4). This makes sense

given that it takes into account previously selected areas and attempts to avoid

selecting routes with too much overlap.

In contrast, the results were less clear for route generation. Each participant

proposed 21 routes with the rerouting approach; 1 consisting of its original route

and 20 generated routes which it is willing to reroute to. Thus, the original route

is always a possibility. Rerouting heuristics comprised of Random, Greedy and

Unlikely. The baseline approach only proposed its original route. As we can

see from both Figure 6.3 and Figure 6.4, all rerouting based approaches greatly

outperformed the baseline approach by about 20 percent on average. However,

different path generation heuristics yielded negligible differences. We suspect this

is because of high participant density and the high number of proposed routes.

High participant density means all possible areas are covered and the high number

of proposed routes meant the utility of heuristic is reduced given most possible

routes are included. Due to these factors, it’s likely that even if the routes proposed

were random, there are enough proposals and participants to cover all necessary

sensing locations. We did attempt a limited test with only 2 routes proposed with

the original and greedy solutions that consistently showed better performance.
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6.2 Route Planning for Personalized Vehicular

Crowdsensing

In this section, we introduce our solutions with personalized sensing tasks into

consideration; that is, the solutions should consider dynamic sensing tasks. Simi-

lar to most vehicular crowdsensing systems, our system consists of three entities:

crowdsensing service platform, sensing task provider, and vehicular participants.

The crowdsensing service platform is the service provider that includes a central

cloud server and multiple fog nodes that are deployed at different geographical

locations as shown in Figure 6.5. Each vehicle can have a reliable platform con-

nection with minimal response delay. The sensing task provider is the task owner

and can be individuals (e.g. drivers) or organizations. Vehicular participants are

the mobile participants who perform the crowdsensing task and earn rewards from

the task provider. The task providers who want to collect data should publish

their sensing tasks to the service platform. The platform can then select a set of

vehicles willing to collect the required data and send it back to the task provider

through the platform. The sensing tasks are location and time-sensitive; a task

must be completed at a specific location before its deadline to be meaningful to

the task provider.
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Fig. 6.5 The vehicular crowdsensing architecture

A vehicle can join the crowdsensing system at the beginning of its journey

and leave the system any time when its destination is reached. We also assume

that the cloud service can cover the entire map: vehicles can communicate to

our platform at all times. Also, we assume that there exists a trust management

system implemented on our platform. This means that both participants and

task providers must follow certain rules and policies to achieve their objective of

receiving data and rewards respectively. Furthermore, we assume that all task

providers generated sensing requests follow the Zipf distribution. The decision is

according to the studies in [192]. Finally, since our solution requires vehicles to

take detours, the amount of extra time and effort these vehicles are willing to

provide is based on the incentive models. Thus, we assume that there is a reward

function γ : v → Z+ where a vehicle v is willing to offer to perform extra sensing

tasks in exchange for further rewards.
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6.2.1 Problem Definition

In this section, we introduce the notations we used when describing rerouting al-

gorithms. All the notations are summarized in Table 6.1. Our system contains |V |
vehicles which are denoted as V → {v1, ..., vi}. Each vehicle has a fixed capacity

of vcap which specifies the maximum number of tasks the vehicle is willing to serve

simultaneously. In addition, the system contains a road map which consists of a

set of R road segments R → {r1, r2, ..., rj}, j ∈ Z+. Road segments consist of a

section of a road between two intersections. Each road segment has a single traffic

direction. Roads that have opposite traffic directions are considered to be two

different road segments.

Let the function τ : r → Z+ be the expected traveling time given a road

segment r and let pb,d = {rb, r1, ...rd} ∀r ∈ R denote a path starting at road

segment rb to a destination road segment rd. The total traveling time given a path

pb,d can be calculated as the follow:

dist(rb, rd) =
∑
ri∈pb,d

τ(ri) (6.6)

Note that the return value of function τ(ri) is a a constant for a short time duration.

Let rdi be the destination of the ith vehicle, the shortest path from rbi to rdi in

terms of travelling time using A∗ algorithm can be found from:

A∗(rbi , r
d
i )→ arg min

rb,d
dist(rbi , r

d
i ) (6.7)

Definition 10. Rerouting Time: We define rerouting time as the extra time a

vehicular participant is willing to reroute. The willingness of each vehicle to take

detour varies depending on the incentive mechanism. Since designing a mechanism

is not the main focus on this paper, we use a price-based incentive mechanism due

to its popularity in crowdsensing research [114]. As shown in prior works, drivers’

rerouting behaviour [193] and participant sensing performance given an incentive

mechanism are distributed following a normal distribution [194]. Thus we define

an expected arrival time E(sdi ) which includes the willingness of rerouting time for
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each vehicle as follows:

E(rdi )→ θi + A∗(rbi , r
d
i ) + γ(vi) (6.8)

where γ(vi) is the extra time the ith vehicle is willing to reroute and follows a

normal distribution and θi is the current timestamp of the ith vehicle at rbi . Since

a vehicle can have more than one potential path to its destination, a set of valid

routes Ri for a vehicle vi is defined as:

Ri → {r|θi + dist(rbi , r
d
i ) < E(rdi )}

Note that we prohibit repeated road segments.

Furthermore, the server receives a set of tasks from a set of clients which

can be denoted as T → {T1, T2, ..., Tc}, where c is the index of the associated

client. Each client’s sensing task contains set of subtasks which is denoted as

Tc → {t1, t2, ..., tn}, n <= |R|. Each subtask specifies the sensing road segment

ts, and the sensing start time tb and the end time td of the task. Besides, each

subtask has a value tcost which determines task processing time. After the server

receives the sensing task, the central server distributes subtasks according to the

associated road segment. Thus each road segment r contains a set of tasks which

can be obtained from the function: tasks(r) ∈ Z+.

Definition 11. Tasks Generation: Our system accepts both static and dynamic

task requests as shown in Figure 2.3. Multiple prior studies suggest that web data

usage follows a Zipf distribution [195], thus we generate both static and dynamic

demands following the Zipf distribution. The probability density function of Zipf

distribution is: Zipf(x;α,R) = 1

xα
∑|R|
s=1(

1
sα

)
, where α is the control parameter for

the shape of the distribution, |R| is the total number of road segments and x ∈ Z+

is the road’s rank. Each road’s rank is based on the distance to the downtown area.

The roads which are close to the downtown area have the highest rank whereas the

roads in the suburbs have the lowest rank.
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When a client selects a sensing road segment, the nearby road segments also

get selected. This is because, in reality, a sensing request usually covers a specific

area rather than a single road segment. Thus, given a function near(r, radius)

to obtain the nearby road segments with a central road segment r and a radius, a

static sensing demand can be obtained from the following:

static t(r)→ {t|near(r, radius), r ∼ Zipf(α,R)} (6.9)

For dynamic demands, tasks are generated by vehicles, and their sensing sub-

tasks are shifted based on their positions. Thus, a dynamic sensing demand from

ith vehicle is obtained from:

dynamic t(ri)→
⋃
r∈ri

static t(r) (6.10)

Let A : v × r → Z+ be a function for the predicted arrival time of vehicle v at

the road r. The predicted arrival time can be obtained from the built-in navigation

system in the vehicle. Thus, a completed task at a road segment is defined as:

task completed(v, t, r)→

1 tb < A(v, r) < td − tcost ∧ vcap > 0

0 otherwise
(6.11)

Given the Equation 6.11 and a road segment, the number of tasks a vehicle vi

can take is calculated as:

∑
t∈tasks(r)

task completed(vi, t, r) <= vcapi

Thus, given a single path of ith vehicle, the total expected tasks completion

can be obtained from the following function:

ζ(pi)→
∑

r∈pathi

∑
t∈tasks(r)

task completed(vi, t, r) (6.12)

Thus, given a set of vehicles and a set of tasks continuously added on the map,

our goal for the vehicular crowdsensing path planing (VCPP) problem is to find
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an optimal route:

pbest → arg max
pi∈Pi

ζ(pi)

6.2.2 Problem Hardness

In this section, we prove that VCPP is NP-complete by reducing the well-known

0/1 Knapsack problem to the VCPP problem.

Theorem 2. VCPP problem is NP Complete: The decision version of the

VCPP problem is described as: Suppose we have a set of road segments R. Each

road segment has an average traveling time τ(r), r ∈ R, and has a set of tasks

which vehicular participants can complete. Given a destination, expected arrival

time to the destination E(rd), and vehicle sensing capacity vcap, is there a subset

of road segments with the total traveling time that meets the E(rd) constraint, such

that the corresponding task assignments meet the constraint of vcap?

Proof. To prove VCPP problem is NP: Let route pbest be the solution for the VCPP

problem. We can verify the correctness of a route in polynomial time where the

complexity is O(|pbest|).

Proof. To prove VCPP problem is NP-complete: The 0/1 Knapsack problem is

a NP-hard problem which is described as: Given a non-negative weights Ŵ =

{ŵ1, ŵ2, ..ŵm}, B̂ and values V̂ = {v̂1, v̂2, ..v̂n}, K̂. Is there a subset of weights

with total weight at most B̂, such that the corresponding profit is equal to K̂?

The polynomial time reduction step of constructing VCPP instance is described

as follows:

Let the traveling time for each road segment τ(r), r ∈ R corresponds to ŵ ∈ Ŵ ,

and let E(rd) corresponds to B̂. In addition, let the number of tasks a vehicle vi

can take at a road segment, T ′i,r ∈ ζ(pi), correspond to v̂ ∈ V̂ , and let V cap
i →∑

r∈pi v
cap
i correspond to K̂. Finally, let E(sd) = B̂ and V cap = K̂, we claim that

the Knapsack problem has a solution if and only if the instance of VCPP has a

solution.
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6.2.3 Algorithm Design

Unlike a typical vehicular crowdsensing recruitment problem which recruits a set of

vehicles to fulfill published sensing tasks, the VCPP problem needs to plan routes

for each vehicle to complete more sensing tasks under the constraint that vehicles

must still arrive at their destination within a time range. However, according to

our observations, planning an entire trip for crowdsensing tasks for each vehicle

not only increase computation cost but is also not feasible due to sensing tasks

which could be published or have expired in the system at any time. Besides, the

vehicle’s future position cannot be fully predicted. Another challenge we found

during our experiments is that vehicles tend to follow the shortest path to its

destination and vehicles stuck in some road segments are difficult to reroute. For

instance, vehicles that enter the highway are difficult to redirect to a local street.

To solve the challenges mentioned, we divide our solution into two stages: global

planning and local planning. The global planning looks into task probabilities and

vehicle location probabilities and attempts to spread vehicular agents to minimize

the difference between the two distributions. In contrast, local planning looks at its

immediate surroundings and attempts to fulfill published tasks. Thus, the global

planner looks from a macro level which region requires sensing. The local planner,

on the other hand, decides which tasks an agent should undertake immediately.

6.2.3.1 Global Planning

With global planning, we aim to reroute vehicles to popular sensing areas such

that popular sensing area can have sufficient sensing participants. To do this, we

first uniformly decomposed the city map into set of grids G → {g1, ..gk}. Each

grid has size β, where the β is a positive number. Furthermore, each grid contains

a set of road segments which is denoted as gR. Moreover, each grid has a heat

value gheat denoting tasks likelihood within the grid region. The heat values of a

grid is calculated by:

gheat →
∑

r∈gR |tasks(r)|
T total

∈ [0, 1]

where T total is the current total available tasks on the map.
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The goal of global planning is to reroute every newly added vehicle to an

intermediate point as the following:

Objective: min
∑
g∈G

gheat subject to:

G(vi)→

true A∗(ri, r
d′
i ) + A∗(rd

′
i , r

d
i )) ≤ E(rdi ),∀vi ∈ V new

false otherwise

where rd
′

is the global planning destination which is a road segment in the grid

g ∈ G. The constraints ensure vehicles can still arrive at their final destination

on time even when they are rerouted to another location rd
′

during their journey.

Given a set of recently added vehicles V new, the algorithm for finding the rerouted

destination rd
′

for each vehicle is shown in algorithm 5.

Algorithm 5 Global Planning Algorithm (GPA)

Input V new and G

1: for v ∈ V new do
2: selected g ← ∅
3: for g ∈ G do
4: if G(v) == true and gheat > selected gheat then
5: selected g = g
6: end if
7: end for
8: if selected g is not empty then
9: rd

′
v ← r ∈ selected gR

10: pathv ← A∗(rbv, r
d′
v )

11: end if
12: end for

6.2.3.2 Local Planning

The local planning algorithm is triggered when vehicle vi is almost at the global

planning destination rd
′
i which is calculated by our first stage solution. The local

planing algorithm aims to find the best path pbesti such that the vehicle vi can
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reach its final destination rdi before it’s expected arrival time while maximizing

the number of sensing tasks completed. Since we proved that finding the optimal

solution for pbest is NP-Hard, we present a greedy approach to approximate the

solution of our local planning problem.

To explain our solutions, we use the following definitions:

Definition 12. Road Cost: Since our goal is to schedule a path for a vehicle to

not only arrive at its destination but also maximize the number of sensing tasks

completed, our cost function combines both travelling time and tasks taken for a

single road is described as the follow:

φ(rnext, rdi )→
τ(rnext)

E(rdi )− (θi + dist(rbi , r
next))

× N(|tasks(rnext)|)−1 (6.13)

where, the function N→ [0, 1] is our normalization function.

The motivation behind this cost function is to enforce a soft penalty upon road

segments which has high average traveling time. Vehicular participants which are

more willing to reroute have greater tolerance to a road segment which requires

more travelling time.

Definition 13. Task Selection When a vehicular participant enters a road seg-

ment, the vehicle will try to pick as many tasks as possible to reach its maximum ca-

pacity vcap. Vehicles pick tasks following the earliest deadline first manner. Thus,

the set of tasks t that vehicle vi at road segment s can select is define by:

vt,si → {t|∀t ∈ tasks(r),minimum td} subject to |vt,si | ≤ |vcap|

The Local Planning Algorithm (LPA), which is described in algorithm 6, shows

how our cost function is leveraged for finding the pbest while taking into consider-

ation total traveling time and number of tasks taken. In each round, LPA picks

the next road segment to extend its route along the route to vehicle vi’s desti-

nation rdi . Specifically, LPA continuously selects the next road segment which

minimizes f(rnext)← Φ(rnext, rdi ) + h(rnext), where rnext is the next road segment,

Φ(rnext, rdi )→
∑

rbr
φ(r, rdi ) is the cost of the route from the initial road segment to
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Algorithm 6 Local Planning Algorithm (LPA)

Input rb, rd, and vi
Output pbest

1: Open ← ∅
2: Close ← ∅
3: Open.add(rb)
4: while Open is not empty do
5: r′ ← the lowest f value in Open
6: Open.remove(r′)
7: Close.add(r′)
8: Rchildren ← getAllChildren(r′)
9: for rchild ∈ Rchildren do

10: if rchild == rd then
11: pbest ← constructPath(rchild)
12: return pbest

13: end if
14: f(rchild)← Φ(rchild, rdi ) + h(rchild)
15: if rchild ∩ Close == ∅ then
16: Open.add(rchild)
17: end if
18: end for
19: end while
20: return ∅

the next road segment. h(rnext) is a heuristic function which estimates the cost of

route from rnext to the destination rd. We use Manhattan distance for our heuristic

function. Lastly, LPA terminates when reaching the rdi or if there are no available

next road segments.

LPA can find a path for individual vehicles to maximize the number of sensing

tasks while constrained by the arrival deadline. However, with multiple vehi-

cles, a future sensing task might be taken away by other vehicles before vehicle

vi arrives at the sensing location. One solution is to apply some rescheduling

mechanism where rescheduling is triggered when the difference between expected

and taken tasks are below a certain threshold. Rescheduling is triggered by:
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T ′
i,r−Tactuali,r

ζ(ri)
≤ λ ∈ [0, 1], where T ′i,r are the expected tasks received at road seg-

ment r, T actuali,r are the exact tasks vehicle vi received at the road segment r, and

λ ∈ [0, 1] as the threshold.

1
v

2
v

Fig. 6.6 Cooperative A∗ algorithm by David Silver: vehicles reserve
their path a head of time. The reservations are managed in a first come
first serve manner.

Another solution is to apply some task reservation mechanisms to the system

to ensure the task can be assigned to the scheduled participant. Inspired from the

Cooperative A∗ algorithm by David Silver [186], given using a reservation table to

store path for all vehicles as shown in Figure 6.6; we introduce a task reservation

mechanism that allows a sensing participant to reserve sensing tasks ahead of time

as shown in Figure 6.7. However, since we cannot guarantee vehicles will always

arrive on time, reserving a set of tasks for a specific vehicle may fail all the tasks

if the vehicle cannot arrive on time. Thus, instead of using hard tasks reservation,

we introduce a soft tasks reservation which leverages probabilistic reservation.
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Fig. 6.7 Task reservation mechanism to ensure the sensing task can
be assigned to the scheduled vehicles
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Fig. 6.8 We use our vehicle arrival time estimation to update the
task completion probability
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Definition 14. Task completion probability: We define task completion prob-

ability as the probability a task is completed on time by a set of vehicles. Thus, a ve-

hicular participant which cannot arrive on time before a task expires can be replaced

by another vehicle. Task completion rate is dependent on the accuracy of predicted

arrival time. A study has shown that vehicle arrival times follows a normal dis-

tribution [196]. As such, the probability of a vehicle vi arriving at a road segment

can be obtained from the following function using the z table: Z = X−A(vi,r)
σ

, where

σ is the standard deviation. For selecting the value σ, we evaluated predicted trip

error using the TAPAS Cologne vehicular trace. As shown in Figure 3.5, as the

trip length increases, the expected deviation from predicted arrival time increases

quadratically. Thus, our σ increases based on trip time. Figure 6.8 shows more

detail how we calculate the task completion rate.

tasks(r1) tasks(r2) tasks(r4) tasks(r5)

tasks(r3) tasks(r6)

tasks(r1) tasks(r5)= { }1t 2 t,

tp
1

P(          )1v 1 t,= tp
2

P(          )1v 2 t,=

= { }7t 6 t, 9 t,

tp
7

P(          )2v 7 t,= tp
9

P(          )2v 9 t,=

tp
6

P(          )1v 6 t, P(          )2v 6 t,= max ,( (

1v
cap

= 2

2v
cap

= 2

tasks(r7)

Fig. 6.9 The task completion probability is updated based on the
length of route.
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When the path pbesti is scheduled, we must update all associated completion

probabilities for each task on the route. Since a road segment can have many

sensing tasks, we can only select a subset of tasks Ť ∈ tasks(r), where Ť ≤ vcap

and r ∈ pbesti . Let tp denote the completion probability of the task t. The selection

of Ť is based on:

Ť → {t|minimum tp,∀t ∈ tasks(r)}

Tasks which have the lowest completion probability have higher priority for

selection. When a task is selected by a vehicle, its completion probability tp must

be increased. Thus the probability of vehicle vi arriving at the sensing location

before the deadline of the sensing task t ∈ Ťi is the following:

P (vi, t)→ Pr(tb < Z < td − tcost) ∈ (0, 1] (6.14)

However, a single task might be selected by multiple vehicular participants, thus

we update the task probability by the following function:

tp ← max(P (v1, t), P (v2, t), ...P (vi, t))

The update function of task probability is shown in Figure 6.9
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Reroute willingness: high

Reroute willingness: low

Original destination

Local planner trigger region

Fig. 6.10 Global Planning first reroutes the vehicle to an intermedi-
ate destination. Then, Local Planning will be triggered to find a route
to the original destination after the vehicle near the intermediate des-
tination.
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Definition 15. Road Cost With Task Completion Probability: The pro-

posed road cost considers the task completion probability. This means that a road

segment which has low average task completion probability is more likely to be se-

lected by the vehicular participant. Thus the road cost φ̂(rnext, rdi ) is shown as the

follow:

φ̂(rnext, rdi )→
τ(rnext)

E(rdi )− (θi + dist(rbi , r
next
i ))

×
∑

t∈tasks(rnext) t
p

|tasks(rnext)|

Given road cost function φ̂(r, rdi ), we can change our route selection function

to the following: f(rnext)← Φ̂(rnext, rdi ) + h(rnext) and replace the function in the

algorithm 6 on line 14.

6.2.3.3 Global Planning + Local Planning

In this section, we describe how our global planning and local planning performs

in symbiosis. As shown in Figure 6.10, when a vehicle enters the system, it will be

scheduled by the global planner. If the vehicle cannot be rerouted by the global

planner due to limited rerouting time γ(v), the local planner will be triggered

immediately. Otherwise, the vehicle will be rerouted to a destination rd
′
chosen by

the global planner. When the vehicle is within a certain threshold to rd
′
, the local

planner will be triggered. Moreover, vehicles moving on its path will greedily pull

the sensing tasks on each road segment it passes. Thus, for the task reservation,

the global planner further updates the associated task probability tp when a route

is scheduled. Figure 6.11 is the flowchart of our global and local planner system.
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Fig. 6.11 Global planning and Local planning



6 Vehicular Route Planning For Vehicular Crowdsensing 98

6.2.4 Evaluation

In this section, we evaluate the performance of our proposed solution by utilizing

TAPAS Cologne, one of the largest traffic simulation datasets. It consists of data

simulated over 24 hours for the city of Cologne, Germany. It covers over 400 square

kilometers [197]. To reduce simulation time, we restricted the dataset to a data

subset which consists of 7200-time steps from 6 AM to 8 AM. During this period,

about 34000 unique vehicles were part of the simulation. To obtain the trace of

vehicle positions as a predicted path, we utilized the SUMO traffic simulator [167],

and we built our system on top of this simulator. SUMO updates the average speed

of each road segment. Thus, we calculated the future position of a vehicle based

on the average speed of roads.

6.2.4.1 Simulation Setup

We generate tasks based on the two demands types: static and dynamic tasks.

The generation functions are described in definition 11. For dynamic tasks, we

randomly select a subset of vehicles as clients from the 34000 unique vehicles.

We utilize uniform random distribution to select 10000 clients where each client’s

sensing route ranges from 1-125 road segments. When clients begin their journey,

clients send their future sensing route and sensing objective to the server. The

system then schedules participants to cover clients’ sensing routes in a first-in-

first-serve manner. A vehicular client cannot be the participant for its own task

but can be a participant for other tasks.

For parameter settings, we set the task deadline and the task execution cost

interval to range from 300 to 1800 seconds which is based on the average traveling

time of different road segments. We also set vcap to range from 2 to 8 sampled

uniformly. We evaluated the performance of our algorithms by comparing with A∗

baseline which computes the fastest route to the destination without considering

the task completion rate, and CA? (Cooperative A∗) which is a reservation-based

multi-agent route planning algorithm [186].
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6.2.4.2 Result: Task Completion Rate

Here, we demonstrate the performance of our algorithms compared to existing so-

lutions. We utilize task completion rate as the metric to evaluate the performance.

The task completion rate is defined as follows:

completion rate =
T complete

T
, T complete ⊆ T

where T is the total number of tasks on the map since the start of the simulation.

As shown in Figure 6.12, CA? performs worst out of all algorithms, for 80% of

its tasks, the completion rate is at most 50%, compared to G+L Task Probability

and G+L Task-Reschedule which performs best with only 40% of its tasks reaching

at most 50% completion rate. This means that 60% of its tasks have a completion

rate higher than 50%. In contrast, our baseline has 70% of its tasks having at most

50% completion rate and only 30% of its tasks with higher than 50% completion

rate.
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Fig. 6.12 Completion rate results are shown in Cumulative Dis-
tribution Function (CDF) graph. G = GPA, L = LPA, and

completion rate = T complete

T , T complete ⊆ T
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CA? performs worse than the baseline because it reserves tasks ahead of time,

but due to arrival time estimation errors, those tasks cannot be completed and

in turn, fail. However, the G only does slightly better than the baseline because

vehicles are rerouted to the region that has most tasks. This will increase the

chance of utilizing the available vehicles’ sensing capacities.

Furthermore, our local approach greatly boosts performance. This is because

of the availability of Spatio-temporal tasks that are the key selection criteria for

the local route planning [198]. Vehicles are greedily finding a path that has the

potential to serve more tasks. However, having local planning only without global

planning will quickly hit a plateau after tasks in a region have been taken by too

many vehicles. As seen in Figure 6.12, the combined planner shows an improved

performance compared to only the local planner. This is because the global planner

spreads vehicular participants to minimize the difference between task probabilities

and vehicle availability. Thereby making the local planner able to find sufficient

tasks nearby once arrived.

Comparing all the G+L approaches, G+L reschedule and G+L Task Probabil-

ity outperforms the G+L only solution. This is because the predicted arrival time

for future positions can be very error-prone especially when we have a lengthy

path. Furthermore, with a multi-vehicle system, the future sensing task might

be taken away by other vehicles before the vehicle arrives at the sensing location.

Thus, having G+L only without considering the above issue will end up with a

performance bottleneck. Finally, our G+L reschedule and G+L Task Probability

perform at similar levels. The reschedule approach performs well as it readjusts to

the current situation but suffers from heavy rescheduling overheads. In contrast,

G+L Task Probability is an estimate-based approach of rescheduling with proba-

bility and performs at similar levels but with much lower overheads.
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Fig. 6.13 CDF of arrival time delay to destination in seconds.
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6.2.4.3 Result: Arrival Delay

Next, we consider the arrival delay time of all algorithms under the same condi-

tions. We compare the amount of arrival delay suffered by participants as a CDF

graph as shown in Figure 6.13. As expected, the baseline performs best as it finds

the faster route without rerouting using A∗, followed by CA? which is slightly

worse. The solution with the global planner adds little arrival delay to vehicles

compared to the other solutions which do not have. The only algorithm which

performs poorly is the G+L caused by a combination of global and local rerout-

ing without task reservation. This is because when a task is not reserved, both

the global and local planners will continuously send vehicles to the sensing region

even when the region had been scheduled and tasks had been reserved by other

vehicles. This leads to an increase in traffic congestion and results in a delay to

the arrival time at the original destination. Finally, for task completion rate and

arrival delay time, G+L Task Probability performs best in terms of overall task

completion, arrival delay, and low overheads compared to the other approaches.
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Chapter 7

Conclusion And Future Work

7.1 Conclusion

In this thesis, we explore crowdsensing for data acquisition. As part of this we

propose a user-defined crowdsensing paradigm for vehicles. Existing approaches

only focus on large scale sensing unsuitable for personalized sensing tasks. We

believe our solution, given its focus on efficiency and low budget requirements,

can open crowdsensing for the individual. Rather than focus on sensing coverage

on a massive scale, users can choose exactly what they need. Each sensing task

runs on the computing resources of the participants, reducing the need for server

computation. The server only would need to schedule participants and pass in-

formation between vehicles. However, since participants have limited computing

resources, we included load balancing so no single vehicle is swamped with requests.

For participant requirements solutions, we first design and evaluate two partic-

ipant recruitment systems, push and pull, for vehicular crowdsensing. In our push

system, the central server schedules sensing tasks based on predicted routes of

participants. One problem we faced in a push-based system is position prediction

error, which can lead to high sub-task failure rate. Thus, we proposed window-

based scheduling to improve the sub-task failure rate. Furthermore, we proposed

a dynamic window-based scheduling algorithm where the size of the window is

adjusted based on the sub-task coverage rate to adjust the size of the scheduling

window. This allows for reducing the scheduling frequency, and the overhead of
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the scheduler. In contrast, our pull-based system allocates sensing tasks into sub-

tasks and sends them to fog nodes. Participants can then pull tasks when they

are close to the sensing location.

Contrasting the performance of both algorithms, we find push required fewer

participants per sensing task. However, it suffered from a greater sub-task failure

rate. This is because the pull-based approach has greater tolerance to rerouting

errors. After all, participants are only allowed to pull the sub-task when they

are close by. Besides, the pull-based solution enables the participant to choose

what they sense. The decision to participate depends on the drivers; drivers who

do not want to sense can refuse to pick any task unlike in push. However, the

pull-based solution requires responsive servers for managing and updating the sub-

tasks. Thus, for an area with unstable network connection, participants will fail

to pull sub-task even when they are prioritized participants, thus increasing the

sub-task failure rates.

Additionally, we proposed a route planning based approach to improve vehic-

ular crowdsensing coverage. We have shown that vehicles with path planning in

the crowdsensing system’s improved in performance. We also show that with a

combined global and local planner, we can obtain reasonable coverage performance

with limited overheads compared to existing planning approaches. We believe that

having such a solution, given the focus on serving more sensing tasks, can open

crowdsensing for more user-specific use. Rather than focus on sensing coverage

on a massive scale, users can choose exactly what they need. Each sensing task

runs on the computing resources of the participants, reducing the need for server

computation. The server only needs to schedule participants and pass limited in-

formation between vehicles.
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7.2 Future Work

As future work, we would like to test our approach with a small fleet of vehi-

cles. A real implementation of our system tests its robustness and reveals prac-

tical problems with our design. Furthermore, we would like to explore a reward

scheme specifically created for personalized sensing tasks. That is, an improved

reward system to help increase the sensing participation rate. Furthermore, we

believe communication delays between vehicles and servers should be tested as

tasks require lightning-fast response times. Thus, having a real implementation

that considers both Wi-Fi and cellular network in our system is also a future goal.

To improve vehicular path planning, we also would like to explore various path

finding heuristics to boost the performance of the solution. A road network has

unique constraints such as traffic conditions, road lanes, traffic direction, speed,

etc. We may need to have a specific pathfinding heuristic for such a network.

Additionally, we are also interested in exploring vehicular travel time prediction

algorithms to have more accurate estimated arrival times, which can improve the

performance of our system.
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[184] M. Čáp, P. Novák, A. Kleiner, and M. Selecký, “Prioritized planning algo-
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