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AB5TRACT

•
This study was designed to investigate t~e extent to which

the cognitive structures and processes underlying language

comprehens.ion are related to those involved in questio.n

answering. ln addition, it examined the relationship between

comprehension and question answering in the presence of text. The
•

latter task is frequently used for the assessment of

comprehension. As well, the study included two experimental

variables suggested b~ current theorie~ of discourse processing:

(a) Type of question (text-based and frame-based questions) and,• r

(b) type o'f text structure (nanative and descriptive). Effects

of these experimental variables on propositions recalled or

inferred in response to questions and ln free recall were

studied. The latter was assumed to reflect comprehension.

Analyses of data revealed that comprehension contdbutes

significantly to the general level of performance in answering

questions. The pattern of results suggested that question

answering in the absence of text depends on the availability of

relevant information in memory representatlon for texte Answering

questions whi le referdng to te.xt, on the other hand, was found

to invol ve compr:ehension processes as we 11 as question-specifie

processes. Moreover, this task was found to produce highly

literal responses. These findings were interpreted as evidence

for the superiority of the former task as a measure of

i
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comprehension.

Results also indicated the relative difficulty'of

descriptive discourse over narratives and that of queations

requiring the organization of ,information at a global -level over

those interrogating local-level information. The two types of

questions were found td elicit different processes that are text-
, -

structure dependent. The educational and theoretical implications

of th~e findf'ngs are discussed.
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RESUME
." .

Not re étude a eu pour but d 'examl ner dans que Ile mesure les

structures et processus cognitifs sous-jacents il la compréhension

de te~te sont reliés aux structures et processus cognitifs

impliqués lors des réponses apportées aux questions basées sur le
/ .

texte. De plus, nous avons
(

étudié la relation entre la

•
compréhension et les réponses aux questions, c~~ â partir du

texte. Ce genre de tâche à partir d'un texte sert fréquemment à

l'évaluation de la compréhension.

Oans notre recherche, nous aVOns utilisé deux types de

quest ions. En conceptua 1isant les problêmes empiriques il l'aide

d'un modè le théorique de traitement du discours et de

l'information, nous avons observé l'effect produit par la

structure du ~exte sur les propositions remémorées ou inférées

lors des réponses apportées aux questions posées de même que lors

du rappel libre; le rappel libre reflétant supposément le degré

de compréhension.

L'analyse des donn"ées a révé lé que la compréhension

contribue significativement au niveau de performance de réponse

aux questions. La structure des résultats obtenus a démontré que

la capacité de répondre à des questions en l'absence du texte

dépend" de l'information pertinente dont le sujet dispose dans sa
"

représentation cognitive d'un texte. Nous avons également trouvé

que répondre à "des questions en prés.?nce du texte nécessite, en

1Ii
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plus des processus gén{raux de co,mpréhension, des pro'cessus

spécifiques de réponse au,x questions. Cette dernière tâche

favorise la production de réponses, littérales. Ceci nous amène

donc â penser que la tâche de .répondre aux questions en l'absence
"

du discours'descriptif par rapport au discours narratif

du texte est une mei lleure tâche cl 'évaluation

que celle de répondre :ux questions à l'aide

Les résultats nous ont aussi indiqué la

d~la compréhension

du texte.'

r

que des questions exigeant une organisation globale par rappor~·

aux questions conduisant à une information plus circonscrite dans

le texte. Nous' avons"constaté que ces deux types de questions

fon~ appel à différents processus cognitifs liés à la structur~

du. texte.

Nous avons finalement discuté des implications pédagogiques

et théoriques que ces données soulévent.

•
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CHAP'TER

INTRODU.CTION

. ;

What do we do when we wonder whether someone has understood

something? We ask him or her questions.

Educators and the rest of us assess comprehension by

asking questions. Psycho logi ca l researchers, on the other hand,

have tended to favour recall protocols as measures of

comprehension, because, as compared to question-answerfng tasks,

"presumably fewer constraints operate in free recall.

Ooes the difference in the degree of constraint imposed on

cognitive processes make the two types of task Iargely

indepe,ndent? As a matter of fact, what do people C cognitively

when the y understand a passage and reconstruct it in a recall

task? What do they do when they answer questions about it? To

what extent can we predict the occurence of answers by knowledge

of the cognitive structures and processes that people exhibit

spontaneously in free recall? ls the ability to answer questions

distinct from the ability to comprehend7 ls there a special

competency related to answering questions or is it the case that

once we have understood an organized unit of information we 'cao

answer the comprehension questions relevant to it1 Will a

comparative study of comprehension and question answering reveal'
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,

,
differences interpret"ble in terms of competence-performance or.

comprehension-production discrepancies? In other words, do the

processes that people ~ exhibit in an ambiguously structured

task l·ike free recall predict tho,se that they can exhibit when

provided with explicit demands for specifie processes?

Many teachers have heard students complain that they could

not answer test questions despite having understood the lesson.. ' .

Sometimes students also feel that they can answer questions quit~

accurately without having 'really' understood the materia!. Ta

what extent can we empirically support theae subjective

experiences of a certsin independence between comprehension snd

question answering?

Psychologists who study question snswering from à cognitive

perspective also have conceptualized comprehension and question

answering as non-identical processes. How could they be? The mere

presentation of questions to'the comprehender 18 a new

elicitation condition introducing processing demands other than

those imposed by the to-be-comprehended information itself •

However, how closely the PFocesses involved in the two types of

,

'/.J

~'~
task are

The

related remains an unanswerep question.

central purpose of th~earch ~orted •here W8a to

investigate some of the issues raised ~bove. Grade-six students

of eleven ta twelve years of age were asked ta read texts, recall

them and answer comprehension questions· relevant ta them. Since

comprehension is often assessed by hsving students answer

questions while the reading materialis available to them,

2
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subjects were also aslted to answer questions in the presence of

text. The main objective was to examine the degree to which the

three tasks, namely, free recall, question !,nswering, and

question answering with access to text, are related. ·Throughout

, the research, ~'was assumed thst recall protocols reflect

students' comprehension and thst answers reflect their question

answering ability (see Chapter 3 for the rstionale for this

assumption).

The study also examines the effect of type of text structure

(e.g., narrative versus descriptive) on question answering and

comprehension. In addition, it investigates "some effects thst

varying the cognitive demsnds of questions hss on question

answering.

in view of the fact thst q.uestioning·is the primsry method

of educational evaluation ln general and 8sse8sment of

comprehension in particular, knowledge about question answering

snd its relationship to comprehension has obvi~us implications

for education. Moreover, fundamental research on the cognitive

mechanisms that underlie question answering csn provide basic

information about human cognitive structures and pro~esses. This

study is an attempt to improve our understanding of the qu~stion-

answering process especially as it relates to language

understanding.

3
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CHAPT?B-II
,

QUESTION ANSWERING

AND

DISCOURSE· COMPREHENSION

•
TherJ?: exists a vast and varied literature on question

answering. In an article entitled The multidisciplinary study ~

questioning, Dillon (l982).refers to several fields which are

concerned with the processes of question answering. These include

philosophy, linguistics, logic, cognitive psychology,

anthropology, sociolinguistics, education, psychotherapy, and

others. The present review is inevitably highly selective and the

selection 15 based on a criterian of presumed relevance to the

study.

This review is presented in two sections. The first section

concerns the more application-oriented investigations, mainly

conducted by educational researchers. The second aection reviews

the more 'basic' and theoretical literature, stemming mainly from
,

the work of cognitive psychologists. It deals with theory and.,
research related to discourse processing, especially language

comprehension, and with information-proceasing studies of

question answering.

4
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RESEARCH ON QUESTIONING MOTIVATED ~y EDUCATIONAL APPLICATIONS

Question answering is not only an important meana of

conveying information but it is also an important process through

which learning. may be assessed and enhanced. Several areas in

education are concerned with the study of qucstioning. The entire

area of educational eva.luation, measurement, test1:ng and. .
assessment bears upon question answering. Moreover,

1

traditionally, asking questi~ns h.a been considered a teaching

technique snd, thus, teacher questions as weIl as student self-

interrogation have been .examined bo/ educators. These studies hsve

only a marginal relevance to the present research and wi·ll not· be

reviewed in detail, 1l1though some reference to ass"ssment and

testing notions wili be made in the context of different question

types. ..
However, there is a volumi,n0us l1terature on the effects of

questions on 'prose learning'. Because ft deals with connected

discourse materials, this literature, which is often referred to

88 the 'adjunct questions' literature, la more relevant to the

purposes of the present study and is reviewed below.

Effects of Adjunct Questions

The Experimental Paradigm

Concerned with the improvement of student learning and

retention from text, educational ,researchers have been studying

the effects of various types of study aids such as advance

organizers (Ausube l, 1960, 1965; Ausubel (, Fitzgerald, 1965;

-Barnes (, Clawson, 1975) or adjunct questions (Frase, 1967, 1968a,

1968b; Rothkopf, 1966; Rothkopf (, Bisbicos, 1967), to determine·

5



the extent of their

. /
instruction l

/
(for reviews', aee T.

H. Anderson, 1980; Rickards, 980). •

Although a number f early inves1:t'gations (e.g., Jones,

1923) had exami ned t fac11itative effects ·of questioning, snd

despite the fact that, for decades, teaching-methods books have

recommended.· questioning techniques (e.g., the SQ3R method

designed by F. P. Robinson, 1970; or the PQ4R technique of Thomas

& H. A. Robinson, 1977), 1t is the w·ork of Rothkopf (1965, 1966;

Rothkopf & Bisbicos, 1967) that has stimulated the numerous, more

recent, studies on the lea,ning consequences of asking students

questions about what they are reading (see R. C. Anderson &

Biddle, 1975 for a detailed review; see also Andre, 1979;

McConkie, 1977; Reder, 1980; Rickards, 1979).

An experimental paradigm similar to that designed by

Rothkopf (1966) characterizes the adjunct questions research

area: Students are asked to answer questions placed either before
f,

or after textual material they are reading. Later, they are given

a criterion test in'volving the S8me questions as before, ~.

questions, or both. The objective is to determine the effects of

the initial questioning on post test performance.

While numerous ~nconsistencies have been reported in the

literature, it is safe to state that, )compared to a reading-only

control ~group, faci1itative effects have been found not only when

th.e· posttest consists of repeated questions ('direct' or

'intentional' effects), but also when 1t involves new item.

('indirect' or 'inc1dental' effects) (Anderson & Biddle, 1975).

Rothkopf's (1966) experiment demonstrated both types of

6



effects; the indirect effects were, however, limited to the case

where the adjunct questions appeared afterthe relevant reading

materiai. In fact, many of the inconsistencies in the findings of

questioning studies concern the indirect effects (Anderson &

Biddle, 1975). It seems however that, as found by Rothkopf (1966;

Rothkopf & Bisbicos, 1967), in most studies, prequestioning doe's

not {acilitate and can even inhibit performance on new posttest

items (Anderson & Biddle, "1975). Retention of incidental

information is facilitated by questions that follow reading

passages (e.g., Frase, 1967, 1968a).

Besides the position of the initial items and the degree of

novelty of the posttest, adjunct questions studies have typically
;-

included such independent variables as frequency of questioning
" <

(e.g., Frase, 1968b), whether or not feedback on the adjunct

questions is given (e.g., Frase, 1967; Friedman & Rickards,

1981), or the type of the questions (see Andre, 1979 for a

review).

The DifferentiaI Effects ~ Various Types of Questions

With the recent development of discourse analysis

techniques, free recall tasks are increasingly used for the

assessment of learning (Johns ton, 1981; McConkie, 1977). In the

past, techniques such as the 'c loze' procedure (Tay lor, 1953) -

i.e., asking the student to fil) the often randomly selected

blanks' of a passage- have been used as a measure of reading

comprehension (Collins, Brown, Morgan & Brewer, 1977). Howe.ver,

question-oriented techniques are the ones that are used most

often (McConkie, 1977~

7
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Yet, the classification of dÎfferent types of questions has

been and (despite attempts to develop explicit rule-governed

procedures for objective question generation and' classification

(e.g., R. C. Anderson, 1972; Bormuth, 1970; Finn, 1975»

1>
continues to be an unresol ved problem for questioning research

and educati,onal assessment (Carrier & Fautsch-Patridge, 19~1;

Johnston, 1981, 1982; McConkie, 1977).

Although most adjunct questions investiga~ors have used

'factual' questions only, and many others have classifie..d

questions subjectively and/or atheoretically (see Carrier et al.

1981 for a discussion of this problem), a number of frameworks,
have been used for generating various types of questio s.

One such framework is Bloom's taxonomy of ducational

objectives which includes the followin ogniti categories:

l

knowledge, comprehension, applicatton, analysis, synthesis, and

evaluation (Bloom, Engelhart, Furst, Hill & Krathwohl, 1956).

This taxonomy was used by Hun\-ins (1969), among others. Hunkins'

study compared the effects of 'analysis' and 'evaluation'

questions with those of 'knowledge' questions. The posttest

consisted of six euh-scores, one for each of Bloom's categories.

Reading abi lit Y was a signifi~ant predictor of all six scores.

Moreover, children who received the analysis and evaluation

questions di'd significant ly better than the knowledge-questions

students on the evaluation subtest but not on the five 'lower'

subtests.

Somewhat more surprising results have been found by

Shavelson, Berliner, Ravitch and Loeding (1974). ln this study,

8



questions were either of 'lower order', corresponding to Bloom's

'knowledge' category, or of 'higher order' relevant to the

~axonomyfs 'comprehension', 'application' and 'analyste'

categories. On a posttest, the group that rece1 ved higher-order

questions placed after the passage performed better than all

other experimental groups but, surprisingly, ~ot better tha~ the'

no-question control group.

Several authors (e.g., R. C. Anderson, '1972;, Baker, 1974;

Bormuth, 1970) have questioned the adequacy of Bloom's taxonomy

for classifying test items and Andre (1979) has pointed out the

vagueness of the classification system used in both of the above

studies and has attributed some of the inconsistencies to the low

reliability for the assignment of questions' to cstegories.

However, Bloom's taxonomy together with the concern for

behaviorally stated objectives (Hager, 1962) still influence

educational testing and measurement (see ~.g., Bloom, Hastings &

Hadaus, 1971; Green, 1975; Lindvall, 1975; TenBrink, 1974~

In his 1963 paper, Glaser made a distinction between norm-

referenced and criterion-referenced achlevement measureB. The

former aims at the relative ranking of students with respect to

their test performance. Test items are, therefore, selected on

"
the basis of their discriminating power (Hillman, 1974). Glaser

advocated the use of criterlon-referenced tests, i.e., meaSures

that provide "explicit information, as to what the indl vidual can

or cannot d'o'" 0963, p. 520).

In psychometrie work such as that Buggested by Glaser,

concern for the validity and interpretability, rather than mere

9
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'reliability o'tes;- items has inc-reased. Rence, there is a

greater emphasis upon the explicit specification of thé content,

format, and selection of the items (Millman, 1974).

To avoid m1sinterpretation of the term 'criterion-referencèd

testing', Rively (1974) replaced 1t with that of 'domain-

referenced , te.sting'. "A 'domain' May consist of any clearly

specified set of items" (p. 10). It is a well-defined set of

tasks from which test items are randomly selected (Millman,

The concern for systematicity in the construction and

validation of test items (T. H. Anderson, Wardrop, Rively,

Muller, R. 1. Anderson, Hastings & J. Frederiksen, 1977) is

ref,lected in the works of authors who propose algorithmic

approachea to the generation of questions. As McConkie (1977) put

it, "the test que'stions used are then a sample of aIl queations

that could be generated by the same algorithm, thu~making clear

the domain from which they came" (p. 9).

Strongly criticizing the aubjective nature of question'

generation procedures, BOrIllûttl',(1970) has' advocated the use of

operational definitions for deriving a population of criterion-

referenced test items fram a given instructional Btatement, so

that, by applying the operations, two independent test writers

generate the same items. The definltion would include a set of

operations through which the syntactic structure of the sentences

18 analyzed, and a set of transformations to produce'!. test items.

Using notions of transformational generativè grammar, Bormuth has

"designe9 such item-producing rules and has used them in a study

10
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(Bormuth, Manning, Carr & Pearson, 1970) which examined

children's comprehension of variouB syntactlc structures and

found that accuracy of response was affected by the type of
,~

q ues t ion asked.

Bormuth's proposaI is, however, heavily syntax-based and as

such it is. not directly useful for the assessment of the

learner's understanding of the meaning of a passage. In an

attempt to overcome this problem, R. C. Anderson' (1972) has

extended Bormuth's work and has provided a number of additional

transformations to generate test items.

the scheme proposed by Anderson is aimed at distinguishing

comprehension from non-comprehension. Emphasizing the importance

of semantic, ss compared to orthographie and phonological,

encoding in comprehension, the model focuses on the relationship

of the question's wordlng to that of the instruction, and

describes procedures for generating 'verbatim' questions,

'paraphrase' questions, and questions formed by substltutlng more

genera1 or more particu1ar terms for the original terms.

A number of studies have examined the effects of adjunct

questions that vary according to this framewor~ Somewhat related

to Anderson's concern for comprehension are the studies that

conceptualize question type in terms of levels of prôcessing

(Craik & Lockhart, 1972). From this standpoint it would be

expected that adjunct questions that p:resumably require 'deeper'

processing will have' stronger facilitative effects than those

requiring surface-level processing.

Using passages that described a number of psychological

1 1



princip les, Wstts and R. C. Anderson (1971) compared the effects

of t name , questions, 'rep!'ated example' queations and

•

'application' questions. Name questions required the recall of

the name of the psychologist associated with the princip le.

Repeated example questions involved the recognitlon of the

examples that were provided in the material as instances of the

principles. These questions were identical to the application

questions except that the latter involved instances ~at were not

stated in the ,passage.

Felker Dapra (1975) e~amined 'verbat1m' versus.

(

./

\

'comprehension' questions, Andre and Sola (1976) 'and Andre (1981)

compared the effects of 'verbatim' ta those of 'paraphrased'

items, and Friedman and Rickards (1981) "manipulate [dl depth of

processing by inserting in text verbatim, paraphrase, or

inference questions· (p, 428),
~

The common finding in these and other studies is that

subsequent performance benefits more from higher-level (e.g.,

application) questions- than it does from lower-order (e.g.,

recognition) items. In fact, the latter may even have·inhibitory

effects (Watts" Anderson, 1971). However, here again, opposite

results have been fOURd. For instance, ln a series of seven

experiments, Andre snd his coworkers (Andre, Mueller, Womack,

Smid " Tuttle. 1980) found no evidence for the superiority of

'application' questions over 'factual' questions. Similarly, in a

studJl with children, Swensen and Kulhavy (1CJl1.>4) did not find a

significant dif ference betwèen 'paraphrase' and 'verbatim'

questions, and Bing (1982) found 'rote' questions more helpful

12



than 'conceptual' questions. Also, despite their genuine efforts,

R. C. Anderson and Biddle (1975) failed to show the suveriority

of 'paraphrased', as comJ?sred to 'verbatim' questions. This may

be due to methodological.problems (Andre & Sola, 1976).

Alternatlvel y " if may be the case

suggesteA by ~evious research

that, contrary to what has been

.\
(e.g., Sachs, d 976), memory for

as

.the surface fe,atures of text is n9t'.neceasarily transient (see

Hayes-Roth & Thorndyke, 1979; Walker, & Meyer, 1980).

Furthermore, Carrier and Fautsch-Patridge (1981) have strongly

criticized the idiosyncratic nature, and thus, the

incomparability of the labels assigned to differ~~t types of

questions across studies and have argued that thia problem,
together with the amblgulty of experimental Instructions to

subjects can explain the Inconsistencles found in the effects of

higher-order questions.

More recently, there. have been attempts to analyze the
l'

relationship between a text and questions generated relevant to

it. These attempts are concerned with the semantics 'of discourse

and Binee they are often based on discourse procesaing notions,

they will be discussed, later, in that context.

Attempts to Account for the Effects of Adjunct Questions

Adjunct questions studies tend to be atheoretical. R. C.

Anderson and Biddfê (1975) havé qual1fied this literature

being "infected with a mindless empiricism" and have argued that

"we do not need another demonstiation that adjun.ct questions

'work' [••• we need to know ••• ] why they work and under what

conditions" (p. 108) (for similor remarks, see Andre, 1979, p.

13
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302; McConkie, 1977, pp. 38-39).

There has been, however, a number of attempta -for the moat

part ~ hoc- to provide an explanation for the effecta,

eapecially the indirect effects, of adjunct questions. Rothkopf'a

(1965, 1966; Rothkopf & BisMcoa, 1967) 'mathemagen~c hypothesia'

is the be"t known. The term 'mathemagenic' characterizea

behaviors that give birth to learning. The idea ia an attempt to

explain the indirect effects of adjunct questions and lB based on
the behavioristic notion of ahaping: "Testa arl! reinforcement-

like events for certain desirable mathemagenic responses"

(Rothkopf, 1965, pp. 216-217). Succe88ful an8wering of adjunct

question8 rein forces the 8tudent8' mathemagenic behaviors and

thu8 improve8 their p08tte8tperformanc~ Failure to an8wer the

adjunct question8 correctly will lead to the extinction of

mathemagenic behaviors. Since'the probability of 8ucceeding is....,...
higher when the item8 appear after the relevan.t pa88age, 8uch

,
items give better re8ults than tho8e placed before the text

(Rothkopf & Bi8bicos, 1967).

Numerou8 studie8 (e.g.! Bruning, 1968; Felker & Dapra, 1975;

Fra8e, 1967; McGaw & Grotelue8chen, 1972) have interpreted their

re8ults a8 8upport for the mathemagenic hypothesis. As pointed

out by A~,derson and Biddle (1975) and Rickards (1979), over, the

years the strong behavioristic flavor of the mathemagenic

hypothesis has been replaced with a cognitive lan~age.

Rothkopf's (1972, 1976) more recent writings empha8ize

mathemagenic 'proce8sing activities' rather than behavior8 and

the concern for the effective, as opposed to the nominal, stimuli

14
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is now expressed in terms of the internaI representation of the

text.

Following a number of difficulties for the mathemagenic

hypothesis (see e.g., Frase, 1968b) and due to the shift of

emphasis in experimental psychology toward a cognitive

}erspecti ve, a number of more process-oriented accounts of

adjunct questions effects have been developed.

Frase (1967) has proposed two hypotheses, namety, the

'forward' and the 'backward' hypotheaes: The former asaerts that,
~

in a forward manner, questi?na optimize mathemagenic behaviors on

aubsequent "text. According to the backward hypothesis on the

other hand, questions pla.ced after passagea lead to the mental

review of what haa been juat read -hence, the better retention of

the preceding material.

McGaw and Grotelueschen (1972), among many othera, have

provided evidence for both shaping (i.e., forward) behaviora and

a backward, review proceaa. Rickarda (l979) haa poatulated four

types of mental proceaaing; namely, apecific or general forward

procesaea and apecific or general backward processea. A specifie

proceaa ia limited to questioned material, while a general

procesa is not. Rickards has shown how these four processes can

account for the results of several adjunct questions studies.

R. C. Anderson and Biddle (1975) have argued that adjunct

questions increase performance on repeated questions by

facilitating mental review and further cognitive processing of

the material. The levels-of-proceasing conception of the human

memory system (Craik & Lockhart, 1972) has often been used to

15



explain the effects of adjunct..
framework can be viewed as an

)
"questions. Roughly speaking, this

1
.-'
"

information-processing version of

l ' Bloom's (Bloom et al.·~56) taxonomy. Rather than considering aIl

rehearsal and review processes to be useful, it emphasizes the

quality'of the processing. As Bruning's (1968) study has shown,

merely restating the information, and thus providing the

possibility of review, has lower'facilltative effects than asking
1

questions (for a related issue see Ellis, Konoske, Wulfeck Il &

Montague, 1982).

Levels-of-processing notions can he used in interpreting the

results 'of several studies (e.g., Andre & Sola, 1976; Felker &

Dapra, 1975; Watts & Anderson, 1971). Also concerned with depth

of processing, Reder (1980) has emphasized the role of

elaboration in learning from text and has argued that useful

elaborations generated during initial question answering produce

improved performance. She shows how the extra-elaboration notion

can account for several sets of results.

Methodologicai and Theoretical Issues Involved in Adjunct

QUestions St~dies

ln a review of various study aids, T. H. Anderson (1980)

conc 1udes that "the systematic use of good adjunct questions is

the most effective one" (p. 500). It is true, however, that the

volume of research in this area exceeds the number of reliable

and adequate descriptions it has generated.

Adjunct questions studies have been criticized for their

ecological invalidity (Rickards, 1980), and methodological

shortcomings such"ts absence of appropriate control groups or

16
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unreliability and vagueneas of question claasification achemea

are aeen as at leaat partial explanationa for the inconaiatenciea

in thia area (Andre, 1979; Kormoa, 1983;" Carrier & Fautach-

Patridge, 1981). More important, however, are the theoretical

limitati'Ona of adjunct questiona atudiea (op. dt.). The area haa

tended to be almoat excluaively functionaliat: How poatteat
,-

performance variea aa a function of queationing and a number of

variablea related to it. Thus the studies are essentially

product-oriented, and becaus~of their minimal concern for the

processes involved in question answering; they have not"

contributed much to our understanding of how people comprehend

discourse and why some questioning strategies improve learning

(Carrier et aL 1981; Reder, 1980).

Several investigators (T. H. Anderson, 1980; Andre, 1979;

Carrier et al. 1981; McConkie, 1977) have persuasively argued for

the centra lit y of students' intentions and their perception of

the task demands and for the importance of explicit description

of the requirements to the learners. Andre (1979) has proposed an

information-processing model of learning from prose; in this

model, questions are assumed to modify the learneri' perception

of the task and their cognitive representation of the material.

Furthermore, Carrier et al. (1981) have raised the "iasue of

the confounding of prose variables with question variables" (p.

376) and Reder (1980) has emphasized the necessity of a system of

semantic representation of discourse for a model-based study of.....
comprehension and question answering (see also R. C. Anderson,

1972; Kormos, 1983; McConkie, 1977; Rickards, 1979).

17



The study to be reported here has used one of the existing

~emantic representation systems (Frederiksen, 1975) and Binee the

c>study used questions as a means of obtaining information about

students' cognitive processes and not as potential pedagogieal

devices, the adjunct questions literature is not révieved in

further detai 1.

THE THEOREnCAL LITERATURE

With the shift of emphasis in experimental psyehology from
;

~

observable to internaI phenomena and proeesses, cognitive

operations such as comprehension and problem solving have beeome

central research areas. While there exists a voluminous and rich

literature on discourse comprehension, the proce8B of question

ansvering (Q/A) has not attracted comparable attention in

cognitive psychology. As Lehnert (1978) ~as argued, this may be

due to the fact that Q/A is tao lov-level and automatic for most

of psychology (and

1 .
fact, Borne of the

done

too high-level for, say, neurophysiology). In

cognitively oriented vQrks on Q/A have been
. , _ r .;."',,,,~,~~, \.It ,,~"

by resèarchers in the field of>artificial intelligence.
1

This section of the review is primarily concerned with the

discourse C:omprehension 1 iterature.

on . the process

An overview
~

of QI A will be presente\! at

of the research

the end of the

section.

Discourse Comprehension

Orientation and Basic Assumptions

The study of discourse processing by C'psychologists is

primarily motivated by the assumption that discourse reflects

cognitive structures and processes (Frederiksen, 1981). More

18

..



'"

specifically, it is assumed that since memory is to a large

extent semantic (Sachs, 1967), and since the meaning of a text is
~

structured, memory structure may reflect discourse structure

(Marshall & Glock, 1978; Stein & Glenn; 1979). Furthermore, this

interest in memory structure has been accompanied with an-

interest in how knowledge structure is acquired. Here again,

discourse comprehension is the natural place to begin. Current

work ln this area 18, mor~over, characterized by an emerging

consensus that comprehension is more inferential than literaI,

more constructive than trace-abstractive, and more interactive

than linear and sequential (Danks & Glucksberg" 1980; diSibio,

1982; Spiro, 1977, 1980a).

Evidence for the inferential and constructive nature of the
Ch.
~~ .

human cognitive system goes back to the pioneering work of

Bartlett (1932). For Some of his recall experiments, Bartlett

selected a story that was culturally distant fram his sùbjects'

world knowledge. He found that subjects 'remembered' highly

distorted versions of the story. The reconstructions were in the

direction of matching the story with one's prior knowledge, and

showed a "tendency towards increasing conventionalisation of

language" (p • .l0). The reconstructions were even more marked in

later recalls. Moreover, subjects were usually satisfied with

their distorted versions.

There have been long debates over the validity of Bartlett's

results (see diSibio, 1982 for a review). For instance it has

been repeatedly argued (e.g., Kintsch, 1977; Meyer, 1977) that

the distortions reported by Bartlett are to be attrihuted to the

19
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unconventional nature of the story used and to the long -delays

between the presentatLon of a passage and its recall. In fact,

empirical evidence (e.g., Kintsch & van Dijk, 1975; Thorndyke,
."

1977) suggests that accuracy of recall decreases when the textual

input has an unusual structure and, in many studies (e.g.,

Kintsch, 1977; Kintsch, Kozminsky, Streby, McKoon & Keenan, 1975;

Meyer, 1977) at reast non-delayed recall has been found to be

much more accurate than Bartlett, reports.

However, Spiro (1980b) has persuasively argued that the

relative contribution of prior knowledge is affected by the

characteristics of the reading material, the purposes of reading,.
and individual differences. He has attributed the accuracy of

~ recall found in some studies to the artificial context of memory
"

experiments, and has argued that, typically, experimental as weIl

as school instructions and materials "minimize interaction with

and assimilation to prior knowledge " (1.980a, p. 255; see also

Spiro, 1977 and diSibio, 1982). Moreover the conditions under

which inaccuracy Decurs, rather than Inaccuracy pe~ se, are

important (diSibio, 1982; Spiro, 1977). Reder (1980) contends

that what Bartlett'B subjectB did is typical of discourse

processing.

In fact,

•

Kintsch (1977) explicitly states that in his study

"subjects were admonished to be accurate" (p. 53). It is,

therefore, not surprising to find "quite accurate" recalls.

issue seems ta he one of competence-performance. Apparently,

people cao he quite accurate. but, 8S several social
•

psychologists have argued (e.g., Greene, 1976; Hamilton, 1981),

20



people tend to be concerned with coherence and meaningfulness

more than accuracy.

However, what has been controversial is th~\extent to which

Bartlett's results are to be accepted (see diSibio, 1982 and

Spi:o, 1977 for discussions of the constructive/reconstructive

issue). That preexisting cognitive structures interact with the

input and affect memory processes seems fairly uncontroversial

and desplte the lack of systematiclty that characterizes

Bartlett's work, his study is frequently cited in current

literature on memory and comprehension.

Yet, 1t should be noted that the willingness to study

discourSe comprehension with a constructive orientation 18 quite

recent (Danks & Glucksberg,
,

198G:C.Meyer, 1977; Reder, 1980;

Spiro, 1980a; Thorndyke & Yekovich, 1980). Bartlett's

structurslist orientation was ignored by the dominant empirlcal-

associationlstlc conceptions of the human mlnd (Klntsch, 1978;

diSibio, 1982; Spiro, 1980a). For years, verbal lesrning

psychologlsts restricted their materlal to nonsense syllables,

isolated words, and unrelated sentences, that 15, more easl1y-.,.
controlled stimuli, free of prevlously learned associations

(Danks & Glucksberg, 1980; Reder, 1980; diSibio, 1982). These

kinds of materlal hardly lend themselves ,to deep, semantic

processing (Craik & Lockhart, 1972) and to a constructive,

inferential activity on the part of the learnei (Lachman &

Lachman, 1979).

Gradually, however, wlth Increaslng demands for

generalizabllity of laboratory findlngs to educatlonally

21



meaningful taska, with developments in computer science that

1,

allowed simulation of discourse procesaing, and

development of case and text grammars in linguistics,

with the
"-v

the study·

of discourse comprehension came under the focus of psychologists

(Reder, 1980). Evidence against the formalist position

accumulated (Morgan & Green, 1980). Several experiments

demonstrated that people construct cognitive representations that

encompass information not explicitly encoded in the presented

discourse (Rumelhart, 1980; Spiro, 1980a). A number of

experiments conducted by Bransford and his coworkers (e.g.,

Bransford & Franks, 1971; Bransford, Barclay & Franks, 1972) have

been inf luential. In one study (Bransford et al., 1972), college

students receivea sentences like this: (1) "Three turtles rested

beside a' floating log, and a fish swam beneath them" or (2)

"Three turt les rested 011 a floating log, and a fish swam beneath

~hem". These two sentences have identical deep structures; yet,

,the semsntic situations suggested differ. Subjects were theS

gi ven recognition tests of sentences such as (3) "Three turt les

rested (beside/on) a floating log and a fish swam beneath it". It

was hypothesized that answers to the recognition test wou~ vary

depending on the initial sentences received. As predicted, and

contrary to what would be expected by a traditional interpretive

theory, it was found that subjects who first heard sentence (1)

tended to reject sentence (3) on the recognition test. In

contrast, subjects hearing sentence (2) were likely to think they

had heard sentence (3) before. Thus, "recognition was shown to be

primari1y a function of the complete semantic descriptions

"'
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,
constructed rather than a function of Just that information

specified by the linguistic input strings" (p. 20S). It was

concluded that it is people and not sentences that carry meaning.

As Spiro (1980a) pas pointed out, this study served as a

prototype for nUmerous other demonstrations of the false

recognition of~ information that is'compatible with the old

information. Despite the challenges that this finding has been

'v - faced with (e.g., Hayes-Roth & Thorndyke, 1979; Katz, Atkeson &

Lee, 1974; Katz & Gruenewald, 1974; see Walker & Meyer, 1980 for

a discussion), the belief that the human memory system is

inferential .and cônstructive has become wldespread. In fact, 8S

suggested in an excellent article by Magoon (1977), presently,

several disciplines -including cognitive psychology, social
~

psychology, sociology, anthropology, and educational research-

shoW' a tendency towards a constructivist approach, hehce,

conceptualizing human subjects as purposive, meaning-seeking,

knowing beings exhibiting rule-governed constructive behavior.

Methodologically, this has led to a preference for 'thick

descriptions' (Geertz, 1973) such as free recall protocols in

dlscourse processing research.

As mentioned earlier, the interactive nature of language

comprehension is now widely accepted (Danks & Glucksberg, 1980).

lt is believed that various sources of information including the

comprehender, the author, the discourse and the context (e.g.,

task demands) continuously interact during language p.t~cessing

(Frederiksen, 1981; Tierney & Mosenthal, 1980) and that, ,acroas

linguistic levels, processing is interactive (Adams & Collins,
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1979). The notions of 'bottom-up' and 'top-down' processing have,

thus, become commonplace (Adams & Collins, 1979; Bobrow & Norman,

1975) •

In bottom-up conceptions of language processing, the major

role ià attributed to the textual information, and lower-level

processes are presumed. to occur prior to higher-Ievel processes

(Frederiksen, 1979). In top-down models, high-level inferential

operations are thought to control, the comprehension process

(op.cit.), and the comprehender's existing knowledge structures

are viewed as the major contributors of the process (de

Beaugrande, 1981). The bottom-up/top-down dichotomy has also been

called 'data-dri ven' and 'conceptually dri ven' (Bobrow & Norman,

1975). Data-driven processes go from part to whole, whereas

conceptually dri ven processes go from whole to part (Rumelhart,

~O). The 'former searches structures in which to' embed the data;

the latter fits the input to expectations and predictions (Bobrow
~

& Norman, 1975). The terme 'text-based' and 'knowledge-based' (or

'schema-based' o~ 'frame-based') refer essentially to the same

questions: 'Text-baSe~qUestions'

distinction is analogous to that

phenomena (Frederiksen, 1977b; Spiro, 1980a). 'Jdle study to be

reported here us~ two types of

. and 'frame-based questions'. The

provided in the Method sectio~

G

-,
of bottom-up and top-down processing. More details will be

1"'.
Most discourse processing models assume, and ample evidence

suggests, that both top-down and bottom-up processing oc'Cur in

comprehension. In a study of eight-year olds' inferences in

answering questions about narrative discourse, Nicholson and
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Imlach (1981) have observed both types, with bottom-up procesaing

showing some priority OVer top-down processing. The nature of the

interaction bétween top-down and bottom-up pro·cessing, however,

is not weIl understood and the literature about it remains, for

the most part, quite sketchy. Attempts to design artificial

information-processing aystems have clearly demonstrated the

comp1exity of the interaction (Bobrow &. Nor,man, 1975) and there

is a controversy over the extent to which each type of process is

in vol ved in discourse comprehension (Frederiksen, 1979). •

Cognitive psycho1ogists d·iffer from the experimenta1

psycho1ogists who preceded them in various ways. ·Central to these

differences is the importance assigned by cognitive psychologists

to two concepts: (1) The representation of knowledge and (2)

cognitive processes. From a constructiviat standpoint, knowledge

is assumed to be represented in organized holistic structures.

The organization is high1y rule-governed rather than, say,

associationistic (Freder~ksen, 1977a~ The representation/process

emphasis can, thuB) he regarded a8 a concern for Btruct~re8 and

pro cesses.

The fol1owing review is organized according to the

structure/process distinction. However, since aeparating

structures and processes is often unrealistic -proceases act upon

structures and structures include processes (see Rumelhart &

Ortony, 1977, p. 127; Smith, 1977)-, overlaps and arbitrary

separations are inevitab1e.
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Representational Discourse and Knowledge Structures

Thë'te exists a variety of theories about
4lll

the form of

(

(".- .

~J
•

(

cognitive representation of meaning. Some are analogical in

orientation, many are propositional and schematic. The purpose of

this section is noS to review theories of knowledge

representation (Norman, 1976, Chapter 8 provides a good overview;

M.cConkie, 1977, pp. 14-15 is a quick reference; see also Chafe,

1977; Frederiksen, 1977~ and Smith, 1977). The purpose is the

./

sË!Iective review of the main theories of representation, in

memory and in text, that are relevant to discourse processing

issues.

It is importane--to mention that the section is not limited

to 'purely' conceptual structures. Although many of the

propositional and ~inguistic representation theories may not

claim any analogy between their system and psychological

~ \....-...
structures, these theories are siill primarily structural ones

( and will be discussed in ·this sectio~
'1#

At the 'lowest,1 levél, are the textual features of discourse

that affect comprehension. Next 1, are the propositional

structures, and finally 1, are the highly organized conceptual

-i
( structures that comprehenders have or construet and that writers

and speakers instantiate in their discourse.

Textusi festures of dlscourse that affect comprehension

As the unit of analysis in linguistics and p~ycholinguistics

has, to a large extent, shifted from sentence to discourse (Danks

1 Obviously, no psychological llnearity i8 implied here.
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& Glucksberg, 1980) a bulky literature on the linguistic

•1
structure of text has been generated, and numerous experiments

trying to show the cognit1ve effects of textual

been conducted.

variations have

\
While it is generally held that the property that

differentiates diac6urse from a random sequence of sentences is

'coherence' (Frederiksen, 1977b; Bee de Beaugrande 1980, 1981 for

'princ!ples of -t;extua11ty'), no agreed-upon definition' of

discourse exiàts 1n the literature, partly because the term

'coherence' makes sense pr1mar1ly in relation to a context and to

a reader or 11stener. However, discourse la generally'seen as

structured un1ts that d1splay some organizational structure

(Meyer, 1977) w1th var1ouslcohes1ve dev1ces that 11nk

const1tuents together (Danks & G1ucksberg, 1980).

Empir1cal research has demonstrated that the- processes

cO}llprehenders use and the know1edge they acquire from discourse

are affected by such surface features as cohesive items and

topica11zation patterns of text. For instance, Garrod and Sanford

(1~77) found that, where th~ i~tegration 0;r two anaphorically

related 1tems 1s necessary, read1ng timj and, presumably

therefore, comprehension proce88es var~/;~~functlonof the
'C

'semantic distance' between the two items.

In fact, Hal11day and Hasan (1976) have proposed the notion

of 'cohesion' as a factor contribut1ng to discourse coherence.,
•Cohesive ties establish a text's continuity and occur -wh~re the

~~~~ERPRETATION of some element 1n the "disfourse 1s dependent on

that of another. The one PRESUPPOSES the other" (p. 4). Hall1day
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and Hasan propose a classification of cohesive ties in four main

groups: Reference, substitution and ellipsis, conjunction, and

lexical cohesion;, each category iB further subdivided. Moreover,

two types of reference ",re distinguiBhed: 'Exophoric' and

'endophoric'. Exophoric reference is situationally-determined"

i.e., it signaIs that reference I1IUSt he made to outside the textJ

Endophoric reference, on the other hand, is textual and 1:9-'.

assumed to refer ei ther to preceding text (anaphora), or to

following text (cataphora).

Tierney and Mosenthal (1980) have pointed out that cohes.ive

ties have a mortar-like quality and that they play a major role

in determining the affective power of a text. Morgan and Sellner

(1980), however, have cr~ticized Halliday and Hasan for "the

inistake [they••• ] have made [••• ] -taking certain aspects of

linguistic form as - cause, rather than effect, of coherence" (pp.

179-180). - Hall iday and Hasan, however, do mention that cohesion

is not the only condition for the creation of text. 'RegiBter' iB

another necessary condition. While cohesion makes a text coherent

with respect to itself, register makes it coherent with respect

to the context.

ln addi tion to cohesi ve ties, the thematic orgsnization of

discourse has been found to signal or require certain procesBes

and, thus, to affect comprehension. For instance, Clements (1979)

has provided strong evidence that 'staging', a notion borrowed

from Grimes (1975), affects what we remember from discourse. ln

this nicely designed and reported study, staging was defined aB

"a dimension of prose structure which identifies the relative

28
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prominence gi ven to varioua aegmenta of proae diacourae"

(Clementa, 1979, p. 287). The notion ia baaed on the idea that

the combinat ion of the topic-comment and the given-new

distinctions gives a hierarchical organization to discourse.

Through the identification of the topic of a text segment, its

novelty, and its relationship with an earlier segment, the

hierarchical level thst was 'assigned' by the writer/speaker to

that segment can be determined.

Clements hypothesized that, in the absence of some higher

level of control (e.g., strong feelings about non-emphasized

points of the text), staging affects the memorability of

information. He found that a given piece of information was

better recalled if it stageà hi~h than if it staged low. The

psychological status of staging was also demonstrated by Marshall

and Glock (1978) who found that, independent from variations in

the semantic structure of discourse, staging affects recal1 2•

Closely'related to Grimes's (1975) notion of staging is

Meyer's (1977a, 1977b; Meyer, Haring, Brandt li Walker, 1980)

technique of discourse analysis. This technique y,ields

hierarchical tree structures that show the

superordlnate/subordinate relationships between the ideas of a

passage. Despite some confusion that seems to exist in this

framework between the conceptual importance of a chunk of

information and its organizational 'height', results reliably

indicate that recall is significantly affected by the

hierarchical level of information: Top levels are recalled and

2 There were group differences, however.
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retained bette. than lower levela.

Kintsch and his colleagues (Kintsch, 197&; Kintsch,

Kozminsky, Streby, McKoon & Keenan, 1975; Kintsch & van Dijk,

1975) have also found that·'superordinate' propositions are

better recalled than 'subordinate' ones. Kintsch (1978) has

attributed ·this finding to the greater degree of implicit

repetitions that superordinate propositions receive in a text,

and has related it to the notion of the given-new strategy of

text comprehension formulated by Clark and Haviland (1977: Clark,

•
1977) in the study of conversational conventions.

Meyer (1977a, 1977b) has suggested that a theory of writing

test questions can be derived from her framework. She argues

that, unlike Bormuth 's (1970) and Anderson 's (1972), her approach

is useful in deciding which information to query (1977a).

However, as Resnick (in the 'open .discussion' chapter fo,llowing
1

Meyer, 1977a) has pointed out, what psychometricians need is.

knowledge about memory processes; such knowledge is not provided

by Meyer's framework.

Semantic structure of discourse

With the accumulation of evidence (e.g., Sachs, 1967) that

memory is to a large extent semantic, cognitive psychologists and

researchers in artificial intelligence have tried to find ways of

representing the semantic structure ·of discourse. The

psychologist's motivstion to do so is partially derived from the

assumption that a compariaon of the semantic representation of a

passage (input) and that of s recall protocol (output) allows one

to infer the cognitive processes that occur between the stimulus
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and the response, and to infer the knowledge acquired.

Helped by developments in linguistics -e.g., Fillmore's

(1968) case grammar emphasizing the semantic relations among

words-, a number'of models have been proposed for the conceptual

representation of 'discourse (e.g., Frederiksen, 1975; Kintsch,

1974; Norman, Rumelhart & the LNR Research Group, 1975; Schank,

1972). Among these, the systems developed by Frederiksen and

Kintsch have been used most in psychological studies of discourse

processing. Both systems consider the proposition as the unit of

meaning, bath use a propositioç.al. rather than a network,
\-

notation, both yield a hierarchic~al structure that allows for

multiple embedding of propositions, and both have the potential

for representating various content areas and di~course genres

(see de Beaugrande, 1981, and Tierney & Mosenthal, 1980 for L·

comparisons of the No models).

1,n Kintsch's (1974) system, a connected, ordered list of

propositions forms the 'text base'. A proposition con tains a

predlcatot"' and B sequence of arguments. Arguments are ward

concepts (e.g., nouns). A predicator. on the other hand, is a

relational term (e.g., verbs) that connects arguments. Thus, a

relation and a set of arguments represent a unit of idea. The

comprehender's task is regarded as one of inferring the 'text

base structure' of the speaker or the writer, and conatructing a

representational structure of it (Kintsch, 1978). ~everal studies

(e.g., Kintsch, 1974; Kintsch, Kozminsky, Streby, McKoon &

Keenan, 1975) have demonstrated that what is important in reading'

comprehension is the propositional content of discourse rather

31



)

"

than surfac.e struc.ture.

For a text base to be coherent, a number of conditiona muat

be met. One of these conditions is referential coherence (Kintsch

•
. & van Dijk·, 1978). This is done through a repet1tion rule: Each

proposition must share an argument with at least one other

proposition. Propositions containing repeated arguments are

'subordinated' to the propo~ition where the argument originally
\

appeared; 'superordinate' propostions contain 'subordinate'

propositions a~ their arguments (Kintsch, 1974, 1978). While not

being considered a sufficient or even a necessary condition for

coherence, the repetition rule is viewed as having substantial

predictive value for reca11, and as mentioned ear1ier in the

context of Meyer's theory, Kintsch reports empir1cal results in

support of the higher retention of superordinate propositions

(Kintsch, 1978; Kintsch et al. 1975; Kintsch & van Dijk, 1975).

Kintsch (1974) assumes an an,alogy between his

representationa1 system and the representation of meaning in,

memory. Methodologica11y, the system is simple to use and it has

proved usefu1 in numerous emp1rical studies.

Defining comprehension as the process of building a model

~
for discourse and for the conceptual structures that underl1e it

while satisfying text-based, know1edge-based, and context-based

constra1nts, Frederiksen (l975 •.~~1) has developed a semantic
, ,

representational system that 1s, tn 1ts basic princip les, sim11ar

to Kintsch's (1974). Perhaps their main difference is in their

degree of elaboration: Kintsch's technique is sketchy and :loose-

hence its easiness; Frekeriksen's (1975) is elaborate and
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specific -henc~ its richness.

The system is based upon concept-relation-concept triples.

Two classes of concep.ts have been distinguished: 'Objects' and

'actions'. Objects are things occupying space. Actions are things

occupying a position or interval of time and involving change.

Each category is further divided into subclasses.

Concepts are connected to each other by a network of defined

and labelled binary relations. There are different types of

relations: 'Case' relations specify an action; 'identifying'

relations, on the other hand, distinguish an object or an action

from other objects or actions. When a concept-relation-concept

triple involves objects and identifying rela~ions, it defines a

'Btate'. In contrast t an 'event' involves actions rather than

objects but can have both types of relation. ln propositional

notation, each event or state forma one proposition (Frederiksen.

1981).

ln addition to representing the components of a ~roposition,

the system can handle larger chunks by representing the

're'lative' and 'dependency' relations across propositions. The

mode1 is therefore hierarchical in nature with the concepts at

the lowest level and the interpropositional relations at the

highest level (Frederiksen. 1977a).

The framework (Frederiksen, 1975) is actually much more

detailed than is suggested by the above overview. The study to be

reported here used a simplified and updated version of the

initial model (see Frederiksen, 1981).

lt must be mentioned that the system is intended as a theory
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of memory representation.at the propositional level. Marshall and

\

Glock (1978) have

msnipu lationa in

found that recall varies as a function of

)
the seIIfantic structure of dlacourse, as

represented by Frederiksen's (1975) system. These researchers

indicate that if we accept the assumption that discourse

structure reflects memory structure, 8 demonstratlon of the

descriptive adequacy of the model at the discourse level equally

supports it as a model of memory.

Frederikaen's system has been used in aeveral atudies which

have shown its descriptive adequacy. Relevant to queation

answering issues, a study by Kormos (1983) Im1st be mentioned. In

this study, children read a story, answered questions relevant to

it, and retold it in their own worda. The questions were

generated on thë basis of Frederiksen's propositional (1975) and

frame (1982, in prep.) analysis systems (the latter system deals

with more abstract conceptual structures and will be discussed

later). There were three types of question: 'Factual' questions

interrogated case information that was explicitly encoded in the

text; 'connective' questions required subjects to infer implied

interpropositional connections; finally, 'framing' questions were

llbout the underlying global structures (e.g., questions about

motives and plans of the story characters). Recall protocols were

found to vary depending on the type of question and reading

level. While framing questiona were not fac11itative for these

grade-three children, aptitude-treatment interactions were found

in the caSe of connective questions. Moreover, asklng Questions

seemed to focus recall toward propositions re levant to the type
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of question.

This study has at least two advantages over many of those

reviewed in the Adjunct Questions section. First, we know exactly

what the labels assigned todifferent question types refer to;

using the seme propositional and frame analysis systems we caO.

replicate the study. Second, by including different reading

levels, different ~assa~, and differeot response modes (recall

versus inference), the study has attempted to provide data that

are less and~l,ess dependent on a given experimental situation. ln

fact, high-level interactions among these varlables were found,

thus, showing the complexity of the effects of questions.

Relevant to questioning issues and Fréderikaen's (1975)

model, there ls snother work that is to be noted: Lucas and

McConkie (1980) have proposed a way of analyzing questions. ln

this framework, ,a question is defined in terms of (1) the

propositions that pertain to answering it and (2) its relation to·

the text. The former is done on the basis of Frederiksen's

system. The latter, on the other hand,Js defined in terms of a

set of descrlptors (e.g., 'stated', 'lmplied', etc.). The
.--'

framework is thus descriptive rather than generative.

Global forma of conceptual representatlon

So far in the review of atructure-based works, the focus has

been on textual features and 'lower' levels of cognitive

representation. ln this section, the emphasis is upon more global

forma of representation that deal with the structure of prior

knowledge and expectations. Central to this knowledge-based

approach lB the notion of 'schema' or 'frame' that. under varlouB
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names, has been used extensively in both cognitive psychology and

artificial intelligence. The notion is actually an old one and

goes back at least, to Bart lett (1932) and, of course, Jean Piaget

used the notion throughout his work (see e.g. Rumelhart, 1980 for

earller r'efèrences). Bartlett interpreted.e results of hia

perception and ~ecall experlments by the process of 'effort after,
mesnlng' whlch ls "the attempt to connect something that is given

wlth somethlng other t·h-e.n Itse l f- (p. 227). The latter

'somethlng' refers to preexlstlng world knowledge which is
,,~,

assumed to be represented ln hlghly structured holl.tlc entitles

called 'schemata'.

More recent 1y, discourse processing researchers have

provlded extensl ve data conslstent wlth the notion of schema. A

~tudy by Dooling and Lachman (1971) ls often referred to as a

demonstratlon of the effects of schemata on language

comprehension. In thls study It was shown that very dlfficult,

i.e., vague and metaphorlcal, passages can become comprehensible

when readers are

unifylng theme of

pro~ed wlth a short tltle reflecting

the paasage. Presumably therefore, once

the

the

(

appropriate achemata are suggeated and actlvated, ambiguous texts

become eas)' to understand (Rumelhart, 1980)~

In another classlc schema-demonstratlon experlment, R. C.

Anderson and Ortony (1975) have shown that context and world

_. . ..
knowledge interact to create holistic representations of

dlscourse. In thls study, subjects readlng the sentence

"televlslons need expert repalrman" were more effectively cued at

recall by the word -appliance", whlle subjects readlng the
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sentence "televisions look nice infamily rooms" preferred the

cue "furniture". It ia argued that .·language processing invol ves

the dynamic construction of psrticularized and elaborated mental
•

representations.

While each particular formulation of schema theory differs

from the others, schemata and frames can be viewed as "data-

structurels] for representing [ ••• ] stereotyped situation[s],

like [••• ] going to a child's birthday party" (Minsky, 1975, p.

212), "active processing elements which can be activated ·from

higher level purposes and expectations, or from input data"

(Bobrow & Norman, 1975, p. 132), "higher-level organizing

princip les [••• that] unify concepts [••• ] under the constraint of

typicality and normality" (van Dijk, 1977, p. 21), "data

structures for representing the generic concepts stored in

memory" (Rumelhart & Ortony, 1977, p. 10l), "the atructures of

expectationa " (Tannen, 1979, p. 138), ~the building blocks of

cognition .. (Rumelhart, 1980, p. 33), or "cldater[s] of knowledge

that describe [••• ] the typical properties of the concept

[ ... they] represent" (Thorndyke & Yekovich, 1980, p. 23).

Schema ta exist at aIl levels of abstraction and can

hierarchically embed subschemata. They have 'slots' with variable

names that, if associated with the elements of an input,

'instantiate' the schema: Since no instantiation matches the

schema perfectly, evaluation of goodness of fit is a primary

activity of schema ta. Often, even if a schema matches the input,

some of its variables are not inst~ntiated and will therefore be

assigned 'default values' (Adams & Collins, 1979; Minsky, 1975;
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Rumelhart, 1980: Rumelhart & Ortony, 1977: Spiro, 1980a).

In schema-based approaches to discourse processing,,
compr:ehension is viewed as a kind of pattern recognition and, is

essentially regarded as a process of fill1ng the slots of '!- ffxed

schema (Frederiksen, 1981; Kintsch, 1977: Rumelhart & Ortony,

1977: Winograd, 1977). It is analogous to the processes of

hypothesis testing and theory verification (Rumelhart, 1980). Its

constructive nature is to some extent due to the default

assignment process (Spiro, 1980a).

The notion of schema is obviously a very powerful one; it

makes a great deal of intuitive sense and it accounts for a large

class of psychological findings of the type Cook and Campbell

(1969) calI ·'stubborfl facts' that 'speak of themselves'· (p.

24): moreover, it has been used not only in cognitive psychology

and artificial intelligence but also in a variety of other

disciplines, including social psychology, linguistics and

sociolinguistics, sociology, anthropology and ethnography (see

Tannen, 1979 for a discussion of the DIlltidisciplinary nature of

the notion). Despite the general acknowledgement that the notion

is nebulous, ill constrained, and metaphoric (e.g., Bartlett',

1932: Hastie, 1981; Taylor & Crocker, 1981: Thorndyke &

(

Yekovich, 1980: van Dijk, 1977), that it lacks predictive power

and is unfalsUiable (e.g., Hastie 1983: Thorndyke & Yekovich,

1980), and that it is static (e.g., Collins, Brown & Larkin,

1980; Frederiksen, 1981; Tannen, 1979), few seem willing to

relinquish its plausibility and its descriptive power.

Different types of schema have been contrasted in the
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literature. For instance Frederikse~ (1982) has distinguished

'content frames', 'context frames' .,and 'text frames'. cont~t

frames represent knowledge of specific content about differe t

...
situat:lons. Context frames represent the structure of the tas ,

and text frames involve knowledge about the structure of

discourse ·a·t different levels. Winograd (1977, p. 75 ff.) has
'\

\
1

)
,~

provided a similar classification and van Dijk

contrasted structures that deal with seman~s
concerned with organizlltional rules.

(1977) hlls

wi th those

1,

Several investigators have attempted to formally describe

specific types of frames. Often -but not alwllYs (e.g.,

Frederiksen, 1981)- these models assume thllt comprehension is the

mainly top-down process of fitting preexisting frames to

stereotypical input. For instance, assuming that people possess

sch~m8iized expectations about the typical structure of

1
narratives in their culture, a number of theorists have proposed

'story grammars' or formal structural descriptions of the syntax

of this ty'pe of discourse (Mandler & Johnson, 1977; Rumelhart,

1975; Stein & Glenn, 1979; Thorndyke, 1977). Assuming that
) "" --... .

narratives are structured rIc,~~t the sentence level, but

also at the suprasentential level (Rumelhart, 1975), story

grammars attempt to describe "the legal combinations of abstract
J

narrative elements" (Thorndyke, 1977, p. 78).

Story grammars have a transformational-generative-grllmmar

flavor and consist of a hierarchy of basic elements such as

setting, episode and resolution, and a partially ordered set of

rewrite rules that map the story's 'deep structure' and its
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surface structure. For instance in Rumèlhart's model -from which

the other grammsrs we~~erived-' a ,setting and a number of

episodes are the main e ements of the grammsr. The former has

slots for the time, the place, and the main characters of the

story. Episodes, on the other hand, include events and reactions

to it. Thus, the syntax of a well-formed story can be written in

the form of a tree structure, the'nodes of which represent the

presumed slots of the schema which are instantiated with

appropriate text propositions. With the objective of

facilitating the "development of a story schema" in children,

Sadow (1982) has proposed a procedure for deriving comprehension

questions on the basis of Rumelhart's gralJllJ1ar.

That people are sensitive to the structure of stories, that

'there are developmentsl differences in knowledge of narrative

st'ructure, and that it is more difficult to understand staries ,

that depart from a conventional struc~~)e been demonstr~
in sevèral experiments (e.g., Kintsch, 1977; Kintsch [, van Dijk,

1975; Mandler [, Johnson, 1977; Stein [, Glenn, 1979; Thorndyke,

1977). Moreover, Mandler and Johnson have applied their grammar

to Bartlett's (1932) 'War of the Ghosts' story and have argu'ed

that the distortions repo'rted by Bart lett are due to his story's
=-

numerous omissions and violations of the 'idesl' structure.

While story grammars sre quite popular, a~d because of their

simplicity they can be used efficiently as research tools

[, Mosenthal, 1980), aeveral criticismB have been\ (Tierney

\ addressed

shared by

to them. One of the maj or

Bchema theory in general:

"
40

problems of story grammars iB

\.
The emphasis On ~conceived
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schemata with invariant slots and the over-reliance on top-down

processing in terms of well-formedness inevitably restrict the

applicability and the psychologica! reallty of these models (de

Beaugrande & ~iller, 1980; Frederiksen, 1981). This issue will be

elaborated in the Process section of this review.

The psychological reality of story grammars has been

questioned. Bruce (1980b) and Reder (1980) indicate that these

grammars are not process models. Frederiksen (1981) doubts thàt

they could be psychologically more valid than derivational

grammars at the sentence lev~l and Black and Bower (1980) report

recall data that do not reflect the hierar~hical structure that

story grammars assign to narratives. The.lim1ted applicability of

story grammars is also often pointed out. Reder (1980) indicates
'.

that she was not very successful in applying Rumelhart's (1975)

graminars to even simple stories. She attributes this problem to

the fact that the grammar ia lim1ted to one-setting narratives.

Similarly, Tierney and Mosenthal (1980) point out that story

. grammars have difficulty handling stories that include more than

one protagonist. The importance of the interactions among several

pr.otagonists' plsns in producing episodic structure has been,
emphas1zed by Bruce (1980a, 1980b) who points out the failure of

story grammsrs to capture this aspèct.

Bruce (1980b) also indicates that Binee the criteria for

parsing stories are not specif1.ed,applying the grammars invol ves

Interpretation and agreement problems (see also Morgan & Sellner,

1980): Frederikaen (1981) has poi~ted out that when a particular

structure is not specified in advance 1t ia very difficult to

41
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generat~ stories on the basis of story grammars. Black and Bower

<1-
(1980) have not only criticized story grammars as formaI systems,

but have also indicated that "there are [••• ] many stories that

the story grammars wi Il not generate [ ••• and J they accept non-

stories as stories" (p: 231). The authors add however th~t the

distinction between stories and non-stories is very vague.

Story grammars are limited

Thorndyke and Yekovich (1980)

to folktale-like narratives.

report data SUgg~~~' that

distinct frames may exist for diffeient types of discourse.

Frederiksen (1982, in prep.; C. H. Frederiksen & J. D.

Frederiksen, 1981; Bracewell, C. H. Frederiksen & J. D.

Frederiksen, 1982) has described a variety of frame, e.g. ,

(

t

conversational, narrative, procedural, descriptive, explanatory

and problem frame, for different types of discourse. Building

upon, his model of propositional representation, Frederiksen

defines a frame in terms of concéptual elements and frame

relations that connect them into higher-order units. For example,

a narrative frame is composed of such elements as events linked

by relations such as temporal and causal, to form units Buch aB
'j,

episodes. Or, a problem frame involves elements such as a problem

state, a plan, ac.ts, blocks and revisions connected by

hierarchical relations to form, for instance, procedural

hierarchies (Frederiksen & Frederiksen, 1981). There ia a

similarity between Frederiksen'a conceptualization of a problem

frame and Bruce'a (1980a, 1980b) work on building repreaentationa

for the plans and beliefa of atory charactera.

Frederikaen (1982, in \pre p .; Frederikaen, Frederikaen, &
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Bracewell, in preas) has devised procedures for the frame

analysis of discoutse. These procedures yield a network structure

specifying frame elements and relations,.,and the propositions

that instantiate them. Moreover, 'frame grammars', describing the

rules for forming frames, have been developed. Ongoing research

(op. cH.) is providing empirical support for the psychological

status of the notion of frame.

lt must be mentioned that Frederiksen's notion of frame

differs from 'that of the 'typical' schema theorist in that

central to it are the pro cesses ~ frame construction rather than

mere frame instanti~t1:on. This issue will be discussed in the

Process section. Moreover, since this study used Frederiksen's,
notion of frame," further ref.erences to it are made in other

knowledge about discourse structure, a number of theorists have

attempted to formalize the organization of world knowledge, e.g.,

knowledge about interpersonal and social interactions (e.~,

Bruce 1980a, 1980b). ln this are a, Schank and Abelson's (1977)

notion of 'script' has been very influential. A script is a

context-specific schema involving the frequently encountered and

expected sequence of events and actions in a well-apecified

mundane situation. lt is a scenario for recurrent patterns of

sial life within a culture (Abelson, 1976). For instance, a

resta rant script, a frequently used example, includes the

sequence Of~ as entering,
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eating, asking for the bill, paying it, and leaving. Typically,

stories involving a restaurant episode omit many aspects of the

•
~m~lete script. Yet, Binee people presumably have the script in

their heads, they can predict the missing elements./i
Script· theory has been developed with the purpose of

".

~lding language understanding

extremely top-down conception of

computer programs, and it hss an

diacourae processing. 'However,

its psychologicsl validity has been supportea in studies showing
\ .

the facilitative role of presume<f'script-instantiation in story

understanding (e.g., R. C. Anderson, Spiro (, M. C. Anderson,

1978; den Uy l (, van Oostendorp, 1980).

Like many other schema theories, script theory is limited to

areas of knowledge that hsve already been stored. As Tannen

(1979) has suggested, a static view of schemata is characteristic

of works that come out of artif1c1."1 intel ~igence laboratories.

Reder (1980) has p'ointed out some of the difficulties of script

theory and has emphasized the elaborative and reconstructive

processes of language comprehension and their idiosyncratic

nature, aspects~of dlBcour~e proces81ng that are properly human.

In the context of questioning issues involved in reading

instruction, Pearson and Johnson (1978) have loose~y used the

notion of script and have distinguished three types of question

snswer relations, on the basis of the information sou.rce

necessary to answer questions. 'Textually explic1t' questions can

be answered on the bssis of the text alone. To answer 'textually

implicit' questions, on the other hand, the reader must perform

inferential operations on the information that is explicitly
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encoded in the text. Finally, 'scriptslly irilplicit' questions

require the resder to read 'beyond the lines' by using his or her

script, i.e., according to Pearson snd Johnson, his or her prior

experience.

This question-classification system was used in s study by

Johnston (1982) who found that textually explicit questions were

easier than textually implicit questions which were easier than

, l
scriptally implicit questions, Moreover, question type interacted

wlth the centrality of the queried information and whether or not

the resdlng material was available during question answering.

Johnston argues that to assess comprehension, scriptal questions

are best ~ integrstion to prior knowledge is central in our

definitlon of comprehension. If, however, we view comprehension

as the process of building a coherent model of the text, then we

should ask textual questions'that interrogate the central aspects

of the text.

The end of this section on global conc4Ptual representation

seems llke a good place to mentlon the work of Klntsch and van

Dljk ( Klntsch, 1977, 1978; l(;intsch &'van Dijk. 1975, 1978; van

Dijk, 1977) on 'macrostructures', Macrostructure the ory argues

that, beside the local microlevel which consists of a linear

propositional structure, a global macrolevel of description is

needed to characterlze discourse. Comprehension is essentlally

viewed as a,process of assigning macrostructures to the

proposltional sequence (Kintsch & van Dljk, 1978). Macrostructure
\

is the topic or the gist of dlscourse, it 1. Its overall

organizatlon, and is expected to be recalled belter than the
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• microstructure. Summaries in psrticular are expected to directly

reflect macrostructurfts. Moreover, sinee macrostructures are

viewed as n~cessary to comprehension, they are assumed to be

constructed during reading rather than at time of recall. Kintsch

and van Dijk (1975) report data that are consistent with these

predictiona.

Morgan and Sellner (1980) have criticized the notion of

macrostructure for containing less information than the text

whereas, according to Morgan and Sellner, the meaning of the

whole text i~ more than the meanings of the parts. It must be

mentioned however that Kintsch and van Dijk (1978) do allow

macrostructures to contain information not represented in the

original t"xt. Moreover, one may opt for a different conception

of text, for instance, de Beaugrande's (1981): "A text is often

both more and less than the sum of !ts parts [••• It is) an actual

system" (p. 295).

Morgan and Sellner (1980) also criticize the vagueness of

. \
Kintsch and van Dijk'a notiona and eapecially their frequent

reduction of content problema to linguistic problems. Earlier in

this ~eview, the lack of s~ecification of Kintsch's work was

pointed out. It seems that the sketchy nature of this work has

lead ta vaguenes8 and even Inconslstencies aeroBS articles. It

has been our experience that paychologists expert in the area of

discourse processing can differ markedly in their interpret$tion

of the notion of macrostructure.

If macrostructure is the topic of diacourae then the notion

is primarily concerned with discourse organization and it should
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have been reviewed together with Clements's (1979) and Meyer's 3

(1977a, 1977b) works. However, some of Kintsch and van Dijk's

writings on story macrostructures seem just like another story

schema theory (see e.g., Kintsch, 1977; Kintsch & van Dijk,

1975). In other writings, an attempt has been made to

differentiate narrative frames and macrostructures (Kintsch,

1978; Kintsch & van Dijk, 1978; van Dijk, 1977). However, the"

distinction which seems"to be'one of syntax/semantics is neither

very clear, nor consistently maintained.

Comprehension Pro cesses

Despite the above promisbg title, it must be mentioned thst

relatively little is known about the process side of

comprehension. For one thing, while we can sskpeople to read,

tecsll, and answer questions, we ~annot look at what is going on

inside their heads. AlI we can do is try to infer processes from

other sources of information.
,

Psychologists have used various techniques for studying

cognition. Many of the se techniques are product-oriented, e.g.,

free recall and question answering tasks, and Bome are proce88

measures, e.g., reactlon time, eye movements and on-11ne tsska

(see Johnston, 1981). Process-oriented techniques, however, ,have

not been used frequent ly in the area of discourse comprehension.

Rather, they have been used primari ly in problem sol ving

research, psycholinguistic approaches to sentence comprehension,

-----------------~---~-------------------------~-----------------
3 In fact a similar confusion seems to exist with respect to
Meyer's work." See, e.g., Rumelhart andOrtony (1977) for a
schema-theoretic reading of Meyer's frsmework.
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and those question-answering studies that aim at testing specific

models of memory. The.work of cognitively oriented discourse

comprehension researchers on pro cesses consists of primarily

theoretical anàlyses and classifications of text-based

inferences. Some attention has also been devoted to schema

related inferences and processes such as structure building and

knowledge integration.

Within the constructive orientation of current work in

discourse processing (diSi bio, 1982; Spiro, 1980s), it is wide ly

believed that comprehension is intrinsically inferential

(Frederiksen, 1981; Kintsch, 1978). When a speaker or writer

produces a text, much of what is intended is implicit and the

comprehender has to bridge the discontinuities of discourse (de

Beaugrsnde, 1981). The centrality of inference in language

comprehension, even in young children, has been repeatedly shown

(see e.g., Bransford et ~l. 1972; Frederiksen. 1972; Keenan &

Kintsch, 1974; McKoon & Keenan, 1974: Nicholas & T,abasso, 1980),

and it is generally held that frequently good and poor readera

differ mainly in their inferencing proceases, rather:than in

decoding and perceptual procesaing of the input (Frederikaen,

1979; Reder, 1980).

The fact that artificial intelligence researchers have to

deal with inferenc'e (see e.g., Schank & Lebowitz, ,1980) shows

clearly that 'intelligent' comprehension necessarily involves

inferential operations. Unlike some AI systems however (see

Schank et al. 1980), good comprehenders know which inferences to

draw and which not to draw (Warren, Nicholas & Trabasao, 1979).
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Presumably they know this by recognizing the variety of

constraints that they have to satisfy, namely, text-based,

knowledge-based and contextual constraints, as weIl as validity

constrsints imposed by logical consiâerations (Frederiksen, 1981,

in prep.).

Psychologists have been concerned with different levels of

Inference. The psycholinguistically oriented work on tnference

has primarily dealt with the pragmatics of spoken discourse

(e.g., Clark, 1977; Clark & Haviland, 1977; Morgan & Green, 1980)

and with text-based Inferences, Le., Inferences that are

signalled or required by linguistic features. For instance, the

work of Garrod and Sanford (977) which was referred to earlier

is concerned with Inferences required by anaphoric relations.

These 'first-stage' Inferences are a necessary prerequiaite to

most 0Fher Inferences and their function is to complete the-

Interpretation of a given sentence by resolving anaphorà and..
• '1

ambiguities (C. H.-Frederi,ksen, J. D. Frederiksen, Humphrey_,&

Ottesen, 1978). Building a coherent representation of discourse

'connectlve-'inferences which link implicitly

related ropositions (J.irederiksen, 1981; Frederiksen et al.

1978) •

nces can he drawn to build a more or less elaborated

representat!on of the text (op.i:lt). These Inferences have heen

emphasized by van Dijk and Kints~h (Kintsch, 1977, 1978; Kintsch

& van D'1jk, 1975, 1978; van Dijk, 1977) who have postulated thl\
~. ,

notion of 'macrorule'. The_ argument is that inferential operators. ;.,

or macroru~es act upon text base propositions ta generate a
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macrostructure which is a manageable unit for memory. A number of

mapping rules which are uaed to generate macropropositions and to

reduce the text to its giat have been identified. The macrorule

of 'generalization' substitutes category names for category
/

members. Thia rule would, for example, reduce a proposition about
o.

a cat and a .dog to one about peta. The macrorule of 'deletion',

on the other hand, eliminates propositiona that are not needed in

the interpretation of aubaequent,propositiona. Finally, the

macrorules of 'Integration t and 'construction' elimlnate

propositiona that repreaent the normal and expected antecedents,

componentB, or consequents of a fact and find Bummary

propositions that denote the global facto For example, "Peter,
built walls. Peter built a roof ..... becomea "Peter built a

houae". A rlUmber of constraints are invol ved in the operation of

each rule. For instance, the application of the construction rule

should lead to a proposition that is specifie enough to be

diffe~tiated from other propositions. In the above example, "a

human being '4,d something" does not satisfy the constraint.
1

In a pro cess model of comprehension and production, Kintsch

and van Dijk (1978) assume that readers form a coherent text base

by first checking out its referential coherence. Inference occurs

when there is no argument overlap among aIl propositions.

Macrorules are applied in cycles on the basis of increasingly

st ringent criteria of 'relevance'. Their application is under the

control of schemata which are viewed as representing the

comprehender's goals. Thus, it is assumed that one's goals

de termine which micropropositions will form the gist of the text.
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A number of cognitively oriented researchers have been

concerned with inferences that generate new propositions. Anybody-- .
who has seen recall protocols knows that generating new

propositions is the rule rsther than the exception of a free

recall task and several investigators have attempted to classify

'these inferences (e.g., Frederiksen, 1979, 1981; Frederiksen et

al. 1978; Nicholas li. Trabasso, 1980; Rieger III, 1975; Warren,

Nicholas li. Trabasso, 1979).

Frederiksen's taxonomy of text-based inferences, for

instance, attempts to specify the relationship between the

comprehender's recall propositions and those of the presented

material. The taxonomy is based on Frederiksen's (1975)

propositional representation model and involves such categories

"

1 as identifying operatio!,s and event specifying operations. More

recent ly, Frederiksen (in ·prep.) has viewed inferences in terms

of transformations that can operate upon various levels of dsta

structures. The model is, therefore, no ,"onger limited to text-

based inferences; operations that'a~t upon syntactic clauses,

propositions and frames are concep~ualized within the same

framework.

Nicholas and Trabasso (1980; Warren, Nicholas li. Trabasso,

1979) have also developed an inference taxonomy. Their taxonomy

is specifie to narrative discourse whLch they represent in terms

of "event chains" depicting the logical relations that connect

the sequ~nce of episodes and actions in stories. Inference is

regarded as serving a variety of functions, aiming at finding

relations among story events. It is assumed that people malte only
\ ,
;..J , """--("
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those Inferences that are 'relevant' to the progress of the

story •

The taxonomy of Inferences includes five 4 main categories:

Lexical, spatial, temporal, extrapolative, and evaluative.

Lexical Inferences permit one to choose between alternate

meanings of words and resol ve pronominal and nominal refe,rences.

frhey answer 'Who?' and 'What?' questions. Spatio-temporal'
'-

Inferences encode the physical parameters of actions and

determine the 'Where?' and 'When?' of stories. Extrapolative

inferencesaddress the 'How?' and 'Why?' of stories and are

concerned with causes and consequences. Finally, eval'uati~e

Inferences address the "50 what?" of stories, and assess their

significance, normality, and morality. The Inference taxonomy is

regarded as a potential baais for the systematic generation of

questions to assess the inferential ability of childre~

Unlike most story schemata, event chains are not presumed to

be of psychological status (see Tierney & Hosenthal, 1980 for a

comparison of story grammars and the event chain formalism). In

this sense therefore, Trabasso and Nicholas' Inferences are

primarily text-base~

Schema theorists have done some work on the knowledge Bide

'of inferential processes. Because of their pred~ctive nature,

schemata are important sources of inferencing (Lehnert, 1978).

Schemata resemble gestalt structures; hence, pattern:"completion

types of Inferences, i.e., default assumptions, are typical of
\

4 The two cited articles differ
the labels assigned to them.

in the number of categories and
They cover however the same

(

procesaes. ;>
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top-down processing (see e.g., Adams & Coltins, 1979; Kintsch,

1978; Rumelhart, 1980; Rumelhart & Ortony, 1977).

A central problem for schema theories however is that they

view schemata as given (Frederiksen, 1981; Rumelhart & Ortony,'

1977). Furthermore, that schemata undergo specification and

modification in interacting with input (de Beaugrande. & Miller,

1980) tends to be ignored by schema theories." lt is not

surprising to learn thàt the term 'schema' has been used by Kant

(cited in, e.g., Thorndyke & Yekovich, 1980). Schema theories do

tend to have an apriorist, fixist view of the human mi~d, and the

schema-based/text-based distinction in the discourse processing

literature reminds one of the. age-old nature/nurture dichotomy.

The distinction exists despite recurrent statements on the~

interactive nature of comprehension. One approach relies heavily

upon interna! resources; the other. upon env1ronmental factors.

Neither can aéè'ount for the complex interactions among the two

sets of variables.

The power of text-based theories lies in their' ability to

handle highly variable text formats (Frederiksen, 1981). These

theories however fail to provide an account of the 'contextual

appropriateness' of Inferences (op. cit.). Moreover they are

mainly càncerned with representing the input and not enough with

processing it (Reder, 1980), thus tending toward the 'meaning-is

in-the-text' fallacy (Spiro, 1980a).

Schema-based theo~ies, on the ot~er hand, have the power to

handle th'e role of the comprehender's prior knowledge ,in

inferencing. However, the link between schemata and textual
,,~.
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featureo and otructureo io not clear (Frederikoen, 1981).

Moreover, theoe modela cannot provide an adequate account of the

comprehenoion of texto that have a high degree of otructural

variation or the proceooing of unfamiliar and non-otereotyped

materialo (op. cit.; Bracewell et al. 1982). Greeno"(1974) hao

ouggeoted that comprehenoion and learning are fundamentally

oimilar in that they both are proceooeo of conotructing

conceptual otructureo. The diotinction between proceooing

~familiar material (in comprehenoion) and novel material (in

" leaorning) io, according to him, "quite ooft and would not otand

up to energetic attack" (p. 28). From ouch a peropective, an

ex~eooively ochema-b~oed view of comprehenoion cannot 0urvive. A

characterization of the proceooeo through which ochemata are

generated becomeo neceooary.

A number of ochema theorioto themoelveo have addreooed theoe

iooueo. Even Bartlett (1932) contendo that it io beot to calI

ochemata "active, developing patterno" (p. 201), and Spiro

(1980a) asko the queotion: "Where do our knowledge otructureo

come from in the firot place?" (p. 260). Rume~hart and Ortony

(1977) have attempted to deocribe proceooeo of ochema acquioition

and modification. Thuo the proceooeo of 'ochema opecialization'

and 'ochema generalization' -both of which are important for

•learning- have been deocribed. Rumelhart (1980) hao aloo

deocribed the proceooeo of 'accretion' or fact learning, 'tuning'

or schema modification, and I restructuring' or schema creation.

Yet, it io otill argued thtt when the reader doeo "not have
\ " --

the appropriate ochemata [... 1 he or ohe oimply cannot underotand
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the concept being communicated" (Rumelhart, 1980, p. 48, emphasis

added). As Spiro (1980a) points out, cognitive psychologists do

not seem to be particulsrly concerned with learning.

Paradoxically, the con.structivist orientation has tended. to be

quite static~

,----
Some of these problems have been addreaaed by Collina,

Brown, and Larkin (1980) who conceive of comprehension as a '~

model-building activity and propose that target ,structures are

generative in nature. Using the terminology of the problem-

sol ving research, the authors propose a 'progressi ve-refinement

theory' that viewa text understanding aa a process of constraint

aatiafactio~,Collinset al. report retrospective 'thinking-

aloud' protocols that reflect the progresai ve refinement of an

initial model for the text which increasingly constraina the

search for relevant data. Furthermore, the protocols show that

1
readers evaluate a number of models while trying to make sense of

a text.

ln a simi1ar 1ine of argument, Frederikàen (1981) asserts

that "an interactive theory of inference" is needed; a theory

that "describes how a comprehender interacts with text to

construct an interpretive frame that ref lects both text

properties and prior ~r contextual knowledge" (p. 304). Borrowing
"'.

from ethnomethodological worKs on conversational inference that

refer to the notion of frame as structures that are negotiated

and mutually constructed by participants in a conversation,

Frederiksen proposea a shift of emphasis in the conceptualization

of knowledge structures (see also Tannen, 1979; Winograd, 1977).
. 4;
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n fact, in the study of natural conversation, the idea of fixed,

a priori structures cannot survive because of the high degree of

variability that typically exists in su ch contexts (see e.g.,

Dore, Geahart & Newmàn, 1978). 'Frame-construction theory'

attempts to describe processes that are both text- and knowledge

based and assumes that frame-construction inferences 5 proceed

according to rules analogous to the frame-grammars that have been

recently developed (Frederiksen, 1982, in prep., Frederiksen et

al. in press; see also Bracewell et al. 1982). Frederiksen (1981)
,

reports data consistent with the notion that comprehension is

more than simple adher~nce to preexisting structures.

The-cOgnitive Proceââ of Qüeâtlon Anâwering

While question answering has interested the more socially

oriented researchers, it has not been studied extensively from a

cognitive perspective. This section attempts to outline some of

the ~ognitively oriented works that hsve been done on the process

of question answering (Q/A). Some of these works are

computational in orientation and while they hardly constitute a

coheaive research ares, they tend to share two- baaic assumptions:

(1) The processes involved in- Q/A are different from those

involved in comprehension and (2) Q/A is one of the best ways to

demonstrate comprehensio~ The two sasumptions may aeem somewhat

5 ln frame-construction theory, the term inference refers to
pro cesses that May not be- called -inference in other frameworks.
This issue is to some extent theoretical; cognitive psychology
has failed to differentiate some of the concepts that it uses
MOSt frequently (e.g., pro cess, memory-, recall, problem solving,
comprehension, inference, etc.). The issue is however empirical
too (see Kubes. 1982).
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contradictory, but, more or less explicitly, they are often made.

One motivation for studying Q/A from a cognitive view is

derived from the desire to build 'intelligent', interactive

computer programs. Another motivation stems from the des ire to
~

create language 'understanding' computer systems: If Q/A is

,
evldence for ,comprehension, then computerized 'compiehenslon t

systems must he able ta answer questions.

PSYCho~st's motivation for studying Q/A comes

Finally, _ the

from the des ire

to know more.about the human cognitive system. AIso, reaction

time in Q/A has been extensively used as a means of teating

specifie models of memory.

On the basis of the age-old assumption that questioning can

be an effective pedagogical device, a number of researchers have

built computer-aided-instruction systems which are based on Q/A

dialogues. For instance, Swets and Feurzeig (1965; Feurzeig,

Munter, Swets, & Breen, 1964) have developed a computer teaching

system that attempts t~ simulate tutorial conversations. More

recently, Collins (1977) has formalized dialogues involving the

Socratic tutoring strategy in a series of production ru les. With

the obj ecti ve of mode 1 ing a tutor's role in a computer, Coll ins

(Collins, Warnock & Passafiume, 197 ) has analyzed the strategies

that human tut ors use and has synth sized, in ~ computer program,

the results of his analysis. Colli s (Collina, Warnock, Aiello &
,

Miller, 1975) claims that his 'éomputerized Socrates' can help

students "to reason in a generative way from Incomplete

knowledge" (p. 409) •. While the pedagogical value of Socratic

dialogues has often been questioned- (see e.g., Parlebas, 1980),
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whether Collins' claim is reasonable or not remains an empirical

q~stion (Resnick, 1977). In any case, since they are primarily

concerned with asking questions, the computer simulations of

tutorial dialogues do not tell us much about the process of

question answering.

On the other hand, cognitive scientists who work on natural

language 'understanding' computer programs have been concerned

with question answering per se (see e.g., J. R. Anderson ~ Bower,

1974; J. R. Anderson, Kline [, Lewis, 1977; Hunt, 1975; Kaplan,

6 '
1981; Lehnen 1978, 1981). Lehnert has developed a Q/A program

which together with two story-'understanding' systems reads..
stories and answers questions about what 'was read. Theèe systems

have been developed at the Yale Artificial Intelligence Project

and are based on Schank's (1972) system of semantic

representation ('conceptual dependency') and on Schank and

Abelson's (1977) formalization of 'scripts' and 'plans'
l,· ~"

As' reflected in her program. Lehnert views Q/A as a thre ...,:'J, (9
stage process: "Understanding' the question (parsing), finding an

answer (retrieval), and ,translating the answer into language

(generation). In order to 'understand' the question, the program

must first categorize it. For instance, when a why-question is

asked, does the interrogator want an answer about the cause of
,

something or about its goal? Conceptual categorization of

• questions aims at determining exactly the type of answer the

questioner wants. This is how.ever not sufficient for

understanding a question. Often, it is also necessary to infer

6 Lehnert (1978, pp. 263-273) reviews Some of the best known
computational query systems.
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the intent of the questioner. Context becomes important in this

phase. In Many contexts a correct answer is not a good one, e.g.,

Q: Would you like to dance? A: Sure: You know anyone who wants

to? (Lehnert, 1978, p. 5). Often, the answerer also needs to make

assumptions about the interrogator's koowledge. This issue will

be elaborated in the context of Norman's (1972) work on Q/A.

Once the question has been 'understood', an answer must be

found. The retrieval process decides how much of an answer is

needed. This content specification process depends on socio

psychologica1 7 variables such as the 'attitudinal' mode of the

answerer. Finally, retrieval heuristics do the memory search and

IIJ.lst select the best answer, i.e., answers that "convey the MOSt

relevant information in· the most efficient way" (Lehnert" 1978,

p. 188). This depends to a large extent on the assessment of the

questioner's knowledge.

Lehnert's process model of Q/A is much more elaborate and

explicit than what appears from the above outline, and her book

"(Lehnert, 1978) does an excellent job in preseoting the model. It

remains, however, that the model is a computational one and

involves the fixity that char~cterizes the current state of

computer science. Lehnert lB answers tend ta be 'found' or

'selected' rather than construeted. As Chafe (1977) has suggested

however, human language generation is a crestive 'process (see

also Ebliesen, 1981), and Reder (1979) has provided experlmental

support for the notion that human' question answering iovol ves

7 For a comprehensive theory of Q/A, therefore, a theory of
conversation la needed.
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consMersble manipul~tion of the retrieved information8•

Norman (1972; Lindsay & Norman, 1972) haa made a strong case

for the view that question answering is more than simple
~

retrieval from s static information store. Consider the quest~on

"What Was Beethoven's telephone

such as this, people do not start

~Umber?".

searching

When asked a question

their memory. Rather,

they reject the question as illegitimate. Using examples such as

this, Norman argues that Q!A is preceded by considerable

preprocessing, interacts extensively with one's world knowledge,

is inferential, and proceeds by stages. First, there seelll8 to be

a preliminary analysis of the queation itself. If the analysis

leads to the decision of attempting a recall, search strategies

are set up. Considerable processing occurs during retrieval too;

for instance, ~he atored information that is relevant to the

queation is evaluated before being put together for the, answer.

"If succesafu l, the system eventually produces a response, but

the response .!!. hardly ~ simple recall" (Lindsay & Norman, 1972,

p.380, emphasis added).

The Q!A model developed by J. R. Anderson and Bower (1974)

dèals with questions that require the simple retrieval of factual

information from memory atructurea and is therefore based

primarily on memory-matching routines. However, like Lindsay and

Norman (1972), these authors have argued that Q!A procesaes are

8 The storage!proceaaing tradeoff (Rumelhart & Ortony, 1977;
Smith, 1977) may be a partial explanation for this featu~e of

~

. human information processing.

\
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similar to problem-solving' strategies.

Greeno (1976) too has emphasized thst, often, Q/A goes'

beyond comprehension. Using the example of questions requiring
~

the explanation of phenomena and relationships, and assuming that

people can have ~ichema for. 'explanation,10, Greeno argues that

Q/A involves understanding the question, having the necessary

knowledge structures, e.g., an 'explanation schema, u81ng

appropriate strategies to activate them, aearching memory for

relevant information, and performing the necessary selection and

judgments to generate appropriate answers.

Norman (1972) provides data consistent with the notion that

retrieval itself i9 a constructive process (see also diSibio,

1982: Spiro, 1977). To the question 'Where is the Empire State

Building?' various anSWer9 can be given, e.g., "In the States",

"In New York City", "On 34th Street", etc. The answer varies

depending on one's knowledge of why the question vas, asked and by

whom, and knowledge of the interrogator,'s knowledge. Otherwiae,

the answer would be at the wrong level and egocentric.

Norman (1972) emphasizes the importance of building a model

of the questioner's world view and thus, raises some of the
-----..,:

socio-psychological princip les that operate in Q/~. Lehnert

(1978, 1981) too inc1udes this variable in her model. It must be
•

mentioned however that question answering in instructional as

9 Both works have a means-ends-analysis conception of problem
solving.
10 'Explanatory frames' have been postulated and described by
Frederiksen (in p"ep.; Freder1~n & Frederiksen, 1981).

61



l

weIl as researcb data collection settings" is subject to

relatively litt le contextual variability. Often, the questions

that teachers and educational researchers ask students are not

genuine inquiry questions (Dillon, 1982; Lehnert, 1981). They

tend to function as commands and, strictly speaking, there is no

need for them to be interrogative. More often than not questions

"-
are asked for the purpose of gathering information about the

s tudent rather than about the queried subject. The interrogator

is often the same"person, i.e., the teacher or the experimenter,

as far ~s the subject matter is concerned, s/he knows the answer,

and the answerer is aware of this. For aIl these reasons, the

pragmatics and the social dynamics of question answering

interactions are more constrained in cl88sroom settings than they
1)

"normally are. Assessing the knowledge state of the questioner,"

therefore, ceases to be an important issue.

These constraints facilitate the task of the researcher and

~t may even be the case that building a theory of Q/A without

contextual restrictions is not feasible. As Anderson and Bower

(1974) have suggested, human question answering ia so complex and

open-ended that the attempt to build a general, all-purpose model. ,

of Q/A may be futile.
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CHAPTER III

RATIONALE

r

•

As reviewed in the preceding chapter, adjunct-queations

studies tell us that initial question answering can improve

performance on subsequent question answering. research on

comprehension informs us of, and analyzes the variety of

structural constraints that operate in the proces.s of discourae

co~rehension, and cognitive studies of the question-answering

(Q/A) process reveal the complexities involved in it. The issue

of the extent to which comprehension contributes to Q/A remains

unresolved however. Schank and Lebowitz (1980) consider their

computer program to have 'understood' a story when it can

paraphraae it and/or anawer questions about it. The two tasks are

viewed as interchangeable ways of demonstrating comprehension.

What is the relationship ·between paraphrasing and Q/A tasks

however?

Frederiksen (in prep., C. H. Frederiksen, J. D. Frederiksen

& Bracewell, in press; Bracewell, C. H. Frederiksen & J. D.

Frederiksen, 1982) has developed a framework for task analysis

centrsl to which is the notion of constraint. Instead of

dichotomiziog tasks as, say, comprehension versus production, the
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specifie requirements of each task are analyzed to characterize

it. ln this framework, questions and other retrieval cues are

viewed as instances of· 'constraints on output' that can apply in

'discourse processing tasks'. From such a perspective therefore,

the Q/A production mode is, ceteris paribus, more constrained

than a free recall task.

As indicated in the preceding chapter, the process of

comprehension itself csn be viewed as one of structure building

(
while satisfying multiple constraints (Collins, Brown & Lsrkin,

1980; Frederiksen, 1981). Ordinarily, discourse comprehension is

mainly constrained by linguistic features, propositional

structures, and underlying global conceptual structures, Le.,

frames, as weIl as the knowledge structures of the comprehender·

and the compre hension con text (Frederiksen, 1981). Ques tion

answering, on the other hand, involves at least the additional

requirements of the question itself•. A question explicitly sets

up specifie processing demands. While many of the inferences

involved in comprehension are only 'invited' or 'signalled' by

the text and are, therefore, optional, questions require

inferences that one may not draw spontaneously. The answere, must

not only understand the content of- the question and its

rellltionship to the text, but lIJ.1st also infer its cognitive and

pragmatic 11 demands.

ln a sense therefore, Q/A is more complex than comprehension

because lt requires the satisfa7tlon of more constraints. From a

l,,,",:
different perspective however, lt is less complex because the

-----------------------------------------------------~-----------

Il As mentioned earlier however, in classroom settings, the
pragmatics of Q/A ls highly predictabl~
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1nterrogator has already done some of the structur1ng tha~ the

comprehender must do.

Free recall tasks are, in compar1son, amb1guously structured

and 111 def1ned. In th1s sense, they are s1m11ar to Rorschach

tests 12 and therefore, reflect the spontaneoua procesaes of the

language user. Recall taska certa1nly do 1nvolve requ1rements

wh1ch are not present in comprehension 1taelf 13• They 1nvolve,

11ke Q/A, constra1nts related to the internaI coherence of the

production. They do affect memory structures and procesaes and do

not 1nclude unretr1evable information. However, compared to Q/A

tasks, they b1as the comprehender to a lesser extent. For th1s

"-
reason, th1s research 1s based on the assumpt10n that recall

protocols reflect largely comprehension.

The main objective of the study was to 1nvest1gate the

relat1onsh1p between question answer1ng and comprehension as

ev1denced by free recall. Subjects were therefore asked to read

text·B,· recall them in thelr own \Jards, and answer questions about -

~hemI4. The expectat10n was that, wh1le comprehension and Q/A

--are ne1ther 1dent1cal nor totally 1ndependent processes, the

relat1onsh1~ between them 1s not strong enough for data obta1ned

12 l am 1ndebted to Dr. Freder1ksen for the analogy between free
recall tasks and projective tests as weIl as many of the other'.1deas d1scussed here. .
13 Here 1s an anecdot1cal p1ece of ev1dence: In a study other ·C J

than th1s one where ch1ldren were asked to retell stor1es orally
'in the1r 01010 words', one grade-two cb1ld paused at the middle of
the recal!. When the exper1menter asked h1m whether or not he
temembered more, the ch1ld sa1d: "1 member someth1ng else but,
but you sa1d say 1t in your own way don't say the story dexack
[sic]'" .
14 S1nce free recall was used as an unb1as1ng k1nd of task, the
procedures were presented in a f1xed sequence. 'Order of the
mater1als was counterbalanced however (see the next chapter).
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under free reca11 constraints to account for responses to

questions. Analogous' to this hypothesis is the result reported by

Kubes (1982) on the processes of knowledge integration ~i.e.~

• . c
transfer of information across passages). She found that whi 1'e'

comprehension helps pne to integrate knowledge, it is not a

sufficient condition for i t.

A final ~ask;in which students had access to the reading

material when responding to questions was also included in the. /~

study. The face validity and the importanc(o of su ch a task

becomes clear in view of the fact' th~ ass~ssment of

comprehension is frequently done in 'this way~ As Johnston (1981,

1982) has indicated however, this task differs considerably from

Q/A in the absence of text in terms of its cognitive demands.,.
With the constraints re1ated to the surface structure of the text

being' re laxed, the task invol ves less demands concerning 10ng-. ,
term memory storage and knowledge representation. For instance,

rather than relying. on retrieval and structuring pro~esses,

students may primarily depend on search strategies that locate

the queried information within the text. Thus, in this case, the

task would essentia1ly be a looking-back task that requires
•

searching information and operating upon it to generate an

answer. Results were therefore expected~to s~ow little- -.')

relationship between performance on this task and .earlier ones.

The pre,sent study also included discourse frame type

(Frederiksen, 1982, in pr·ep.;. C. H. Frederiksen [, J. D.

~iksen, 1981) and question type as variables. As weIl it

examined· the extent to which subject-produced propositions were
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inferential or factual. If the frame and.queation type

experimental variablea are foundto affect Inference from and
/

,recall of text propoai,tions in the~ way in recall and Q/A

tasks, this would reinforce the conclusion that similar processes

are invol ved in both. However, if experimental variables known to

influence text.comprehension have different effects on responses

to questions (either with the text present or without), then this

would be consistent with the conclu~ion tha~ different processes

are lnvol ved. \, .
'---\

~ Thus, we have two means of comparing ~o~prehension (recall)

and the Q/A tasks: (a) snal~sis of the )egree to which

comprehension performance predicts performance on Q/A tasks, and
':1

(b) comparison 0t)atterns of effects of the experimental

variables across tasks.

Globally, and on the basis of the current state of research

and theory in the area of discourse processing, it was expected

that .subjects' (grade-si·x students) performance would be higher

for 'text-based' questions than for 'frame-based' items (see

Chapter 4 for more details on the two types of questions) and

that, in the first two taaks, i.e.; when students are not allowed

. to refer back to the text, responses would be more inferential

."
than façtual. Moreover, on the basis ·of previous research on

(
)frame types (Fred.eriksen, 1982, in.,prep.), it waè expected that

these children would find the narrative passage used in the study

easier than the descriptive one. The inferential nature of

language processing aS weIl as the relative difficulty of

descriptive discourse and frame-related questions were also
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expected to appear in the patterns of interactions.

.'
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CHAPTER IV

METHOO

•. ,

SUBJECTS

Forty-two grade-~ix students participated in th~ study, the

data obtained from twenty of whom were eventually included in the,
analyses. These children were students of two coeduèationsl,

pri vate, English-speaking, elementary schoo IsiS in midd le- and

high-income residen't ia 1 arell of. Mont réa 1•...
MATE RIALS

Two school-type expository sci-ence texts (Tables 1 and 2),

written for a late elementary grades audience were used l6• The

passages were w;itten by the same author (Kohn, 1962) and,' Binee

they deal with the same topic, namely, mo1ds, 'discourse content'

was to a large exti'nt controlled. The two texts are quite similar

in terms of length (500-600 words), and syntactic and
•

propositional complexity~Moreover, comprehending them does not

require specifie ~rior knowledge and the comprehension of one

text does not depend on the other.

One passage, The Discovery of Penicillin, is predominant ly

15 i: wish to thank Christine Laphkas and Dr. Eigil Pedersen ~o
providing me access to schools. l am grateful to them and to
Lilli Kormos for helping me in the data collection.
16 These .passages were selected fro~ Dr. Frederiksen's laboratory
and are being used in ongoing, research.
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THE DISCOVERY OF PENICILLIN

l
TABLE 1

Passage Used in the Study

)

,

•

\

~,
. '~

"C:C' -

,

Alexander Fleming VaS at vork in his laboratory at
Saint Kary's Hospital in London, England. It vas a varm day

,and the vind,ows vere open. A dish of disease germa, needed
for an experiment, had been left uncovered. It looked like ' ,
cloudy soup. As Fleming valked by he glanced at the, dish.
Something caught his eye. He looked again. There vas a patch of
blue-green Penicillium mold groving on the dis~ BUT -instead of
cloudy soup, thick vith germs, there vas a clear ,circle ail
around the mold. Ali of the germa near the mold vere deadl

Fleming knev that ~is vas something important. He scraped
off, the bit of mold an'put it in a dish of its ovn vith some
food. ·The mold plant spread and the blue-green patch grev
larger. When it vas big enough, Fleming set to vork to find out
vhy the mold had killed the germa. After many veeks of difficult
experiments, he finally managed to squeeze from the mold a fev
drops of brovnish,fluid. This remarkable fluid was the germ
killer. Fleming ~amed it penic~llin (say: pen-i-SILL-in~

Penic11lin turned out to be a far greater germ-kil 1er than
anything ever knovn before. But it took ,so long to make even a
drop of itl Even though it vas surely a valuable drug, Fleming
decided thst making penicillin vas not practical. He vent on vith
his other vork.

Ten years later, in 1938, Dr. Flory and Dr. Chain, of Oxford
University, resd about Fleming's discovery. They vere looking for
a new medicine that vould help people who vere vounded in World
War II. Penicillin seemed like the perfect anaver. But when they
tried to make it, they found the vork very slov, just as Fleming
had.

They had finally managed to make a few drops of penicillin
vhen they heard about' 8 London policeman vho vas dying in a
hospital. He hal!, a blood infection for vhich 'there vas no cure.
Flory and Chain began to give him penicillin. The policeman
imP50ved very quickly. He vas ,almost weil vhen the supply of
pen1\';illin ran out. It took so long to make more that the poor
policeman got sick again and died.

But by nov the scientists vere sur~\they had a real miracle
drug. It seemed to cure many diseases iamong them, pneumonia
(say: nev-KO-nia), scarlet fever and rheu~tic (say: roo-KAT-ik)

• fever. But England vas at var., The vh~le ·country vas busy
fighting Germsn bombs. There vas no time for penicillin in
England.

Finally, Dr. Flory and his fellov-workers decided to go to
the United States vhich vas not yet at var. They came in 1941.
They promptly started a search for a better Penicillium mold.

They sent a helper out every morning to buy ail the moldy
fruit she could find in the market. People laughed at her. They
called her "Koldy Kary". One morning "Holdy Hary" went to a fruit
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store. She came baclt with a very moldy cantaloupe. The mold on
that cantaloupe was a different 1t1nd of Penicillium. lt gave two
hundred times as DI1ch penic1llin as Fleming's original moldl

The drug companies soon found ways to malte penicillin in
lsrge tanlts. By 1946 there was en~ugh to treat seven million
patients a yesr. The age of 'miracle molds had come -but it had
only just begun.
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TABLE 2
Paaaage Uaed in the Study

MAGIC SEEDS

If you decided to atart a flower garden, you would probably
go to the atore and buy aome aeeda. Then yoü would plant them in
the ground. But if you want to atart a mold garden you don't have
to do nearly ao muc~

Aa a matter of fact, you don't have to do anything except
get a good growing-place ready. The aeeda will come ,by magic and
will even plant themaelvea!

Did you aay that magic ia only for fairy atoriea7 You are
quite right -ao let'a take a close look at aome molds under the
microscope and see where these seeds really come fram.

The firat thing we notice is a big batch of threads that
grow in aIl directions. They look a little bit like a tangled
spider web.

If we can pick out one Ring le thread and examine i t
carefully we see that it has branches like a Christmas tree. Each
branch haa a whole aeries of new branches. At the ends of some of
these we Bee litt le round balls. They are really hollov caaea

-llnd each one is chock-full of very tiny aeeda called apores.
The aporea are the mold plant 's seeda.

The threads and their caaes are aIl colorless, but aa we
look we get a aurprise. One of the spore cases haa become ripe
and it suddenly bursts open like a ailent firecracker. We aee
hundreds of beautifully colored spores.

Now we have learned something: mold plants have no color at
aIl. lt is only their sporea which make them look black or blue
or pink or almost any other color. '

A single apore is so small that perhaps a thouaand of them
would fit on the head of a pin. lt ia so l1ght that 1t 1a l1ghter
than the lightest thing you can think of. lt ia much, much
lighter than milkweed fluff. lt is lighter than the grains of
dust you aee in a beam of sunshine. lt is' ao light tha it can
just hang in the air or float about for days and not fall

, The tinieat breath of air, even the breeze you make whe
walk through a room will make the apores dance. The storm ou
make when you aneeze or turn on the electric fan viII send tli m
scurrying far and wide.

Each mo Id growth may produce milliona and milliona of spores
and they aIl f loat around looking for a place to grov. They are
in the air aIl around you right now, and on the floor and on'your
shoes and even on you~ hairl

Unlike green planta, molds do not need any light but they do
need air, food, and water. The mildew could never have grovn on
your towel if you had 'hung 1t up to dry before putting it in the
hamper.

Nowdo you know vhy you don't have to plant m~ld seeda7
Wherever there' is food, air, and moisture, Some mold spores will
almoat certainly aettle and begin to grow.
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narrative vith respect to its frame type (Frederilc.sen, 1982, in

pre p.; C. H'. Frederilc.sen &' J. D. Frederilc.sen, 1981), and

expresses the event sequence involved in the process of the

discovery and production of Penicillin (see Table 1). According

to frame theory's .analysis (op. cit.), this text is moreover

underl1ed, by an implicit1y ëncoded problem frame 17• The other

passage, Magic seeds,is primarily of descriptive frame type (op.

cit.) and deals vith the structure of mold planta vhen vieved

through a microscope and the process of mold sporea' propagation

(see Ta bl e 2).

The propositional structure of the two texts vas analyzed18

according to an updated and simplified version of Frederiksen's

(1975) semantic representation system (Frederilc.sen, 1981)., Tables

3 and 4 present the tvo analyses. In the propositional notation,

head elements or predicates represent objects, actions, or

interproposit~onal relations. Arguments, on the other hand,

represent relations folloved by slots fllled by concepts or other

propositions, or represent the propositions that head element. '

rel~tions. connect. Propositional structures are generated by an

explicit propositional grammar represented alternstively as

Augmented Transition Netvorlc.s or in Baclc.us-Naur Form notation

(Frederilc.sen, in prep.).

The experimental mate rials also included questions relevant

to each passage. The que'stions, vere intended to bi!

17 Interesting1y, this analya1s 1a compatible vith the view of
those philosophers of science who conceive of scientific activity
(e.g., malc.ing Penicillin) as a probl'em-soiving process (e.g.,
Kuhn, 1970).
18 The analyses had been done by Dr. Freder,iksen.
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t proposltlo~lyslS
TABLE 3
of The Dlscovery of Penlcl11ln

0

NO. PREDICATE ARGUMENTS

1.0 WORK(BE) PAT:ALEXANDER FLEMING-LOC: (IN)LABORATORY,
TNS :PAST ,ASPCT: CONT:

1.1 (POSS) PAT:RIS,OBJ:LABORATORY:
1.2 LABORATORY LOC:(AT)ST.MARY'S ROSPITAL:
1.3 ST.MARY'S ROSP. LOC:(IN)LONDON ENGLAND:
2.0 DAY ATT:WARH,TNS:PAST:
3.0 WINDOWS ATT:OPEN,TNS:PAST:
4.0 LEAVE OBJ :DISR,RSLT:4 .1-TNS :PAST ,ASPCT:COKP;
4.1 DISR ATT:UNCOVERED:
4.2 GERMS LOC: (OF)DISR:
4.3 GERMS ATT:DISEASE:

~
4.4 NEED OBJ:GERMS,GOAL:(FOR)EXPERlMENT(TOK):
5.0 LOOK(LIKE) OBJ: IT ,!REMI! :5.1-TNS :PAST;
5.1 PROX [IT) , [ SOUP) :
5.2 SOUP ATT: CLOUDY:

, 6.0 WALl{ BY PAT :FLEMING-TNS :PAST, TEH: (AS):
7.0 GLANCE AT PAT:HE ,OBJ :DISR-TNS :PAST, TEH: ;
7.1 EQUIV( TEM) : -, [6.0), [7.0): •
8.0 CATCH ONE'S BYE PAT:RIS ,OBJ:SOMETRING-TNS :PAST:
9.0 LOOK PAT:HE-TNS:PAST,ASPCT:ITER(AGAIN):
10.0 GROW PAT: PATCH-LOC: (ON)DISR, TNS :PAST ,ASPCT:CONT;
10.1 MOLD CAT:PATCH:
10.2 HOLD ArT: BLUE-GREEN:
10.3 HOLO CAT:PENNICILLIUM:
11.0 SOUP ATT: CLOUDY :
11.1 SOUP ATT:THICK:
11.2 CAU: [GERMS),[ll.l) : (WITH)
11.3 CIRCLE LOC: (ALL AROUND)HOLO, TNS :PAST:
11.4 CIRCLE A'l1' : CLEAR, TNS : PAST:
12.0 GERMS(NUM: ALL) LOC:NEAR:
12.1 HOLD LOC: :
12.2 PROX(LOC) : [12,0),[12.1] ;
12.3 GERMS ATT :DEAD, TNS :PAST:
13.0 KNOW PAT:FLEHING,THK:13.1,13.2-TNS:PAST;
13.1 IDENT: [TRIS),[SOKETHING):
13.2 SOKETHING ATT:IKPORTANT;
14.0 SCRAPE OFF AGT:HE ,OBJ: BIT-TNS :PAST;
14.1 MOLD PRT:BIT;
15.0 PUT AGT:AND,OBJ:IT,RSLT:15.1,15.2,15.3,15.4,15.5

-TNS :PAST:
15.1 IT LOC:(IN)DISH:
15.2

•
FOOD DEG:SOKE;

15.3 FOOD LOC: ;
15.4 PROX: (WITH) [15.1), [15.3) : (WITH)
15.5 (POSS)(OWN) PAT:ITS ,OBJ:DISH;'
16.0 SPREAD PAT:KOLD-TNS : PAS!":
16.1 PLANT CAT:MOLD:

( 17.0 GROW AGT : PATCH ,RSLT : 17 .1-TNS :PAST:

~
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TABLE '3 (cont 'd)

17.1 ORD:
17.2 PATCH
17~ PATCH
18.0 . IT
19.0 SET ra WORK
19.1 FINn OUT
19.2 CAU:
19.3 KILL
19.4 EQUIV: (TEH)

"'~20.0 EXPERIMENTS ~.. '
20.1 ORD: (TEM)
20.2 MANAGE
20.3 SQUEEZE
20..4 DROPS
20.5 FLUID
20.6 FLUID
21.0 IDENT:
21.1 FLUID
22.0 NAHE
22.1 EQU'IV:

,

23.0 TORN our

23.1. GE ~KILLER

23.2 GE -KILLER
23.3 ORD: DEG)
23.4 ANY ING
23.5 KNO i
24.0 TAKE
24.1 MAlŒ
24.2 IT
25.0 DRUG
25.1 DRUG
26.0 DECIDE
26.1 HAKE
27.0 GO ON WITH
27.1 OTHER
27.2 WORK
28.0 READ

28.1 DISCOVERY..,
28.2 FLORY, CHAIN
28.3 DIFF-I0 YEARS(LATER)
29.0 LOOK FOR
29.1 MEDICINE
29.2 HELP
29.3 WOUND
29.4 WORLD WAR II
30.0 SEEM
30.1 PROJ(:
30.2 ANSWER
31.0 TRY
31.1 MAKE
32.0 PIND
32.1 WORK

. ""

[17.2), [ 1:
ATT: LARGER, DEG:
ATT: BLUE-GREEN:
ATT:BIG,DEG: (ENOUGH) ,TNS:PAST,TEH:WHEN:
PAT:FLEHING,GOAL:19.1-TNS:PAST,~: ;
TIlH: 19. 2;
[WHYI, [19.31;
AGT:MOLD,OBJ:GERMS-TNS;PAST,ASPCT:COMP;
[18.01, [19.01;

. Dl!R:MANY WEEKS , ATT:DIFPICULT , TEH:AFTER;
[20.0), [20.21: '
PAT:RE,ACT:20.~-rNS:PAST,ATT:FINALLY,TEH:

SOURCE:MOLD,RSLT:DROPS;
NUM:FEW;
ATT:BR<JWNISR;
PRT:DROPS; a
[FLUIDI,[GERM-KILLERI:

ATT:REHARKABLE; .
AGT:FLEMING,OBJ:IT;RSLT:22.1-TNS:PAST;
[ITI,[PENICILLIN}:
OBJ:PENICILLIN,RSLT:23.1,23.2,23.3,23.4,23.5
-TNS:PAST;
CAT:PENICILLIN;
ATT:GREATER,DEG:FAR,DEG: ;
[23.2), [23,4]:
ATT:(GREATER),DEG: ;
PBJ:ANYTHING-TNS:PAST,TEM:(~)BEFORE;

ACT:24.1-DUR:SO tONG,TNS:PAST; .
RSLT:DROP;
PRT:DROP;
CAT:IT,TNS:PAST:
ATT :VALUABLE ,QUAL: SURELY;
AGT:FLEMING,TIlH: 26. I-TNS:PAST;
RSLT:PENICILLIN-ATT#NEG:PRACTlCAL,TNS:PAST;
PAT: IlE ,ACT: 27. I-TNS:PAST;
PAT:HIS;

. CAT:OTHER:
PAT:DR.FLORY,DR.CHAIN,TIlH:28.1-TNS:PAST,
TEH: 1938,TEH:LATER:
PAT: FLEMING;
LOC:OXFORD UNIVERSITY;
[ ),[28.0):
PAT:THEY,GOAL:MEDIClNE-TEM:PAST,ASPCT:CONT;
ATT:NEW:
PAT:MEDICINE,OBJ:PEOPLE:
OBJ:PEOPLE,ACT:29.4(IN)-TNS:PAST:

THM:30.1-TNS:PAST:
[PENICILLIN),[ANSWER):(LIKE)
ATT: PERFECT:
PAT: THEY ,GOAL: 31. I-TNS:PAST,TEH:WHEN;
RSLT: IT;
AGT: THEY ..TBM: 32. I-TNS :PAST, TEM:
ATT: SLOW',DEG:VERY;
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TABLE 3 (cont'd)
,

32.2 EQUIV: (~EM)
33.0 FIND

. 34.0 MANAGE

t 34.1 MAKE
34.2 DROPS(NUM:A FEW)
35.0 HEAR ABOUT"
35.1 EQUIV;(TEM)
35.2 POLICEMAN
35.3 DIE

36.0 HAVE
36.1 INFECTION
36.2 (CURE)
37.'0 GlVE

38.0 IMPROVE
39.0 HE
40.0 RUN OUT
40.1 SUPPLY
40.2 EQUIV: (TEM)
41.0 TAKE
41.1 MAKE
41. 2 GET

41.3 POLICEMAN
41.4 SICK
41.5 DIE
41.6 . COND:
42.0 BE SURE
42.1 (POSS)
42.2 DRUG
42.3 DRUG
43.0 SEEM
43.1 CURE
43.2 DISEASES(NUM:MANY)
43.3 DISEASES(NUM:MANY)
43.4 DISEASES(NUM:MANY)
44.0 ENGLAND
45.0 BE BUSY
45.1 FIGHT
45.2 BOMES
45.3 COUNTRY
46.0
46.1 COND:
46.2
47.0 DECIDE

47.1 MOVE(GO)

• 47.2• 47.3 UNITED STATES
47.4 . (POSS)
48.0 MOVE(COME)
49.0 START
49.1 .SEARCH

[31.0], [32.0);
AGT:FLEMING,THM:32.1-TNS:PAST,ACPCT:COMP;
PAT:THEY,ACT:34.1-TNS:PAST,TEM:FINALLY;
RSLT: 34. 2;
CAT:PENICILLIN; .
PAT :THEY ,OBJ: POLICEMAN-TNS.: PAST, TEM:WlIEN;"
[34.0), [35.0];
LOC: LONDON:
PAT:WIl0-TNS: PAST ,ASPCT:CONT, .1/
LOC: (IN)BOSPITAL:
PAT: BE ,OBJ: INFECTION-TNS:PAST:
ATT:BLOOD:
AGT:NULL(NO CURE),OBJ:(FOR)INFECTION:
AGT:FLORY,CBAIN,REC:BIM,OBJ:PENICILLIN
-TNS:PAST ,ASPCT: INCPT(BEGAN): .
PAT: POLlCEMAN-ATT: QUICXLY , DEG:VERY, TNS: PAST;
ATT:WELL,QUAL:ALMOST,TNS:PA5T,TEM: :
OBJ:SUPPLY-TNS:PA5T,TEK:WIlEN;
CAT:PENICILLIN:
[39.0l,[40.0);
ACT:41.1-DUR:SO LONG,TNS:PAST:
RSLT:MORE;
AGT:POLlCEHAN,RSLT:41.4-TNS:PAST,
ASPCT:lTER(AGAIN):
ATT:POOR;
PAT: POLICEMAN:
AGT: (AND)-TNS:PAST:
[41.0),[41.2,41.5):
PAT:SCIENTISTS,THM:42.1-TNS:PAST,TEM:BY NOW;
PAT:TBEY,OBJ:DRUG:
CAT:MIRACLE:
ATT:REAL;
OBJ:IT,THM:43.1-TNS:PA5T:
OBJ:DISEASES;
CAT:PNEUMONIA:
CAT: SCARLET FEVER:
CAT:RHEUMATIC FEVER:
ATT:AT WAR:
PAT:COUNTRY,ACT:45.1-TNS:PAST,ASPCT:CONT;
OBJ:BOMBS;
ATT:GERMAN;
ATT:WIl0LE:
OBJ:(FOR)PENICILLIN-LOC:(IN)ENGLAND:
[46.2), [46.0);
DUR:NULL(NO TIME);
AGT: DR. FLORY , FELLOW-WORKERS ,GOAL: 47. 1
-TNS:PAST,TEM:FINALLY;
GOAL: 47. 2; .
LOC:UNITED STATES:
ATT:AT WAR,NEG,TEM:YET,TNS:PAST;
PAT: DR. FLORY ,OBJ :FELLOW-WORKERS:
AGT:TBEY-TEM:1941,TNS:PAST:
AGT:TBEY,ACT:49.1-ATT:PROMPTLY,TNS:PAST:

"GOAL:49.2,49.3: ,1
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TABLE ·3 (cont 'd)

•

49.2' HOLO
49.3 HOur
50.0 SEND our

50.1 BUY
50.2 FRUIT(DEF)
50.3 FRUIT(DEF)
50.4 FIND

51.0 LAUGH .AT
52.0 CALL
53.0 GO(HOVE)

53.1 HOLOY HARY
53.2 STORE
54.0 COME BACK WITH
54.1 CANTALOUPE
55.0 HOLO
55.1 PENICILLIN
55.2 DIFFERENT KIND
56.0 GIVE
56.1 PENICILLIN
56.2 MULT:
57.0 (GIVE)
57.1 HOLO
57.2 (POSS)
57.3 PENICILLIN
58.0 FIND
58.1 WAYS
58.2 HAKE
58.3 COHPANIES
58.4 TANKS
59.0 !REAT
59.1 ( PENICILLIN)
59.2 COND:

". 60.0 COME
60.1 AGE OF HIRICLE HOilDS
61.0 IT

"'-..

CAT:PENICILLIUH;
ATT: BETTER;
PAT: THEY ,OBJ: HELPER,GOAL: 50. l-TEH: HORNING ,
TNS:PAST;ASPCT:ITER(EVERY);
OBJ: FRUIT; .
ATT:HOLOY;
UNIV(ALL); . ' .
AGT: 5HE,OBJ: FRUIT-LOC: (IN)HARKET,
IfJD:CAN(COULD) ;
PAT: PEOPLE ,OBJ: HErg- :PAST;
PAT:THEY,OBJ:HER, : 'HOLOY HARY'-TNS:PAST;
AGT:HOLOY HARY, T:53.1-TEH:ONE HORNING,
TNS:PAST;
LOC: STORE;
ATT:FRUIT;
AGT:SHE,OBJ:CANTALDUPE-TNS:PAST;
ATT:HOLDY,DEG:VERY;
LOC: (ON)CANTALOUPE(THAT);
CAT:DIFFERENT KIND(TOK);
CAT:55.0,TNS:PAST;
AGT:IT,RSLT:56.1-TNS:PAST;
ATT:HUCH,DEG:(AS);
[56.1],[57.3]-200;
AGT:57.1,57.2,RSLT:57.3-TNS:PAST;
ATT:ORIGINAL;
PAT:FLEHING,OBJ:HOLO;
ATT: MU CIl , DEG: (AS);
AGT:COHPANIES,T8H:58.1-TEH:SOON,TNS:PAST;
GOAL: 58. 2;
RSLT:PENICILLN-LOC:(IN)TANKS;
ATT:DRUG;
ATT:LARGE;
OBJ: PATlENTS(TOK,NUH: 7H)-DUR:il\-..YEAR;
ATT:ENOUGH,TEH:(BY)1946,TNS:PAST;
[59.1],[59.0];
RSLT:60.1-TNS:PAST,ASPCT:COHP;
,

ASPCT:INCPT,COHP,TNS:PAST;

Î
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TABLE 4
'Propositionsl Analysis of Ka'sic Seeds

NO. PREDICATE ARGUMENTS

6.1
7.0
8.0
8.1
8.2
9.0
9.1
9.2
10.0
11.0
11.1
11.2
Il.3.
12.0
13.0
13.1
13.2
13.3
14.0
14.1
14.2
15.0
15.1

'15.2
15.3
15.4

• 15.5
16.0
16.1
16.2
16.3

•

(

(

j

1.0
1.1
1.2
1.3
2.0

-2.1
3.0
4.0
4.1
4.2
5.0
5.1
5.2
5.3
6.0

COND:(IF)
DECIDE
(START)
GARDEN
MOVE(GO)

YOU
BUY
ORD:TEM
PLANT
THEM
CONO: (IF)
WANT
START
GARDEN
DO

DIFF-NEARLY:DEG
DO
GET READY
PLACE
PLACE
COME
MAGIC
CAU: (BY)
PLANT
SAY
PROX: (FOR)
MAGIC
STORIES
(BE)

, REQUEST(LET'S)
TAKE
LOClC
MOLDS
SEE
COME
SEEDS
NOTICE
ORD: (FIRST)
IDENT:
BAT CH
BATCH
GROW
LOOK
PROX:ATT
THEY
WEB(TOK)

[1.11, [2.0,3.01;
AGT:YOU, THM: 1. 2 ,1.3-TNS :PAST; ,
RSLT: 1.3-ASPCT: INCPT(START);
ATT: FLOWER;
AGT:YOU ,RSLT: 2 .1-TEM: ,MOD:QUAL(PROBABLY),
MOD:COND;
LOC: (TO)STORE;
PAT: (AND),OBJ:SEEDS(NUM:SOME)-TEM:
[2.0,3.0],[4.11;
AGT:YOU,OBJ:THEM,RSLT:4.2-MOD:COND;
LOC:(IN)GROUND;
[5.11 ,[6.01;

·PAT:YOU,GOAL:5.2,5.3-;
OBJ :GARDEN;
ATT:MOLD;
PAT:YOU-ATT:MUCH,DEG:SO,MOD:ROOT(HAVE TO),
NEC;
[6.01,[ 1;
PAT :YOU ,ACT:ANYTHING-MOD :ROOT (HAVE TO) ,NEG;
PAI: (EXCEPT) ,OBJ:PLACE-;
ATT:GOOD;
ATT:GROWING;
OBJ:SEEDS-TNS:FUT;
,
[9.11,[9.01;
AGT: (AND) ,OBJ:THEMSELVES-TNS:FUT;
AGT:YOU,TBM:11.1-TNS:PAST,INT;
[11:21,[11.31;

, ,
ATT:FAIRY;
PAI:YOU-ATT:RIGHT,MOD:QUAL(QUITE);
TRM:13.1,13.2~4.o-; HI
PAT:US,ACT:13.2-;J, ~

OBJ:(AT)HOLDS(TOK,NUM:SOME)-ATT:CLOSE;
LOC: (UNDER)MICROSCOPE;
PAT:(AND),TBMI14.1-;
AGT:SEEDS,SOURCE:14.2-MOD:QUAL(REALLY);
LOC:WRERE;
PAT:WE,OBJ :THING-;
[THING] ,[ 1; , ';,
[THINGI, [15.3];
PRT:TRREADS;
ATT: BIG;
PAT :'WRÈADS-LOC: (DIR)ALL; ..
OBJ:THEY,TBM: 16 .1-;
[16.2I,[16.3,16.4I,MOD:QUAL(A LITTLE BIT);
ATT: ;
ATT :TANGLED;
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TABLE 4 (cont'd)

./"

,
[31.11, [32.0,32.11;
ATT:MOLO:
ATT:NO COLOR,DEG:AT ALL:
AGT:SPORES,OBJ:THEM,RSLT:33.1-:
OBJ :THEM, THH: 33.2-:
[33.31, [33.4], [33.5], [33.6);
ATT:BLACK:
ATT:BLUI\:

ATT: SPIDER:
[17.1,18.0],[19.0]:
AGT:WE10BJ:THREAD(NUH:ONE SINGLE)-MOD:CAN:
PAT: (AND),OBJ:IT-ATT:CAREFULLY:
PAT:WE,THH:19.1,19.2-:
PRT:BRANCHES:
ATT: CHRISTMAS:
[BRANCHES]; [19.2]:
PRT: SERIES:
ATT:WOLE:
PRT:BRANCHES:
ATT:NEW:
PAT:WE,THH:21.1,21.2,21.3,21.4,21.5-:
TOK:SOME:
PRT:ENDS:
LOC: (AT)ENDS:
ATT: LITTLE:
ATT:ROUND:
[THEY),[CASES),MOD:QUAL(REALLY):

AiT": ROLLOW: ~ .
ATT:FULL,DEG:CHOCK: .
LOC: (IN)ONE(TOK:EACR):
ATT:TINY,DEG:VERY:
!SEEDS) ,[SPORES):
[sPOREsl,[SEEDS):
PRT: SEEDS:
ATT:MOLO:
ATT:COLORL&SS: '
GEN,UNIV:ALL THREADs:

. ATT:COLORLESS:
GEij , UNIV: ALL CASES:
PRT:CASES:
PAT:WE-TEM:AS:
PAT:WE,ACT:SURPRISE-TEM:
[26.0),[27.0):

OBJ: CASES(TOK:ONE) ,RSLT: 28. l-AS,PCT: COMP:
ATT :RIPE: '
ATT: SPORE:
AGT:iT-ATT:SUDDENLY,TNS:PRES:
[29.0) ,F9.2): .
ATT:SILENT;
PAT:wt,THH:30.1,30.2-:
NUM:HUNDREDS:
OBJ:SPORES-ATT:BEAUTlFULLY:
AGT:WE,THH:31.1-TEM:NOW,TNS:PAST,ASPCT:COMP;

•

•

WEB(TOK)
COND: (IF)
PICK our
EXAMINE
SEE
IT
TREE
PROX:(LlKE)
BRANCH(TOK)
SERIES.
SERIES
BRANCHES
SEE
THESE
.5OMB
BALLS
BALLS
BALLS
IDENT:
CASES
ONE (TOK:EACH>---"
SEEDS' ~~
SEEDS
EQUIV:
!DENT:
PLANT
PLANT
ALL THREADS(GEN, UNIV)
THREAOS(DEF)
ALL CASES(GEN,UNIV)
CASES(DEF)
THREAOS
LOOK
GET
EQUIV:.TEM
BECOME
CASES
CASES
BURSTS OPEN
PROX:(LlKE)
FIRECRAC)ŒR
SEE
SPORES
COLOR
LEARN
SOMETHING
!DENT:
PLANTS(GEN)
PLANTS(GEN)
MAIŒ
LOOK

'OR-ALT:
THEM
THEM

16.4
17.0
17.1
18.0
19.0
19.1
19.2
19.3
20.0
20.1
20.2
20.3
21.0
21.1
21.2
21.3
21.4
21.5
22.0
22.1
23.0
23.1
23.2
23.3
24.0
24.1
24.2

• 25.0
25.1
25.2
25.3
25.4
26.0
27.0
27.1
28.0
28.1
28.2
29.0
29.1
29.2
30.0
30.1
30.2
31.0
31.1
31. 2
32.0
32.1
33.0
33.1
33.2
33.3
33.4

•
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TABLE 4 (~ont'd)

THEM
THEM
TIlEIR
COND:
SPORE(TOK,NUM:SINGLE)
FIT

33.5
33.6
33.7
34.0
34.1
34.2

1

.'

,. ATT:PINK;
ATT:ANY OrnER COLOR,MOD:QUAL(ALMOST).
PRT:SPORES; 1

[34.11,[34,2);
ATT:SHALL,DEG:SO;
PAT:THEM(NUM:1000)-LOC:llEAD,
KOD: QUAL(PI\RRAPS);
PRT:READ;
ATT:LIGRT,DEG:SO;
[35.0), [35.2);
[35.3), [35.41;
ATT:LIGRTER,DEG: ;
ATT: LIGRT ,DEG: (ER) ,DEG: (EST);
[35.4],[ 1;
PAT:YOU,OBJ:TIlING-KOD:CAN; ,
ATT:LIGRT,DEG: ;
ATT:LIGRT,DEG: ;
[36.01, [36.lIv
[36.0), [36.1); .
ATT:LIGRT,DEG:
ATT:LIGRT,DEG:
[37.0], [37.1);
PAT:YOU,OBJ:GRAINS-;
LOC: (IN)BEAK;
PRT:BEAK;
CAT: (OF)GRAINS;
[38.1],[38.2,38.3,38.4);
ATT:LIGHT,DEG:SO:
PAT:IT-LOC:(IN)AIR:bUR:DAYS,KOD:CAN;
PAT: (OR)-DlJR:DÀYS; .
PAT~(.um)-NEG;

[39.1,39.2,39.3,39.4,39.51,[39.7);
PRT:BREATIl;
ATT:TINY ,DEG: ;
[39.2),[ l;
AGT:YOU, RSLT: BREEZE-TEK:WREN;
PAT:YOU-LOC:(THROUGH)ROOK(TOK),TEK:
[39.4], [39.5);
OBJ: SPORES,RSLT: 39.8-;
PAT:SPORES-;
AGT:YOU,RSLT:STORKJrEK:;
PAT:YOU~TEK:WHEN;

AGT:(OR),OBJ:FAN-TEK:
ATT :ELECTRIC;
[40.0)·,[40.1]; IL
[40.0), [40.2); ,

] ]
, \

[40. l ,[ 40. 2 ; '.
AGT:STORK,OBJ:THEM,RSLT:40.8-TNS:FUT:
PAT:TIlEK-LOC:FAR,LO~WIDE,ASPCT:CONT;

AGT:EACH;RSL~:41.3-KOD:QUAL(KAY):

PRT: GROWTIl;
TOK:EACH;
NUM:KILLIONS.AND MILLIONS;
PAT:ALL,ACT:42.2;

i
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TABLE 4 (cont'd)

-.

1

GEN,UNIV:ALL;
OBJ:PLACE,GOAL:(FOR)42.3-;
-LOC: PLACE;
LOC:(IN)AIR,T~:RIGHT NOW;
LOC:(ALL AROUND)YOU;
LOC: (ON)F100R;
LOC: (ON)SHOES;
PAT:YOUR,OBJ:SHOES-;
LOC: (ON)HAIR;
PRT:HAIR; ..•
[44.1], (44.3],NEG;

, ATT:GREEN;
PAT:HOLDS,OBJ:LIGHT-NEG;
ATT: (AHOUNT) ,DEG:ANY: ' _-.

, PAT:THEY,OBJ:AIR,FOOD,WATER-;" )
[47.0,48.0,48.1],[46.1,46.2];
PAT:MILDEW-LOC:(ON)TOWEL,TNS:PAST,
ASPCT:COHP,MOD:COND,KOD:CAN,NEG(NEVER);
PAT:YOUR,OBJ :TOWEL-;
AGT:YOU,OBJ:IT,RSLT:47.1,GOAL:DRY
wrEM:BEFORE,TNS:PAS,ASPECT:COHP;
LOC:UP;
OBJ:IT,RSLT:48.2-TEM: ;
LOC: (IN)HAHPER;
[47.0],[48.0]; . .

PAT:YOU,THM:49.1-TEK:NOW,TNS:PRES,INT;
[?(WHY)], [4~.2,49.3];
PAT:YOU, OBJ: SEE!l(-MOD: ROOT ,NEG; ,
ATT:KOLD;
[50.1], [51.0,,51.1;52.0];"
[50 •.2] , [50.3] , [50.4] ;
LOC:WHEREVER:
LOC: WHEREVER;
LOC: WHEkEVER;
PAT: SPORES(TOK: SOME)-LOC:WHEREVER,:mS: FUT,

• HOD :QUAL(ALHOST CERTAf.NLY); ",
ATT:MOLD;
PAT: (AND)-ASPCT: INCPT(BEGIN);•

,.

. .

42.1 THEY
42.2 LOOK
42.3 GROW
43.0 THEY
43.1 AIR
43.2 THEY
43.3 THEY
43.4 (POSS)
43.5 THEY.
43.6 YOUR
44.0 PROX:(LIKE)
44.1 PLANTS
44.2 NEED
44.3 LIGHT
45.0 NEED
46.0 COND: (IF)
46.1 GROW

46.2 (POSS)
47.0 HANG

47.1 IT,
48.0 PUT
48.1 IT
48.2 ORO :TEIt
49.0 KNOW
49.1 'COND:
49.2 '-.m.~
49. 3 SEEDS....-.J
50.0 PROX:LOC
50.1 AND:
50.2 FOOD
50.3 AIR
50.4 MoisTURE
51.0- SETTLE

. 51.1 ·SPORES
52.0 GROW

•., .

81

•
. ,.--. \ •

, "



)

1

comprehension19 questions. Hence, their central requirements vere

not 'low-level' processes such as verbatim recall or 'high-level'

operations such as Integration to specific prior knovledge.

Rather, the questiops aimed primarily at determining vhether the

èhildren had constructed a coherent model for the text (Johnston,

1982), both at the p~opositional ievel and at the frame level.

Two types of questions were, therefore, distinguished:

'Text-based' and 'frame-based' questions. Text-based questions

,operate on, and ·are concretely linked to' the propositional base.

They interrogate information that is explicitly encoded in the

text base and/or require local inferencea such as Inferences

connecting two adjacent propositions. Frame-related questions, on

(the; other hand, operate on, .and .require accessing i:formation

about the non-linear structures that are instanti~ed by the

text. They are assumed ·to require subjects_,to organize textual

information at a global level. Thus, the two types of questions

presumably vary in terms of the d~mands that they impose on

subjects' cognitive processing: While text-based questions.aim at

eliciting primarily bottom-up,processes, framing·questions are

intended' to require processes that are more top-down.

Admittedly, the distinction is not sufficiently.specified

and in fact, low inter-rater reliability was obtained

(mean-68.8%) in the classification of already generated
.

questions. However, t~ose raters who were familiar vith discourse

processing notions reached a much higher level of agreement

----------------------------~~~-------------------------------
19 The work of Johnston (1982) whi~h was referred to in the
context of script theory is relevant her&

/
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•
(mean-81.2%). Furthermore, the questions that vere eventually

l-
uS.ed in the experiment were among those that reilched perf ect

consensus by the latter group of ra~ers vith respect to the

category to vhich they belonged.

As implied earlier, more questions than vere ev~ntuallY used

~

vere generated. An attempt vaa made to produce 'aIl' 'reaaonab1e'

"'- .comprehension questiona. Tables 5 and 6 pr~ent the questions

that ,:!ere eventually presented to the students. Severa1 criteria

vere used to select ~he8e questions. Face validity vas the first

selection criterio~ A second criterion vas to avoid over- and

under-representation of a part of text. Inter-rater agreement

vith respect to classification of items vas a f~rther

consideration.

incomprehensible

Fin~T'

or ambiguous

those questions that appe'ared

to the students vho participated in

(

a pilot study ..ere elim1nated.

The frame-based questions queried information relevant to

the most dominant frame type of each passage. Thus, for Magic
Seeds, frame-re1ated items required the use or the construction,

of descriptive frames (C. H. Frederiksen, 1982, in prep.; C. H.

Frederiksen [, J. D. Frederiksen, 1981) for the parts and

attributes of mold plants and the mold spores' propagation

process. Frame types that vere relatively peripheral, e.g., the

procedural frame instantiated by the first tvo paragraphs of the

passage, vere not interrogated. Frame-based questions relevant to

~ Discovery of Penicillin, on the other hand, queried

information about the problems involved in the production of

Penicillin and the plan structures implied in the passage.
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TABLE 5

Questions relevsnt to The Discovery of Penicillin

Text-bssed questions,

1. Where wss Fleming working?
2. In the disM'thst wss in Fleming's lsborstory, ~which germa were

desd?
3. Whst did Dr. Fiory's helper buy one morning?

Frsme~bs~ed questions:
--- .

1.When Fleming ssw thst the germs in the dislbwere desd, he set
to work snd did many weeks of dif~cult experiments. Why? -

2. Why did DI'. Flory snd his felJ.ow-'Vorkers come to the United
Ststes?

3. Why did Dr. F10ry send s helper to buy moldy fruits?
\

TABLE 6
Questions relevsnt to Màglc seéds

"" ..Text-bssed questions:

1. Whst csn you see st the ends of some of the brsnches?
2. How small is s spore?
"J. Where csn mold spores settle and grow?

Frame-based questions:
l

1. The passage says that the mold seeds seem to come by magic-snd
plant themsel ves. But it is not really by magic. Where do the
seeds really come from?

2.When you look at m01ds under the microscope, what do you see?
Describe the parts that you would see.

3. Molds' may be black or. blue or pink or almost any other color.
Yet the passage says that they have no color at aIl. Explain
why molda a~pear to be colored.
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Presumably therefore, the Se questions required processing the

'text according to a problem fra'"'ô (op. dt.). Although this frame

. type was not very explicit in the passage, it was thought that

asking·questions related to problem fra~ from grade~six tudents

would be more interesting than asking them narrat frame-based

",

(

\

..

questions. In fact, earlier.research (Frederiksen, 1982, in

prep.) has shown that elementary/school children deal with

narrative structures quite ably but have difficulty with problem

frsmes and especially descript,j. ve structures. Moreover, it Was

thought that recognizing the underlying problems and plans was

necessary for underatanding the passage in the ful!est aense.

EXPERIMENTAL PIl.OCEDURE

The experiment was conducted during regular class hours.

Each of the two classes which psrticipated in the study was

tested ln two fifty-minute sessions, one session for each text.
( ,

The optimal duration of the experiment was determined through the

,

pilot study. In the csse of each class, the two sessions were a

week spart. The ~cision to t~t)entire clsss~~~rather than

individual 'atudents or small groups was notR1relY due to

material considerations. The experience of the pilot study which

was conducted in groups of two to four had auggested that being

teated together in their own class would be a more natural

situation for the child.ren. For similar reasona, it was decided

•
• to allow atudents to pace their work them..elves; the only. time

conatraint was to finiah aIl tasks at the end of the sesaion.

AlI the experimental materials were provided to the students

in written form and they were asked to write th\ir answers. Since
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·wrltten composltlon ls not an easy task f9r many"students ~and ln

fact, chlldren tended to produce short recalls and resl'Onses,
...

wrltten testlng presents, from a cognltlve psychology polnt of

vlew, obvlous dltadvantages over oral testlng. From an

educaflonal r~search pérspecti ve however, wrltten tests do have

an advantage: Host often, classroom teots are wrltten; therefore,

whlle stude~ts are not used to be tested orally, they f~nd

wrlttentests qui-te natural. Students were told however not to

"worry abo~t ttilngs 11ke spe~llng and punctuation". An

approxlmate scrlpt of the lnstructlons provlded to ch1ldren ls

presented ln the Appendlx.

The task lnvolved readlng a passage, glvlng a wrltten recall

for lt, ans.werlng a serles of queatlons relevant to lt wlthout

access to the passage, and answerlng the same questlons agaln

whlle uslng the, text. The sequence of the tasks was not varled

because the ratlonale of the study requlred a glven order.

Chlldren recelved two booklets at the beglnnlng of each sesslon.

The followlng Instructlons were written on the booklets: .,

Booklet 1:
-Please read thls passage carefully to yourself on~e.

-What do you remember about the passage? Please wrlte lt down ln
your own words Don't worry about spelllng.Just wrlte down what
you remember. Do not look back at the passage.

-Please wrlte your answer" ln the space below each questlon.
Answer the questlons one after the other. Do not look back at the
passage.

Booklet 2,
-Here are the same questions. Please answer them agaln one after
theother. But now you can look back at the passage and use lt
whlleyou are answerlng the questlons. But please don't look at
your answers ln the flrat book let.

G
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For methodological r~asons, order of presentation of the twOb

types of questions was coui?terbaianced 20• ln fact, it is

reasonable to assume that answers can vary as the'sequence of

questions cha"ges. Children were therefore randomly, assigned to

two groups of question type sequence. ln one group, frame-based

questions Were presented first; in the second group, text-based

questions appeared first. Within each question type, the order of

questions followed that of the propositional bas~

This within-and-between-subjects, repeated-measures design

may he diagrammed as in Figure 1.

CODING PROCEDURES

Prior to the coding of the protocols, twenty of them were

selected 21 • Data obtained from thr~ students~ere !xcluded

b!'cause they were absent in one of the sessions. Nine children

considered English their second language; t1}eir responses were

excluded too. Of, the remaining thirty protocols, four were

. exceptionally short, i.e., less than fort y words, and were not

coded and an~lyzed22. lt was thought that the students who

produced short recalls were not sufficiently engaged in the task

for their 'responsRs to be considered representative of their
',",-,).. . ,

20 Passage order was also counterbalanced. However this varisble
was not included in the design as a factor. lnstead, the two
texte were used on two separate days. Introducing a 'rest'
between the two sets of tasks was thought to decrease possible
carry-over effects.
21 An N of twenty (ten in each group) was chosen partly due to
msterial and statistical reasons and partly arbitrarily.
22 The admittedly crude outlie.r criterion of fort y words is not
as arbitrarY,as it may. seem; protocols that were longer were at
least twice as llJ.1ch longer.
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Within-Ss DISCOVERY OF PENICILLIN MAGIC SEEDS
Factors

.
FREE Q/A Q/A FREE Q/A Q/A ..

RECALL no with RECALL 1\0 with
Between-Ss TEXT TEXT TEXT TEXt

Fsctor " .
. FBQ TIIO FBO TIIO • FOO .no FBO rio

R l R l R l R l R l R l R l R l R l R l

Question-Type
~

Sequence 1
"

~

~

,-

(n-l0)

•

Question-Type )
1/"Sequence 2 \ .

(n-10)
, V

•.
\/- -;-"'1-. ,

FIGURE 1. The Experimental Design
(FBQ: Frame-based questions, TBQ: Text-based questions; R: Recall, I: Inference)

88 "

r.

,
-' •



a~ilities. Finally, twenty protocols were randomly selected from

the remaining data.

Protocols were segmented into syntactic units using

proced,;,res based on Winograd 's (l ~7 2) descriptive clausal grammar

(see Bracewe 1\, c. H. Frederiksen & J. D. Freder.1ksen, 1982). The

,',"{":, following clause types are distinguished in this system: Major

simple clauses: Imperatives, 'declaratives, interrogatives; L
secdndary simple clauses: Adjuncts (bound adjunct, to adjunct,

~q

-ing adjunct), rank-shifted qu'alifiers (-en qualifier, to

qualifier, -ing qualifier, rank-shifted wh-phrase), rank-shifted

noun groups (rank-shifted wh-phrase, -ing group, to group, report

group ), complex clauses: Subject fork, verb fork. ln the

•

segmentation procedure used, aIl major clauses as weIl as ~ound

adjuncts' form seperate segments. The same procedures had been

used to segment the original passages -hence the numbers

appearing.at the left of the propositional analyses (Table 3 and

4).

Each segment of a recall protocol was numbered and coded

against the propositional analysis of the relevant passage.

Coding was done on the basis of the scheme developed by J. D.
~

l'rederiksen and C. H. Frederiksen (C. H. Frederiksim, in prep.).

The scheme is concerned with the nature 0'1; the linkage that

exists between author-produced' and reader-produced proposi'tions

and essentially consists of rul,es for deciding whether a

proposition is recalled, inferred, or both. A subject-produced

segment that invoives a change in the meaning of the presented

proposition would be marked as inference. Inference is a broad

(
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category covering aIl changea that comprehendera make to the text

baae, irrespect ive of the logical or pragmatic validity of the

changes. Verbstim or paraphrased segments vould be coded as

recall. More formally, a stative is cons~dered to be recalled if

at leaat a concept-re-lation-concept triple,,·ls produced by the

8ubject. An ,event is recalled if at leaat the head element, one

case relation, and"a concept are present in the segment. Since

the recall rules allov the use of synonyma, and since in the csse

of the head e lement of events, concd,ts that have a

superordinate-:-subordinate re lation to each 0 r can be used, a
~

list of. synonyms and super/subordinate tet"s vas kept ..for

consistency purposes. This coding scheme has reached high levels

of rel1abllity (about 90%)•..
The same procedutes vere used to code~the ansvers, thus

increasing the comparability of the data. However, while the

recalls were coded against the entire passages, answers were

marked against the propositions that were considered 'relevant'

to the questions. These were selected apriori but some

adjustments were made during the coding. The relevancy criterion

was thus determined both in a top-down and a bottom-up fashio~

In the inf luential work of Grice (1975), being relevant is

regarded as one of the basic rules for cooperative communication,

in the framework of Lucas a'nd McConkie (1980), propositions

"judged to pertain in any way to answering the question" (p. 135)

provide the basis for analyzing questions, and in Lehnert's

(1978) computer program, relevancy is one of the mast important

criteria for generating good answers. Admittedly however, the
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relevancy criterion is 'not sufficient for consistently

discriminating 'right' or 'good' answers from 'wrong' or 'bad'

'- answers. During the coding, however, it was rar-ely, if at ail,

felt th:C ~d answers obtain low scores or vice v,:,rss•

•

...

91



..

\

•
. .

CHAPTER V

RESULTS

In order to perform statistical analyses, ttumeric data were

obtained by counting the frequency of text propositions that

students recalled or inferred during each task. Rather than using

absolute values, percentages of propositions produced by students

(relative to the number of propositions relevant in each case)

were used to ensure comparability of scores acrosa passages,,

tasks, and question types.

Since the study employed a repeated-measures design, and

since none of the variables had more than two levels, aIl

analyses were univariate. However, to avoid unrealiatic

sssumptions about the structure of the covariance matrix, aIl

analyses. were conducted under a multivariate sampling model,

using the Multi vsriance ~ computer program.

Three sets of an~lyses were conducted: First, the amount of

information children recalled or inferred during the free recall

task was subjected to repeated-measures analysis of variance
. 4

procedures. Next, the same techniques were used to analyze the

data obtained during the question answeri~g task (without access

to text). Moreover, multiple regression analysis and analysis of

covariance procedurés were used to de termine the predictability

of these data from the free recall scores. Finally, the same
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procedures were applied to'data Qbtained from students' responses

to questions when tbey had access to the reading material.',
THE FREE RECALL TASI:

Table 7 p~esents the means of propositions recalled or,

"'\ inferred during (ree recall and Table 8 shows these means pooled

over ~he between-groups factor, Sequence of Question Type (frame-

based first vers~~ text-based first). The error correlation

matrix of data obtained under free rec!all requirements is,

presented in Table 9.'Repeated-measures ANOv-A was performed to
. , '

investigate the effects of the between-groups factor, namely,

Sequence of Question Type, the within-subjects factors, iiamely,

Passage (Discovery ~ Penicillin, ',1'1agic Seeds) and Modality of
~'

Response (recall, inference), thei r interaction, and the

interactions of the between-groups factor with the within-

subjects,factors. Although the free recall task was prior to the,

Q/A tasks, the Sequence of Question Type, between-subjects factor

was includecf'in this analysis in order to provid'e an empirical
/",./..,
, \

check for the ran~om ass~gnment of children to the two sequence
.../ \

groups. Table 10 summarizds the résults of this analysis•
•

As reflected in Table 10, the main'effect of Sequence of

Question Type and its interactions with the other variables were

",
not significant thus suggesting that th~ two groups of students

were most probably quite 'similar' in the first place. High

,statistical significa~ce was however reached by Passage

(F(l,18)-47.9l13, p(.OOOl). The means'(Tables 7 ;'nd 8) indicate

that free recall performance was higher for Discovery of
,'--../'
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.TABLE 7

Mean Percent of Propoaitiona Recalled or Inferred
for two Passages

during the Free Recall Task

....._-.._-~.-...-.._.__.__..._..._..-....-----._-_..__..._..__._~.
MODALITY OF RESPONSE

SEQUENCE ------------------------------------,-------------_."'-
GROUPS 1 Recall Inference
-------------------------------------~---------------------------

Discovery of Penicilrin

1 11.277 21.612
2 .~ .12.167 19.390.
------------------------------~---------~--------------------------

Magic Seeds
------------------------~~----------------------------------------

, \

. .

1
2.

9.415
7.925

11.861
11.755

r- --

..._.._..---~_ _----- --.-----_ _ __.__.._- _--..----
1 n-l0 subjects per group.

Group 1 refers to children who received frame-based questions
first.
Group 2 refers to those who received text-based questions fiFst •

•

L
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TABLE 8

Mean Percent of propositions Recalled or Inferred
during the Free Recall Task, for two Passages,

Pooled over Sequence Groups
•

Pooled
over

Passage

PASSAGE

Magic SeedsDiscovery of
Penic111in

MODALITY
OF

RESPONSE

.._....-..-...._--_.~-_.--_._- ...---_.---_...---_.-..-.._.---._..-y

-._--------_.__ -.._- --- _ _-_.--._..-._---..---
a Passage effect: F(l,18)-47.983, p<.OOOl
b Modality effect: F(l,18)-197.751, p<.OOOl
c Passage x Modality interaction: F(l,18)-19.831, p<.0004

Pooled over Modality 16.112a 13.176

8.670c

li.808c

10.239a

H.722c

'20.501 c
Reca11
Inference

..

(

).

(
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TABLE 9

Error Correlation Matrix for Percentages of
Propositions Recalled or Inferred

during the Free Recall Task

PI-R

PI-I

P2-R

P2-1

PI-R

1.000

0.801

0.691

0.712

PI-I

1.000

0.675

0 •.539

P2-R

1.000

0.786

P2-1

1.000

,

(Pl: Passage one, iliscovery of Peniclilin, P2: Passage two, Magic
Seeds; R: Recall, 1: Inferenc~

,
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TABLE 10

Repeated-Measures Analysis of Variance of
Percentages of Propositions Rec~led or Inferred

during the Pree Recall )Task
,/

-_ - _ - _ _- --.-..------.
SOURCE PO,18) P'

~-~---- - - JBetween Ss:
Sequence of Question. Type (S) 0.128 <. 7247

Within Ss:
<.0001:Passage (p) 47.983

Modality of Response (M) 197.751 <'0001.
( PxM 19.831 <.0004

Interactions of Between and Within Ss Sources:
SxP 0.006 <'9389
SxM 1.040 <.3215
SxPxM 3.149 <'0929

---------...-----_._._-----_._._...._---_.._._...-----.-..---.----_ .

• Significant at .01 level.
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·in: the absence of text.

Penicillin than for Màgic Seeda. The effect of Modality of

Response was also signïficant (F(l,18)-197.751, p<.OOOl);

children inferred more than they recalled. Modality, however,

.....,
al so interacted sig~ficantly with Passage (F(l,18)-19.831,

.".. .
p<.0004). AB 1l1ustrated in Figure 2, whlle the lev~l of recalled,

"'
propositions. was fairly stable ~cross the two passages, there was

much more Inference in response to Discovery of Penicillin than

to Magic Seed s.

. QUESTION ANSWERING wrmour ACCESS TO TEX!

The means of dsta obtained from the Q/A-no-text task, Le.,

percentsges of question-relevant propositions recalled or

'-
inferred, are shown in Tsble lI, and Table 12 presents ·the means

pooled over Sequence groups. The results of the repeated-measures

ANOVA to which these data were subjected are summarized in Table

13.

As shown in Table 13, the effect of the control variable,

i.e., Sequence of Question Type, as weIl as its interactions with

the other variabl es, were not significant. Most probably

therefore, the order of"presentation. of questions has not

affected students' responses to questions

The effect of Modality of Response was also below significance

level. Thus, the overall amount of recalled propositions and that

-.
of inferred proposi~ons did

task. .~

"-'The effect of Passage

not differ significantly in this

##
however was once again highly

significant (FO ,18)-25.713, p<.OOOI). The means (Tables 11 and

12) suggest that it was easier for the children to answer
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TABLE Il

Mean Percent of Propositions Recalled or Inferred
fbr two Passages and two QueStion Types

during the Q/A-no-Text Task

-- __ --- -- --- ----- -..----.._--..
SEQUENCE

QUES TION ' TYPE
-----------------,-----------------------------------

Frame-based Text-based

GROUPS 1 MODALITY

Recall Inference

MJDALITY

Recall Inference
-------------~----------------------------------------------------

Discovery of Penicillin

1
2

1
2

3.954
3.025

2.001
1.689

14.885
11.628

"""gic Seeda

5.129
4.690

22.000
19.000

10.910
9.546

10.500
10.000

11 .818 '
11.365

J

......_-----._._--....-..._--._._.---....._.-._-------.....----_.-.
1 n-10 subjects per group.

Group 1 refers to children who received frame-based questions,
first.
Group 2 refers to those who received text-based questions first.

".>
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TABLE '12

Mean Percent of propositions Recalled or Inferred
for two Passages and two Question Types

during the Q/A-no-Text Task ,
Pooled over Sequence Groups

._.. a_.~.~..._..a ~. ..a~--..--.---_~_..... _
_______________________________L _QUESTION TYPE

MOOALITY
OF

RESPONSE Frame-based Text-based
Pooled over

Question
Type

Discovery of Penicillin
---------------------~---------------------------------------------
Recall
Inference

Pooled over Modallty 8.374

d20.500
d10.250

15.375

11.995
Il. 754

Magic Seeds

Recall
Inference

Pooled over Modality 3.378

10.228:
11.592

10.910

6.037
8.~1

Pooled over Passage

Recall 2.668c 15.364c 9.016
Inference . 9ic 10.921c 10.003

~~~::~-~::~-~~~::::~--~~~~----------~:::::~------------_::~:~---
a pasaa~fect: F(l,l8)-25.713 , p<.OOOl
b Questfo~.ftype effect: FO, 18)-56.533, 'p<.OOO,1
c 0 t x Question Type interaction: F(1 , 18)-42.327, p<.OOOl

Passag x Modality x Question Type 'interaction: F(1.18)-19.951,

~OO ~ ~
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TABLE 13

. Repeated-Measures Analysis of Variance of
Percentages of Propositions Recalled or Inferred

during the Q/A-no-Text Task

_....~.......•...._-._._._~-_._..._...---._-_..__._-.-._..--..._---
SOURCE FO,18) p

~--------------~---------------------------------------------------

Between Ss:
Sequence of Question Type (5) 0.519 <.4807

Within Ss:
Passage (P)
Modslity of Response
Question Type (Q)
PxM
PxQ
MxQ
PxMxQ

(M)

•

,25.713
1.544

56.533
1.906
0.082

42.327
19.951

<.0001*
<'2300
<.Q001*
<.1843
<.7778
<'0001*
<.0003*

Interactions of Between and Within Ss
SXP
SxM
SxQ

• SxPxM
SxPxQ
SxMXQ
SxPxMxQ

Sources:
0.470
0.023
0.002
0.007
0.056
0.772
0.214

<.5016
<.8820
<.9614
<.9324
<.8157
<.. 3912
<'6496---_ -_.._---_ _--- _---- ----.-- --- _----..

*Significant at .01 level.
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questions relevant ta Discovery of Penicillin than Magic Seéds•
..

The effect of,Question Type was also highly significaut
u

(FO,18)-56.533, p(.OOOl). Students produced more relevant

answers ta text-based questio~s than they did ta frame-related

items.

Statistical significance was also reached by the interaction

of Question Type and Response Mode (F(1,18)-42.327, p(.OOOl).

Figure 3 illustrates this interaction. It is found 'that in

response ta frame-based questions, children inferred much more

than they recalled. In contrast, text-based questions elicited

more factual ('recall ') responses.

The triple interaction of Pasaage by Modality by Question

Type was also signif1cant (FO,18)-19.951, p(.0003). AB reflected

in the tables of means (Ta b 1e Il and 12) gnd in Figuie 4,' the

pattern of the Modal1ty by Question Type interaction is not the
,"

same for both passages. For DlIlcovery 2.!.. Penic1ll1n, the two '1
types of questions differ markedly with respect ta the mode of

response that they eliclt. This difference does not occur in the

case of Magic Seeda.

Anaiyaia of the Reiationahip between Free Recall and

QU~ation Anawe\ing Without Text

Using the free recall data as predictors, the Q/A-no-text

scores were subjected ta regression analysis in order to

• investigate the relationship between free recall and question

answering. Table 14 presents the multiple R'a aasociated with the

dependent variables, and Table 15 shows those related to the

effects as derlved dependent variables.
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TABLE 14.,
Regression Analysis of Pereentages of

Propositions Reealled or Inferred during the
Q!A-no-Text Task with Free Reeall

Task Data as Predietors 1

---.---- ------.._--- - _-- --- _--- .
DEPENDE~ VARIABLES MULTIPLE R F(4.14) p
-------------------------------------------------------------------
PI-FBQ-R2 .351 0.493 <.7412
PI-FBQ-I

3
.512 1.241 <.3386

PI-TBQ-R .728 3.951 <.0238a
PI-TBQ-I .310 0.372 <.8251
P2-FBQ-R .782 5.512 <.0071b

P2-FBQ-I .524 1.323 <.3096
P2-TBQ-R .732 4.036 <.0222~

P2-TBQ-I .671 2.872 <.0627,___••~---._••a ._•••••__ D •• ._~_••••••••_._. ._•••••••••__•••

1 Fouf predictors: % of propositions recalled (R) or inferred (1)
during the free reeall task for two passages (Pl: nlsèovèry of
Penieillin. P2: Màgië Sêèds).

2 FBQ: Frame-based questions.
3 TBQ: Text-bascd questions. ,
a Standaralzed weights: .501 wlth PI-R 8S predietor; -.765 w1th

PI-I 8S predictor; .217 with P2-R as predietor; .476 wlth P2~1 8S

prcdletor.
b Standardlzed weights: .456 with PI-R 8S predietor; -.735 wlth

P1-1 as predictor; .642 with P2-R as predietor; .207 with P2-1 a~

predietor.
c Standardized weights: .779 with PI-R as predietor; -.362 with

PI-I 8S predictor; .429 with P2-R as predietor; -.149 wlth P2-1 8S

predletor.
d Standardlzed weights: -.335 with PI-R as predietor; -.122 w1th

P1-1 as predietor; .130 with P2-R a8 predietor; .805 wlth P2-1 8S

predictor.
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TABLE 15

."

Regression Ana1ysis of the Factors involved
in the Q!A-no-Text Task. with Fr~e Reca11

Task Data as Predictors

._œ__.__~. ~ _._._a.. .. .._ _ _ __ _._._
EFFECTS AS
DEPENDENT VARIABLES . MULTIPLE R FC4.14) p

<.0169a

<.5272
b<.0982

<.5354
<.6211
<.2915
<.2867
<.3766

4.369
0.831
2.414
0.817
0.674
1.378
1.393
1.143

.745
.438
.639
.435

.•402
.532
.534
.496

CQ)

Total
Passage effect CP)
Question Type effect
Moda1ity effect CM)
PxQ
~xM

QxM
PxQxM

1

\
\....•..........•...................-_....•..............- _-

1 Four predictors: % of propositions recalled CR) or inferred CI)
<iu;-!':'8. ~l1e free __ ;-~c;a!! _~~sk fo~ two p~ssages CP1: Discovèry of
Penicil1in. P2:~gic Seeds). ~

a Standardized weights: .409 with P1-R as predictor: -.609 w1th
P1-I as predictor: .236 with P2-R as predictor: .517 with P2-1 8S

predictor.
b Standardized weights: -.693 with P1-R a~ predictor: .637 with

P1-1 as predictor;-.385 with P2-R as predictor: -.046 with P2-1 as
predictor.

,

•

• ..
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lesult~ suggest thst total scores obtained by students'in .•

answering questions without access to ~x~ ~~ significantly

predictable from their 'performance in free recall (p(.0169). lUth

23 'one exception ,this re11'tioriship is positive, i.e., the higher

the performance in free recall, the more relevant are the answers.

Free recall performance also accounts for three (or four, depending.
on the significance level that one selects) of the eight scores

students obtained during the Q/A-no-text task (see Table 14). It
.';>-.

also appears that, to some extent (p(.0982), free recall

performance predicts the effect of Question Type when text is not

accessible to students.

To investigate further the degree of similarity or difference
'"

that exists between question answèring (without text) and

comprehension as evidenced by free recall, repeated-measures

analysis of covariance techniques were used. Results are summarized

in the right-hand part of Table 16. 'fhë left-hand columns of the

table repeat the results that were reported earlier in Tableî3.

One can thus examine the changes produced in the results by the

introduction of the four l'ovariates, namely, percent of

propositions recalled or inferred during the free recall task for

two passages. Table 17 presents the means prior to the introduction
•

of the covariates and the means adjusted for the effects of the

covariates.

23 The exception concerns the relationship between Q/A-no-text and
percentage of propositiona inferred for Discovery of Penicillin
(PI-I) during free recall. In view of the fact tbat aIl free recall
variables were correlated with each other quite strongly and
positively (see Table 9), how to interpret the mentioned exception
does not seem clear at this point.

-
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TABLE 16

Repeated-Measures Analysis of Variance and Covariance of
Percentages of Propositions Recalled or Inferred

. du~ing the Q!A-no-Text Taak
o

_ •••• _ •• •••a •••••••• •••••• •••••••••• •••••_ ••••••••• _

WITROUT COVARIATES WITH COVARIATES 1

SOURCE F(1,18) p F(1,14) p

(

Between Sa:

~1877Sequence of Question Type CS) 0.519 <.4807 1.919

.. Within Sa:
<.0001*Passage Cp) 25.713 1.279 <'2771

Modal1ty of Response CM) 1.544 <.2300* 0.128 <.7255
Question Type CQ) 56.533 <'0001 2.626 <'1275
PxM 1.906 <'1843 0.028 <.8708
PxQ 0.082 <.7778* 0.792 <.3887
MxQ '6 42.327' <.0001* 1.662 <.2183
PxMxQ 19.951 <.0003 0.396 <.5393

Interactions of Between and Within Sa Sources:
SxP 0"":"470 <.5016 1.152 <.3013
SxM 0.023 <.8"820 0.391 <.5421
SxQ 0.002 <.9614 0.313 <.5850
SxPxM 0.007 <.9324 0.049 <.8279
SxPxQ 0.056 <.8157 0.137 <.7169
SxMxQ 0.772 <.3912 1.365 <'2623
SxPxMxQ 0.• 214 <.6496 0.140 <.7143-_.....-_.......-..................................._-.__.__..__••...........

1 Four covariates: % of propositions recalled or Inferred durlng the free
recall task for t~o passages.

* Signlflcant at .01 level.
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QUESTION TYPE

/

TABLE 17

Unadjusted and Adjusted1

Mean Percent of Propositions Recalled or Inferred
for two Passages and two Question Types

durLng the Q!A-no-Text Task

~
==.~==g_~_aa=a==_===_===_==a=__•••=__.=a••_.== ._= ...a ••••aaaa ••• •••••••• •••••••••••••_

)

--------------------------------------------------~---------------------------~-----------------

SEQUENCE
Prame-based

M.JDALITY

Recall Inference

Text-based

lfJDALITY

-------------------------------------------~
Recall Inference

WITHOur
'COVARIATES

WITH
COVARIATES

WITHOUT WITH
COVARIATES COVARIATES

WITHOUT
COVARIATES

WITH
COVARIATES

WITHOur
COVARIATES

WITH
COVARIATES

Discovery of Penicillin
-------------------------------------------------------------------------------------------------------------
1
2

3.954
3.025

4.290
2.689

14.885
1l.628

14.742
1l.772

22.000
19.000

23.677
17.324

10.500
10.000

11.196
9.304

-------------------------------------------------------------------------------------------------------------
Magic Seeds

-------------------------------------------------------------------------------------------------------------
1
2

2.001
1.689

2.1-.16
1.574

5.129
4.690

5.447
4.372

10.910
9.546

1l.247
9.210

11.818
11.365

l.l.638
Il.545........._...............•.•••.•..•.............-- ~..•.•..•.•..........•........•.....•.•.._ _.._..

1 Meana sdjusted for the effects of four covariates: % of propositions recalled or inferred during the free
recal! task for two passages.

2 n-IO subjects per group.
Group 1 refers to children who received frame-based questions first.
Group 2 refers to those who received text-based questions first.
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/
As reflected in Table 16, once the recall qata are covaried

out, al1 of the previously significant

obtain chance level probabilities. The

effects and interactions
/

.-/

Passage effect which had a

p-value of lesos than .0001 before, becomes non-significant

(p<.2771) in the analysis of covariance~ The Rame pattern exists in

the case of the Question Type effect and the Modality by Question

~~ypeo interaction. The introduction of the four covariates also
° ~

greatly reduces the significance of the triple interaction of

Passage by Modality by Question Type, the F-ratio of which goes

below one.

It thus appears that the pattern of effects obtained from the

Q/A-no-Text task can be explained to a very large extent by the

free reca11 data.

QUESTION ANSWERING IN THE PRESENCE OF TKXT

The means of data obtained during th'e QÎA-with-text task are

presented in Table 18, and Table 19 shows the means poo1ed over

Sequence groups. These~ata were compared to those obtained during
(--

the Q/A-no-te~t task. Task effect was high1y significant

(F(l,18)-33.191, p<.OOOl) with, as it might be expected, Q/A-with-

text performance (mean-12.917) higher than Q/A-no-text scores

(mean-9.S 11 )24.

Repeated-measures ANOVA procedures were app1ied to the Q/A~

with-text data. Table 20 inc1udes the summary of resu1ts. Once
"

again, Sequence of Question Type had no significanto affect on

----------------------------------------------------------------~-

24 Jbhnston (1982) too has found higher performance when students
have access to the text. Opposite, and therefore counter-intuitive
resu1ts however have been reported by Nicholson, Pearson. and
Dykstra (1979). ~

(
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TABLE 18

Mean Percent of Propositions Recalled or Inferred
for two Passages and two Question Types

dur~ng the Q/A-with-Text Task

......._ -- _--_ -- _._-._ .
-----------------------------~-----------------------

QUESTION TYPE
SEQUENCE

GROUPS 1

Frame-based

MODALITY

Text-based

IIlDALITY

1
2

Recall

11 .628.
13.721

Inference

Discovery of PenicillLn

13.023
8.604

Recall

34.000
34.500

Inference

6.500
4.500

------------------------------------------------------------~------

Magic Seeds !
------------~------------------------------------------------------
1 7.065 5.066 19.998 8.636

• : .. m_a_~~:::~ ::~~ .._.__:~:::: ._._..~:::~__
/

1 n-l0 subjects per group. ~

Group 1 refers to children who received frame-based questions
fi rs t •.

Group 2 refera to those who received text-based questions first •

•
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TABLE 19

.',

'.'

Mean Percent of Propositions Recalled or Inferred
for two Passages and two Question Types

during the Q/A-with-Text, Task.
Pooled over Sequence Groups

..--.-_ _--..-- _ --..-------..-- -- ---.__.-..---
MODALITY'

OF
RESPONSE Frame-based

QUESTION TYPE

Text-based
Pooled over

Question
Type

Discovery of Penicil1in

Recall
Inference

12.67S;
10.814

34.2S0f
S.SOOf

23.463~
8.1S7

Pooled over Modality 11.74S

Magic Seeds

19.87S

, Recall
Inference

Pooled over Modality 13.807
-------------------------------~-----------------------------------

Pooled over Passage

Recall
Inference

Pooled over Modality

18.633b

7.200b

12.917._.._--_....--_._.._.-..--..-------_.-._.._-----....-..._._..-_._-.
a Passage effect: F(l,18)-32.231. p<.OOOl
b Modality effect: F(l,18)-78.364, p<.OOOI
c Question Type effect: F(l,18)-104.7SS, p<.OOOI
d Passage x Modality interaction: F(1.18)-8.48~. p<.0093
e Modality x Question Type interaction: F(l,18)-72.342. p<.OOOl
f Passage x Modality x Question Type interaction: F(l,18)-18.S0S,

p<.OOOS '\
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TABLE 20

Repeated-Measures Analysis of Variance of
Percentages of Propositions Recalled or Inferred

.during the Q/A-with-Text Taak

FO,18)

Between Ss:
Sequence of Question Type (5)

Within Ss:
Passage (P)
Modality of Response (M)
Question Type (Q)
PxM
PxQ
MxQ
PxMxQ

p

0.236 <.6329

32.231 •<.0001•.
78.364 <.0001.

104.755 <.0001
8.485 <.0093·
0.086 <.7732.

72 .342 <.0001.
18.505 <.0005

Sources:
0.092 <.7656
1.471 <:.2409
0.096 <.7601
0.267 <.6120
0.214 <.6490
0.034 <.8562
0.712 <.4100

•

of Between and Within SsInteractions
SXP
SxM .
SxQ
SxPxM
SxPxQ
SxMxQ
SxPxMxQ

SOURCE

.....--_ __ --..---_.__ _----_ _.
• Significant at .01 ·level.
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" .
children's responses and it did not ~ignificantly interact'with

the other factors. AlI other main effects, however, reached

significance level. Depending on Passage, students' answers in'

the presence of text varied sign1ficantly (F(l,18)-32.231.

p(.OOOl)" Here again", Magic Seeds was the more difficult passage

(see .able 19). Modality of Response was also significant

too

ial. The

QI A .their

ere easler ta

original text is available to students

(F(l,18)-78.364. p(.OOOl). As 1t might be

responses are more factual

s ta t i s tica l s ign1fi ca nce (FO • 18) - 8.485. Mea ns;

The two-way interaction of Passage odalityWreached

answer than 'frame-based questions.

(F(l,18)-104.755, p(.OOOl). Text-baaed

effect of Question Type was highly

•

relevant to this interaction are plotted i Figure 5. Anc'7crs

, r.r.'·',~:~}l'erelm~'more factual ('recall') for Discovery ~ Penicillin
. ". ';,,": '~'vr. . • ...........

than for Magic Seeds. This difference however decreases in the

case of inferential responses.

The Response Modality by Question Type interaction was also

sign1ficattt (F(l,18)-72.342. p(.OOOl). This interaction is

illustrated in Figure 6. it appears that, while the amount of

inferential answers does not vary substantially as a function of

Question Type, much more factual ('recall'), responses are gi ven

to text-based queations than to frame-related items.

The passage by Modality by Question Type triple interaction

reached significance level (F(l,18)-18.505. p(.0005). The means

'relevant to this interaction are plotted in Figure 7 which
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TBQ: Text-based Questions)
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over Sequence Groups (R: Recall. 1: Inference; FBQ: Frame
based Questions. TBQ: Text-based Questions)
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suggests that the differences which exist' between the two types'
, ,

of questions in terms of the response mode that they elicit are

larger for Discovery ~ Penicillin than for Magic Seeds.

Analysis ~ the Relationship between Free Recall and

Question Answering With Text

As in the case of the Q/A-no-text data, regression

techniques were used to investigste the extent to which questio~'

answering with text can be accounted for by free recall. The

multiple R's associated ....ith the dependent variables are

reported in Table 21, and Table 22 presents those related to the

effects as deri ved dependent variables. For comparison, these

tables also Include the results obtained when free recall scores

were regressed on the Q/A-no-text data (repetitions of Tables 14

and 15).

Results suggest that, once again, free recall performance

is a significant predictor of the total scores students obtained

while answering questions in the presence of text (p<.0384).

Again, with one exception, tbe, association between the two tasks

is positive. Free recall scores also predict significantly the..
interaction between Modality of Response and Question Type

(p<.0051). The effect of Passage is also, to some extent

(p<.0902), accounted for by free recall data. However, only one

of the scores students obtained during this task is predicted

from free recall performance, and this with marginal

significance (p<.0852) (see Table 21).

To further determine the predictability of data obtained

during the Q/A-with-text task from those obtained during free

/

/
1
)
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TABLE 21

Regresslon Ana1ysls of Percentages of
Proposltlons Recal1ed or Inf~rred durlng the

Q/A Tasks wlth Pree Recal}
Task Data as Predlctors

.--- ---..--_ -.------_ _ --- - ---------- _ .
KlLTIPLE R ·P(4,14) P

DEPENDENT -------------- -------------- ------------------
Q/A Q/A Q/A Q/A Q/A Q/A

VARIABLES no with no wlth no with
Text Text Text Text Text Text

------------------------------------------------------------------------------
~ P1-PBQ-R2 .351 .228 0.493 0.193 <.7412 <.9384

. Pl-FBQ-I .512 .624 1.241 2.236 <.3386. <.1175
Pl-TBQ-R3 .728 .618 3.951 2.166 <.0238 <.1262
Pl.-TBQ-I .310 .502 0.372 1.180 <.8251 •• <'3617
P2-FBQ-R .782 .416 5.512 0.732 <'0071 <.5851
P?-FBQ-I .524 .440 1.323 0.838 <.3096. <.5237
P2-TBQ-R .732 .563 4.036 1.6"20 <.0222••• <.2243
P2-TBQ-I .671 .650 2.872 2.556 <'0627 <.0852a
----...-_........-----_.....-------....----..-_..--.---..--........-_...._----
1 Four ·predlctors: % of proposl tlons recalled

the free recall task for two passages (Pl:
Maglc Seeds).

2 FBQ: Frame-based questlons.
3 TBQ: Text-based questlons.
a Standardlzed welghts: -1.058 wlth P1-R as

predlctor; -.164 wlth P2-R as predlctor; .098
• Slgnlflcant at .05 1evel •
•• Slgnlflcant at .01 1evel •
••• Marglnal1y slgnlflcant.

.....
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(R) or lnferred (1) durlng
Dlscovery of Penlcl11ln, P2:

predlctor; .770 wlth Pl-1 as
wlth P2~I as predlctor •
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TABLE 22

Regression Analysis of the Factors involved
in the Q/A Tasks with Free Rycall

Task Data As Predictors

-_ _-_..__..-_.._-..--- _-_.__..- -_.._.---~ - - ---- .
EFFECTS AS MULTIPLE R F(4,14) P
DEPENDENT ------------- ------------- ------------------
VARIABLES Q/A Q/A Q/A Q/A Q/A -Q/A

no with no with no with
Text Text Text Text Text Text

--------------------------------------------------------------------------------
Total .745 .702 1,..369 3.402 <'0169* <.0384a

Passage effect (P) .438 .645 0.831 2.498 <.5272 * <.0902b

Question Type effect (Q) .639 .468 2.414 0.982 <.0982* <,.4487
Modal1ty effect (M) .435 .431 0.817 0.796 <.5354 <.5472
PxQ .402 .284 0.674 . 0.307' <'6211 <.8688
PxM .532 .208 1.378 0.158 <.2915 <.9%2
QxM .534 .794 1.393 5.982 <'~867 <.0051c

PxQxM .,496 .389 1.143 0.622 <.3766 <.6542---...-._.-.----..--...--_.._._...._---_.-.----_..-..-._----.-..-.-.-.....__.-.-
(R) or inferred (1) during the

Discovery of Penicillin, PZ:

with P1-R as predictor; -.764 with
predictor; .610 with P2-1 as predictor.
with P1-R as predictor; -.597 with
predictor; .558 with P2-1 as predictor.
with P1-R as predictor; 1.185 with

predictor; .156 with P2-I' as predictor.

/

1 Four predictors: % of propositions recalled
free . recall task for two passages (Pl:
Magic Seeds).

a Standardized weights: .195
predictor; .186 with P2-R as

b Standardized weights: .628
predictor; -.281 with P2-R as

c Standardized weights: -.895
predictor; -.742 with P2-R a~

* Significant at .05 1eve1.
** Marginal1y significant.

P1-1

P1-1

P1-1

as

as

as
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recall, repeated-measures analysis of covariance techniques wer~,

used. The right-hand columns of Table 23~rize the results

of the ANCOVA involving the free recall data as covariates and

Table 24 shows the means prior to the introduction of the

covariates and the means adjusted for the effects of the

covariates. The left-hand part of Table 23 repeats the results

that were reported earlier in Table 20; one can thus compare the

results prior to and .after the introduction of the covariates.

This comparison suggests that once the effects of the recall

data are eliminated from the Q/A-with-text scores, the

previously slgnif1cant effect of Passage, !ts interaction with..
Modality and lts" interaction with both Modality and Question

Type become non-significant. However, Modality of Response,

Question Type and their interaction remain significant.

.. :..• e.' .l...'" "

Removing the variability of the free recall data from the Q/A-

with-text scores has, therefore, not eliminated aIl significant

effects and interactions.

SUHMARY OF PRINCIPAL RESULTS

Global Analyses of the Three Tasks

When data obtained from each of the three tasks were

subjected to analyses of variance, a number of cons\stent

results were found. Throughout aIl analyses, the control

variable of Question Type Sequence had no significant effect,

• and did not significantly interact with the other factors.

Consi;tently also, significant Passage effects were found:
"

Students performed better in response to Discovery of Penicillin

than to Magic Seeds•
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TABLE 23

Repeated-Measures Analysis of Variance and Covariance of
Percentages of Propositions Recalled or Inferred·

durtng the Q/A-with-fext Task .

.-..-_ -.-._-------_.-- - - - _- -_ .
WITHOUT COVARIATES WIm" COVARIATES 1

SOURCE FO,18) p FO,14) . p

--. Between Ss:
Sequence of Question Type (S) 0.236 <.6329 1.251 <.2822

Within Ss:
Passage (p) 32.231 •• <.3234<.0001•• 1.048
Modality of Response (M) 78.364 <'0001•• 7.504 <.0160·
Question Type (Q) 104.755 <.0001•• 10.650 <.0057··
PxH 8.485 <.0093 ·0.862 <.3689
PxQ 0.086 <.7732.. 0.062 <.8071
MxQ 72.342 <.0001•• 17 .197 <.0010··
PxMxQ 18.505 <.0005 1.215 <'2889

Interactions of Between and Within Ss Sources:
SxP 0:-092 <.7656 1.508 <.2398
SxH 1.471 <.24(19 0.989 <.3369
SxQ 0.096 <.7601 0.187 <.671.9
SxPxH 0.267 <.6120 0.236 <.6346
SxPxQ 0.214 <.6490 0.033 <.8579
SxMxQ 0.034 <.8562 1.529 <.236b

'r SxPxMxQ 0.712 <.4100 0.059 <.8120.............................-_..- --......•...•.......................
1 Four covariates: % of propositions

recall task for two passages.
• Significsnt st .05 leve1 •
•• Significant at .01 l~ve1.
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TABLE 24

Mean
Unadjuated and Adjuste~

Percent of Propositions Recal~ed or Inferred
for two Passages and two Ques tion Types '.

during the Q/A-with-Text Task

a=Qa2=~=a=======ua=============~~.a==a=2••=•••======•••••••==••=••••==_===ad===========.==.b••••••••••••••••
. r _ '--,.- QUESTION TYPE .

-----------~--------~--------------------------------------------------------------------------
Ftame-baaed Text-based

SEQUENCE

M:)DALITY

Recall Ioference

M:)DALITY
---------~-------------------------------------

Recall Inference

WlTHOUT
COVARIATES

WlTH
COVARIATES

WlTHOUT WlTH
COVARIATES COVARIATES

WlTHOUT
COVARIATES

WlTH
COVARIATES

WlTHOUT
COVARIATES

WlTH
COVARIATES

Discovery of Penicillin

1
2

11.628
13.721

12.084
13.265

13 .023
8.604

13.788
7.839

34.000
34.500

35. 126
33.374

6.500
4.500

7.323
3.677

----------~-----------------------------------------------------------------------------~--------------~----
. Magic Seeds

7.688
7.084

8.636
6.136

20.639
19.814 •

19.998
20.455

5.592
4.601

5.066
5.127

7.065
7.690

1
2

6.434
8 :321 ',

••••••••• ••••••D •••••••••••••••••••••••••••••• •••• ••••

1 Means adjusted for the effects of four covariates: % of propositions recalled or inferred during the free
recall task for two passagès.

2 n-l0 subjects per group.
Group 1 refers to children who received,frame-based questions first.
Group 2 refers to those who received text-based.questions first.
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Another consistent finding is the difficulty of frsme-

relsted questions ss compared to text-based items. This

difference-was, moreover, not passage~specific: In both of the
~

Q!A tasks, the interaction of Passage .by Question Type was non-

significant. However, Question Type interacted significantly

with Modality of Response. Text-based questions elicited answers

that were more literaI than inferential. In response to frame-- .

related items on the other hand, ;"hile more inferential than

factual answers were produced when children had no access to the

reading material, this difference did not occur when the text

. was'available to them. There w,re however significant Passage by

Modality by Question Type triple interactions. In both of the

Q!A tasks, the difference of the two types of question in terme

of the response mode that they elicit was stronger for Discovery

of Penicillin than for Magic Seeds, and, when children had no

access to text, their responses to text-based questions relevant

to Magic Seeds were not more literaI.

Different results were however obtained in the three tasks

with resp~ct to Modality of Response (recall versus inference).

The effect of Modality wss significant for both the free recall

and the Q!A-with-text tasks. However, while recall protocot,s

were significantly more inferential than factual, responses

given with access to text were more literaI than inferential. In

the case of the Q!A-~-text task on the other hand, whi 1 e' the

Modality difference was in the same direction as that observed'
,..--

for free recall, it did not reach statistical significance.

Similar to the pattern of Modality-related results obtained

•
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theistasks,Beroes
)

of the Mddality by Passage
\

interactions. While this interaction was non;Jignificant'for the

Q/A-no-text task, it reached significance in the ca)e of free

recall and Q/A-with-text. Once again however, the two results

were in opposite directions: While, in free recall, the two

passages primarily differ in terms of the inferential responses

that they elicit (recall protocols related to Discovery ~

Penicillin were more inferential than those related to Magic

Seeds), in'Q/A-with-text, the difference between the passages

"concerna the factual responses (responses related ta Discovery

of Penicillin were more factual than those related to Magic

Seeds) •

Analyses ~ the Relationship Between

Free Recall and the Question Answering Tasks

When data obtained from the Q/A tasks were regressed on

scores on the free recall task, recall performance WBS found ta
{j'.

"

be a significant predictor of the total scores students obtained

in both of these tasks. In the case of the Q/A-no-text task,

three of the eight scores students obtained were significantly

accounted for by free recall data, and the effect of Question

..
Type was also, to sorne extent, predicted. In the case of Q/A-

with-text answers, free recall performance was a significant

predictor of the interaction of Quest~on Type by Modality. For

this task, sorne prediction was also obtained for the effect of

Passage.

When analysi~ of covariance procedures were applied to the

Q/A data with free recall scores as covariates, aIl of the
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j,

•

(

j
previously significant effects and interactions related to Q/A-

no-text dsta reached probabilities,that were below significance

level. In the case of the Q/A-with-text task however, this

result was observed only in the case of the effect of Passage,

its interac~ion with,Modality, and its interaction wlth both

Modality and Question Type. Modality, Question Type, 'and their

interaction remained significant.

!
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CHAPTER VI

DISCUSSION, CONCLUSIONS AND IMPLICATIONS

DISCUSSION

The research reported here responds to some of the issues

thst were initially raised and provides rather cle;,r-cut
a

evidence for a nu~ber of interesting phenomena. Analyses of

variance tell us about the effects of text structure and

\
~estion type ,on comprehension a~d question answering, and

regression and covariance analyses provide information about the

re lation between comprehension' as evidenced by free recall on

the one hand, and Q/A on the other. A number of these results
L

should be highl1ghted.

Effects of Text Structure and Question~~

Recall and Inference in

Comprehension and Question Ankwering

Students responses were, in aIl tasks, unaffected by the

order in which the two types of questions were presented to

them. This finding makes things look less complex and more

interpretable, and suggests that a theory of question answering

can be, ta Bome extent, context-free. Moreover, deepite the

rather smBll samp1e size (N-20), main effects and interactions
.~

were either c1early non-significant or had very ,low probability

values. This increases our confidence that the results are most

probably not limited ta the specifie sample used ,in the

experiment.
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AnalY8e8 of data obtained during the three di8cour8e

proce88ing ta8k8 provide con8i8tent evidence for a difference

between the two pa88age8. Different type8 of text 8tructure 8eem

to elicit different proce88e8. Magic Seed8 which ha8 a

de8criptive frame ty~J (Frederik8en, 1982, in prep.; C. R.

Frederik8en & J. D. Frederik8en, 1981) W88 more difficult than

Di8covery of Penicillin which i8 primarily narrative (op. cit.).

Thi8 finding i8 not 8urpri8ing in view of previou8 re8earch

(Frederik8en, 1982, in prep.) 8howing that "narrati ve 8tructure8

are ea8ier for children than de8criptive frame8. A8 mentioned

previou8ly however, the narrative pa88age implicitly 8igna18.the

u8e of a problem frame too. The two text8 therefore differ not

only with re8pect to type of frame but a180 with re8pect to the

degree to which they directly in8tantiate di8cour8e 8tructure8

(8ee Bracewell, C. R. Frederik8en & J. D. Frederik8en, 1982). To

avoid ambiguity therefore, the Pa88age effect i8 interpreted in

the following way: lt i8 highly probable that grade-8ix 8tudent8

can proce88 language 8ccording to narrative frame8 more ea8ily,

even if problems and plan 8tructufê8 are involved in the event
f

8equence but are not explicitly 8ignalled; they 8eem, however,

to be 8till in the proce88 of con8tructing frame8 for proce88ing

de8criptive information and even msking the 8urface 8tructure of

the text available to them doe8 not elimin8te the relative

difficuity of the de8criptive pa88age.

Another con8i8tent finding i8 the difference between the

(

two type8 of que8tion8: Whether the text i8

studentB or/net» frame-related questions are more
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text-baaed items. Thia finding supports the classification of

questions. More important however is that there seem to exist

distinct abilities for answering questions of different types.

This is an indirect evidence for a multi-component, rather than

a lump type, norion of Q/A. It must be further noted that the

difference between the two question types is not passage-..
specific. This suggests that a theory of Q/A can be, to somé

extent, independent of text, and it provides higher degree of

generality to the above conclusions.

The type of question asked interacted moreover with the

type of resp9nse produced. This .finding further supports the

assumption that the two types of questions differ in the demands

thatr they impose .on the answerer's processes. As Rosch and Lloyd
Iv

(l9'78) have put .it, "answers depend on the questions asked.

Unasked questions will remaih unanswered. And the nature of a

question constrainG the kinds of answers that cà;' be derived"

(p. 1) 25. In both of the Q/A tasks, text-based questions

favoured factual responses more than inferential ones. In fact,

these questions were easier for the'students and it is not

surprising that they responded to them more accurately. There

was one exception however to this pattern: Text-based questions

relevant to the descripti~e passage that were answered without

access to the text were not more factual than inferentlal (see

Figure 4). This suggests once again the weakness of the

cognitive representation that childr~~ of this age can construct

--------------------------~--------------------------------------
25 There is even empirical evidence showing that questions'
surface structure can affect the form of answers (Levelt &
Kelter, 1982).
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for a descriptive text like Magic Seeds. Frsme-based questions,

on the other hand, in the absence of text, elicited more

inferencing than recall. Once again this result can be

understood in view of the difficulty that students faced in

answering these questions. When the text was pre~ent during Q/A

however, while frame-related questions were still answered less

fsctually than text-based questions, the answera were not more

inferentisl. Considering that children could look back at the

original material, and that therefore this taak was considerably

less dependent on information storage and retrieval than earlier

ones, this finding could have been expected. In summary, text-

based questions tend to be associated with literal recall

processes, frame-related questions elicit more inferencing,

these processing differences interact with type of paasage

structure, and availability of reading material during Q/A

crea tes a bias toward literal answers

During the free recall task children's responses were

significantly more inferential th n factual. This finding is

typical in discourse processing research. Rowever when students

were answering questions without having access to thereading

material, there was no general Modality effect. Thus, there was

no slgnificant difference between the amount of their

inferential answers and that of their literal responses. It may
'.

be the case that the arbitrary distribution of the two types of

questions (half of the qUestions were text-based and half were

frame-related) has controlled the natural distribution of recall

and inference. This explanation seema plausible in view of the
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different modeB of responses that the two t1pes ·of questions

elicited. The Bame dt'stribution of question types was uBed in

the QIA-wi th-texi: task; yet, in this case, there~ a general

Modality ef~eçt. ThiB suggeatsShat this taBk does involve

comprehenBion~typeprocesses. In falOt, the pattern of results

obtained for thiB task had Bim1larities to that of free re~
in that both taskB, unlike the Q/A-no-text taBk, involved- .
general Modality effectB and Modality by Passage interactions.

It must be noted howeve~ that, contrary to recall protocols and

not surpriBingly, Q/A in the presence of the reading material

elicited more literaI reBponBeB th~ inferential ones; searching

for information that iB literaI was easier than Bearching for

information that requires Inference. Yet, it is interesting that

even when they had access to the text, students did provide

inferential answerB.

AB mentioned above, except in the case of the Q/A-no-text

taBk -snd once again the mentioned question-type-distribution

explanation seems plausible-, the difference between recall and

Inference was pasBage-specific thus Buggesting that frame

differences are associated with processing diff;rences.

Cognitive adaptation tQ the demands of different discourse
•

structures seems to have occured. In the recsll tssk, the

superiority of inferencing over literaI recall is much more

pronounced for Discovery of Penicillin. Free recall performance

is not only higher for the narrative, but is slso much more

i t mprerepresentation for the narrative and they

inferential. Children seem to have built a more accurate

man~red
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actively. The pattern of reaulta in the laat taak, on the other

hand, ia·almost exactly the opposite of that of the recall task

(compa're Figures 2 and 5). Performance is still higher for the

narrative, but, the surface structure of the material being

available, responsea are~ factual especially in the case of, '

~

the easier paasage. The studenta seem to lack the ability to

create a frame for the descriptive text, and therefore

,difficulty in aearching

is heightened.

for information
,/~,,

that requires Inference

(

The Relationship Between Camprehenaioq.\

a~d Question Answering

When the'predictability of Q/A data from free recall scores

waa investigated by regression techniques, it was found that the

general level of performance in both of the Q/A tasks depended

significantly on performance in recall. Moreover. the results of

the analyses of covariance suggest some overlap between

comprehension and question answering. The pattern of results

however was not identical for Q/A with and without access to

text. Resul ts obtained in the case of each Q/A task are

discussed next.
'\

The ileiâtioniihiji ilet".;e" ëompr';h.;niiion ànd QüeiiÜon AIiii"ering
------- -_ .. _\- .- ----
Without Access to Text

As mentioned above. the general level of performance in

answering questions without access to text wa~ found predictable

fram comprehension as evidenced by free recall performance. It

aeems that the ability to answer questions in general depends on

the availability of information in memory and that the extent of
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memory structure ',c ,••, ,•• ,.,ir.,...," ,.c','".,."
Q/A. There waa alao aome prediction of the Queation Type effect.

Considering the processing differences that were found between

the two types of questions, it seems that the ability to answer

text-based questions is primari ly dependent on recalled

propositions and that performance in frame-based items is'

related to structures that are inferred in comprehension. There

ia moreover some dependency between performance in questions and

the structure of text.

The results of the analysis of covariance suggest that,

despite the question-induced demands involved in the process of

responding to questiona, there seems to exist considerable

similarity between Q/A ,and comprehension as evidenced'-~free

recall. As discusaed in the Lltë~ât~rë Rêvlêw and the Ratlonâïë

sections, Q/A and comprehension cannot logically be underlied by

identical cognitive proceases. However, when. using the free

. recall data as ,covariates, individual differences were

"controlled', aIl the factors that were significantly affecting

the Q/A-no-text data became non-significant. Thus,

significance of the effects of Passage and Question Type as

---------.
removed when individual differences in memory structu were

taken into l\.ccount. Level of perfortnance In Q/A, especially in

answerfng questions relevant to the descriptive passage,

reflects level of free recall, and, since availability of frame

information, is importimt to answering frame-based questions, the

result concerning the e~fect of Question Type suggests that

comprehension invol ;,es frame-related aspects.
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The similarity found between comprehension and Q/A may be

due to shared processes or shared cognitive structures. In view,
of the specific pattern of' reaults, and considering that;

contrary to the free recall and the Q/A-with-text taaks; there

was no signifi<;ant Passage by Modality interaction in the Q/A-

~-text data and that the effect of Passage was removed in the

analysis of covariance, the shared-structures explanation seems

more probable. Obviously, we cannot rule out the process-based
"

hypothesis, but the results seem to he more consistent with the

notion that Q/A performance de pends on available memory

structures and that question effects reflect memory structure
•

differences. Specific inferential processes required by

differJnt types of questions are most likely to occur if

relevant propositional or inferred frame structures are present

in memory.

Presented with questions, students seem to have constructed

their answers essentially by accessing cognitive structures

already present in memory" rather than constructing new schemes

on the basis of the stored information. To a large extent

therefore, common structures underlie comprehension and question

answering.

The Reiationship Éétwëën Comprëhënsion ând ~ëstion Answëring in

the Presencë of rëit---
Similar to question answering without access to the

,
original material, the general level of performance in Q/A in

the prèsence of text was found predictable from comprehension.

Free recall task variables also accounted'for the interaction of
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Question Type by Modality of Response. Ther~ wss moreover some

prè'dictabUity of Passage difference in Q!A-with-text fram the

comprehension data. here again both a memory-based model snd a

shared-process explanation are possible. Rowever, in view of the

fact that, in this task, the students had access to the text, a

memory-based explanation is very unlikely. Rather, it seems tbat

the predictability of performance in this taak from

comprehension iB due. to one'a general processing efficiency in

handling.the common piocesses that underlie the two taaks.

When, in the analysia of covariance, individual differences

•in the recall taak were considered, the previously Bignificant

effect of Passage and its interaction with Modality of Response

obtained chance level probabilities. It seems therefore that

comprehension-type processes are involved in Q!A-with-text.

Moreover, the statistical significance of the triple interaction

of Passage by Modality by Question Type was removèd when

indi vidual scores were adjusted for the covariates, i.e., the

free recall variables. This suggests that text- and frame-based

processes are invol ved in comprehension. In view of the fact

that aIl factors that included .Passage became non-significant in,

the analysisof covariance, and as mentioned earlier,

considering that the text was available to students, a

structure-oriented Interpretation of these results do es not

seems plausible. There appears to be a partial overlap in terms

of the processes that are involved in comprehension and Q!A-

with-text. Renee, even in presence of the text one does have to

understand it in order to answer questions relevant to it.
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However, the reaulta of the analyaia of covariance auggeat

that anawering quea~iona w~ile looking back at the original

material alao invol vea proceases diatinct from thèse invol ved in

-------comprehension. In fact, when data obtained from the recall taak,

were regressed on scores of the with-text ~nswera, the residuala

were still significantly affected by Question Type, Kodality of
,

Response, and their interaction. It is reaaonable :to assume that

factors that remained aignificant reflect at least partially the

ability to perform search operations26 and to locate the queried

information. Those previously significant effects and

interactions that did become non-significant with the

introduction of the covariatea, àn the other hand, must reflect

common processes. These however do not account for theQ/A~with~

tex1j~ "

suggesting that this task ~olves uniqùe demanda. The abllity

to answer questions with the text available for reference moat

probably involves proce8aea independent from the ability to

comprehend i t.

CONCLUSIONS ,

AND tHEORETICAL AND EDUCATIDNAL IMPLICATIONS

Thia reaearch haa inveatigated the relationahip between

comprehension and the mechanisma ,that underlie question

anawering, and haa examined the effects of discourae structure

;~-~~-a-;:h-~~J::.~~-o-:~-;:~~-:~-S-:'-b-:-;~~~~-"-:~-wh::-~-a-;:;;-:;:-
produced without acceSa to text; However, while Q/A-with-text
involves searching the actual text, aearch strategies in Q/A-no
text tasks operate on the mental representation of the text•.'

137

!



/
(

and question type on recall and inference in these tasks. lt haa
<

provided empirical evidenée which shows that different types of

questions elicit different processes that are text-structure

dependent. lt has moreover provi~ed data consistent with the
. . ,0".

notion that, globally, comprehension as reflected in recall

protocols and answering questions after, reading a text without

referring back to it do not differ considerably. The cognitive

demands that are induced by questions do not seem to lead

comprehenders ta construct new structures,' and Iquestion
J'
~

answering in the absence of text seems to ref lect principally

the availability of question-relevant information in memory

representation for text. Assuming that the questions used in the

study were genuine text- and frame-related ones, we can conclude

that both text-based, bottom-up and framing, top-down processes

were occuring during comprehension and recal!. Cons ide ring the

relative difficulty of frame-based questions however, subjects'

comprehension seems to have been orifnted more towards bottom-up

processes.

As, mentioned in the review of the literature on Q/A,

several researchers have emphasized the differences between

comprehension and Q/A, and a number of them (Anderson & Bower,

1974; Lindsay & Norman, 1972) have drawn an analogy between Q/A

"and problem solving. The results of the present study are not

incompatible'With these theories of Q/A. Q/A and problem solving

may be simi lar and it is certainly true that the proceases of

Q/A and comprehension are not identical. However, it may be the

138

t



\

l

case that research on comprehension has underestimated its

acti ve, constructive nature 27•

and .-J• r:-

and_J

Parallel to ~he question-answ~ring/problem-solvin~nalo~y,

is the analoy drawn by Collins, Brown, and Larkin (1980)

Frederiksen (.1981, 1982, in prep.) between comprehension

problem solving 28• lt can be reasoriably hypothesized that

comprehension, question answering, problem solving, and, as

\
Greeno (.1974) has suggested, learning all invol ve processes of

constructing conceptual structures in memory, and are therefore,

simi lar in that respect.

There is no need for empirical support. for the logically

obvious notion that Q/A and comprehension are not identical. Any

cognitive theory of Q/A which strives for a testable level of

explicit detail would have to specify the differences between

Q/A and comprehension. However, relinquishing to some extent the

press for explicitness that chàracterizes information-processing

psychology (Floden, 1981)29,. the results of this study suggest

-------------------------------------------------------~---------

1

27 This issue.- is' re lated to the criticisms addressed to
excessivelytext- or schema-based conceptions of· discourse
processing; - discussed in the Process section of Chapter 2.
28 While those who draw an analogy between Q/A and problem
solving have a primarily means-ends-analysis conception of
problem solving, Collins et al. and Frederiksen, whose work is
more recent, view problem solving as a structure-building
process.
29 Floden (1981) has attributed this feature of modern cognitive
psychology to the influence of computer science, Winogtad (1977)
has pointed out the overformalization that results from the
desire for "getting a [computer] system to work" (p. 85), and J.
R. Anderson, Kline, and Lewis (1977) have pointed out that with
the high leve l of specification needed in computer silDUlation,
"it is almost certain that, whatever we attempt to model, the
model will be wrong [ ... ] but [ ... J" (p. 309).
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that, !E.!. global level, if SOmeone has understood a unit of

informstion, s/he must be able to snswer comprehension q~estions

relevant to it•
o

Obviously this conclusion is at least limited by the type

of question asked. The questions. that were used in this study

were intende<! to be 'straight comprehension' questions.

Conceivably, som~ other types of questions can force the

language user to draw Inferences and construct structures other

than those drawn and buil t spontaneously during comprehension.

In fact, Kubes (1982) has shown that comprehension is not

sufficient for Integration, i.e., for answering questions

requiring the conneétion of information acquired in different

passages.

\ .. ) It remains also to be seen whether there are significant

\ ~~~uali tati ve differences between information produced in free
.

recall snd that produced in respon~e to questions. More fine-

grained, primarily qualitative analyses are needed to determine

the nature of the relationship between comprehension and Q/A.

Frame analysis of discourse (Frederiksen, 1982, in pre p.)

"
provides a basis for a principled way of conducting such

analyses. Also, analyses involving the classification Ofj~

Inferences (Frederiksen, 1979, 1981) drawn in each task could

tell us more about how comprehension and Q/A are related.

Further research is needed to determine whether the similarities

found between comprehension and question answering reflect

primarily shared processes or shared cognitive structures.

These limitations also apply to the results regarding the
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relationship between comprehension and Q/A ill the presence of

text. The study prov~des evidence showing that answering

questions while referring to the text involves both

comprehension-type processes and specific question answering

abilities. lt thus reflects comprehension as weIl as independent

Q/A processes. ,Moreover, i t biases the language user towards a

more literaI representation of discourse than one normally

constructs.

What were the students doing cognitively during this tasK

however? Frase (1975) has argued that memory is affected by the

re-encoding of information. Re-encoding fs an important feature

of this task, but at thia point, we can only speculate on the

processes that under1ie the tasK. lt is highly, probable that, as

Nicholson and Imlach (1981) and Johnston (1982) have argued,

students were simply searching for relevant information and

manipu1ated it minimally to generate answ,ers. lt is also

possible that they were using the text to fill the missing

information of the structurea that they had' built previously.

Another possibi1ity is that they were conatructing framea that

they had failed to construct in the absence of the text, under

surface structure constraints. There may also be considerable

individual differences and contextual variation in what students

choose to do in such a task. For an understanding of the actual

cognitive activities of students during this task, more

detailed, mainly qualitative analyses are needed (e.g., coding

students responses on the basis of the frame analysis of the

paasages and comparing them to a frame-based coding of
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propositions ~roduced in the absence of text). It would also be

interesting to conduct a study in which Q!A with text is not

preceded by reading, recall, and Q!A without text.

In any case, the pattern of relationships that was found

between comprehension and the two Q!A tasks has a number of

educational implications. In a Q!A task where the text is

available to students, comprehension processes are involved but

so are question-specific processes of information search and

Inference. What such a task meaaures dependa on the type of

queationa aaked and it also produces highly literaI responses.

If, on the other hand, questions are answered after reading but

without access to the text, responses would principally reflect

the memory structures that were generated during comprehensio~

Thus, while Q!A-nô-text more directly reflects previous

comprehension, the frequently-used task of Q!A in the presence

of text involves comprehension and other processes and does not

seem an a~uate reflection of 'what comprehenders do, .

spontaneously to make sense of a text. As Johnston (1982) has

suggested therefore, it is not an appropriate method for the

assessment of comprehensio~

The implications of another consistent finding of thia

study are also to be noted. It was found that the descriptive

passage was more difficult for students than the narrative. It

does not seem however that textbook writers are informe~ of such

findings and, without wishing to generalize from a small sample,

it is interesting to note that the grade-six teachers who

•examined the two passages of this study commented that Magic
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Seeds, i.e., the desc.ripti ve text, would be the easier of the

J

two for the children. Moreover, in one of the passages, namely,

Discovery. of Penicillin, some important structural aspects,

i.e., the problem frame and the plan structure, are rarely

st~ted explicitly. The text aeems to disguise these aspects,

presumably to make it more comprehensible for children.

Considering the relative difficulty of (problem} frame-related

questions over text-based items, making th~ text more and more

concrete and only implying the high-Ievel goals that direct the

event sequence do not seem to have helped the students. In view

of their responses to frame-related questions, it aeema that

children have difficulty understanding text structures that we

may expect them to understand.

Further research is needed to ensure the generalizability

of the above conclusions and studies of a more mlcro-analytic,

process-oriented nature are necessary for a fine-gràined

characterization of the processes in~olved in understanding
6

discourse and answerfng different types of questions relevant to

var10U8 text structures.

In view of the importance of reading comprehension and

question answering in the information processes of our society

in general and education in particular, and considering that

t~ey are, for obvious reasons, of special interest to cognitive

scientists, much more is t"be known about comprehension and

question answering. This study suggests that the former may be

just as constructive as the latter.
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APPENDIX

SCRIPT OF INSTRUCTIONS GIVEN TO THE STUDENTS

We are atudenta at McGill and we are trying to find out how
children like yourself learn from science books they read in
school. You can help us .by doing SOme reading and telling us
about it.

This is not a test and it doesn't have anything to.do with
your marks i n-Bcho 0 1. You shouldn't worry about things like
spelling and punctuation. We are trying to find out about how
things you read in school are understood by sixth graders and
about how to make these books better for you and your friends.

We are going to ask you to do Some reading and Some question
answering today and SOme more next week at another session. Today
we are going to give you two booklets to work on. First you have
a couple of pages to read. Please read these pages carefully to
yourse lf once. You don't have to hurry.

When you are through with the reading, you shou Id go to the
next page of the booklet and write in your~ vords what you
remember about the passage. You should not look back at the
reading when you are doing this. ---

After, you will find some questions. We want you to answer
these questions one after the other without going bBCk and fort~

OK? Anyways on each page of the book let you are told exactly
what to do. You '11 find your way.

Once you are finished with the f1rst booklet, you must
answer the questions in the second book let. These are the SBme
quel!tions as before but this Ume you ~ look~ Bt the
passage.

Ok? Do you have any questions?
Here are the booklets. Please do not start working until 1

tell you to do so. (DISTRIBUTE... )
Fi rs t of a Il p lease put your name at the top of each

booklet. Then, you can start working. nIf you are finished before
your friends please wait. You can do some other wor~~le
waiting. Go ahead. )

Debriefing .
How did you Und this? Comments? (WE ANSWER THEIR·QUESTIONS... )
OK. We thank you very much for your help.

One more thing. Since we will be coming back next week,
please don't talk about the material you have reBd.
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