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ABSTRACT

2,

This study was deéignea to investigate the extent to which

L)

the cognitive'structures and processes underlying language
comprehenqioﬁ are related to those involved in question
answering. Iﬁ addftion, it examined the relationship between
compreheési;n and question answering in tﬁe presence of text. The
latter task 1is frequently usea for the assessment of
comprehension. As well, the study inclu&ed Ewo e#perimehtal
variables suggested by current theories of discourée processing:
(a),Type>of question (textfﬁaéed and frame-based questions) and,
(b) type 5% text structure (narraéive and deécriptive). Effects
of.these experimental variables on propositions'recalléd or
inferred in response to questions and in free recall were
studied. The latter was assumed to reflect comprehension.
Analyses of data revealed that comprehension contributes
significantly to the general level of performénce in answering
guestlions. The pattern of results suggested that question
’answe;ing in the absence of text depends on the availability of
relevant information in memory representation for text. Answering
questions while referring to text, on the other hand, was found
éo involve compqehensionuprocessgs as well as question-épecific
processes. Moreover, this task was found to produce highly

literal responses. These findings were interpreted as evidence

for the superiority of the former task as a measure of
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comprehen§1on.

Results also indicated the relative difficulty‘gf
descriptive discourse over narratives and that of questions
requiring the organization of information at a global level over
those inter;ogating local-level 1nformation;The two types of

questions were found to elicit different processes that are text-

-

" structure dependent. The educational and theoretical implications

~

of theke findfngs are discussed.

11 .



RESUME -

Notre &tude a eu pour but d'examiner dans quelle mesure les
structures et processus cognitifs sous—jacents 2 la compréhension
de texte sont reliés aux structures et processus cognitifs

impliqués lors des réponses apportées aux questions basées sur le
. P

'

texte. De plus, nous avons dtudliég la relaﬁionxentre ia
compréﬁension et les réponses aux questions, c;% a8 partir du
texte. Ce genre de tééhe a partir d'un texte sert fréquemment &
l1'évaluation de la compréhension.

Bans notre recherche, nous avons utilisé deux types de
.questions. En conceptualisant les problémes empiriques 2 1l'aide
d'un. modéle théorique de traltement du discours et de
l'information, nous avons observé l'effect produit par la
structure du texte sur les propositions remémorées ou inférées
lo}s des réponses apportées aux questions posées de mEéme que lors
du rappel libre; le rappel libre reflétant supposément le degré
de compféhension.

L'analyse des données a révé&1lé que la compréhension
contribue significativement au niveau de performance de réponse
aux questions. La structure des résultats obtenus a démontré que
la capacité de répondre 3 des questions én l'absence du texte
dépend de l'information pertinente dont le sujet dispose dags sa

représentation cognitive d'un texte. Nous avons &galement trouvé

que répondre 3 des questions en préséﬁce du texte nécessite, en

114



4

plus des processus géné?aux de compréhension,:des processus
spécifiques de réponse aux questions. Cette derniére tdche
favorise 1la production'de réponses: littérales. Ce;i nous améne
donc 3 penser que la tache de {épondfe aux‘questions en l'absence
du texte est une meil leure téche d'éval;étion dq\Ia compréhension
gque celle de répondre ghx questions 3 1'aide du texteﬁl

Les résultats nous ont aussi indiqué la relative difficulleé
du discours-descriptif-par rapport au discours narratif de mé

que des questions exigeant une organisation globale par rapports®

~

aux questions conduisant 3 une information plus cilrconscrite dansl
"le texte. Nous avons constaté que ces deux types de questions
font appel & différents processus cognitifs 1iés 3 la structure
du texte. -

Nous avons finalement discuté des implications pédagogiques

et théoriques que ces données soulévent.

1lv
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- CHAPTER | ' .
INTRODUCTION
; & '

What do we do when wé wonder whether someone has understood
something? We ask him or her questions.

Educators and the rest of us assess comprehension by
asking questions. Psychological researchers, on the other hand,
have tended to favour recall protocols as measures of
comprehension, because, as compared to question-answering tasks,
pr;sumably fewer'éanstraints operate in free recall.

Does the difference in the degree of constraint imposed on
cognitive processes make the two types of task largely
1qdepqndent? As a matter of fact, what do people Jg’cognitively
when they understand a passage and reconatruct it in a2 recall
task? What do they do when they answer questions about iF? To
what extent can we predict the occurence of answers by knowledge
of the cognitive structures and processes that people exhiblt
spontaneously in free recall? Is the abiiity to answer questions
distinct from the ability to comprehend? Is there a special
competency related to answering questions or 1s it the case that
once we have understood an organized unit of information we ‘can

-

answer the comprehension questions relevant to 1t? Will a

comparative study of comprehension and question answering reveal"
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differences interpretable in terﬁg of competence-performance or
comprehension-production discfepancies? In other words, do the
processes that people do exhibit in an ambiguously structured
task like free recall predict those that they can exhibit when
provided Lith explicit demands for specific processes?

Many teachers have heard students cbmplain that they could

not answer test questions despite having understood the lesson.

Sometimes students also feel that they can answer questions quite

accurately without having ‘really”’ undeéstood the material. To
what extent can we empirically support these subjective
experiences of a certain independence between comprehehsidn and
quegtion answering?

| Psychologists who study question answering from a cognitive
perspective also have conceptualized comprehension and question
answering as non-identical processes. How could théy be? The mere
presentation of questions to the comprehender 1§ a new
elicitation condition introducing processing demands other than
those imposed by the to-be-comprehended Information itself.
However, how closely the processes involved in the two types qf
task are related remains an unansgere- queétion.

The central purpose of th egsearch ﬁgbortgd here was to
investigate some of the issues raised above. Grade-six students
of eleven to twelve years of age were asked to read texts, recall
them and answer comprehensioﬁ quéstioné relevant to them. Since
comprehension 1s often assessed by having students answer

questions while the reading material is available to them,

L3



- .
. subjects were also asked to answer questiong in the presence of
text. The main objective was to examine the degree to which the
three tasks, namely, free recall, question answering, and

question answering with access to text, are related. - Throughout

the research, it ‘was assumed that recall protocols reflect
.

students' comprehension and that answers reflect their question

answering ability (see Chapter 3 for the rationale for this

assumption). g

The study also examlines the effect of type of text structure
(e.g., narrative versus descriptive) on question answering and
comp;ehension. In addition, it investigates some effects that
varying the cognitive_demands of questions has on question
answering.

Ta view of the fact that questioning.is the pfimary method
of educational evaluatlon in general and asseasment of
comprehension in particulaf, knowledge about question answeriné
and iés relationship teo coﬁprehension has obvibus implicétions
for education. Moreover, fundameqtal research on thé cognitive
mechanisms that underlie question answering can provide basic
information about human cognitive structures and processes. This
study is an attempt to improJe ouf understanding of the qugstion—
answering process especlally as it relates to language

understanding.
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CHAPTER ||

QUESTION ANSWERING
AND

DISCOURSE-COMPREHENSION

-

Therg exists a vast and varied literature on question

answering. In an article entitled The multidigciplinary study of

questioning, Dillon (1982) .refers to several flelds which are

concerned with the processes of question answering. These include
philosophy, linguistics, loglc, cogniltive psychology,
anthropology, soclolinguistics, education, psychetherapy, and
others. The present re;iew is inevitably highly selective and the
selection 1s based on a criterion of pres;med relevance to the
study.

This review is presented in two sections. The first section

concerns the more application-oriented investigations, mainly

)
L]

conducted by educational researchers. The second section reviews

r

the more 'basic' and theoretical literature, stemming mainly from
L] .
the work of cognitive psychologists. It deals with theory and
. &5
research related to discourse processing, especlally language

comprehension, and with informatlon-processing studies of

question answering.



BRESEARCH ON QUESTIONING MOTIVATED.BY EDDCATIONAL APPLICATIONS

Question answering 1is not only an iIimportant means of
conveying infor;ation bﬁt it is also an important process through
which léarning ma} be assessed and enhanced. Several'areas in
education are concerned with the study af questioniné. The entire
area of eaucational evalqatioq, measurement, testing ;nd
assessment bears upon question énawering. Morerer,
traditionaily, asking questions has been considered a teaching
technique and, thus, teacher questions as welllas student sélf-
interrogation have been examined by educators. These studies have
only a marginal relevance to the present research and wi;l not be

reviewed in detail, although some reference to asssssment and

testing notlong will be made in the context of different question

types.
K.

However, there 1is a volumﬁpous literature on the effecﬁg of
questions on 'prose learning’. Because it deals with connected
discourse materials,.ihis literature, which is often referred to
as the 'adjunct(questions' literature, i8 more relevant to the
purposes of the present study and is reviewed below.

Effects of Adjunct Questions

The Experimental Paradigm

Concerned with the improvement of student learning and
retention from text, educational researchers have been‘sfudying
the effects of various types of study aids such as advance
organizers (Ausubel, 1960, 1965; Au;ubel & Fitzgerald, 1965;

Barnes & Clawson, 1975) or adjunct queetionék(Frase, 1967, 1968a,

1968b; Rothkopf, 1966; Rothkopf & Bisbicos, 1967), to determine’



P

the extent of their instructional péefﬁlhess (for reviews, see T.

H. Andersoh, 1980; Rickards, /A980). , .

Although a number 6f early investigations (e.g., Jones,

1923) had examined t facilitative effects'of questioning, and
desplte the fact that, for decades, teaching-methods books ha;e
recommended questlioning techniqﬁes (e.g., the SQ?R method
designed by F. P. Robinson, 1970; or the PQ4R technique of Thomas
& H., A. Robi;son, 1977), 4t is the work of Rothkopf (L9é5, 1956;
Rothkopf & Bisbicos, 1967) that has stimulated the numerous, moré
recent, studies on the learning consequences of asking students
questions about what they are reading (gee R. C. Anderson &
Biddle, f975 for a detailed review; see also Andre, 1979;
McConkie, 1977; Reder, 19%980; Rickards, 1979).

An experimental paradigm similar to that designed‘by
Rothkopf (1966) characterizes the adjunct questions research
area: Students are asked tg answer questions placed elther before

:
or EEEEE textual material they are reading. Later, they are given
a cfiterion test involving the same questions as before, new .
questions, or both. The objective 1g to determine the effects of
the initial questioning on posttesﬁ performance.

While numerous Lnconsistencles have been reported in the
literature, it is safe to state that, 'compared to a reading-only
control‘group, facilitatlve effects ha;e been found not only when
the posttest conslsts of repeated questions ('direct' or
"Intentional' effects), but al;o when it involves new items

("Indirect' or 'incidental' effects) (Anderson & Biddle, 1973).

Rothkopf's (1966) experiment demonstrated both types of



effects; the indirect effects were, however, limited to the case
where the adjunct qhestion§ appeared after the relevant reading
" material. In fact, many of the inconsistencies in the findings of
questioning studies concern the fndirect effects (Anderson &
Biddle, 1975), It ;eems however that, as fouﬁh by Rothkopf (1966;
Rothkopf & éisbicés, 1967), 1in most studies, prequestioning does
not faclilitate and can even inhibit performance on new posttest
ftems (Anderson & Biddle, '1975L Retention of incidental
informatién 1s facilitated by questions tﬁat follow reading
passages (e.g., Frase, 1967, 1968a).

Besides the position of the initial itqms and the degree of
novelty of the posttest, adjunct questions studies have typically
iJ;luded such independent variables as‘frequency of questioning
(e.g., Frase, 1968b), whether or not feedback on the adjunct‘
questions is given (e;g” Frase, 1967; Friedman & Rickards,
1981), or the type of the quéstions (see Andre, 1979 fqr a

review).

The Differential Effects of Various Types of Questions

With Fhe recent development of discourse analysis
techniques, free recall tasks are increasingly used for the
assessment of learning (Johnston, 1981; McConkie, 1977). In the
past, techniques such as the 'cloze' procedure (Taylor, 1953)—
i.e., asking the student to f111 the often randomly selected
blanks of a passage— have been used'as a measure of reading
comprehension {(Collins, Brown, Morgan & Brewer, 1977). However,
question-oriented techniques are the ones that are used most

often (McConkie, 1977).



Yet, the classification of different EXEEE.°£ questions has
been and (despite attempts to develop explicit_rule—governed
procedures for objective question generation and' classification
(e.g., R. C. Anderson, 1972; Bormuth, 1970; Finn, 1975))
continues to be an unresolted problem for questioning research
and educational assessment (Carrier & Fautsch-Patrldge, 1981;
Johnston, 1981, 1982; McConkie, 1977L

Although most adjunct questioné investigators have used

'factual' questions only, and many others have classified

questions subjectively and/or atheoretically. (see Carrier et al.

1981 for a discussion of this problem), a number of frameworks

3
have been used for generating wvarlous types of questiorns.

One such framework is Bloom's taxonomy of ¢@ducational

—

categories:

objectives which includes the followin
knowledge, comprehension, applicattcﬁ, analysis, synthesis, and
evaluation (Bloom, Engelhart, Furst, Hi1l1l & Krathwoh]l, 1956).
This taxonomy was used by Hun‘}ns (1969), among others. Hunkins'
study compared the effects of 'analysis' and ‘'evaluation'
questions with those of 'knowledge' questions. The posttest
consisted of six sub—scores, one for each of Bloom's categories.
Reading ability was a significant predictor of all 8ix scores.
Moreover, children who received the analysis and evaluation
questions did sig;ificantly better than the knowledge—-questions
gstudents on the evaluation subtest but not on the five 'lower’
subtests.

Somewhat more surprising results have been found by

Shavelson, Berliner, Ravitch and Loeding (1974), In this study,
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questions were either of 'lower order', corresponding to Bloom's
'knowledge' category, or of 'higher orde;' relevant to the
taxonomy's 'comprehension', 'application’ and 'analysis'’
categories. Cn a posttest, the group that recelved higher-order
questions placed after the passage performed better than all
other experimental groups but, surprisingly,‘qpt bette; ﬁhan the -
no—-question control group.

Several authors (e.g., R. C. Anderson, '1972;. Baker, 1974;
Bormuth, 1970) have questioned ;he adequacy of Bloom's taxonomy
for classifying test items and Andre (1979) has pointed out the
vagueness of the classification system used in both of the above
studies and has attributed some of the inconsistencies to the low
reliabili;y for the assignment of questions to categories.
However, Bloom's taxonomy together with the concerﬁ for
behaviorally stated objectives (Mager, 1962) still inf luence
educational testing and measurement (see é.g., Bloom, Hastings &
Madaus, 1971; Green, 1975; Lindvall, 1975; TenBrink, 1974).

In his 1963 paper, Glaser made a distinction between norm-
referenced and criterion-referenced achievement measures. The
former aims at the relative ranking of students with respect to
their test performance. Test 1tems are, therefore, selected on

v
the basis of thelr digcriminating power (Millman, 1974). Glaser
advocated the use of criterlon-referenced tests, 1;e., measures
that provide "explicit information as to what the individual can
or cannot do™ (1963, p. SZbL

In psychometric work such as that suggested by Glaser,

concern for the validity and interpretablility rather than mere



‘reliability o‘tes}; {tems has increased. Hence, -there is a
greater emphasig upon the explicit speciflcation of the content,
format, and selection of the it;ms (Millman, 1974)

To avoid misinterpretation of the term 'criterion-referenced
testing', Hively ({974) replaced it with that of 'domain-
referenced testing'. "A 'dougin' may conslst of any clearly
specified set of items” (p. 10). It is a well-defined set of
tasks from which test iéems are randomlz selected (Mil lman,
1974). |

The concern for systematicity in the constructidn and
validation of test items (T. H. Anderson, Wardrop, Hively,
Muller, R. I. Anderson, Hastings & J. Frederiksen, 1977) 1is
reﬂlecte? in the work; ef authors who propose algorithmic
approaches to the generation of questions. As McConkie (1977) put
it, "the test questions used are then a sample of all qqestions
that could be generated by the same algorithm, thug making clear

the domaln from which they came” (p. 9).

Strongly criticizing the subjective nature of question’

generation procedures, Bormithy(1970) has advocated the use of
operational definitions for deriving a population of criterion-
referenced test items from a given instructional statement, so
that, by applying the operations, two independent test writers
generate the same items. The definition would include a set of
operations through which the syntactic structure of the sentences
is analyzed, and a set of transformations to produ;e\test ltems.

Using notions of transformational generative grammar, Bormuth has

Yy ’
designed such item-producing rules and has used them in a study
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re)

(Bormuth, Manning, Carr & Pearson, 1970) which examined
children's comprehension of various syntactlc structures and
found that accuracy of response was affected by the type of

N
question asked.

Bormuth's proposal 1s, however, heavily syntax-based and as
such 1t 1is not directly useful for the assessment of the
learner's understanding of the meaning of a passage. In an
attempt to overcome thlis problem, R. C. Anderson (1972) has
extended Bormuth's work and has provided a number of additional
transformations to generate test.items.

The scheme proposed by Anderson is aimed at distinguishing
comprehension from non-comprehension. Emphasizing the importance
of semantic, as compared to orthographlc and phonological,

encoding in comprehension, the wmodel focuses on the relationship

of the question's wording to that of the instruction, and

describes procedures for generating 'verbatim' questions,

'paraphrase’ questions, and questions formed by substituting more
general or more particular terms for the original terms.

| .A numbe} of studies have éxamined the effects of adjunct
questions that vary according to this framework. Somewhat related
to Anderson's coucern for comprehension are the studies that
conceptualize question type in terms of levels of processing
{(Craik & Lockhart, 1972). From this standpoint 1t would be
expected that adjunct questions that presumably require ‘'deeper'
processing will have stronger facilitative effects than those

requiring surface—level processing.

Using passages that described a number of psychological
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principles, Watts and R C. Anderson (1971) compared the effects
of ‘'name’ questions, 'repeated example' questions and
'application’ questions. Name questions required the recall of
the name of the psychologist associated with the principle.
Repeated example questions involved the recognition of the
examples that were provided in the material as fnstances of the
principles. These questions were identical to the application
questi'ons- except that the latter involved instances &hat were not
stated in the ,passage.

Felker a'gd Dapra (1975) eyamined 'verbatim' versus
'comprehension’ questions, And; and Sola (1976) ’;'md Andre (1981)
compared the effects of 'verbatim' to those of 'paraphrased'
items, and Friedman and Rickards (1981) "manipulate[d] depth of
processing by inserting in text verbatim, paraphra.ae, or
inference questions™ (p. 428),

The common finding In these and othr?r studies 1is that‘
subsequent performance benefits more from higher—-level (e.g.,
application) questions- than 1t does from lower—order (e.g.,
recognition) 1tenlns. In fact, the latter may even have:inhibitory
effects (Watts & An‘derson; 1971). However, here again, opposite
resulrl;s have been fqund. For instance, in a series of seven
experiments, Andre and his coworkers (Andre, Mueller, Womack,
Smid & Tuttle, 1980) found no. evidence for the superiority of
'application’' questions over 'factual' questions. Similarly, in a
study with chlldren, Swensen and Kulhavy (19%4%) did not find a

significant difference between 'paraphrase’' and 'verbatim'

questions, and Bing (1982) found 'rote’ questions more helpful

12



than ‘'conceptual' questions. Also, despite their genuine efforts,

R. C. Anderson and Biddle (1975) failed to show the su?eriority

.of 'paraphrased', as compared to 'verbatim' questions. This may

be due to methodological problems {(Andre & Sola, 1976).
Alternatively, i may be the case that, contrary to what has been
suggested by 'revious research (e.g., Sachs,il976), memory for
the surface features of text is not.necessarily transient (see
Hayes-Roth & Thorndyke, 1979; Walker, & Meyer, 1980).

Furthermore, Carrier and Fautsch-Patridge (1981) have strongly

criticlzed fhe idiosyncratic nature, and thus, the

~incomparability of the labels assigned to differéﬁt types of

" questions across sthies and have argued that this problem

together with the ambiguity of experimental imstructions to

subjects can explaln the ificonsistencles found 1in the effects of

higher-order questions.

- More recently, there, have been i;tempts to analyze the
relationship between a text and questions generated relevant to
it. These attempts are concerned with the semantics of discourse
and since they are often based on discourse processing notions,
tﬁey will be discussed, later, in that context.

Attempts to Account for the Effects of Adjunct Questions

Adjunct questions studies tend to be atheoretical. R. C.
Anderson and Biddf% (1975) have qualified this literature as
being "infected with a mindless empiricism™ and have argued that
"we do not need another demonst%ntion that adjuﬁgt questions
'work' [... we need to know ...] why they work #nd under what

conditions™ (p. 108) (for similar remarks, see Andre, 1979, p.

13



302; McConkie, 1977, pp. 38-39).

There has been, however, a number of attempts —for the most

part post hoc— to provide an explanation for the effects,

especially the iﬁdirect effects, of adjunct questions. Rothkopf's
{1965, 1966; Rothkopf & Bisbicos, 1967) 'mathemagenic hypothesis'
is8 the best known. The term 'mathemagenic' charactgrizea
behaviors that giye birth to learning., The idea is an attempt to
explain the indirect effects of adjunct questions and is based on
the behavioristic notion of shaping: "Tests aré& reinforcement-
like events for certain desirable mathemagenic responses™
(Rothkopf, 1965, pp. 216-217). Succeasful answering of adjunct
questions reinforces the students' mathemagenic behaviors and
thus improves their posttest performance. Failure to answer the
adjunct questions correctly will lead to the extinction of
mathemagenic behaviors. Si:;f'the pfobability of succeeding is
higher when the items appear after the relevant passage, such
items glve better ;esults than those placed before the text
(Rothkopf & Bisbicos, 1967).

Numerous studies (e.gq Bruning, 1968; Felker & Dapra, 1975;
Frase, 1967; McGaw & Grotelueschen, 1972) have interpreted their
results as support for the mathemagenic hypothesis. As pointed
out by N@derson and Biddle (1975) and Rickards (1979), over the
years the strong behavioristic flavor of the mathemagenic
hypothesis has been replaced with a cognitive langyage.
Rothkopf's (1972, 1976) more recent writings emphasize
mathemagenic'procea;ing activities' rather than behaviors and

the concern for the effective, as opposed to the nominal, stimuli

14



is now expressed in terms of the internal representation of the
text.

Following a number‘of difficulties for the mathemagenic
hypothesis (see e.g., Frase, 1968b) and due to the shift of
emphasis in experimental psychology toward a cognitive
tﬁerspective, a number of more process-oriented accounts of
adjunct questions effects have been developed.

Frase (1967) has proposed two hypotheses, nameXy, the
'forward' and the 'backward' hypotheses. The former asserts that,

TN
in a forward manner, questions optimize mathemagenic behaviors on
subsequent “text. According to the backward hypothesis on the
other hand, questions placed after passages lead to the mental
review of what has been just read —hence, the better retention of
the preceding material.

McGaw and Grotelueschen (1972), among many others, have
provided evidence for both shaping (i.e., forward) behaviors and
a backward, revlew process. Rickards (1979) has postulated four
types of mental processing; namely, specific or general forward
processes and specific or general backward processes. A gpecific
process 1s limited to q;estioned material, while a general
process 1s not. Rickards has shown how these four processes can
account for the results of several adjunct questions studies.

R. C. Anderéon and Biddle (1975) have argued that ad]junct
questions increase performance on repeated questions by
facilitating mental review and further cognitive processing of
the material. The levels-of-processing conception of the human

memory system (Craik & Lockhart, 1972) has often been used to
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explain the effec;s of adjunct queéﬁions. Roughly speaking, this

framework can be viewed&as an info;mation—proceasing version of
Bloom's (Bloom et al.\&QSG) taxonomy., Rather than considering all
rehearsal and review processéa to be useful, it emphasizes the
quality of the processing. As Bruning's (1968) study has shown,
merely restating the information, and thus providing the
possibility of review, has lower ‘facilitative effects than asking
~ questions (for a related iésue see El11lis, Konoske, Wulfeck II &.
Montague, 1982).

Levels-of-processing notions can be used in interpreting the
results of several studlies (e.g., Andre & Sola, 1976; Felker &
Dapra, 1975; Watts & Anderson, 1971). Also concerned with depth
of processing, Reder (1980) has emphasized the role of
elaboration in learning from text and has argued that useful
elaborations generated during initial question answering produce
improved performance. She shows how the extra—-elaboration notion

can account for several sets of results.

In a review of various study aids, T;lL Anderson (1980)
cbncludes that “"the systematic use of good adjunct questions is
the most effective one” {p. 500). It is true, however, that the
volume of research in this area exceeds the number of reliable
and adequate descriptions it has generated.

Adjunct questlons studies have been criticized for thelir
ecological invalidity (Rickards, 1980), and methodological

shortcomings suchdys absence of appropriate control groups or

16



unreligbility and vagueness of question class,i.f'i.cation schemes
are seen as at least parti:al explanations fof_ the inconsistencles
in this area (Andre, 1979; Kormos, l983;-¢arrier & Fautsch-
Patridge, 1981). More important, however, are the theoretical

limitations of adjunct questions studies (op. cit.). The area has

tended to be almost exclusively functionalist: How posttest

i

performance varles as a function of questioning_and a8 number of
variables related to it. Thus the studies are essentially
product-oriented, and because___9f thelr minimal concern for the
processes involved 1in question a.ns‘;'ering,' they have nots
contributed much to our understanding of how people comprehend
digcourse and why some questioning strategies improve learning
(Carrier et al. 1981; Reder, 1980).

Several investigators (T. H. Anderson, 1980; Andre, 1979;
Carrier et al. 1981; McConkle, 1977) have persuasively argued for
the centrality of students'intentio?a and their perception of
the task demands and for the importance of explicit description
of the requirements to the learners. Andre (1979) has proposed an
information-processing model of learning from prose; in this
model, questions are assumed to modify the learnerg' perception
of the task and their cognitive representation of the material.

Furthermore, Carrier et al. (1981) haﬁe raised the "issue of
the confounding of prose variables with question variableé' (p.
376) and Reder (1980) has emphasized the necessity of a system of
semantic representation 35 discourse for a model-based study of

comprehension and question answering (see also R. C. Anderson,

1972; Kormos, 1983; McConkie, 1977; Rickards, 1979).
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- The study to be reported here has used one of the existing

semantic representation systems (Frederiksen, 1975) and since the

‘study used questions as a means of obtaining information about

athﬂents'cognitiye processes and not as potential pedagogical
devicﬁé, the adjunct questions literature is not reviewed in
furtﬁer detail. |

B THE THEORETICAL LITERATURE

Witn the sﬁift of emphasis in experimental psychology from
obserJ;;le to Internal phenomena and processes, cognitive
operations such as comprehension and problem solving have become
central research areas. While there exists a voluminous and rich
literature on discourse comprehension, the process of question
answering (Q/A) has not attracted comparable atteﬁtion in
cognitive psychology. As Lehnert (l978)kas argued, this may be
due to the fact that Q/A is too low—ievel and automatic for mogt
of psychology (and too high~level for, say, neurophysiology). In

| .
fact, some of the cognitively orlented ESEkB on Q/A have been

»

IR :
I |

done by reséarehers i; the fiéig-éi?gftificial {ntelligence.

This section of the review is primarily concerned with the
digcourse dbmprehension literature. An gverview of the reseafch
on -the process oé Q/A will be preaen;éﬁ at the end of the
section.

Discourse Comprehension

Orientation and Basic Assumptions

-The study of discourse processing by ps§chologiata is
primarily motivated by the assumption that discourse reflects

cognitive structures and processes (Frederiksen, 198l). More

18
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specifically, 1t 18 assumed that since memory is to a large
extent semantic £?achs, 1967), and since the meaning of a text 1s
structured, memory structure may reflect discourse structure
{Marshall &- Glock, 1978; Stein & Glenn‘,' 1979). Furthermore, this
interest in memery structure has béen accompanied wi;h an
interest in how knowledge structure is acquired. Here again,
discourse comprehenslon is the natural place to bégin.Current
work in this area is, moreover, characterized by an emerginé
consensus that comprehension 1is more inferential than literal,
more constructive than trace—abstractive, and more intefactive
than linear and sequential (Danks & Glucksberg{‘1980; diSibio,

1982; Spiro, 1977, 1980a).

Eviq%pce for the inferential and counstructive nature of the

ant
-
LT

human cogniti?e system goes back to the ploneering work of
Bartlett (1932). For some of his recall experiments, Bartlett
selected a story that was culturally distant froﬁ his subjects'
world knowledge.'he found that subjects 'remembered' highly
distorted vérsions of the story. The reconstructiona were in the
direction of matching the story with one's prior knowledge, and
showed a "tendency towards increasing conventionalisation of
"language” (p. 70). The reconstructions were even more marked in
later recalls. Moreover, subjects were usually satisfied with
thelir distorted versions. -

There have been long debates over the valildity of Bartlett's
results (see diSibio, 1982 for a review). For instance it has
been repeatedly argued (e.g., Kintsch, 1977; Meyer, 1977) that

the distortions reported by Bartlett are to be attributed to the
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uncoﬁventiohal nature of the story used and to thé long delays
between the presentation of a passage and its recall. In fact,
empirical evidence (e.g., Kintsch & van Dijk, 1975; Thorndyke,
1577) suggests that acc;racy of recall decreases when the textual

input has an unusual structure and, in many studies (e.g.,

Kintsch, 1977; Kintsch, Kozminsky, Streby, McKoon & Keenan, 1975;

‘Meyer, 1977) at least non-delayed recall has been found to be

much more accurate than Bartlett reports.

However, Spiro (1980b) has persﬁasively argued that the
relative contribution of prior knowledge 1is affected by the
characEgristics of the reading matériai, the purposes of reading,
and individual differences, He has attributed the accuracy of
recall found in some studies to the artificlal context of memory
experiments, and has argued that, typically, experimental as well
as school instructions and materials "minimize interaction with
and assimilation to prior knowledge " (L980a, p. 235; see also
Spiro, 1977 and diSibio, 1982). Moreover the conditions under
which 1naccuracy cccurs, rather than inaccuracy pe?‘se, are
important (diSibilo, i982; Spiro, 1977). Reder (1980) contends
that what Bartlet£'a subjects did is typical of discourse
processing. . -

In fact, Kintsch (1977) explicitly states that in his study
"subjects were admonished to be accurate” (p. 53). It \is,
therefore, not surprising to find "quite accurate” recalls. Tﬁg

F

issue seems to be one of competence-performance. Apparently,

people can be quite accurate, but, as several social

o

psychologists have argued (e.g., Greene, 1976; Hamilton, 1981),
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people tend to be concerned with coherence and meaningfulness

more than accuraéy.

However, what has been controversial 1s théaextent to which
Bartlett's results are to be accepted (see diSibio, 1982 and
Spiro, 1977 for discussioﬁs of the constructive/reconstructive
issue). That preexisting cognitive structures interact with the
input and affect memory processes seems fairly uncontroversial
and despite the lack of systematici;y that characterizes
Bartlett's work, his study is frequently cited in current
literature on memory and comprehension.

Yet, 1t should be noted that the willingness to study

discourse comprehension with a constructive orlentation is quite

recent {Danks & Glucksberg, 1980{1Heyer, 1977; Reder, 1980;
Spiro, 1980a; Thorndyke & Yekovich, 1980). ﬁartlett%
structuralist orientation was ignored by the dominant empirical-
assoclationistic conceptions of the human mind (Kintsch, 1978;
di1Sibio, 1982; Spiro, 1980a). For years, verbal learning
psychologists restricted their material to nonsense syllables,
isolated words, and unrelated sentences, that is, more easi&z
controlled stimuli, free of previously learned assoclations
(Danks & Glucksberg, 1980; Reder, 1980; diSibio, 1982). These
kinds of material hardly lend themselves -to deep, semantlc
processing {(Craik & Lockhart, 1972) and to a constructive,
inferential activi&y on the part of the learner (Lachman &
Lachman, 1979).
Gradually, ‘ﬁowever, with increasipg demands for

generalizabllity of laboratory findings to educationally
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meaningful tasks, with developments in computer science that
alléwqd simulation of discourse processing, and with thé
development of case and text grammars in linguistics, the ;Eud§‘
of discourse comprehension came under the focus of psychologists
(Reder, 1980). Evidence against the formalist positiona
accumulated (Morgan & Green, 1980). Several experiments
demonstrated that people construct cognitive representations that
encompass Information not explicitly encéded in the presented
discourse (Rumelhart, 1980; Spiro, 1980a). A number of
experiments conducted by Bransford and his coworkers (e.g.,
Bransford & Franks, 1971; Bransford, Barclay & Franks, 1972) have
been 1nfluential. In one sé;dy {(Bransford et al.. 1972), college

students recelved sentences like this: (1) "Three turtles rested

begide a floating log, and a fish swam beneath thea” or (2)

"Three turtles rested 22 a floating log, and a fish swam beneath

them”. These two sentences have identical deep structures; yet,

.the semantic situations suggested differ. Subjects were theg

given recognition tests of sentences such as (3) "Three turtles
rested (beside/on) a floating log and a fish swam beneath it~ It
was hypothesized that answers to the recogunition test wou™ vary
depending on the Initial sentences recelved. As predicted, and
contrary to what would be expected by a traditional interpretive
theory, it was found that subjects who first heard sentence (1)}
tended to reject sentence {(3) on the recognition test. In
contrast, subjects hearing sentence {2) were likely to think they
had heard sentence (3) before. Thus, "recognition was shown to be

primarily a function of the complete semantic descriptions
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cémstructed rather than a function of just that lanformation
specified by the linguistic input striné;" (p. 205). It was
concluded that it is people and not sentences that carry meaning.

As Spiro (1980a) has pointed out, this study served as‘ a
prototype for numerous other demonstrations of the false
recognition of new information that is'compatible with the old

information. Despite the challenges that this finding has been

"faced with (e.g., Hayes-Roth & Thorndyke, 1979; Katz, Atkeson &

Lee, 1974; Katz & Gruenewald, 1974; see Walker & Meyer, 1980 for
a discussion), the belief that the human memory system 1is
inferential .and cdnstructive has become widespread. In fact, as
suggested in an excellent article by Magoon (1977),.presently,
several éiisciplines -including cognitive psychology, social
psychology, socliology, anghropology, and educational research-
show a tendency towards a constructlivist approach, hence,
conceptualizing human subjects as purposive, meaning-seeking,
knowing beings exhibiting rule-governed constructive behavior.
Methodologlically, this has _1ed to a preference for 'thick
descriptions' (Geertz, 1973) such as free recall protocols in
discourse -processing research.

As mentloned earlier, the interactive nature of language
comprehension is now widely accepted (Danks & Glucksberg, 1980).
It is believed that various sources of information including the
comprehender, the author, the discourse and the context {e.g.,
task demands) continuously interact during language prqcessing
(Frederiksen, 198!; Tierney & Mosenthal, 1980) and that, f_a‘c.:ross

linguistic levels, processing is interactive (Adams & Collins,

23



1979). The notions of 'bottom-up' and 'top-down' processing have,

thus, become commonplace {Adams & Collins, 1979; Bobrow & Norman,

1975).

. In bottom—up conceptions of language processing, the major
role 1s attributed to tﬁe textual information, and lower-level
processes are presumed to occur prior to'higher—level processes
(Frederiksen, 1979). In top-down models, high-level inferential
operations are thought to cont;ol_the comprehension process
(op.cit.}), and the comprehender's ekisting knowledge structures
are viewed as the major contributors of the process (de
Beaugrande, 1981). The bottom-up/top-down dichotomy haé also been
called 'data-driven' and 'conceptually driven' (Bobrow & Norman,
1975). Data-driven processes go from part to whole, whereas
conceptually driven processes go from whole to part (Rumelhart,
1980). The former searches structures in which to‘emged the data;
jhe latter fits the input to expectations and predictions (Bobrow
& Norman, 1975). The terms 'text—baéed' and 'knowledge-based' (or
'schema-based’ or 'frame-based') refer essentially to the same
phenomena (Frederiksen: 1977b; Spiro, 1980a). The study to be
reported hére usdé two types of questions: 'Text-based questions'
-and 'frame-based questions'. The distinction 1is analﬁgous to that
oEgbottom—up and top-down processing. More details will be
provided in the Method section ("\\\

Most discourse processing models assume, and ample evidence
suggests, that both top-down and bottom~up processing occur in
comprehension. In a study of eight-year olds' inferences in
answering questioﬁs about narrative discourse, Nicholson and

e
-
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Imlach (1981) have observed both types, with bottom—up processing
showing some priority over.top-down processing. The nature of the
interact;qn between top-down and bottom—up processing, however,
is not well understood and the literature about it remains, for
the most part, quite.sketchy. Attempts to design artificial
information—processing systems have clearly demonstrated the

complexity of the interaction (Bobrow &-Nogman, 1975) and there

is a controversy over the extent to which each type of process is

involved in discourse comprehension (Frederiksen, 1979). ~

Cognitive psychologlsts differ from the experimental
psychologists who preceded them in various ways. Central to these
differences {s the lmportance assigned by cognitive psychologists

to two conceptsg: (1) The representation of knowledge and (2)

cognitive processes. From a constructivist standpoint, kﬁowledge
13 agssumed to be represented in organized holistic structures,
The organization is highly rule-governed rather than, say,

asgoclationistic (Frederiksen, 1977a). The representation/process

-

emphasis can, thug, be regarded as a concern for structures and

processes.

The following revlew is organized according to the
structure/process &istinction. However, since separating
structures and processes is often unrealistic -processes act upon
structures and structures include processes (see Rumelhart &
Ortony, 1977, p. 127; Smith, 1977)-, overlaps and arbitrary

geparations are ilunevitable. .
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Representational Discourse and Knowledge Structures

%

Thete ggists a varlety 6f theories about the form of
cognitive répresenfatioﬁ of meaning. Some are analogical in
orientation, many are propoéitional and schematic. The purpose of
this section is nof to review theories of knowledge

. p
representation (Norman, 1976, Chapter 8 provides a good overview;
McConkie, 1977, pp. 14-15 1s a quick reference; see also Chafe,
1977; Frederiksen, 1977a and Smith, 1977). The purpose is the
gelective review of the main theories of representation, in
memory and in text, that are relevant to discourse processing
issues.

It is importantto mention that the section 18 not limited
to 'purely' conceptual structures. Although many of the
propositional and linguistic representation‘theoriea may not
claim any analogy between thelr system and psychologlcal
strugfures, these theories are still primarilylstruézaial ones
and will be dﬁ:cussed in -this section

At the 'lowast'l level, are the textual featﬁres of discourse
that affect comprehension. Nextl, are the propositional
structures,‘and finallyl, are the highly organized conceptual
Btructufes that comprehenders have or construtt and that writers

and speakers instantiate in their discourse.

As the unit of analysis in linguistics and psycholinguistics

has, to a large extent, shifted from sentence to discourse (Danks

l Obviously, no paychological linearity is implied here.
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& Glucksberg, 1980) a bulky literature on the linguistic
< .

structure of text has been generated, and numerous experiments

trying to show the cognitive effects of textual variations have

been conducted.

..

While it is generally held that the property that
differentiates discourgse from a random e;quence of sentences 1is
‘coherence’ (Frederiksen, 1977b; see de Beaugrande 1980, 1981 for
'princ@plgs of textuality'), no agreed-upon definifion'of
discourse exiéFs in the literature, partly because the term
'coherence' makes sense primarily in relation to a context and to
a reader or liétener..However, discourse 18 generally«seen as
gtructured units that display some organiiational gstructure
(Meyer, 1977) with variouaL¢ohesive devices that link
constituents together (Dénks & Glucksberg, 1980),

Empiriéal research has demonstrateq that the- processes
comprehenders use and the knowledge they acduire from discourse
are affec;ed by such surface features as cohesive items And
topicalization patterns of text. For instance, Garrod and Sanford

(1977) found that, where the integration of two anaphorically

related items is necesaar&,‘reading ti%f and, presumably

- -

therefore, comprehension processes var#/hs _function of the
N

'semantic distance' between the two items.
In fact, Halliday and Hasan (1976) have proposed the notion

of 'cohesion' as a factor confributing to discourse coherence.

Coheslve tles establish a text's coﬁtinuity and occur “where the

x .
“-INTERPRETATION of some element in the discourse is dependent on

that of another. The one PRESUPPOSES the other” {p. 4). Halliday
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and Hasan propose a classification of cohesive ties in four main
groups:.Refefence, substitution and ellipsis, conjunction, and
lexical cohesioni each caﬁegory is further subdivided. Moreover,
two types of referencetfre distinguished: 'Exophoric' and
'endophoric’ E*ophoric reference 18 situationally-determined,.
i.e., i; sigﬁals that reference must be made to outside Fhe text.
Endophoric reference, on the other hand, is textual and I§':
assumed to refer either to preceding text (anaphora), or to
followlng text {cataphora).

Tierney and Mosenthal (1980) have pointed out that cohesive

ties have a mortar—like quality and that they play a major role =

in determininé the affective power of a text. Morgan and Sellner
(1980), however,hhave criticized Hallidgy and Hasan for “the
mistake {they...] have made [...] -taking certaln aspects of
linguistic form as cause, rather than effect, of coherence™ (pp.
179-180)." Halliday and Hasan, however, do mention that cohesion
is not the only condition for the creation of text. 'Register’' is
another necessary condition. While cohesion makes a text coherent
with respect to 1itself, register makes it coherent with respect
to the context.

In addition to cohesive ties, the thematic organization of
discourse h;s been found to signal or require certain processes
and, thus, to affect comprehension. For instance, Clements (1979)
has provided strong evidence that 'staging', & notion borrowed
from Grimes (1975), affects what we remember from discourge. In
this nicely designed and reported study, staging wae defined as

"a dimension of prose structure which identifies the relative
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prominence given to various segments of prose discourse”
(Clements, 1979, p. 287). The notion is based on the idea that
the combination of the topic-comment and the given-new
distinctions gives a hierarchical organization to discourse.
Through the identification of the toplc of a text segment, its
novelty, and 1ts relationship with an earlier segment, the
hierarchical level that was 'assigned' by the writer/speaker t;
that segment can be determined.

Clements hypothesized that, in the absence of some higher
level of control (e.g”.atrong feelings about non—emphasized
points of the text), staging affects the memorability of
information. He found that a given plece of information was
better recalled if it staged high than {f it staged low. The
psychological status of staging was also demonstrated by Marshall
and Glock (1978) ﬁho found that, independent from ;ariations in
the semantic structure of discourse, staging affects recallz.

Closely'rélated to Grimes's (1975) notion of staging is
Meyer's (1977a, 1977b; Meyer, Haring, Brandt & Walker, 1980)
technique of discourse analysis. This technique yields
hierarchical tree structures ¢that show the
) superordfﬁate/aubordinate relationships beﬁween thé ideas of a
passage. Despite some confusion that seems to exist in this
framework between the conceptual importance of a chunk of

information and {its organirational 'height', results reliably

indicate that recall is significantly affected by the

hierarchical level of information: Top levels are recalled and

2 There were group differences, however.
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retained better than lower levels.

Kintsch and his colleagues (Kintsch, 1978; Kintsch,
Kozminsky{'Streby, McKoon & Keefian, 1975; Kintsch & van Dijk,
1975) have also found that-'superordinate' propositions are
better recalled than 'subordinate' ones. Kintsch (1978) has
attributed -this finding to the greater degree of implicit
repetitions that superordinate propositions receive in a text,
and has related 1t to the notion of the glven-new strategy of
text comprehension formulated by Clark and Haviland (1977; Clark,
1977} in the atudy_of conversational con;entions.

.Meyer (1977a, 1977b) has suggested that a theory of writing
test questions can be derived from her framework. She afgues
that, unlike Bormuth's (1970) and Anderson's (1972), her approach

is useful in deciding which information to query (1977a).

‘\\ED . Bowever, as Resnick (in the 'open discussion' chapter fq%lowing

Meyer, 1977a) has pointed out, what psychometriclians need is
knowledge about memory Efbéééééé; such knowledge 18 not provided

by Meyer's framework.

With the accumulation of evidence (e.g., Sachs, 1967) that
memory 1s to a large extent semantle, cognitive psychologists and
researchers in artificial intelligence have tried to find ways of
representing the semantic structure 'of discourse. The
psychologist's motivation to do so is partially derived from the
assumption that a comparigon of the semantic representation of a
passage (1ﬁput) and that of a recall protocol (Oufput) allowa one

to infer the cognitive processes that occur between the stimulus



and the response, and to infer the knowledge acquired.

Helped by develépments in linguistics —e.g., Fillmore's
(1968) case grammar emphasizing the semantic relations among
words—, a-number‘of models have beenrproposed for the conceptual
representation of‘discourse (e.g., Frederiksen, 1975; Kintsch,
1974; Norman, Rumelhart & the LNR Research Group, 1975; Schank,
1972). Among these, the systems developed by Frederiksen and
Kintech have been used most in psychological studies of‘discourae
processing. Both systems consider the proposition aaithe unit of
meaning, both use a propositiogal, rather than a network,
notation, both yield a hierarchidal structure that allows for
;ultiple embedding of propositions, and both have the potential
for representatiﬁg varlous content areas and digcourse genres
(see de Beaugrande, 198!, and Tierney & Mosenthal, 1980 for
comparisons of the two quelsl

.

In Kintsch's (1974) system, a connected, ordered list of
propositions forms the 'text base'. A proposition contains a
predicator and a sequence of arguments. Arguments are word
concepts (e,g., nounsg), A predicator,'on the other hand, 1is a
relational term (e.g., verbs) that connects arguments, Thus, a
felation and a set of arguments rep;esent a unit of idea. The
com;rehender'a task is regarded as one of inferring the 'text
base structure' of the speaker or the:writer, and constructing a
representational structure of it (Kintsch, 1978). Several studies
(e.g., Kintsch, 1974 Kintach, Kozminaky; Streby, McKoon &
Keenan, 1975) have demonstrated that what is fmportant in reading’

comprehension is the propositional content of discourse rather
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than surface structure,

For a text base to be coherent, a number of conditions must

-

be met. One of these conditions is referential coherence (Kintsch

L.
& van Dijk, 1978). This is done through a repetition rule: Each

proposition must share an argument with at least one other

proposition. Propositions containing repeated arguments are
'suﬁordinated'to the proposition where tﬁe argument originally
appeared; 'superordinate' propostions contaia 'subordinate’
propositions as their arguments (Kintsch, 1974, 1978). While not
being cénsidered a sufficlent or even a necessary conditfon for
coherence,'the repetition rule is viewed as having substantial
predictive value for recall, and as mentloned earlier in chg
context of Meyer's theory, Kintsch reports empirical results in
gupport of the higher retention of superordinate propositions

(Kintsch, 1978; Kintsch et al. 1975; Kintsch & van Dijk, 1975).

Kintsch (1974) assumes an analogy between his
representational system and the representation of meaning in,
memory. Methodologically, the system is simple to use and it has
proved useful in numercus empirical studies.

Defining comprehensfion as the process of building a model
for discourse and for the conceptual structures that underlie it
while satisfying text-based, knowledge-based, and context-based
conatraints,?rederiksen(1975ngﬁg)has developed a semantic
representational system that 13, in its basic principles, similar
to Kintach's (1974), Perhaps thelr main difference is in thelr
degrée of elaboration: Kintsch's techniqﬁe 1s sketchy and loose-

hence its easiness; Frekeriksen's (1975) 1is elaborate and
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specific -hence its richness,

The system 18 based upon concept-relation—concept triples.
_Two classes of concepts have been distinguished: 'Objects’ and
'actions’s Objects are things occupying space. Actions are things
occupying a position or interval of timé and involving change.
Each category is further divided into subclasses.

Concepts are connected to each other by a network of defined
and l_abelled binary relations. There are different types of
relations: 'Case' relations specify an.action; 'Identifying’
relations, on the other hand, distinguish an object or an action
from other objects or actions., When a concept-relation-concept
triple involves objects and identifying relations, it defines a
'state’s In contrast, an 'event' involves actlons rather than
objects but can have both types of relation. In propositional
notation, each event or state forms one proposition (Frederiksen,
1981), :

In addition to representing the components of a proposition,

the system can handle larger chunks by representing the

'relative’ and 'dependency’ relations across propositions. The
model Ls therefore hierarchical in nature with the concepts at
the lowest level and the 1n£erpropositional relations at the
highest level (Frederiksen, 1977a).

The framework (Frederiksen, 1975) is actually much more
detailed than 18 suggested by the dbove overview. The study to be
reported here used a simplified and updated version of the
initial model {see Frederiksen, 1981).

It must be mentioned that the system is intended as a theory

¥

-
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of memory pepreeenﬁation-at the propositional level. Marshall and
Glock (1978) have found that recall varies as a function of
manipulations in the semantic structure of dlscourse, as
repregented by Frederiksen's (1975) system. These regearchers
indicate that 1f we accept the assumption that discourse
sﬁructure reflects memory structure, a demonstration of the
descriptive adequacy of the model at the discourse level equally
supports 1t as a model of wemory.

Frederiksen's system has been used in several studies which
have shown its descriptive adequacy. Relevant to question
answering issues, a study by Kormos (1983) must be mentioned. In
this study, children read a story, answered questions relevant fo
it, and retold it in their own words. The questions wére
generated on the basis of Frederiksen's propositional (1975) and
frame (1982, in prep.) analysis systems (the latter system deals
with more abstract conceptual structures and will be discussed
later). There were tﬁree types of question: 'Factual’ questions
interrogated case information that was explicitly encoded in the
text; 'connective' questions required subjects to infér fmplied
interpropositional connections; finally, 'framing' questions were
about the underlying global structures (e.g., questions about
motives and plans of the story characters). Recall protocols were
found to vary depending on the type of question and reading
level. While framing questions were not faclilitative for these
grade—three children, aptitude-treatment interactions were found
in the case of connective questiona. Moreover, asking quesations

L3

seemed to focus recall toward propositicns relevant to the type
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of question.

This study has at least two advantages over many of those

reviewed in the Adjunct Questions section. First, we know exactly

what the labels assigned to'different question types refer to;
using the same propositional and frame analysis systems we can
replicate the study. Second, by including different reading
levels, different passaggs, and different response modes (recall
versus inference), the study has attempted to provide data that
dre less andll;ss dependent on a given experimental situation. In
fact, high-level interactions among these variables were!found,
thus, showing the complexity of the effects of questions.
Relevant to questioning 1ssues and Frdderiksen's (1975)
model, there 1is aﬁother work that is to be noted: Lucas and
McConkie (1980) have proposed a way of analyzing queafiéns. In
-ihis framework, .a question 1s defined in cterms of (1) the
propoaitions—chac pertain to answering it and (2) its relation to -
the text. The former 18 done on the basis of Frederiksen's
system. The latter, on the other hand, is defined in terms of a
set of descriptors (e.g., 'stated', 'implied', etc.). The
framework i{s thus descriptive rather than generative. T

Global forms of conceptual representation

So far in the review of structure-based works, the focus has
been on textual features and 'lower' levels of cognitive
representation. In this section, the emphasis is upon more global
forms of repreaeﬁtation that deal with the structure of prior -
knowledge and expectations. Central to this knowledge;based

approach is the notion of 'schema' or 'frame' that, under various
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names, has been used extensively in both cognitive psychology and
artificial intelligence. The notion is actually an old one and
goes back at least to Bartlett (1932) and, of course, Jean Plaget
used the notlon throughout his work (see e.g. Rumelhart, i980 for
earlier rhfégences). Bartlett interpreted £he results of his
perception and Pecall experiments by the process of 'effort after
‘
meaning' which is "the attempt to connect something that is given
with something other than itself”™ (p. 227). The latter
'something’' refers to preexisting world knowledge which 1is

i |
assumed to be represented in highly structured holistic entities

called 'schemata’.

More recently, discourse processing regearchers have
provided extensive data consistent with the notion of schema. A
gtudy by Dooling and Lachman (1971) {5 often referred to aa a
demonstration of the effects of schemata on language
comprehengion. In this study it was shown that very difficule,
i.e., vague and metapho;ical, passages can become compréhensible
when readers are proQifed with a short title reflecting the
unifying theme of the passage. Presumably therefore, once the
appropriate schemata are suggested and activated, ambiguous texts
become easyp to understand (Rumelhart, 1980),

In anoéher classlc schema-demonstration experiment, R. C.
Anderson and Ortony (1975) have shown that context and world
knowledge interact to create holistic representations of
discourse. In this study, subjects reading the sentence
"televisions need expert repalrman” were more effectively cued at

recall by the word "appliance”, while sBubjects reading the
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sen.tence "televisions look nice in family rooms” preferred the
cue “furniture”. It is argued that language processing involves
the dynamic construction of particularized and elaborated mental
representations. ‘

.While each parcicdlar foﬁnulation of schema theory differs
from the others, schemata and frames can b‘? viewed as "data-
structure{s] for representing [...] stereotyped situation(s],
like [...] going to a child's birthday party” (Minsky, 1975, p.
212), "active processi_ng elements which can be activated from
higher level purposes and expectati‘one, or from Iinput data”
(Bobrow & Norman, 1975, p. 132), “higher-level organizing
principles [...that] unify concepts [...] under the constraint of
typlcality and n.ormality" (van Dijk, 1977, p. 21), "“data
structures for representing tﬁe generic concepts stored in
memory” (Rumelhart & Ortony, 1977, p. 101), “the structures of
expectations " (Tannen, 1979, p. 138), "the building ‘bloci&s of
cognition  (Rumelhart, 1980, p. 33), or “"cldster[s] of knowledge
that describe [...] the ty;)ical properties of the concept
[...they] represent” (Thorndyke & Yekovich, 1980, p. 23).

Schemata exist at all levels of abstraction and can
hierarchically embed subschemata. They have 'slots' with variable
names _t:hat, 1f assoclated with the elements of an 1nput,
'{nstantiate' the schema. Since no instantiation matches the
schema perfectly, evaluation of goodness of fit is a primary
acr;ivity of schemata. Often, even 1if a schema matches the 1input,
some of its variables are not Llnstantiated and will therefore b:e

assigned 'default values' (Adams & Collins, 1979; Minsky, 1975;

A b
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Rume Lhart, 1980; Rumelhart & Ortony, 1977; Spiro, 1980a).

In schema—-based approaéhe; to discourse procesq}ng,
comprehension is viewed as a kind of pattern récognition and, 18
essentially regarded as a process of filling the slots of a fixed
schema (Frederiksen, 1981; Kintsch, 1977; Rumelhart & Ortony,
1977; Winograd, 1977). It is analogous to the processes of
hypothesis testing and theory verification (Rumelhart, 1980). Its
congtructive nature 1is to some extent due to the default
assignment process (Spiro, 1980Ca).

The notion of schema is obviously a very powerful one; 1t
makes a great deal of intultive sense and it accounts for a large
class of psychological findings of the type Cook and Campbell
(1969) call "'stubborh facts' that 'speak of tgemaelvea'" (p.
24); moreover, it hss been used not only in cogﬁitiye psfchology
and artificial intelligence but also inla variety of other
disciplines, including social psychology, linguistics and
soclolinguilstics, soclology, anthropology and ethnography (see
Tannen, 1979 for a discussion of the multidisciplinary nature of
the notion), Despite the general acknowledgement that the notion
is nebulous, 111 constrained, and metaphoric (e.g., Bartlett,
1932; Hastie, 198l; Taylor & Crocker, 198l; Thorndyke &
Yekovich, 1980; van Diijk, 1977), that it lacks predictive power
and is unfalsifiable (e.g., Hastie 1983; Thorndyke & Yekovich,
1980), and that it is static {(e.g., Collins, Brown & Larkin,
1980; Frederiksen, 1981; Tannen, 1979), few seem willing to
relinquish its plausiblility and 1its descriptive power.

Different types of schema have been contrasted Iin the
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literature. For instance Frederiksen (1982) has distinguished
'content frames', 'context frames' and 'text frames'. Content
frames represent knowledge of specif{é conteat about differemt
situations. Contrext frames represent the structure of *'t.he task,
and text frames involve knowledge about the structure of
discourse at different levels. Winograd (1977, p. 75 ff.) has
provided a similar classification and van.Dijk (1977) has
contrasted structures that deal with seman&Qs with thosge

concerned with organizational rules. .

Several investigators have attempted to formally'deacribe
specific types of frames. Often -but not always (e.g.,
Frederiksen, 1981)- these models asgume that comprehension 18 the
mainly top-down process of fitting preexisting frames ﬁo
stereotyplical input. For instance, assuming that people possess
schgmdfized expectations about the typical structure of
narratiyes in their culture, a number’of theorists hﬁve proposed
'story grammars' or formal structural descriptions of the syntax

of this type of discoursé (Mandler & Johnson, 1977; Rumelhart,

1975; Stein & Glenn, 1979; Thorndyke, 1977). Assuming that

; }
, .
‘narratives are structured dég\ﬁﬁ}y’at the sentence level, but

also at the Quprasentential level (Rumelhart, 1975), story
grammars attempt to describe "the legal combinations of abstract
narrative elé;enta" (Thbrndyke, 1977, p. 78).

Story grammars have a tranSformationQl-generative-grammar
flavor and consgslst of a hierarchy of basic elements such as

setting, episode and resolution, and a partially ordered set of

rewrite rules that map the story's 'deep structure' and its
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surface structure. For instance in Rumelhart's model -from which
the other grammarQ were'derived-, a setting and a number of
eplsodes are the mainﬁ?%%;ents.of the'grammar. The former has
slots for the tim;, the place, and the main characters of the
story. Eplsodes, on the other hand, include events and reactions
to ii. Thug,- the syntax of a well-formed atory can be written in
the form of a tree structure, the nodes of which represent the
Presumed slots of the schema which are 1instantiated with
appfopriate text propositionas. With the objective of
facilitating the ”develqpment of a story schema” in children,
Sadow (1982) has proposed a procedure for deriving comprehension
questions on the basis of Rumelhart's grammar.

That people are sensitive to the structure of stories, that

"there are developmental differences in knowledge of narrative
structure, and that it is more diffiq?lt to understand storles
that depart‘from a conventional BtructETE*hnbe been demonstpgggd
in several experimeﬁts (e.g., Kintsch, 1977; Kintsch & wvan Dijk,
1975; Mandler & Johnson, 1977; Stein & Glenn, 1979; Thorndyke,
1977). ﬁoteover, Mandler and Johnson have applied their gramm#r
to Bartlett's (1932) 'War of the Ghosts' story and have argued
Fhat the distortions reported by Baftlegg are due tﬁlhis story's
numerous omiesions and violatio;; of the 'idgal' structure.

While story grammars are quite popular, and because of their
simplicity they can be used efficlently as research tools
(Tierney & Mosenthal, 1980), several criticisms have been
addressed to them. One of the major problems of'story grammars 1is

shared by schema theory in general: The emphasis on preconceived
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schemata with invariant slots and the over~reliance on top-down
processing in terms of we].l—formedn;ss inevitably restrict the
applicability and the psychological reality of these models {(de
Beaugrande & Miller, 1980; Frederiksen, 198l). This issue will be
elaborated in the Process section of this review.

The psychological reality of story grammars has been
questioned. Bruce (1980b) and Reder (1980) indicate that these
grammars are not process models, Frederiksen'(i981).doubts that
they could be‘psychologically more valid than derivational
grammars at the sentence level and Black and Bower (1980) report
recall data that do not reflect the hieraréhical structire that

+

story grammars assign to narratives. The limited applicability of

story grammars is also often pointed oﬁt. Reder (1980) indicates
t

that she was not very successful 1in applying Rumelhart's 61975)-
grammars to even simple stories. Shg attributes this problem to
the fact tﬁat the grammar is limited to one-gsetting narratives.
Similarly, Tierney and Mosenthal (1980) point out that story
grammars have difficulty handling stories that include more than
one protagonist. The importance of the interactions aﬁong several
protagonists' plans in producing episogic gstructure has been
emphasized by Bruce (1980a, 1980b) who po;nta out the failure of
story grammars to capture this aspect.

Bruce (1§80b) also indicates that since the criteria for
pérsing stories are not apecifigd;'applying the grammars involves
interpretation and agreement problems (gee also Morgan & Sellner,
1980) Frederiksen (1981) has pointed out that when a particuiar

structure is not specified in advance it is very difficult to
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generaté stories on the basis of story grammars. Black and Bower
(1980) have not only criticized.story'grammars‘és formal systems,
but have also indicated that "there are {...] many stories that
the story gramma?s will not generate [...and] they accept non-—
stories as stories”™ (p. 231). The autﬂors add however that the
distinction between storles and non-stories is very vague.r
Story_grammars are limited to folktale~like nar;gtives.
Thorndyké and Yekovich (1980) report data suggégzzng'thét
distinct frames may exist for different types of discourse.
Frederiksen (1982, in prep.; C. H. Frederiksen & J. D.
Frederiksen, 198Bl; Bracewell, C, H. Frederiksen & J. D.
Frederiksen, 1982) has described a varlety of frame, = e.g.,
conversational, narrative, procedural, descriptive, éxplanatory
and problem frame, for different types of discourse. Building
upon. his model of propositional representation, Frederiksen
defines a frame in terms of concéptual elements and frame
relations that connect them into higher-order units. For example,
a narrative frame 1Is composed of such elements as events linked
by relations such a% temporal and causal, io form units such as
eplsodes. Or, a problem frame involves elements such as a problem
state, a plan,_aézs, blocks and révisions connected by
hierarchical relations to form, for LInstance, procedural
hierarchies (Frederiksen & Frederiksen, 1981): There 1is a
similarity between Frederiksen's conceptualization of a problem
frame and Bruce's (1980a, 1980b) work on bullding representations

for the plans and beliefs of story characters.

Frederiksen (1982, iniprep.; Frederiksen, Frederiksen, &
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Braéewell, in press) has devised procedures for the frame
analysis of discoutse. These procedures yield a network structure
specifying frame elemeﬁts and relations,-and the propositions
that instant;ate them Moreover, 'frame grammars', describing th;
rules for forming frames, have been developed. Ongolng research
{op. cit.) is providiﬁg empirical support for the psychological‘
gtatus of the notion of frame.

It must be mentioned that Frederiksen's notion of frame
differs from 'that of the 'typical' schema theorist in that

central to It are the processes of frame construction rather than

mere frame instantiﬁtioh. Thig issue will be discussed in the
Process section. Moreovern gince this study used Frederiksen's
notion of frame,-furthe; references to it are made in other
sections of this work. |

While narragivé schemata of story grlgmarians and

Frederiksen's frames are concerned with representation of

knowledge about discourse structure, a number of theorists have

attempted to formallze the organization of world knowledge, e.g.,
knowledge about interpersonal and social interactions (e.g.,
Bru;e 1980a, 1980b). In this area, Schank and Abelson's (1977)
notion of 'script' has been very influential. A script is a
context-specific schema involving the frequently encountered and
expected sequence of events and actions Iin a well-specified

mundane situation. It is a scenario for recurrent patterns of

ial 1ife within a culture (Abelson, 1976). For instance, a
restagyrant script, a frequéntly used example, includes the

sequencey of such ev as entering, being seated, ordering,
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eating, asking for the bill, paying it, and leaving. Typically,
stories Involving a restaurant episode omlt many aspects of the
4c0mplete script. Yet, since people presumably have the script in
thelr heads, they can predig; the ﬁissing elements.

Script- theory has been developed with the purpose of
building language understandiné computer programs, and it has an
extremely top-down conception of discourse processing. However,
its psychological validity has beeg supported in studies showing
the facilitative role of presumaf/;cript-instantiacion in story
undergstanding (e.g., R. C. Anderson, Spiro & M. C, Anderson,
1978; den Uyl & van Oostendorp, l980i

Like many other schema theories, script theory is limited to
areas of knowledge that have already been stored. As Tannen
(1979) has suggested, a static view of schemata is characteristic
of works that come out of artificial intelligence laboratories.
Reder (1980) has pointed out some of the difficulties of script
theory and has emphasized the elaborative and reconstructive
processes of language comprehenaiﬁn and their idiosyncratic

. nature, aspectsoof discourse processing that are properly human.

In the context of questioﬁing isgues involved Iin reading
ingtruction, Pearson and Johnson (1978) have loosely used the
notion of script aund haQe digtinguished three.fgpgs of queation-
answer relations, on the basis of the information source
necessary to answer questions. 'Textually explic{t'queetions can
be answered on the basls of the_text alone. To answer 'textualiy
implicit' questions, on the other hand, the reader must perform

inferential operations on the information that 1a explicitly
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encoded in the text, Finally, 'scriptally implicit' questions
Eequire Fhe reader to read 'beyond the lines' by using his or her
script, i.e., according to Pearson and‘Johnsorg his or her prior
experlence.

This question-classification system was used in a study by
Johnston (1982) who found that textually explicit questions were
easler than textually implicit questions which were easier than
chi;tally implicit questions. Moreover, question type interacted
with the centrality of the queried information and whether or not
the reading materlal was available during question answering.
Johnston argues that to assess comprehension, scriptal questions
are beai if integration to prior knowledge 1s central in our
definition of comprehension. If, however, we view comprehension
as the process of building a coherent model of the text, then we
should ask textual questions that interrogate the central aspects
of the text.

The end of this section on global concépiual represéntation
seems like a good place to mention the work of Kintsch and van
Dijk ( Kintsch, 1977, 1978; Kintsch & van Dijtk, 1975, 1978; van
Dijk, 1977) on'mac?ostructuresk Macrostructure theory argues
that, beside t;e loca; microlevel which consists of a linear
propo;itional structure, & global macrolevel of description 1is
needed to characterize discourse. Comprehension is essentially
viewed as a process of assigning macrostructu%ea to the
" propositional sequence (Kintsch & van Dijk, 1978). Macrostructurﬁ

is the toplc or the gist of discourse, it 1is its overall

organization, and is expected to be recalled be¥ter than the
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. mlcrostructure. Summa;ies in particular are expected to directly
reflect macrostructures. Moreover, since macrostructures are
viewed as ndcessary to comprehension, they are assumed to be
constructed during reading rather than at time of recall. Kintsch
and van Dijk (1975) report data that are consistent with these
predictions.

>Morgan and Sellner (1980) have criticized the notion of
macrostructure for containing less information than the text
whereas, according to Morgan and Sellner, the meaning of the
whole text is more than the meanings of the parts. It must be
mentioned however that Kintsch and van Dijk (1978) do allow
macrostructures to contaln information not represented in the

.original text. Moreover, one may opt for a different conception
of text; for instance, de Beaugrande's (1981): "A text 1s often
both more and less than the sum of its parts [...It is] an actual
system” (p. 295).

Morgan and Sellner (1980) also criticize the vagueness of
Kintsch and van Dijk's notions and especially their frequent
reduction of content'frobiems to linguistic problems. Earlier in
this review, the lack of specification of Kintsech's work was
pointed out. It seems that the sketchy nature of this work haa
lead to vagueness and even inconsistencies across articles. It
has been our experience that psychologists expert in the area of
discourse processing can differ markedly in theilr interpretation

of the notion of macrostructure.

If macrostructure is the topic of discourse then the notion

is primarily concerned with discourse organlzation and it should
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have been reviewed together with Clements's (1979) and Meyer%3
{1977a, 1977b) works. Howefer, some of Kintsch and van Dijk's
writings on story macrostructures seem just like another story
schema theory (see e.g., Kintsch, 1977; Kintsch & van Dijk,
1975). In other writings, an attempt has been made to
differentiate narrative frames and macrostructures (Kintsch,
1978; Kiuntsch & van Dijk, 1978; van Dijk, 1977). However, the-
distinction which seems to be one of syntax/semantics 1is neither

very clear, nor consistently maintained.

Comprehension Processes

>

Despite the above promis¥ng title, it must be mentioned that
relatively 1little is known about the process side of
comprehenslion. For one thing, while we can ask-péople to read,
recall, and answer questions, we gannot look at what is going‘on‘
inside their heads. All we can do 1s try to infer processes from
other sources of Information. '

Psychologists have.used various techniques‘fof studying
cégnition.Many of these techniques are produc;—oriented,e.g”
free recall and question answering tasks, and some are process
measures, €.g., reaction time, eye movements and on-line tagka
" (see Johnston, 1981). Process—oriented techniques, however, -have
not been used frequently in the area of discourse comprehension.

Rather, they have been used primarily in problem solving

research, psycholinguistic approaches to sentence comprehension,

3 In fact a similar confusion seems to exist with respect to
Meyer's work., See, e.g., Rumelhart and Ortony (1977) for a
schema-theoretic reading of Meyer's framework.

i
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and those question-answering studies Fhat aim at testing specific
"models of ﬁemory. The ,work of cognitively oriented diseourse
comprehension researchers on processes consists of primarily
theoretical andlyses and ciasaifications of text-based
inferences. Some agtention has also been devoted to schema-
related inferenceé and processes such as gtructure bullding an&
knowledge integration.

Within the constructive orilentation of current work 1in
discoursehproceasing (diSibio, 1982; Spiro, 1980a), it is widely
believed that comprehension is intrinsically inferential
(Frederiksen, 1981; Kintsch, 1978). When a speaker or writer
produces a text, much of what is intended 135 fmplicit and the
comprehender has to bridge the discontinuities of discourse (de
Beaugrande, 1981). The centrality of inferénce in language
comprehension, even in young children, has been repeatedly shown
{see e.g., Bransford et al. 1975; Frederiksen, 1972; Keenan &
Kintsch, 1974; McKoon & Keenan, 1974; Nicholas & Trabasso, 1980),
and it is generally held that frequently good and poor readers
differ mainly in their inferencing processes, rather than in
decoding and perceptual processing of the input (Frederiksen,
1979; Reder, 1980).

The fact that artificial intelligence researchers have to
deal with inference (;ee e.g., Schank & Lebowitz, 1980) shows
clearly that“intelligent' comprehension necessarily involves
inferential operations. Unlike some Al systems however (see
Schank et al. 1980), gcod comprehenders know whicﬂ inferences to

draw and which not to draw (Warren, Nicholas & Trabasso, 1979).
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Pregsumably they know this by fecognizing the variety of
constraints that they have to satisfy, namely, text-based,
knowledge-based and contextual constraints, as well as validity
constraints imposedlbi loglcal considerations (Frederiksen, 1981,
in‘preﬁ.L

Psychologiats have been concerned with different levels of
inference. The psycholinguistically oriented work on fnference
has primarily dealt with the pragmatics of spoken discourse
(e.g., Clark, 1977; Clark & Haviland, !977; Morgan & Green, 1980)
and with text-based inferences, 1l.e., inferences that are
signalled or required by linguistic features., For instance, the
work of Garrod and Sanford (1977) which was referred to earlier
is concerned wi}h inferences required by anaphoric relations.
These*first—stage'inferences are a necessary prerequipitg to
most other inferences and their function is to comp;éte th&
1nterprétatlon of a given_qentence by resolving anaphoré Qnd
ambigulties (C.lL"Freder;kaen, J, D. FPrederiksen, Hu;bhréj,§
Ottesen; 1978), Buildihg a coherent representation of discourse
also requjres 'c;nnecﬁive*'iﬁferencea which link implicitly
related propositions (Frederiksen, 1981; Frederiksen et al.
1978). |

Infetfnces can be drawn to ﬁuild a more or less elaborated
representation of the éext (op!*éié% These inferences have bggn
emphasized by van Dijk and Kintséﬁ (Kintasch, 1977, 1978; Kintach
& van Dijk, 1975, 1978; van D;jk, 1977) who have postulated the
notion of 'chrorule'. The. argument 1s that inferential operator;

or macrorules act upon text base ﬁropositions to generate =&
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macrostructure which is a2 manageable unit fbr memory. A number of
mapping rules which are used to generate macropropositions and to
reduce the text to its gist have been identified. The macrorule
of 'generalization' substitutes category names for category

/
members. This rule would, for example, reduce a propesition about

a cat and a .dog to one abéut pets. Thé macrorule of 'deletion’,
on the other hand, eliminates propositions that are not needed in
the Interpretation of subsequent .propositions. Finally, the
macrorules of 'integration' and 'construction' eliminate
propositions that represent the normal and expected antecedents,
components, or congequents of a fact and find summar;
propositions that dencte the global fact. For example, "Peter
built walls. Peter built a roof...” becomes "Peter built a
house”. A number of constraints are involved in the operation of
each rule. For instance, the application of the construction rule
should lead to a proposition that is specific enough to be
differégtiated from other propositions. In thelabove example, "a
human b%ing q&g something” does not satisfy the constraint.

In‘a proce;s model of comprehension and production, Kintach
and van Dijk (1978) assume that readers form a coherent text base
by first checking out its referential coherence. Inference occurs
when there 1s no argument overlap among all propositions.
Macrorules are applied in cycles on the basie of increasingly
stringent criteria of 'relevance'. Their application is under the
control of schemata which are viewed as representing the

comprehender’s goals. Thus, 1t is assumed that one's goals

determine which micropropositions will form the gist of the text.
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A numbgr of cognitively oriented researchers have been
concerned with inferences that generate new proposis}ona. Anybody
who has seen recall protocols knows that generating new
propositions i8 the rule rather than the exception of a free
recall task and several investigators have attempteh to claasify
‘these inferences (e.g., Frederiksen, 1979, 1981; Frederiksen et
al. 1978; Nicholas & Trabasso, 1980; Rieger III, 1975; Warren,
Nicholas & Trabasso, 1979). .

Frederiksen's taxonomy of text—-based inferences, for
instance, attempts to specify the relationship between the
comprehender's recall propositions and those of the presented
material. The taxonomy is based on Frederiksen's {(1975)
propositional representation model and involves such categoriea
as ldentifying operations and event specifying operations. More
recently, Frederiksen {in prep.) has viewed inferences in terms
of transformat.ions that can operate upon various levels of data
structures. The model 18, therefore, no %onger limited to text-
based inferences; operations that'agt.upon syntactic clauses,
propositions and frames are conceptualized within the same
framework. '

Nicholas and Trabasso (1980; Warren, Nicholas & Trabasso,
1979) have also developed an inference taxonomy. Their taxonomy
is specific to narrative discourse which they represent in terms
of "event chains” depicting the logical relations that connect
the sequence of epliscdes and actions in stories. Inference 1is

regarded as serving a varlety of functions, alming at finding

relations among story events. It is assumed that people make only
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those inferences that are 'relevant' to the proéress of the
story. )

The taxonomy of inferences includes five 4 main categories:
Lexical, spatial, temporal, extrapolative, and evaluative.
Lexical inferences permit one to choose between alternate
meanings of words and resolve pronominal and nominal references.
‘Ehey answer ‘'Who?' and 'What?' questions. Spatio-temporal:
inferences eéc;de the physical parameters of actions and
determine the 'Where?' and 'When?' of stories. Eitrapolative
inferences address the 'How?' and 'Why?'_of storles and are
concerned with causes and consequences. Finally, evaluative
inferences address the “So what?" of stories, and assess thelir
Bignificance, normality, and morality. The inference taxonomy 1isa
regarded'as a potential basis for the systematic generation of
questions to assess the inferential ability of children

Unlike most story schemata, event chains are not presumed to
be of psychological status {see Tierney & Mosgenthal, 1980 for a
comparison of story grammars and the event chain formalism). In

" this sense therefore, Trabasso and Nicholas' inferences are
primarily text—based.

Schema theorists have done some work on the knowledge side
‘of inferential processes. Because of thelir predgctive nature,
schemata are important sources of inferencing (Lehnert, 1978).

Schemata resemble gestalt structures; hence, pattern—completion

types of infepences, i.e., default assumptions, are typical of

4 The two cited articles differ in the number of categories and
the labels assigned to them. They cover however the same
processes. ;3
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top-down processing (see e.g., Adams & Collins, 1959; Kintsch,
1978; Rumelhart, 1980; Rumelbart & Ortonmy, 1977). |

A central problem for schema theories however is that they
view schemata as given (Frederiksen, 1981; Rumelhart & Ortony,’
1977). Furthermore, that schemata undergo specification and
modification in interacting with input (de Beaugrande & Miller,
1980) tends to be ignored by schema theories.. It is not
surprising to learn that the term 'schema' has been used by Kant
(cited in, e.g., Thorndyke & Yekovich, 1980). Schema theories do
tend to have an apriorist, fixist view of the human miqd, and the
schema-based/text-baged distinction in the discourse processing
literature reminds one of the age—-old nature/nurture dichotomy.
The distinction exists despite recurrent statements on the
interactive nature of comprehension. One approach relies heavily
upon internal resources; the other, upoé environmental factors.
Neither can acdount for the complex Iinteractions among the two
sets of variables.

The power of text-based theories lies in their ability to
handle highly variable text formats (Frederiksen, i981). These
theories however faill to provide an account of the 'contextual
appropriéteness' of inferences (op. clt.). Moreover they are
mainly concerned with representing the input and not enough with
processing it (Reder, 1980), thus tending toward the 'meaning-is-
in-the-text' fallacy (Spiro, 1980a).

Schema-based theories, on the othgr.hand, have the power to
handle the role of the comprehender's prior knowlédgg ‘in

inferencing. However, the link between schemata and textual

¥,
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features and structures is not clear (Frederiksen, 1981).
Moreover, these models cannot provide an adequate account of the
comprehension of texts that have a high degree of structurai
variation or the pro-cessing of unfamiliar and non-gtereotyped
materials (op. cit.; Bracewell et al. 1982). Greeno‘tl974) has
suggested that comprehension and learning are fundamentally
similar in that they both are processes of constructing
conceptual structures. The distinction between processing
/;)familiar materfal (in comprehension) and novel material (in
.learning) 18, according to him, "quite soft and would not stand -
up to energetic attack™ (p. 28). From such a perspective, an
excessively schema?beged view of comprehenaion cannot survive. A
characterization of the processes t%rough which schemata are
generated becomes necessary. -
A number of schema theorists themselves have addressed these
issues. Even Bartlett (1932) contends that it is best to call
schemata "active, developing patterna">(p. 201), and Spiro
(1980a) asks Ehs_ﬁuestion: "Where do our knowledge structures
come from in the first place?” (p. 260). Rumelhart and Ortony
{1977) have attempted to describe processes of schema acquisition
and modification. Thus the procesées of 'schema specialization'
~and 'schema generalization' —both of which are important for
learning- have been described. Rumelhart (1980) has also
described the processes of 'accretion' or fact learning, 'tuning'
or schema modification, and 'restructuring' or schema creation.
Yet, it is atg}l argue@ that when the reader does "not have

the appropriate schemata [...] he or she simply cannot understand
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the concept being communicated” (ﬁumelhart, 1980, p. 48, emphasis
added). As‘Spiro (1980a) points out, cognitive psychologists do
not seem to be parficularly concerned with léarning.
Paradoxically, the constructivist orientation has tended. to be
quite statice . ’

N Some of these p;;FT;ms have been addressed by Collins,
Brown, and Larkin (1980) who conceive of comprehension as a
model-building activity-and propose that target structures are
generative in nature. Usging the terqinoloéy of the problem-
solving research, the authors propose a 'progressive-refinement
theory' that views text undersfanding as a process of‘conétraiqt
satisfactioﬁéQCollina et al, report retrospective 'thinking-
aloud' protocols that reflect the progressive refine;ent of an
initial model for the text which increasingly conétréihs the
search for relevant data, Furthermore, the protocols show that
readers évaluate a number of ;odels while trying to make sense of
a text. .

In 2 similar line of argument, Frederiksen (1981) asserts

that “an interactive theory of inference” 18 needed; a theory

that "describes how a comprehender intefacts with text to
construct an interpretive frame that reflects both text
propertie: and pridk'gr contextual knbwledge' (p. 304). Borrowing
from ethnomethodological works on conversational inference that
refer to the notlon of frame as structures that are negotiated
and mutually constructed by participanfs in a conversation,

Frederiksen proposes & shift of emphasis in the conceptualizatien

of knowledge structures (gee also Tannen, 1979L®Winograd, 1977).
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n fact, in the study of natural conversation, the idea of fixed,
a priori structures cannot survive because of the high degree of

Qariability that typlcally exists in such contexts (see e.g.,
Dore, Geahart & Newman, 1978). 'Frame-construction theory'
attempts to describe processes that are both ;ext- and knowledge-
based and assumes that frame-construction inferences5 proceed
according to rules analogous to the frame grammars that have been
recently developed (Frederiksen, 1982, in prep., Frederiksen et
al. in press; see also Bracewell et al. 1982). Frederiksen (1981)
reports data consistent with the notion that comprehéhsion is

more than simple adherence to preexisting structures.

While question answering has interested the more socially
orlented researchers, it has not been studied extensively from a
cognitive perspective, This section attempts to outline some of
the cognitively oriented works that have been done on the process
of question answering (Q/A). Some of these works are
copputational in orientation and while they hardly constitute a
cohesive research area, they tend to share two- basic assumptions:
(1) The processes involved in Q/A are different from those
involved in comprehension and (2) Q/A is one of the best waysa to

demonstrate comprehension. The two assumptions may seem somewhat

5 In frame-construction theory, the term inference refers to
processes that may not be called inference in other frameworks.
This issue 18 to some extent theoretical; cognitive paychology
has falled to differentiate some of the concepts that it uses
most frequently (e.g., process, memory, recall, problem solving,
comprehension, inference, etc.). The issue 1is however empirical
too (see Kubes, 1982).



contradictory, but, more or less explicitly, they are often made.

One motiva;ion for studying Q/A from a cognitive view is
derived from the desire to build 'intelligent', interactive
computer prog;zps. Another motivation stems from the desire to
create language 'understanding' computer systems: If Q/A is
evidence for comprehension, then computerized 'compgéhension'
systems must be able to ans*er questions. Finally, the
psycholdfitst's motivation fér studying Q/A comes from the desire
to know more_aboutrthe human cognitive syséem.Also, reacti;n
time in Q/A has been extensively used as a means of testing
specific models of memory.

On the basis of the age-old assumbtion that questioning can
be an effective pedagogical device, a number of researchers have
built computer—-aglided-instruction sgystems which are baéed on Q/A
dialogues. For instance, Swets and Feurzelg (1965; Feurzelg,
Munter, Swets, & Breen, 1964) have developed a computer teaching
system that attempts to simulate tutorial conversations. More
recently, Collins (1977) has formalized dlalogues involving the
Socratic tutoring strategy in a serles of production rules. With
the objective of modeling a tutor's role in a computer, Collins
{(Collins, Warnock & Passafiume, 1973) has analyzed the strategies
thét human tutors use and has synthesized, in a computer program,
the results‘of his analysis. Collins (Collins, Warnock, Alello &
Miller, 1975) claims that his'émeuterized Socrates' can help
students “to reason In a generative way from incomplete
knowledge"'(p. 409)..While the pedagogical value of Socratic

"dialogues has often been questioned (see e.g., Parlebas, 1980),
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whether Collins' claim is reasonable or not remains an empirical
qiestion (Resnick, 1977). In any case, since they are primarily
concerned with asking &uestions, the computer simulations of
tutorial dialogues do not tell us much about the process of
question answering.

On the other hand, cognitive scilentists who work on natural
language 'understanding' computer programs have been concerned
with question answering per ge (at_ae e.g., Jo Ra Andersat.t & Bower,
1974; J. R. Anderson, Kline & Lewis, 1977; Hunt, 1975; Kaplan,
1981; Lehnert6 1978, 1981X Lehnert has developed a Q/A program
which together with two story—'wsderstanding' systems reads
storles and answers questions abo;t what ‘'was read. Theaé systems
have been developed at the Yale Artificiai Intelligence Project
and are based on Schank's (1972) system of aem;ntic
representation ('conceptual dependency') and on Schank and
Abelson's (1977) formalization of'scripts'and'plquﬂ

Ly

As reflected in her program, Lehnert views Q/A as a thre w#?
- o

tish

stage process: 'Understanding' the question (parsing), finding an
answer (retrieval), and translating the answer into language
(generation). In order to 'understand' the question, the program
must firet categorize {it. For inatance, when a why—question is
asked, does the interrogator want an answer about the cause of
something or about its goal? Conceptual categorization o%
.questions aims at determining exactly the type of answer the

questioner wants. This 13 however not sufficient for

understanding a question. Often, it is also necessary to infer

6 Lehnert (1978, pp. 263-273) reviews some of the best known
computational query systems.
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the intent of tbe questioner. Context becomes important in thi;
phase. In mény contexts a correct answer is not a good one, e.g.,
Q: Would you like to dance? A: Sure., You know anyone who wants
to? (Lehnert, 1978, p. 5). Often, the answerer also needs to-make
assumptions about the interrogator's koowledge. This issue will
be elaborated in the context of Norman's (1972) work on Q/A.

Once the question has been 'understood’, an answer must be
found. The retrieval process decides how much of an anawer is
needed. This content specification process depends on socio-
psychological7 variables such as the 'attitudinal’ mode of the
answerer. Finally, retrieval heurlstics do the memory search and

must select the beat answer, 1i.e., answers that “"convey the most

relevant information in- the most efficlent way"™ (Lehnert,. 1978,
p- 188). This depends to a large extent on the assessment of the
questioner's knowledge.

Lehnert's process model of Q/A is much more elaborate and
explicit than what apgsars from thg above outline, and her book
(Lehnert, 1978) does an excellent job in presenting the model. It
remains, however, that the model is a computationai one and
involves the fixity that chardcterizes thé current stéte of
computer sclence. Lehnert's answers tend to be 'found' or
'selected' rather than constructed. As Chafe (1977) has suggested
however, human languag; generation 18 a creative process (see

also Ebbesen, 1981), and Reder (1979) has provided experimental

support for the notion that human-question answering involves

7 For a comprehensive theory of Q/A, therefore, a theory of
conversation 1s needed.

-
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cqnsf&%rable manigulqtion of the retrieved informationg.‘

Norman (1972; Lindsay & Norman, 1972) has made ; strong caée
f;r the view that queation angswering is more than simple
retriéval from a static informati&n store. Consider the question
"What was Beethoven‘s telephone‘wrmber?ﬂ When aéked a question
such as this, people do not start searching their memory. Rather,
they reject the ﬁﬁestion as illegitimate. Using examples such as
1his, Norman argues that Q/A is preceded by considerable
preprocessing, interacts extensivel} with one's world knowledge,
is inferential, and proceeds by stages., First, there seems to be
a preliminary analysis of the question.itself. If the analysis
leads to the decision of attempting a recall, search strategies
are set up. Conslderable processing occure durlng retrieval too;
for instance, the stored information that is relevant to the
question 15 evaluated before being put together for the answer.
“If suCCegaful, the system eventually produces a response, but

the response is hardly a simple recall” (Lindsay & Norman, 1972,

p.380, emphasis added).

The Q/A model developed by J. R. Anderson and Bower (1974)
déals with questlons that require the gimple retrieval of factual
information from memory atructurea and is therefore based
primarily on memory-matching routines. However, like Lindsay and

Norman (1972), these authors have argued that Q/A processes are

. . e e e e e e 8 . . e e e . e ol Al 2. e e e, e WA 1 ol e ek e e S o o . e e

8 The storage/processing tradeoff (Rumelhart & Ortony, 1977;
Smith, 1977) may be a partial explanation for this feature of
" human information processing.
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similar to problem-solvingg_ strategies.

Greeno (1976) too has emphasized that, often, Q/A goes
beyond comprehension. Using the example of questions requiring
the explanation of phenomena and relationships, and a:su_ming that
peopleA can have %ighem for.'explanation'lo, Greeno argues that
Q/A involves understanding the question, having the necessary
knowledge structures, e.g., an 'explanation schema, using
appropriate strategles to activate them, searching memory for
relevant information, and performing the necessary selection and
judgments to generate appropriaste answers,

Norman (1972) provides data coneistent with the notion that
retrieval itself 1s a constructive process (see also diSibio,
1982; Spiro, 1977). To the question '"Where 18 the Empire State
Building?' various answers can be given, e.g.., "In the Stﬁtes",
"In New York lCity:', "0On 34th Street”, etc. The answer varies
depending on‘one's knowledge of why the question was- asked and by
whom, and knowledge of the interrogator's knowledge. Othervise,
the answer wou.ld be at the wrong level and egocentric.

Norman (1972)A emphasizes the importance of building a model
of the questioner's world view and thus, raises some of the

—
soclo-psychological principles that operate in Q/A.. Lehnert

(1978, 1981) too includes this variable in her model. It must be

mentioned however that question answering in instructional as

— e g et %

9 Both works have a means-ends—-analysis conception of problem
solving. :
10 'Explanatory frames' have been postulated and described by
Frederiksen (in pgep.; Frederikﬁn & Frederiksen, 1981).
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well as research data collection settings is subject to
J;ela.tivelz little contextual v;ariability. Often, the questions
that teachers and educational researchers ask students are not
genuine inquiry questions (Dillon, 1982; Lehm;rt, 1981). They'
tend tolfur'lction as commands and, strictly speaking, there is no
need for them to be interrogative. More often than not questions
ar: as;ked for the purpose of gathering information about the
student rather than about the queried subject. The interrogator
is pften the same -person, l.e., the teacher or the experimenter,
as far gs the subject matter is concerned, ls/he knows the answer,
and the anav-;verer is aware of this. For all these reasons, the
pragmatics and the social dynamics of question answering
interactio%a are more constrained in classroom settings than they
normally ‘élre. Assessing the knowledge state of the questioner,
therefore, ceases to be an lmportant issue.

These constraints facilitate the task of the researcher and

~®t may even be the case that building a theory of Q/A without
cor;textual restrictions is not feasible. As Anderi‘rson and Bower
(1974) have suggested, human question answering is so complex and
open—énded that the attempt to build a general, all-purpose model

of Q/A may be futile.
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CHAPTER 11

RATIONALE

As teviewed in the preceding chapter, adjunct—-quesations
studies tell us that initial question answering can improve
performance on subsequent question answering, research on
comprehension 1informs us o¢f, and analyzes the variety of
structural constraints that operaté in the process of discourse
~ comprehension, and cognitive studies of the question-answering
(Q/A) process reveal the complexities involﬁed in it. Thp isgue
of the extent to which comprehension contributes to Q/A remains
unresolved however. Schank and Lebowitz (1980) consider their
computer program to have 'understood’ a satory uheﬂ it can
paraphrase it and/or answer questions about 1t. The two tasks are
viewed as interchangeable ways of demonstrating comprehension.
What 1s therrelationship-between paraphrasing and Q/A tasks
however ? |

Frederiksen (in prep., C. H. Frederiksen, J. D. Frederiksen
& Bracewell, in press; Bracewell, C. H. Frederiksen & J. D.
Frederiksen, 1982) has developed a framework for task analysis
central to which 18 the notion of constraint. Instead of

dichotomizing tasks as, say, comprehension versus production, the
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specific requirements of each task are analyzed to charact;rize
it. In this framework, questions and other retrieval cues are
viewed as instances of-'consﬁraints on output' that can apply in
'discourse processing tasks’. From such a perspective therefofe,

the Q/A production mode is, ceteris paribus, more constrained

than a free recall task.

As indicated in the preceding chapter, the process of
comprehension 1tself can be viewed as one of structure building
while satisfying multiple constraints (Collins, Brown & Larkfn,
1980; Frederiksen, 1981). Ordinarily, discourse comprehension 1is
mainly constrained by linguistic features, propositional
structures, and underlying global conceptual structures, l.e.,
frames, as well as the knowledge‘structures of the comprehender
and the comprehension context (Frederiksen, 198l). Question
answering, on tﬁe other hand, involves at least the additional
requirements of the question irself. A question explicitly sets
up specific processing demands. While many of the inferenéea
involved in comprehension are only "invited' or_'signalled' by
the text and are, therefore, optional, questions require
inferences that one may not draw spontgneously. The answerer must
not only understand the content_of the question and {its
relationship to the te%t, but must also infer its cognitive and

11 demands.

pragmatic
In a sense therefore, Q/A is more complex than comprehension

because it requires the satisfaction of more constraints. From a

e e e e e ———

11 As mentioned earlier however, in classroom settings, the
pragmatics of Q/A is highly predictable.

-
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£
interrogator has already done some of the structuring that the
comprehender must do. s .

Free recall tasks are, in comparison, ambiguousi} structured
and 111 defined. In this sense, they are similar to Rorschach
teats12 and therefore, reflect the spontaneous procesges of the
language user. Recall tasks certalnly do involve requirements
which are not present in comprehension itselfli.They involve,
like Q/4A, constraints related to the internal coherence of the
production. They do affect memory structures and processes and do
. not Iinclude unretrievable information. However, compared to Q/A
tasks, they blas the comprehender to a lesser extent; For this
reason, Ehis research is based on the assumption that recall
protocols reflect largely comprehension.

The main objective of the study was_to investigate the
reiationship between question answering and comprehension as
evidenced by free recall. Subjects were therefore asked to read
texthl'recall them in theilr own words, and ?nsﬁer éueationa about

;hemlé.

The expectation was that, while comprehension and Q/A

——
are nelither identical nor totally independent processes, the

relationship between them 1s not strong enough’for data obtained

12 1 am indebted to Dr. Frederiksen for the analogy between free
recall tasks and projective tests as well ag_many of the other
ideas discussed here.

13 Here 18 an anecdotical plece of evidence: In a study other
than this one where children were asked to retell stories orally
'fn thelr own words', one grade—two child paused at the middle of
the recall. When the experimenter asked him whether or not he
_ temembered more, the child said: "I member something else but,
but you said say 1t in your own way don't say the story dexack
[sic]™!

14 Since free recall was used as an unbiasing kind of task, the
procedures were presented in a fixed sequence. ‘Order of the
materials was counterbalanced however (see the next chapter).
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under free recall constraints to account for responses to
questions. Analogous’ to this hypothesig is the result reported by
Kubes (1982) on the proceéses of.knowledge integration (i.eY
transfer of information across passages). She fotund that while:
comprehension heipé pne fo Iintegrate knqwledge, it is not a
sufficient condition for it.

A final task,in which students had access to the reading
material when reéponding to questions was also included in the
;ﬁudy. The face validity and the importanc /g;\auch a task
becomes clear in view of the fact'thggfaasgasment of
comprehension is frequenﬁly done in this way. As Johneton.(1981,
1982) has indicated however, this task dif;ers conslderably from
Q/A in the absence of text in terms of its cognitive demands.
With the constraints related go the surface structure of the text
being relaxed, the task involges less demands concerning long-
term memory storage and knowledge representation. For 1n5tance,
rather th;n relying on retrieval and structuring progeases,
students may primarily depend on search strategies that locate
the queried inforaaﬁi;n within the text. Thus, in this case, the
task would essentially be a looking-back task that requires
searching inférmation and operating upon it to generate an
answer. Results were therefore expected\Fo show little
lrelationship.betWeen performance on this task and earlier ones.

The present study also included diaﬁourse frame type
(Frederiksen, 1982, in prep.;. C. H. Frederiksen & J. D.
fEriﬁggiksen, 1981) aﬁd question type as variables, As well\it

examined- the extent to which subject-produced propositions were
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inferential or factual. If the frame and .quesation type

experimental variables are found to affect inference from and
. ; p

recall of text proposiﬁions in the same way in recall and Q/A

s

-

tasks, this would reinférce the conclusion that similar processes
are involved in both. However, 1f experimental variables known to
influence text,compréhension have different effects on responses
to questions (elther with the text present or without), then this
would be consistent with.;he conclugion that different p;ocesses
are involved. ?\ ot
Sy ‘

- Thus, we have two means of comparing ‘comprehension (recall)
and the Q/A tasks: (#) analgeis of the Yegree to which
comprehension performance predicts performance on Q/A tasks, and
{b) comparison of patterns of effects of the experimental
vériablea across taaka..

_Globally, and on the basis of the current sgate of research
and theory in the‘area of discourse processing, it was expected
that subjects’ (grade-six students) pefformance woﬁld be higher
for 'text-based' questions than for 'frame-based' items (see
Chapt;r 4 for mofe details on the two types of questions) and
that, in the first two tasks, i.e., when students are not allowed

"to refer back to the text, responses would be more inferentfal
ghan factual. Moreover, on the basis .of previous research on
f:frame types (Frederiksen, 1982, in,prep.), it was expected that
these children would find the narrative passage used in the atudy
eagier than the descéiptive one., The inferential nature of

language processing as well as the relative difficulty of

descriptive discourse and frame-related questions were also
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expected

to appear in the patterns of Interactlions.
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CHAPTER IV

METHOD °

7

SUBJECTS
Forty—two‘gréde—gix students participated in the study, the
data obtained from twenty of whom were eyentually included in the
analyses. These children were students of two coeducational,
private, English-speaking, elementary Bc:hools[5 In middle- and
high—income residential :reg of. Montréal.
ﬁATERIALS
Two school—typé expository sclence texts (Tables 1 and 2),
written for a late elementary grades audience were usedlB.The
passages were written by the same author (Kohn, 1962) and;'since
they deal with the same topic, namely, molds, discourse content
was to a large ektgnt controlled. fhe twé texts are quite gimilar
in tetms of length (500-600 words), and syntactic and
propositional complexity;;Horeover, comprehending ;hem does not
require specific prior knowledge and the comprehension of one

text does not depend on the other.

-~

One passage, The Discovery of Penicillin, is predominantly

8 o i g o B g S e e i . Y8 T i . . 0, . b I i g o i ot T S e . . . e e e e ol 8 . o e el . B, g, s

15 1 wish to thank Christine Laphkas and Dr. Eigil Pedersen for.
providing me access to schools. I am grateful to them and fo
Lilli Kormos for helping me 1n the data collection.

16 These passages were selected from Dr. Frederiksen's laboratory
and are being used 1in ongoing research.
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TABLE 1 . )
Passage Used 1in the Study

THE DISCOVERY OF PENICILLIN N

Alexander Fleming was at work in his laboratory at
Saint Mary's Hospital in London, England. It was a warm day
,and the windows were open. A dish of disease germs, needed
for an experiment, had been left uncovered. It looked like
¢loudy soup. As Fleming walked by he glanced at the-dish.
Something caught his eye. He looked again. There was a patch of
blue-green Penicillivm mold growing on the dish. BUT -instead of
cloudy soup, thick with germs, there waa a clear circle all
around the mold. All of the germs near the mold were dead!

Fleming knew that {his was something important. He scraped
off the bit of mold andput it in a dish of its own with some
food. -The mold plant spread and the blue—-green patch grew
larger. When it was big enough, Fleming set to work to find out
why the mold had killed the germs. After many weeks of difficult
experiments, he finally managed to squeeze from the mold a few
drops of brownish fluid. This remarkable fluid was the germ-
killer. Fleming named it penicjllin (say: pen-i-SILL-in).

Penicillin turned out to be a far greater germ-killer than
anything ever known before. But it took so long to make even a
drop of it! Even though it was surely a valuable drug, Fleming
decided that making penicillin was not practical. He went on with
his other work.

Ten years later, in 1938, Dr. Flory and Dr. Chain, of Oxford
University, read about Fleming's discovery. They were looking for
a new medicine that would help people who were wounded in World
War I1. Penicillin seemed like the perfect answer. But when they
tried to make it, they found the work very slow, just as Fleming
had.

They had finally managed to make a few drops of penlcillin
when they heard about a London policeman who was dying in =a
hospital. He hag a blood infection for which there was no cure.
Flory and Chain began to give him penicillin. The policeman
improved very quickly. He was -almost well when the supply of
peniicillin ran out. It took so long to make more that the poor
policeman got sick again and died. .

But by now the scientists were sure\they had a real miracle
drug. It seemed to cure many diseases =among them, pneumonia
(say: new-MO-nia), scarlet fever and rheuwatic (say: roo-MAT-ik)
fever. But England was at war. The whole .country was busy
fighting German bombs. There was no time for penicillin in

-England.

Finally, Dr. Flory and his fellow—workers decided to go to
the United States which was not yet at war. They came in 1941},
They promptly started a search for a better Penicillium mold.

- They sent a helper out every morning to buy all the moldy

A fruit she could find in the market. People laughed at her., They

called her "Moldy Mary". One morning "Moldy Mary" went to a fruit
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store, She came back with a very moldy cantaloupe. The mold on
that cantaloupe was a different kind of Penicillium It gave two
hundred times as much penicillin as Fleming's original mold!

The drug companies soon found ways to make penicillin in
large tanks. By 1946 there was enough to treat seven million
patients a year. The age of miracle molds had come -but it had
only just begum

-
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TABLE 2
Passage Used in the Study

MAGIC SEEDS

If you decided to start a flower garden, you would probably
go to the store and buy some seeds. Then yol would plant them in
the ground. But if you want to start a mold garden you don't have
to do nearly so much '

Ag a matter of fact, you don't have to do anything except
get a good growing-place ready. The seeds will come by magic and
will even plant themselves! '

Did you say that magic is only for fairy stories? You are
quite right —-s0 let's take a close look at some molds under the
microscope and see where these seeds really come from

The first thing we notice is a big batch of threads that
grow in all directions. They look a little bit like a tangled
apider web.

If we can pick out one single thread and examine it
careful ly we gsee that it has branches like a Christmas tree. Each
branch has & whole series of new branches. At the ends of some of
these we see little round balls. They are really hollow cases
-And each one 18 chock-full of very tiny seeds called spores.
The spores are the mold plant's seeds.

The threads and theilr cases are all colorless, but as we
look we get a surprise. One of the spore cases has become ripe
and it gsuddenly bursts open like a silent firecracker. We see
hundreds of beautifully colored spores.

Now we have learned something: mold plants have no color at
all. It is only their spores which make them look black or blue
or pink or almost any other color. '

A single spore is so small that perhaps a thousand of them
would fit on the head of a pin, It 18 so light that it is lighter
than the lightest thing yocu can think of., It is much, much
lighter than milkweed fluff. It is lighter than the grains of
dust you see in & beam of sunshine. It 18 so light that it can
just hang in the air or float about for days and not fall

- The tinliest breath of alr, even the breeze you make when you
walk through a room will make the spores dance. The storm'you
make when you sneeze or turn on the electric fan will send then
scurrying far and wide.

Each mold growth may produce millions and millions of spores
and they all float around looking for a place to grow. They are
in the air all around you right now, and on the floor and on your
shoes and even on your hair!

Unlike green plants, molds do not need any light but they do
need air, food, and water. The mildew could never have grown on
your towel 1f you had hung it up to dry before putting it in the
hamper.

Now .do you know why you don’t have to plant mgld seeds?
Wherever there is food, alr, and moisture, some mold spores will
almost certainly settle and begin to grow.
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narrative with respect to its frame type (Frederiksen, 1982, in
prep.; C. H. Frederiksen & J. D. Frederiksen, 1981), and
expregses the eve;t sequence involved iq the process of the
discovery and production of Penicillin (gsee Table 1). According
to frame thebry's_analysia (op. cit.), this text {is moreover
underlied by an imﬁlicitlyléncoded problem frame17.The other
passage, Magic Seeds, is primarily of descriptive frame type (op.
cit.) and deala‘qith the structure of mold plants when viewed
through 2 microscope and the process of mold épores' propagatiQn
{see Table 2).

The propositional structure of the two texts was dhalyzedle
;cqording to an updated and simplifiéd version of Frederiksen's
(1975) semantic representation system (Frederfiksen, 1981). Tables
3 and 4 present the two analyses. In the propositional notation,
head elements or predicates represent objects, actions, or
interpropositional relations. Arguments, on the other hand,
répreaent relations f0110uéd by slots filled by concepts or other
propogitions, or represent the propositions that head element
relgtiéﬁ; connect. Propositional atructures are generated by an
explicit propositional grammar represented alteynatively as
Augmented Transition Networks or in Backus-Naur Form notation
(Frederiksen, {n prep.).

The experimental materials also included questions relevant

to each passage. The questions  were 1intended to be

—

17 Interestingly, thig analysis is compatible with the view of
those philosophers of science who conceive of scientific activity

{(e.g., making Penicillin) as a problem—solving process (e.g.,
Kuhn, 1970). -

18 The analyses had been done by Dr. Frederikaen.
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’ TABLE 3
Propositioahi_Analysis of The Discovery of Penicillin

©

NO.  PREDICATE ARGUMENTS
1.0 WORK(BE) PAT:ALEXANDER FLEMING=LOC:(IN)LABORATORY,
TNS :PAST,ASPCT : CONT;
.1 (pOSS) PAT:HIS ,0BJ : LABORATORY;
«2  LABORATORY LOC:(AT)ST.MARY 'S HOSPITAL;
.3 ST.MARY’'S HOSP, LOC: (IN)LONDON ENGLAND:
.0 DAY : ATT:WARM ,TNS :PAST;
.0  WINDOWS ATT:0PEN,TNS :PAST;
.0 LEAVE OBJ:DISH,RSLT:4.1=TNS:PAST,ASPCT : COMP;
.1 DISH ATT :UNCOVERED;
.2  GERMS LOC: (OF)DISH;
.3  GERMS ATT:DISEASE; N
.4  NEED OBJ :GERMS ,GOAL : (FOR) EXPERIMENT(TOK) ;
0 LOOK(LIKE) OBJ:1IT,THEME:5.]=TNS :PAST; '
.1 PROX [1T],[sour];
.2 soup ATT:CLOUDY;
.0  WALK BY PAT : PLEMING=TNS :PAST, TEM: (AS);
.0 GLANCE AT PAT :HE ,ORJ : DISB=TNS :PAST, TEM: ;
.1 EQUIV(TEM):- (6.0],07.0]; ‘ .
.0  CATCH ONE’S EYE PAT:HIS ,0BJ:SOMETHING=TNS :PAST; ‘
.0 LOOK PAT:HE=TNS : PAST ,ASPCT: ITER(AGAIN) ;
0.0 GROW PAT :PATCH=LOC: (ON)DISH,TNS : PAST, ASPCT:CONT;
0.1 MOLD ' CAT :PATCH;
0.2 MOLD ATT : BLUE-GREEK;
0.3 MOLD CAT :PENNICILLIUM; .
1.0 soup ATT:CLOUDY;
11.1 SOUP ATT:THIX; )
11.2 CAU: [GERMS],[11.1];{WITH)
11.3 CIRCLE LOC: (ALL AROUND)MOLD,TNS :PAST;
11.4 CIRCLE ATT :CLEAR, TNS : PAST;
12.0 GERMS(NUM:ALL) LOC:NEAR;
12.1 MOLD ’ - LOC: ; ,
12.2 PROX(LOC): - [12,01,(12.1];
12.3 GERMS . ATT:DEAD, TNS : PAST;
13.0 KNOW PAT:FLEMING,THM:13.1,13,2=TNS:PAST;
13.1 IDENT: [THIS], [SOMETHIRG];
13.2 SOMETHING ATT: IMPORTANT;
14.0 SCRAPE OFF . AGT:HE ,0BJ : BIT=TNS : PAST; -
14,1 MOLD PRT:BIT; :
15.0 PUT AGT:AND,0BJ:IT,RSLT:15.1,15.2,15.3,15.4,15.5
. =TNS :PAST;
15.1 IT LQC: (IN)DISH;
15.2 FOOD ‘ DEG:SOME;
15.3 FOOD LoC: ;
15.4 PROX:(WITH) [15.1],(15.3]) ; (WITH)
15.5 - (POSS)(OWN) PAT:ITS,0BJ:DISH;
16.0 SPREAD PAT :MOLD=TNS : PAST;
16.1 PLANT CAT:MOLD;
17.0 GROW : i AGT :PATCH,RSLT:17.1=TNS : PAST;
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17.1

179

18.0 .

19.0
19.1
19.2
19.3
19.4
20.0
20.1
20.2
20.3
2044
20.5
20.6
21.0
21.1
22.0
22,1
23.0

23.1,
23,2

23.3
23.4
23,5
24.0
24.1
24,2
25.0
25.1
26.0
26.1
27.0
27.1
27,2
28.0

28.1
28.2
28.3
29.0
29.1
29.2
28.3
29.4
30.0
30.1
30.2
31.0
3l1.1
32.0
3z2.1

TABLE '3 (cont'd)

ORD:
PATCH

.PATCH

IT -

SET TO WORK

FIND QUT

CAU:

KILL

EQUIV: (TEM) .
EXPERIMENTS dﬁi&“—
ORD:{TEM)

MANAGE

SQUEEZE

DROPS

FLUID

FLUID

IDENT:

FLUID

IT

DRUG

DRUG
DECIDE
MAKE

GO ON WITH
OTHER
WORK

READ

DISCOVERY
FLORY , CHAIN

DIFF=10 YEARS(LATER)
LOOK FOR

MEDICINE

HELP

WOUND

WORLD WAR II

SEEM

PROX:

ANSWER

TRY

MAKE

FIND

WORK

»

[17.2],( 15 o
ATT:LARGER,DEG: ;

ATT: BLUE-GREEN;

ATT:BIG,DEG: (ENOUGH) , TNS: PAST , TEM: WHEN;
PAT: FLEMING,GOAL: 19, 1 =TNS: PAST, TEM: ;

- THM:19.2; s

[wHY], [19.3];
AGT:MOLD, OBJ: GERMS=TNS; PAST, ASPCT : COMP;
(18.01,[19.0];

" DUR:MANY WEEKS,ATT:DIFFICULT, TKH AFTER,
{20. 0],[20.2]; -

PAT:HE,ACT:20.3~TNS:PAST, ATT: FINALLY TEM
SOURCE :MOLD ,RSLT:DROPS;

NUM: PEW;

ATT : BROWNISH;

PRT :DROPS; o
[FLUID], (GERM-KILLER];
ATT:REMARKABLE; -

AGT : FLEMING,O0BJ:IT ,RSLT:22, I=TNS:PAST;
[IT], [PENICILLIN};
OBJ:PENICILLIN,RSLT:23.1,23.2,23.3,23.4,23.5
=TNS: PAST;

CAT:PENICILLIN;

ATT:GREATER ,DEG:FAR, DEG ;

[23.2],[23, 4],

ATT: (GREATER) DEG: ;

0BJ: ANYTHING=TNS: PAST, TEM: (EV%R)BEFORE-
ACT:24,1=DUR:50 LONG, TNS PAS

RSLT:DROP;

PRT : DROP;

CAT:1IT,TNS:PAST;

ATT :VALUABLE ,QUAL: SURELY;

AGT:PLEMING, THM: 26,1=TNS5:PAST;

- RSLT: PENICILLIN-ATT'NEG PRACTICAL,TNS: PAST

PAT:HE ACT:27,1=TNS:PAST;
PAT: HIS

_CAT:OTHER;

PAT:DR.FLORY,DR,CEAIN,THM: 28, 1 =TNS: PAST,
TEM:1938, TEM:LATER;

PAT : FLEMING;

LOC:0XFORD UNIVERSITY;

{ 1,[28.01;
PAT:THEY,GOAL:MEDICINE=TEM:PAST,ASPCT :CONT;

&

~ ATT:NEW;

PAT:MEDICINE, OBJ:PEOPLE;
OBJ:PEOPLE,ACT: 29. 4(IN)=TNS:PAST;

H
THM: 30, 1=TNS: PAST;
[PENICILLIN], [ANSWER] ; (LIKE)
ATT: PERFECT;
PAT:THEY,GOAL: 31.1=TNS:PAST, TEM:WHEN;
RSLT: IT;
AGT:THEY ,THM:32, 1=TNS:PAST, TEM: ;
ATT:SLOW, "DEG: VERY;
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- 32,2

33.0
34,0
34.1
34.2
35.0
35.1
35.2
35.3

36.0
36.1
36.2
37.0

38.0
39.0
40.0
40.1

41,0
41.1
41,2

41,3
41,4
41,5

41,6

42.0
42,1
2.2
42,3
43,0
43,1
43.2
43.3
43.4
44,0
45,0
45,1
45.2
45.3
46.0
46.1
46.2
47.0

47.1
47.2
47.3
47.4
48.0
49.0
49.1

EQUIV: (TEM)

FIND

MANAGE

MAKE
DROPS(NUM:A FEW)
HEAR ABOUT
EQUIV: (TEM)
POLICEMAN

DIE

HAVE
INFECTION
(CURE)
GIVE

IMPROVE

HE

RUN OUT
SUPPLY
EQULV: (TEM)
TAKE

MAKE

GET

POLICEMAN

SICK

DIE

COND:

BE SURE

(POSS)

DRUG

DRUG

SEEM

CURE

DISEASES{NUM: HANY)
DISEASES(NUM:MANY)
DISEASES{NUM:MANY)
ENGLAND

BE BUSY

FIGHT

BOMBS

COUNTRY

COND:
DECIDE
MOVE(GO)

UNITED STATES

_(POSS)

MOVE(COME)
START
+SEARCH

TABLE 3 (cont'd)

[31.0},(32.0]);

AGT :FLEMING,THM:32, 1=TNS:PAST ,ACPCT :COMP;
PAT:THEY,ACT:34. 1=TNS: PAST ,TEM: FINALLY;
RSLT:34.2;

CAT :PENICILLIN;

PAT : THEY,0BJ: POLICEMAN=TNS; PAST, TEM: WHEN ;.
[34.01, [35 0l;

LOC: LONDON; .
PAT:WHO=TNS: PAST ,ASPCT : CONT, 1

LOC: (IN)HOSPITAL; /)
PAT:HE ,0BJ: INFECTION=TNS: PAST;
ATT:BLOOD;

AGT:NULL(NO CURE),0BJ:(FOR)INFECTION;
AGT:FLORY,CEAIN,REC:HIM,0BJ: PENICILLIN
=~TNS:PAST ,ASPCT: INCPT(BEGAN).

PAT: POLICEHAN-ATT QUICKLY,DEG: VERY TNS: PAST

ATT:WELL,QUAL:ALMOST,TNS:PAST ,TEM:
OBJ: SUPPLY=TNS:PAST ,TEM:WHEN;
CAT:PENICILLIN;

{39.0], [40.0];

ACT:41.1=DUR:SO LONG,TNS:PAST;
RSLT:MORE;
AGT:POLICEMAN,RSLT:41, 4=~TNS: PAST,
ASPCT: ITER(AGAIN);

ATT:POOR;

PAT: POLICEMAN; .

AGT: (AND)=TNS: PAST;
[41.0],[41.2,41,5]);

PAT:SCIENTISTS THM: 42, 1=TNS: PAST,TEM: BY NOW;

PAT:THEY,0BJ: DRUG

CAT:MIRACLE

ATT:REAL;

OBJ:IT,THM:43.1=TNS:PAST;
OBJ:DISEASES;

CAT:PNEUMONIA;

CAT:SCARLET FEVER;

CAT:RHEUMATIC FEVER;

ATT: AT WAR;

PAT: COUNTRY,ACT:45.1=TNS: PAST ,ASPCT: CONT
OBJ:BOMBS;

ATT:GERMAN;

ATT:WHOLE;

OBJ: (FOR)PENICILLIN=LOC: ( IN)ENGLAND;
[46,2],[46.0]; .

DUR:NULL{NO TIME);
AGT:DR.FLORY,FELLOW-WORKERS,GOAL: 47,1
~TNS:PAST, TEM: FINALLY;

GOAL:47.2;

LOC:UNITED STATES;

ATT:AT WAR,NEG,TEM:YET,TNS:PAST;
PAT:DR.FLORY,0B.J :FELLOW-WORKERS;
AGT:THEY»TEM:1941 ,TNS: PAST;
AGT:THEY,ACT:49. 1=ATT : PROMPTLY, TNS5: PAST;

. GOAL:49,2,49,3; A
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* MOLD

MOLD
SEND OUT

BUY
FRUIT(DEF)
FRUIT(DEF)
FIND

LAUGH AT
CALL
GO(MOVE)

MOLDY MARY
STORE

COME BACK WITH
CANTALOUPE
MOLD
PENICILLIN
DIFFERENT KIND
GIVE
PENICILLIN
MULT:

(GIVE)

MOLD

(POSS)
PENICILLIN
FIND

WAYS

MAKE
COMPANTIES
TANKS

TREAT
(PENICILLIN)
COND:

COME

AGE OF MIRICLE MOEDS

IT

-

TABLE -3 (cont'd)

N

CAT:PENICILLIUM;

ATT:BETTER;

&

PAT: THEY ,0BJ : HELPER, GOAL: 50, 1=TEM: MORNING,
TNS:PAST; ASPCT: ITER{EVERY);

OBJ:FRUIT;
ATT:MOLDY;
UNIV(ALL);

AGT: SHE, OBJ : FRULT=LOC: (IN)MARKET,

MOD : CAN(COULD) ;

PAT: PEOPLE, OBJ: HER=

PAT: THEY,OBJ : HER,

AGT:MOLDY MARY,
TNS:PAST;
LOC:STORE;
ATT :FRUIT;

:PAST;
: "MOLDY MARY '=TNS:PAST;
T:53.1~TEM:ONE MORNING,

AGT: SHE, OBJ : CANTALOUPE=TNS : PAST;
ATT:MOLDY,DEG:VERY; - »
LOC: (ON)CANTALOUPE(THAT);

CAT:DIFFERENT KIND(TOK);
CAT:55.0,TNS:PAST;
AGT:IT,RSLT:56.1=TNS:PAST;
ATT:MUCH,DEG: (AS);
[56.1],{57.3]=200;

AGT:57.1,57.2 RSLT:57.3=TNS:PAST;

ATT:ORIGINAL;

PAT :FLEMING,0BJ :MOLD;

ATT :MUCH,DEG: (AS);

AGT: COMPANIES ,THM: 58. 1 =TEM: SOON, TNS : PAST;

GOAL:58.2;

RSLT:PENICILLN=LOC: ( IN)TANKS;

ATT:DRUG;
ATT :LARGE;

OBJ : PATIENTS(TOK,RUM: 7M)=DUR "A-YEAR;
ATT:ENOUGH, TEM: (BY) 1946, TNS: PAST;

[59.1],[59.0];

RSLT:60.1=TNS:PAST ,ASPCT: COMP;

]
ASPCT: INCPT, COMP, TNS : PAST;
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13.0
13.1
13.2
13.3
14.0
14.1
14.2
15.0
15,1
‘15.2
15.3
15.4
15.5
16.0
16.1

16.2

16.3

TABLE 4

"Propositional Analyais of Magic Seeds

PREDICATE

COND: (IF)
DECIDE
(START)
GARDEN
MOVE(GO)

YOU

BUY .
ORD: TEM
PLANT
THEM
COND: (IF)
WANT
START
GARDEN
DO

DIFF=NEARLY : DEG
DO

GET READY
PLACE
PLACE
COME
MAGIC
CAU:(BY)
PLANT

SAY

PROX: (POR)
MAGIC

- STORIES

(BE)

- REQUEST(LET’S)

TAKFE
LOOK
MOLDS
SEE

COME
SEEDS
NOTICE
ORD: (FIRST)
IDENT :
BATCH
BATCH
GROW
LOOK
PROX:ATT
THEY
WEB(TOK)

ARGUMENTS

f1.1],(2.0,3.0];
AGT:YOU,THM:1,2,1.3=TNS:PAST;
RSLT:1.3=ASPCT:INCPT(START);
ATT :FLOWER; .
AGT:YOU,RSLT:2.1=TEM:
MOD: COND;
LOC:(TO)STORE;

PAT: (AND) ,0BJ :SEEDS(NUM:SOME )=TEM: ;
[2.0,3.0],[4.1];
AGT:YOU,0BJ: THEM RSLT:4.2=MOD:COND;
LOC: ( IN) GROUND;

[5.1],(6.0];

PAT:YOU,GOQAL:5.2,5,3=;

_OBJ :GARDEN; '

ATT :MOLD;

PAT:YOU=ATT : MUCH, DEG : S0, MOD : ROOT(HAVE TO),
NEG;

(6. 01 [ 1;

PAT:YOU, ACT:ANYTHING-HOD:ROOT(HAVE TO),NEG:
PAI:(EXCEPT),OBJ:PLACE-;

ATT:GOOD;

ATT :GROWING; N

,MOD:QUAL( PROBABLY),

" OBJ:SEEDS=TNS : FUT;

[9.11,[9.0];

AGT: (AND) ,0BJ : THEMSELVES=TNS : FUT;
AGT:YOU,THM:11,1=TNS : PAST, INT;
[11.21 [11.3];
ATT: FAIRY; .

PAT :YOU=ATT:RIGHT ,MOD: QUAL(QUITE)
THM:13.1,13.2.14. 0-

PAT:US,ACT:13 1h=; K

OBJ: (AT)HOLDS(TOK NUM:SOME )=ATT: CLOSE
LOC : (UNDER)MICROSCOPE; -

PAT: (AND) ,THM:14,1=;

AGT :SEEDS ,SOURCE :14.2=MOD:QUAL(REALLY) ;
LOC:WHERE;

PAT:WE,OBJ : THING=;

[THING] [ 1 i

[THING],[15.3]; )

PRT : THREADS ;

ATT:BIG;

PAT : THREADS=L0OC: {DIR)ALL; »

OBJ:THEY,THM:16.1=;

(16.2], [16 3,16.4], HDD QUAL(A LITTLE BIT);
ATT: ;

ATT : TANGLED;
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16.4
17.0
17.1
18,0
19.0
19.1
19.2
19.3
20.0
20.1
20.2
20.3
21.0
21,1
21,2
21,3
21.4
21.5
22.0
22.1
23.0
23.1
23,2
23.3
24,0

24.1.

24,2
25.0
25.1
25.2
25.3
25.4
26.0
27.0
27.1
28.0
28.1
28,2
29.0
29.1
29.2
30.0
30.1
30.2
31.0
31.1
31.2
32.0
2.1
33.0
33.1
33.2
33.3
33.4

? TABLE 4 (cont'd)

WEB(TOK)

COND: (1F)

PICK OUT

EXAMINE

SEE

IT

TREE

PROX: (LIKE)
BRANCH(TOK)

SERIES

SERIES

BRANCHES

SEE

THESE

SOME

BALLS

BALLS

BALLS

IDENT:

CASES

ONE (TOK: EACH

SEEDS >
SEEDS .
EQUIV:

IDENT:

PLANT

PLANT

ALL THREADS(GEN,UNIV)
THREADS (DEF)

ALL CASES(GEN,UNIV)
CASES(DEF)

THREADS

LOOK

GET

EQUIV:TEM »

‘BECOME

CASES

CASES
BURSTS QPEN
PROX: (LIKE)
FIRECRACKER
SEE

SPORES
COLOR

LEARN
SOMETHING
IDENT:
PLANTS (GEN)
PLANTS(GEN)
MAKE

LOOK

'OR~-ALT:

THEM
THEM

ATT:SPIDER;
[17.1,18,0},[19.0];
AGT :WE »0BJ: THREAD(NUM:ONE SINGLE)=MOD:CAN;
PAT: (AND),OBJ: IT=ATT: CAREFULLY;
PAT:WE,THM:19.1,19.2=;
PRT: BRANCHES;
ATT: CHRISTMAS;
[BRANCHES],; (19.2];
PRT:SERIES;
ATT:WHOLE;
PRT:BRANCHES;
ATT:NEW;
PAT:WE,THM:21.1,21.2,21,3,21.4,21.5=;
TOK: SOME;
PRT:ENDS;
10C: (AT)ENDS;
ATT:LITTLE; . ) ‘
ATT:ROUND;
[THEY] [CASES] MOD: QUAL(REALLY),
1 HOLLOW; -
ATT FULL,DEG:CHOCK; :
IDC:(IN)ONE(TOK:EACH);
ATT:TINY ,DEG: VERY;
[SEEDS], [SPORES];
[SPORES], [SEEDS];
PRT: SEEDS;
ATT :MOLD;
ATT:COLORLESS; °
GEN,UNIV:ALL THREADS;

_ATT:COLORLESS;

GEN,UNIV:ALL CASES;

PRT :CASES;

PAT :WE=TEM:AS;

PAT:WE,ACT: SURPRISE=TEM: ;
[26.0}, [27.0]);

0BJ: CASES(TOK ONE),RSLT:28. l-ASPCT COMP;
ATT:RIPE;

ATT:SPORE;

AGT: IT=ATT: SUDDENLY, TNS: PRES;

[29.0] f29:2]; °

ATT:SILENT; .

PAT:WE,THM:30.1,30. 2-

NUM : HRUNDREDS;

0BJ: SPORES-ATT:BEAUTIFULLY;
AGT:WE,THM:31, 1=TEM:NOW, TNS : PAST , ASPCT : COMP;
[31.1],[32.0,32,1];

ATT:MOLD;

ATT:NO COLOR,DEG:AT ALL; :
AGT:SPORES,OBJ:THEM,RSLT: 33, 1=;

OBJ : THEM, THM: 33.2=;
[33.3],[33.4],133,5],[33.6];
ATT :BLACK;

ATT:BLUE;
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TABLE 4 (cont'd)

33.5 THEM ” ATT:PINK;

33.6 THEM - ATT:ANY OTHER COLOR,MOD: QUAL(ALMOST)
33,7 THEIR L, PRT: SPORES;
34,0 COND: [34.11,(34,2];
34,1 SPORE(TOK,NUM:SINGLE) ATT:SMALL,DEG:S0;
34,2 FIT PAT : THEM{NUM: 1000 )=LOC : HEAD,
: - MOD: QUAL(PERHAPS); t
34,3 PIN y PRT :HEAD;
35,0 1T o ATT : LIGHT, DEG: SO;
35.1 COND: [35.0], (35.2]);
35.2 ORD:DEG [35.3],(35.4); .
35.3 IT ATT:LIGHTER,DEG: ; .
35.4 THING ATT:LIGHT,DEG:(ER),DEG: (EST);
35,5 ORD:SUP:DEG [(35.4),[ 1;
35.6 THINK OF ; PAT:YOU,OBJ:THING=MOD:CAN;
36.0 IT ATT:LIGHT,DEG: ;
36.1 MILKWEED FLUFF "ATT:LIGHT,DEG: ;
36.2 DIFF=2XMUCH:DEG (36.0],[36.11;
36.3 ORD:DEG {36.0],[36.1];
. 37.0 IT ATT:LIGHT,DEG: ;
37.1 GRAINS ATT:LIGHT,DEG: ;
37.2 ORD:DEG " [37.0},137.1];
37.3 SEE : PAT:YOU, OBJ : GRAINS=;
37.4 GRAINS LOC: (IN)BEAN;
37,5 SUNSHINE : PRT: BEAM;
37.6 DUST .. CAT:(OF)GRAINS; .
38,0 COND: " {38.1],[38.2,38.3,38.4];
3g,1 IT . ATT:LIGHT,DEG:SO;
38.2 HANG A PAT: IT-LOC (IN)AIR?DUR DAYS, MOD: CAN;
38.3 FLOAT ABOUT , " PAT:(OR)=DUR:DAYS;
38:4 FALL DOWN PAT: (AND)=NEG;
39.0 CAU: [39.1,39.2,39.3,39.4,39.5),(39.7];
39,1 AIR PRT: BREATH; :
39.2 BREATH ) ATT:TINY,DEG: ;
39.3 ORD:SUP:DEG . [39.2],( ;
39,4 MAKE AGT : YOU, RSLT: BREEZE=TEM:WHEN;
39,5 WALK PAT:YOU=LOC: ( TRROUGH)ROOM (TOK) ,TEM: ;
39.6 "EQUIV:TEM : [39.4],(39.5);
39,7 MAKE ' OBJ: SPORES, RSLT:39.8=;
39.8 * DANCE v PAT: SPORES=;
40,0 MAKE AGT:YOU,RSLT: STORM«TEN: §
40,1 SNEEZE PAT : YOU=TEM: WHEN;
40,2 TURN ON AGT:(OR),0BJ: FAN=TEM: ;
40,3 'PAN | ATT:ELECTRIC;
40.4 EQULV:TEM [40.0], [40.1); 4
40,5 EQUIV:TEM -~ 140,01, [40.2]; .
40,6 OR:ALT - [40.1], [40.2]; 1
40,7 SEND AGT: STORM,0BJ : THEM , RSLT: 40 8=TNS:FUT;
40,8 SCURRY : PAT: THEM=LOC : FAR LOG*WIDE ,ASPCT: CONT;
41,0 PRODUCE AGT :EACH,RSLT:41. 3=MOD: QUAL(MAX),
41.1 MOLD PRT:GROWTH; _
41,2 GROWTH TOK:EACH; ; .
41,3 SPORES NUM:MILLIONS .AND MILLIONS;
42,0 FLOAT AROUND . PAT:ALL,ACT:42.2;
} \
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TABLE 4 (cont'd)

42,1 THEY ° GEN,UNTV: ALL;

42.2 100K OBJ:PLACE,GOAL: (FOR)42.3=;
42.3 GROW " =LOC:PLACE;
43.0 THEY ’ LOC: (IN)AIR, TEM:RIGET NOW;
43.1 AIR LOC: (ALL ARCUND)YOU; . ~
43.2 THEY , 10C: (ON)FLOOR;
43.3 THRY ‘ LOC: (ON)SHOES; )
43.4 (POSS) PAT:YOUR,OBJ :SHOES=;
43,5 THEY . : LOC: (ON)HAIR;
43,6 YOUR . PRT:HAIR; ., . .
44.0 PROX:(LIKE) (44,11, (44.3],NEG;
44,1 PLANTS -, " ATT:GREEN;
44.2 NEED ) PAT:MOLDS,0BJ: LIGHT=NEG;
44.3 LIGHT : ATT: (AHOUNT) DEG:ANY;  ~ ; .
45.0 NEED " PAT:THEY,OBJ:AIR,POOD, WATER= _
46.0 COND:(IF) [47.0,48.0,48.1],[46.1,46. 2], )
46.1 GROW . PAT:MILDEW-LOC:(ON)IOWEL,TNS:PAST,
. ASPCT: COMP,MOD : COND, MOD: CAN, NEG(NEVER) ;
46.2 (POSS) PAT:YOUR,OBJ : TOWEL=;
47.0 HANG AGT:YOU,0BJ:IT,RSLT:47.1,GOAL:DRY
- ' =TEM: BEFORE TNS:PAS ASPECT COMP;’ |
47.1 IT LOC:UP; , .
48.0 PUT - OBJ:1IT,RSLT:48. 2=TEM: : o
48,1 1IT - LOC: (IN)HAMPER' : S
48,2 ORD:TEM¢ - [47.0],[48.0]; -~
49.0 KNOW . ' PAT: YOU THM: 49, 1 =TEM: NOW,TNS: PRES INT;
49.1 GOND: [2(vEY)], [49.2,49.3];
49.2 \ Pt 3 © PAT:YOU,OBJ: szﬂpg-uon :ROOT, NEG;
49.3 SEEDS._. ATT: MOLD
50.0 PROX:LOC ) {50.17, [51 0,51.1,52.0];"
50.1 AND: " . {50.2], [50. 31 [50 4],
50.2 FOOD .. 1oC: wnEREVER
50.3 AIR _ LOC:WHEREVER;
50.4 MOISTURE " LOC:WHEREVER;
51.0 - SETTLE ' PAT:SPORES(TOK: SOME )=LOC: WHEREVER TNS: FUT
. : . MOD:QUAL(ALMOST CERTAINLY);
"51.1 -SPORES - . ATT :MOLD; o
52.0 GROW ‘ . PAT: (AND)=ASPCT: INCPT(BEGIN) ; s
.. . et
L
- ey *
1
3 Y
)
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comprehension™” questions. Hence, their central requirementé were

not 'low-level'’ processes such as verbatim recall or 'high-level’
operations such as integration to specific prior\knowledge.
Rather, the questions aimed primarily at determihing whethér the
children had constructed a coherent model for the text (Johnston,
1982), both at the propositional level and at the frame level.
Two types of questions ﬁere, therefore, distinguished:

'Text-based'and'frame-baeed'quesfions. Text—based questions

‘oberate on, and are concretely linked to the propositional base.

They interrogate information that is explicitly encoded in the

text base and/or require local inferences such as inferences

connecting two adjacent propositions. Frame-related questions, on

C;fheJother hand, operate on, and require accessing information

. . )
about the non-linear structures that are instantisted by the

text. They are assumed to require sdbjectaﬁpo organize textual

- information at a global level. Thus, the two types of.ﬁueations

presumably“vary in terms of the demands that they impose on
subjects' cognitive pfocessing: While text-based question{.aim at
eliciting primarily bottom—up processes, framing questions are
Intended to fequire proceéses that are more top-down.
Admittedly, ;he'distinction is not sufficieﬁtly.apecified
and in fact, low inéer—rater reliability was obtained
(mean-68.82) in the classification of already generated
questions. However, those raters who were familiar with diaéourse

processing notlions reached a much higher level of agreement

———— - ‘ Y=o S
19 The work of Johnston (1982)‘whinh was referred to in the
context of script theory is relevant here.

/ i .
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(mean=81.2%). Furthermore, the questions that were eventually

"
. v

used in the experiment were among those that redched perfect
, ) 7/
consensus by the latter group of raters with respect to the

category to which they belonged.
Ags implied earlier, more questions than were eJéntually used

N :
were generated. An attempt was made to produce 'all' 'reasonable'

“rcomprehension.questions. Tables S5 and 6 present the questions

that were eventuall? presented to the students. Several criteria
were used to.seleét these questions. Face validity was the first
selection criterion. A second criterion was to avoild over- and
under—fepreaentation of a part of text. Inter~rater agreement
with respect to classification of items was a further

consideration. Finﬁi}y}\those questions that appeafed

" incomprehensible or ambiguous to the students who participated in

a pllot study were eliminated.

The frame-based questions queried information relevant to

Seeds, frame—related items required the use or the construction

of descriptive frames (C. H, Frederiksen, 1982, in prep.; C. H.

Frederiksen & J. D. Frederiksen, i981) for the parté and

o

attributes of mold plants and the mold spores' propagation
process. Frame types that we;e relatively peripheral, e.éw the
procedural frame instantiated by the first two parag}aphs of the
passage, were not interrogated. Frame-based questions relevant to

The Discovery of Penicillin, on the other hand, queried

information about the problems invelved in the production of

Penicillin and the plan structures implied in the passage.
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TABLE 5
Questions relevant to The Discovery of Penicillin

Text-baesed questions:

1. Where was Fleming working?

2. In the disi¥’that was in Fleming's laboratory, which germs were
dead?

3. What did Dr. Plory's helper buy one morning?

—

P ;

Frame-based questions:

l.When Fleming saw that the germa in the dish-were dead, he get
to work and did many weeks of difficult experiments. Why? ~
2. Why did Dr. Flory and his fellow-Vorkers come to the United
- States? '
3. Why did Dr. Flory send a helper to buy moldy fruits?
3

TABLE 6

o,

Text—based questions:

1. What can you gee at the ends of some of the branches?
‘2. How 8mall is a spore?
‘3. Where can mold spores settle and grow?

Frame-based questions:

-

\

l. The passage says that the mold seeds seem to come by magic-and
plant themselves. But it 18 not really by magic. Where do the
seeds really come from?

2, When you look at molds under the microscope, what do you see?
Describe the parts that you would see,

3.Molds may be black or. blue or pink or almost any other color.
Yet the passage says that they have no color at all. Explain
why molds appear to be colored.
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‘ﬁresumably therefore, these qﬁestiona required processiné the
‘text according to a problem frame (op. cit,). Although this frame
‘type was not very explicit in tﬁe passage, it was thought that
askingiquestions related to problem frage from gfadeLaix tudents

would be more interesting than asking them narrat frame-based

questions. In fact, earlier research (Frederiksen;.l982, in
preh.j has shown that elementar?}school children deal with
narrative atructures quite ably but have difficulty with problem
frames and especially descriptive structurés. Moreover, it was
thought that recognizing the underlying problems and plans was
ne;easary for undefatanﬁing the passage in the fulléat sense.
EXPERIMENTAL PROCEDURE

The experiment was conducted during regular class hours.
Each of the two classes which participated in the stud; was
teﬁted in tw?\fifty—minute sessiéna, one seasion for each text.
The optimal dﬁration of the experiment was determined through the
piiéf'study. In the case of each class, the two sessions were a
week apart. The decision to tegt\entire classganrather than
individual students or small groups was not ;érely due to
material conslderations. The experience of the pilot study which
was conducted in groups of two to four had suggested that being

tested together in their dwn class would be a more natural

‘situation for the children. For similar reasoms, it was decided

®4

+to allow students to pace thelr work themselves; the only. time
constraint was to finish all tasks at the ead of the session.
All the experimental materials were provided to the students

-

in written form and they were asked to write tﬂgir answers. Since

~
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written composition i{s not an easy task for many students fand in -

fact, children tended to proauce short recalls and responses,
* written testing presents, from a cognitive pﬁy;LPIOgy poiht of
view, obvious_dibadvantages over oral testing. From an
educa;ional.résearch pérspective however, written tests do have
an advantage: Most often, claseroom tests are written; therefore,
while studemnts are not uaed“to be tested orally, they find
written tests quite natural. Students vere told however not to
"worry aboat things like spelling and punctuation". An
approximate script of the instructions provided to chilﬂren is
presented in the Appeqdix.

The task involved reading a passage, giving a written recall
for it, anqwering a series of questions relevant to it ;ithout
access to the passage, and answering the same questions again
while using the text. The sequence of the tasks was not varied
because the rationale of the study required a gilven order.
Children received two booklets at the beginning of each seséion.

The following instructions were written on the booklets: |

Booklet I:
—~Please read thie passage carefully to yourself once.

~What do you remember about the paassage? Please write it dowa in -

your own words Don't worry about spelling.Just write down what
you remember. Do not look back at the passage.

-Please write your answer-in the space below each question.
Answer the questions one after the other. Do not look back at the
passage.

Booklet 2: \

~Here are the same questions, Please answer them again one after
theother. But now you can loock back at the passage and use it
whileyou are answering the questions. But pleaae don't look at
your answers in the first booklet.
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For metho&ological reasons, order of presentation of the twa,

types of questions was cougaerbafancedzo

. In fact, it is
reasonable to assume that answers can vary as the sequence of

questlions changes. Children were therefore randomly, assigned to

_ two groups of question type sequence. In one group, frame-based

’questiona were presented first; in the second group, text—based
questions appeared first. Within each question type, the order of

questions followed that of the propositional base.

N This within-and-between—subjects, repeated-measures design

may be diagrammed as in Figure 1.
CODING PROCEDURES

Prior to the codipg of the protocols, twenty of them were

21

selected”’. Data obtained from threg atudentsﬁgere axcluded

bpcausé tﬁey were agaeﬁt in one of the sessions. Nine children
considered énglish their second language; thelr responses were
excluded.too.'0§ the remaining thirty protocols, four vere
"exceptionally short, i,e., legs than forty words, and were not
coded and anhlyzedzz. It was thought that the studen;a who
produced short recalls were not Bufficieﬁtlf engaged in ghe task

for their'responqng’to be considered representative of thelir
oD .

™~

20 Passage order was also counterbalanced. However this varigble
was not Included in the design as a factor. Instead, the two
texts were used on two separate days. Introducing a 'reat'
between the two sets of tasks was thought to decrease possible
carry-over effects, :

21 An N of twenty (ten in each group) was chosen partly due to
material and gtatistical reasons and partly arbitrarily.

22 The admittedly crude outlier criterion of forty words 1s not
as arbltrary as it may seem; protocols that were longer were at
least twice ag much longer.
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Within—Ss DISCOVERY OF PENICILLIN MAGIC SEEDS
Factors
FREE Q/A Q/A FREE Q/A - Q/A
RECALL no with RECALL no . with
Between-Ss TEXT TEXT TEXT TEXT
Factor - , R . R
) TBQ FBQ TBQ s FBQ -TBQ FBQ | TB
R IJ]R I|{R R I R I{R I|R I[R
Question-Type d
Sequence 1 R
" e
(n=10) -
Questiono-Type S
Sequence 2 N
(a=10) | S
‘-\,": -
— ." [
- N N
FIGURE 1. The Experimental Design )
(FBQ: Prame-based questions, TBQ: Text—based questions; R: Recall, I: Inference)
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~ .\ . b :
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4.
abilities. Finally, twenty protocols were randomly selected from
the remaining data. .

U
Protocols were segmented into syntactic units using

'procedgres basad,on'winogradh (1972) descriptive clausal grammar

r

(see Bracewe 1\, C. H. Frederiksen & J. D, Frederiksen, 1982), The

following clause type.s are distinguished in this system: Major

simpl_e clauses: Imperatives, 'déclar;tivea, 1nte1:rogat1ves;

secdndary simple. clauses: At‘ii}mcts (bound adjunct, to adjunct,
* X

-ing adjunct), rank-shifted _qu‘alifiers (-en qualifier, to

qualifier,' -ing qualifier, rank—shifted wh-phrase), rank-shifted

noun groups (rank-shifted wh-phrase, -ing group, to group, report

- group), complex clauses: Subject fork, verb fork. In the

segmentation procedure used, all major clauses as well as "bound
adjuncts’ form s;aperate se'gmenta. The same procedures had been
used to segment the original passages -hence the numbers
appeariné -at I:he. left of the propositional analyses (Table 3 and
4. , -

Each segment of a recall protocol was numbered and coded
against tfle propositional analyslis of the relevant passage.
Coding was done on the basis of the scheme developed by J‘: D,
Frederiksen .and C. H, Frederiksen (C. H. Frederiksén, in prep.).
The scheme is concerned with the nature of the linkage that
exist:; between author-produced and reader-produced propos:l;tions
and essentially consists of rules for deciding whether a
proposition is recalled, inferred, or both. A subject-produced

segment that involves a change in the meaning of the presented

proposition would be marked as inference. Inference 18 a broad '
1

s S T
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category covering all changes that comprehenders make to the text
basé, irrespective of the logi;al or pragmatic validity of the
changes. Verbatim or paraph;ased éegnents wouid be coded as
recall. More formally, a stative 1is consfdered to t;e recalled if
at least é conc;pt—rEIation-c;ncept triple;ls produce& by the
subject. An event is recalled if at least the head element, one
case relation, andva ;oncept are preseht in the segment. Since
the recall rules allow the use of synonyms, and since in the cs;e
of the head element of events, concepts that have a
superordinatefggbordinate relation to each o r can be used, a
list of,synén?ﬁé and super/subordinate tegms was kept'for
consistency purposes. Thias coding ;cheme has reached high levels
of reliability {about 90Z). . . ) a
-

'The game procedutes were used to code "the answers, thus
increasing the comparability of the @ata. However, while the
recalls were coded against the entire passages, answers were
marked against the propositions that were considered 'relevant'
to the questions. These were selected apriori but some
adjustments were made during the coding. The relevancy criterion
was thus determined.both in 2 top—down and a bottomup fashion.

In the influential work of Grice (1975), being relevant 13
regarded as one of the basic rules for cooperative communication,
in the framework of Lucas and McConkie (1980), propositions
'juaged to pertain in any way to answering the question™ (p. 135)_
provide the basis for analyzing questions, and in Lehnert’s

(1978) computer program, relevancy 1is one of the most important

criteria for generating good answers. Admittedly however, the
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relévancy criterion 18 not sufficient for consistently

discriminating 'right' or 'good' answers from 'wrong' or 'bad’

s~ answers. During the coding, however, it was rarely, 1f at all,

panare o

. felt that g\iod answers obtain low scores or vice versa.
.
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CHAPTER V

RESULTS

In order to perform statistical analysés, ﬁumeric data were
obtained by counting ;he frequency of text propositions that
students recalled or inferred during each task. Rather than u;ing
absolpte values, percentages of propositions produced by students
(relative to the number of propositions rélevant in each case)
were used to ensure comparablility of scores across passagfs,
tasks, and question types. L

Since the study employed a repeated-measures design, and
since none of the variables had more than two levels, all
analyses were univariate. Howevef, to avold unreqliatic
asgumptions about the structure of the covarlance matrix, all

analyses were conducted under a multivariate sampling model,

ugsing the Multivariance VI computer program.

Three sets of anglyses were conducted: First, the amount of
information children recalled or inferred during the free recall
task was subjected t§ repeated—measur?B analysis of variance
procedures. Next, the same techniques were used to analyze éhe
data obtained during the question answering task (without access
to text). Moreover, multiple regression analysis and analysis of
covariance procedures were used to determine the predictablility

of these data from the free recall scores. Finally, the same

-
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pfocedures were applied to-data qbtained from students’ responses
. ¥ " '

to questions wheﬁ they had access to the reading material,”
i
THE FREE RECALL TASK
Table 7 presents the means of propositions recalled or .
inferred during free recall and Table 8 shows these means pooled
over the befween-grgups factor, Sequence of Question Type (fraﬁe-
Pased first verdﬁi.text-baseg first). The error correlation
matrix of data obtained under free recall requirements is
presented in Table 9.‘R?peated—measurea ANOVA was performed t?

investigate the effects of the between—-groups factor, namely,

Sequence of Question Type, the within-subjects factors, namely,

Passage (Discovery of Penicillin,” Magic Seeds) and Modality of
Response {recall, iﬁferencéL their interaction, and the

interactions of the between-groups factor with the within-
i

subjects factors. Although the free recall task was prior to the
Q/A tasks, the Sequence of Question Type, between-subjects factor

was included in this analysis in order to brovidé an empirical
. /’\/'\ \ .

eheck for the_;éndom ass#gnment of children to the two sequence

groups. Table 10 summarizgs the results of this analysis.

r

As reflected in Table 10, the main effect of Sequence of

Question Type and its interactions with the other variables were
LN

not significant thﬁs suggesting that the two groups of students

were most probably quite “similar’ in the first place. High
statistical significance was however reached by Passﬁge
”

(F(1,18)=47.983, p<.0001). The means (Tables 7 and 8) indicate

that free recall performance was higher for Discovery of
f‘\;/r
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. TABLE 7 ~ .
Mean Percent of Propositions Recalled or Inferred

‘ for two Passages
during the Free Recall Task

MODALITY OF RESPONSE

SEQUENCE =
R . ! V\ -
GROUPS ! Recall - Inference
Discovery of PeniciiIin
1 11.277 21,612
2 g 12,167 19.390.
Magic‘Seeds
1 - N 9.415 11.861
2. 7.925 11.755

1 n=10 subjects per grouﬁ.

Group 1 refers to children who received frame-based questions
first. : '

Group 2 refers to those who recelived text-based questions first.

o—
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TABLE 8
Mean Percent of Propositions Recalled or Inferred

during the Free Recall Task, for two Passages,
: Pooled over Sequence Groups

£ B o ml et e TN D TEof PR FE 3 WS NN B EN MR KX SN IR DRI N 3N

PASSAGE
MODALITY - — : -
OF ‘. Pooled
RESPONSE Diascovery of Magic Seeds over
~ Penicillin Passgage
Recall 11.722¢ 8.670° 10.196°
Inference ©20.501¢ 11.808°¢ 16.155
Pooled over Modality 16.112%8 10,2398 13.176

a Passage effect: F(1,18)=47.983, p<.0001
b Modality effect: F(1,18)=197.751, p<.0001

c Passage x Modality interaction: F(1,18)=19.831, p<.0004

—

&1
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' : TABLE 9
Error Correlation Matrix for Percentages of

Propositions Recalled or Inferred
during the Free Recall Task

. PI-R PI-I P2-R P2-1
P1-R 1.000
P1-I 0.801 1.000
P2-R 0.691 0.675 1.000
v P2-I 0.712 0.539 0.786 1.000

(P1: Passage one, Discovery of Penicillin, P2: Passage two, Magic
Seeds; R: Recall, 1: Inference)




) TABLE 10

Repeated-Meagures Analysis of Variance of
Percentages of Propositions Recalled or Inferred
during the Pree RecalijTask

rd

SOURCE F(1,18) ' P
/ _______ - —— p— v ——
Between Ss: <,
Sequence of Question Type (S) 0.128 <.7247
Within Ss: .
Passage (P) ) 47.983 (.0001*
Modality of Response (M) 197.751 <.0001*
¢ PxM 19.831 <.0004"
Interactions of Between and Within Ss Sources:
Sxp : 0.006 <.9389
SxM 1.040 <.3215
SxPxM 3.149 <.0929

-y T e T O S S T D el T e et el i S0 VN S N NG TR N N W

*Significant at .01 level.
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Penicillin than for Magic Seeds. The effect of Modality of

Response was also significant (F(1,18)=197.751, p<.0001);

children inferred more than they recalled, Modality, however,

also interacted sfgﬁgficantly with Passage (F(1,18)=19,831,

p<.0004). As 1llustrated in Figure 2, while the levél of recalled
-

-
S

propositions was fairly stable across the two passages, there was

much more inference in response to Discovery of Penicillin than
to Maglc Seeds.
QUESTION ANSWERING WITHOUT ACCESS TO TEXT

The means of data obtained from the Q/A-no-text task, i.e.,
percentages of question—rélevant propositions recalled or
inferred, are shown in Table !1, and Table 12 p?esenggrthe means
pooled over Sequence groups. The results of the repeated-measures
ANOVA to which these data wer; subjected are summarized in Table
13.

As shown in Table 13, the effect of the control variable,
i.e., Sequence of Question Type, as well as its Interactions with
the other vériablea, were not significant, Most probably
therefore, the order ofipresentation of questions has not
affected students’ responsges to questionsrin:the abgence of text.

The effect of Modality of Response was also below significance

level, Thus, the overall amount of recalled propositions and that

of Inferred proposit¥ons did not differ significantly in.this
tasgk,

; ' 4
'The effect of Passage however was once again highly

significant (F(1,18)=25,713, p<.0001). The means (Tables 11 and

12) suggest that 1t was casier for the children to answer
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-FIGURE 2: Mean Percent of Propositions Recalled or Inferred during the
_Free Recall Task, by Passage, Pooled over Sequence Groups
(R: Recall, I: Inference; Pl: Discovery of Penicillin, P2:

Magic Seeds)
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TABLE 11

Mean Percent of Propositions Recalled or Inferred
fbr two Passages and two Quedtion Types
during the Q/A-no-Text Task

QUESTION' TYPE

SEQUENCE U <~ ———— e A B i A -
Frame—-based Text-based
GrROyPS !  MODALITY MODALITY
Recall Iinference Recall Iﬁference

-r —— —— —

Discovery of Penicillin

1 3.954 14,885 22.000 10.500
2 3.025 11.628 19.000 10.000
Magic Seeds
1 2.001 5.129 ? 10.910 11.818 -
2 1.689 4.690 9.546 11.365

1 un=10 subjects per group.

Group 1 refers to children who veceived frame-based questions
first. ’

Group 2 refers to those who received text-based questions first.
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TABLE 12
Mean Percent of Propositions Recalled or Inferred
for two Passages and two Question Types
during the Q/A-no-Text Task,
Pooled over Sequence Groups
---------------H:Q"--‘---ﬂ---‘----=--------F-- N N BN =R L1 £ ¢
QUESTION TYPE
MODALITY - b -
OF 4 Pooled over
RESPONSE o Frame-based Text~-based - Question
Type
Discovery of Penicillin
Recall 3.4904 20,5009 A 11.995
Inference 13.2579 10,250 11.754
Pooled over Modality 8.374 + 15.375 11.875%
‘o ' Magic Seeds
Recall 1.845¢ 10.2233 6.037
Inference 4.910¢ 11.592 8.251
Pooled over Modality 3,378 ’ 10.910 7.144%
Pooled over Passage ~
Recall . 2.668F 15.364¢ 9.016
Inference 94084 10,921¢ 10.003
Pooled over Modality 5,876° 13,143° 9.510
-q------------------.-- T D M VAT S T T W S W K W ) G et ond el
a Passa fect: F(1,18)=25.713, p<.0001 -
b Question Type effect: F(1,18)=56.533, p<.0001

ty] x. Question Type interaction: F(1,185-42.327, p<.0001
x Modality x Question Type interaction: F(1,18)=19.951,
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TABLE 13
- Repeated-~Measures Analysis of Variance of
Percentages of Propositions Recalled or Inferred
during the Q/A-no-Text Task
S 8 o O T R 0 O 26 Y 0 - -
SOURCE ' F(1,18) P
£ L
Between Ss: -
Sequence of Question Type (S) 0.519 <.4807
Within Ss: *
Passage (P) 25.713 <.0001
Modality of Response (M) - 1.544 <.2300*
Question Type (Q) 56.533 <.0001
PxM 1.906 <.1843
PxQ . 0.082 (.7778*
MxQ : 42,327 <.0001*
PxMxQ 19.951 <.0003
Interactions of Betweer and Within Ss Sources:
SxP 0.470 <.5016
SxM 0.023 <.8820
5xQ 0.002 <.9614
- SxPxM ) 0.007 . <.9324
SxPxQ 0.056 <.8157
S xMxQ 0.772 <,3912
SxPxMxQ 0.214 <.6496

N N XN EN e 6 P N O e 3 T N X O O e O SN T M OO S R St e TN £l S SR e A S N ) M Y S O T

*Significant at .01 level.
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questions relevant to Discovery of Penicillin than Magic Seeds.

[
The effect of Question Type was also highly significant

o

(F(1,18)=56.533, p<.0001). Students produced more relevant
answers to text-ba;ed questions than they did to frame-related
itemé.

‘Statistical gignificance was also reached by the interaction
of Question Type and Response Mode (F(1,18)=42,327, p<.0001).
Figure 3 {llustrates this interaction. It is found that in
response to frame-based questions, children inferred much more
than they recalled. In contrast, text-based questions elicited
more factual (‘recall’) responses.

The triple interaction of Passage by Modality by Question
Type was also significant (F(1,18)=19.951, p<.0003), As reflected
1;1 the tables of meanas (Table 11 and 12) and in Figufeld,- the

pattern of the Modality by QGuestion Type interaction is not the

same for both passages. For Diﬁcovei‘y of Penicillin, the two

types of questions differ markedly with respect to the mode of

responge that they elictit, This difference does not occur in the

Using the free recall éata as predictors, the Q/A-no-text
scores were subjected to regression analysis 1n order to
investigate the relat‘ionship between fr‘ee rtecall and question
answering., Table 14 presents the multiple R’s associate& with the

dependent variables, and Table 15 shows those related to the

effects as derived dependent variables.

103



FIGURE 3:

Hean‘Peréent of Propositions
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Mean Percent of Propositions Recalled or Inferred during the
Q/A-no-Text Task, by Question Type, Pooled over Sdquence
Groups {R: Recall, I: Inference; PBQ: Frame-based Que?tious,
TBQ: Text—based Questionsa) \
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TABLE 14

Regression Analysis of Percentages of
Propositions Recalled or Inferred during the
Q/A-no-Text Task with Free Recall
Task Data as Predictors 1

DEPENDENT VARIABLES MULTIPLE R F(4,14) P
P1-FBQ-R% .351 0.493 ' <.7412
P1-FBQ-I .512 1.241 <.3386
P1-TBQ-R> .728 3.951 <.0238%
P1-TBQ-1I ’ .310 0.372 <.8251
P2-FBQ-R .782 5.512 <.0071P
P2~FBQ-I .524 1.323 <.3096
P2-TBQ-R 732 4.036 <.0222¢
P2-TBQ-1 | 671 2.872 <.06274

1 Pour predictors: % of propositions recalled (R) or inferred (I)

W r

during the free recall task for two passages (Pl: Discovery of

Penicillin, P2: Magic Seeds).

PB(: Frame-based questions.

TBQ: Text-based questions, .

Standardized weights: .501 with Pl-R as predictor; =-.765 with
P1-I as predictor; .217 with P2-R as predictor; .476 with P2-I as
predictor., ,

Standardized weights: .456 with Pl-R as predictor; -.735 with
P1-1 as predictor; .642 with P2-R as predictor; .207 with P2-1 as
predictor. )
Standardized weights: ,77% with PI-R as predictor; -.362 with
Pl1-1I as predictor; .429 with P2-R as predictor; —.149 with P2-I as
predictor,

Standardized welghta: -.335 with Pl-R as predictor; =-,122 with
Pl1-1 as predictor; .130 with P2-R as predictor; .805 with P2-I as
predictor,
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TABLE 15

Regression Analysis of the Pactors involved
in the Q/A-no-Text Task with Fr?e Recall

» Task Data as Predictors
EFFECTS AS
DEPENDENT VARIABLES . MULTIPLE R F(4,14) P
Total .745 : 4,369 <,01692
Passage effect (P) 438 0.831 <.5272
Question Type effect (Q)  .639 2.414 <.0982P
Modality effect (M) .A435 0.817 <.5354
PxQ ©T,402 0.674 <.6211
PxM .532 I 1.378 <.2915
QxM .534 \ 1.393 : <.2867
PxQxM 496 \ 1.143 <.3766

1 Four predictors: X of propositions recalied (R) or inferred (1)
during the free recall task for two passages (Pl: Discovery of
Penicillin, P2:giagic Seeds).

a Standardized weights: ,409 with PI-R as predictor; =-,609 with
Pl-1 as predictor; .236 with P2-R as predictor; .517 with P2-I as
predictor,

b Standardized weights: -.693 with Pl-R as predictor; .637 with
P1-1 as predictor;-.385 with P2-R as predictor; -,046 with P2-1 as
predictor,
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Results suggest that total scores obtained by students’'in
angwering questions without access to Eﬁxq~é§e significantly
predictable from their performance in free recall (p<.0169). With

23

one exception » this relationship is positive;i.e" the higher

the performance in free recall, the more relevant are the answers,

-

Free recallrperformance also accounts for three (or four, depending
on the sfénificanqe level that one selects) of the eight scores
students obtained during—the Q/A-no-text task (see Table 14). It

-,
also appears that, to some exteant (p<.0982), free recall
performance predicts the effect of Queation Type when text 1a not
accessible to students.

To investigate further the degree of similarity or difference
that exists between question answéring (wiéhout text) and
comprehension as evidenced by free reééll, repeated-measures
analysis of covériance techniques were used. Results are summarized
in the right-hand pagt of Table 16. The left-hand columns of the
table répeat the results that were reported earlier in Table'l3.
One can thus examine the chanhes produced in the results by the
introduction of the four covar;atea, namely, percent of
propositions recalled or inferred during the free recall task for
two passages. Table {7 presents the means prior to the 1ntroduc£ion

of the covariates and the means adjusted for the effects of the

covariates,

23 The exception concerns the relationship between Q/A-no-text and
percentage of propositions inferred for Discovery of Penicillin
(P1-I) during free recall, In view of the fact that all free recall
variables were correlated with each other quite strongly and
positively (see Table 9), how to interpret the mentioned exception
does not seem clear at this point. .
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TABLE 16

Repeated-Measures Analysis of Variance and Covarlance of
Percentages of Propositions Recalled or Inferred
during the Q/A-no-Text Task

Q

WITHOUT COVARIATES WITH COVARIATES!
SOURCE - F(1,18) p F(1,14) P
Between Ss: .
Sequence of Question Type (S) 0.519 <.4807 1.919 <.1877
Within Ss: ' . L
Passage (P) 25.713 <.,0001 1.279 <,2771
Modality of Response (M) - . 1.544 <.2300* 0,128 <.7255
Question Type (Q) 56.533 <.0001 2.626 <.1275 -
PxM 1.906 <.1843 0.028 <.8708
PxQ " 0.082 (.7778* 0.792 <.3887
MxQ G 42,327 <.0001 1.662 <.2183
PxMxQ 19.951 <.0003 0.396 <.5393
Interactions of Between and Within Ss Sources:
SxP 0.470 <.5016 1.152 <.3013
SxM 0.023 <.8820 0,391 <{.5421
S$xQ 0.002 <.9614 . 0.313 <.5850
SxPxM . ' . 0.007 <.9324 0.049 <.8279
SxPxQ 0.056 <.8157 0.137 <.7169
SxMxQ 0.772 <.3912 1.365 <.2623 -
SxPxMxQ 0.214 <.6496 0.140 <.7143
1 Four covariates: % of propogitions recalled or inferred during the free

recall task for two passages.
* Significant at .0l level.

'
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TABLE 17
. '
Unad justed and Adjustedl
Mean Percent of Propositions Recalled or Inferred '
e ' for two Passages and two Question Types
during the Q/A-no-Text Task
QUESTION TYPE |
. Frame-based Text-based =~
SEQUENCE ’
MDDALITY ' MODALITY
GROUPSZ I U0 S - e
Recall Inference Recall Inference
WITHOUT WITH WITHOUT WITH WITHOUT WITH WITHOUT WITH
"COVARIATES  COVARIATES COVARIATES COVARIATES COVARIATES COVARIATES COVARIATES COVARIATES
Discovery of Penicillin
1 3.954 4,290 14 .885 14,742 22,000 23.677 10,500 11.196
: 3.025 2.689 11.628 11,772 19,000 17.324 10,000 9.304
Magic Seeds
1 2.001 .2.L16 5.129 5.447 10,910 11.247 11.818 1]1.638
2 1.689 1.574 4.690 4,372 9,546 9.210 11.365 11.545

1 Means adjusted for the effects of four covariates: X of propositions recalled or inferred during the free
recall task for two passages,

2 n=10 subjects per group,
Group 1 refers to children who received frame-based questions firat,
Group 2 refers to those who received text-based questions first,
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As reflected in Table 16, once the recall data are covaried

out, all of the previously significant effects and gnteractions
—_— o

obtain chance level probabilities. The Passage effect which had a

p~value of less than ,0001 before, becomes non-significant
(p<.2771) in the analysis of covariance. The same pattern exists in

the case of the Question Type effect and the Modality by Question

i

;;Typeiinteraction. The introduction of the four covariates also

-

greatly reduces the significance of the triple interaction of
Pagsage by Modality by Question Type, the F-ratio of which goes
below one,

It thus appears that the pattern of effects obtalned from the
Q/A-no-Text task can be explained to a very largé extent by the
free reﬁall data.

QUESTION ANSWERING IN THE PRESENCE OF TEXT

The means of data obtained during the Q/A—with-text task are
presented in Table 18, and Table 19 shows the means pooled over
Sequence groups. Theaﬁfdata were compared to those obtained during
the Q/A-no-text taB;. Task effect was highly significant
(F(1,18)=33.191, p<.0001) with, as 1t might be expected, d/A-EiEHf
text performance (mean=12,917) higher than Q/A-no-text scores

(mean-9.511)24.
Repeated—-measures ANOVA procedures were applied.to the Q/A-

with-text data. Table 20 includes the summary of results. Once

AN

)
again, Sequence of Question Type had no significant. effect on

24 Johnston (1982) too has found higher performance when students
have access to the text. Opposite, and therefore counter-intuitive
results however have been reported by Nicholson, Pearson, and
Dykatra (1979). 4

’ e
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) ' TABLE 18

Mean Percent of Propositions Recalled or Inferred
for two Passages and two Question Types
during the Q/A-with~Text Task

QUESTION TYPE

SEQUENCE _—
Frame-based Text-based
GroUps ! MODALITY . MODALITY
Recall Inference Recall Inference
Discovery of Penicillim
1 11.628 13.023 34.000 6;500
2 13.721 8.604 34.500 4.500
________________ e - -
Magic Seeds g
ﬁ — ——— ——
1 - 7.065 5.066 19.998 8.636
« 2 7.690 5.127 20.455 6.136

----ﬂ----_B-B-—n----------_----/ . D X PR RN N N P R B SN NN S RS B I N N EE g S
1 n=10 subjects per group.

Group 1 refers to children who received frame-based questions
first..

Group 2 refers to those who recelved text-based questions first.
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TABLE 19 )
Mean Percent of Propositions Recalled or Inferred
for two Passages and two Question Types
during the Q/A-with-Text. Task,
Pooled over Sequence Groups

QUESTION TYPE

MODALITYY - _—

OF Pooled over
RESPONSE Frame-based Text-based Question

Type
Discovery of Penicillin
Recall , 12.675% 34.250% 23.4633
Inference 10.814f 5.500f 8.157
Pooled over Modality 11.745 19.875 15.8102
Magic Seeds
_Recall 7.378f 20, 227% 13.8033
Inference 5.097f 7.386f 6.242
Pooled over Modality 6.238 13.807 10.023%
Pooled over Passage

Recall 10.027¢ 27,2398 18.6332
Inference 7.956% 6.443¢ 7.200
Pooled over Modality 8,992 16.841¢ 12.917

a Pagsage effect: F(1,18)=32.231, p<.0001

b Modality effect: F(1,18)=78.364, p<.0001

¢ Question Type effect: F(1,18)=104.755, p<.0001

d Passage x Modality interaction: F(1,18)=8.485, p<.0093

e Modality x Question Type interaction: F(1,18)=72.342, p<.0001

f Passage x Modality x Question Type interaction: F(1,18)=18.505,
p<.0005 “\
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TABLE 20

Repeated-Measures Analysis of Varlance of
Percentages of Propositions Recalled or Inferred
during the Q/A-with-Text Task

»

\\._"_r‘-"h—J
N

SOURCE F(1,18) P \

Between Ss:

Sequence of Question Type (S) 0.236 <.6329
Within Ss:
Passage (P) 32.231 <.0001} -
Modality of Response (M) 78.364 (.0001*
Question Type {(Q) ' 104,755 (.0001*
PxM . 8.485 <.0093
PxQ 0.086 <.7732,
MxQ 72.342 <.0001*
PxMx( 18.505 <.0005
Interactions of Between and Within Ss Sources:
SxP T 0.092 <.7656
SxM - . 1.471 <. 2409
$xQ - 0.096 <.7601
SxPxM ' , 0.267 <.6120
SxPxQ - . 0.214 <.6490
SxMxQ 0.034 <.B562
SxPxMxQ 0.712 <.4100

NG NN NN g et e et o Bl B DI St 2 o e Al ) et ) st Tl T S Gt N N NN NN NG N B NG N NS T SR A A BN AN EN

*Significant at .01 level.
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- 5
children’s respoﬁses and 1t did not qignificantli interact with
the other factors, All other main effects, however, reached
significance level. Depending on Passage, students’ answers in’
" the presence of text varied significantly (F(1,18)=32.231,
p(ﬂOOl)a Here again,fgggis_ggggg_was the more difficult passage

(see Table 19). Modality of Response was also significant

(F(1,18)=78.364, p<.0001), As it might be expectfed, when the

original text is available to students duril .théir
regponses are more factual (‘recall’) than infer ial. The
effect of Question Type was highly signifficant too
(F(1,18)=104.755, p<.0001). Text-based Sfeation ere easier to
answer than frame-based questions.

The two-way interaction of Passage an odality“reached
statistical significance (F(1,18)=8.485, /p<.0093). Means;

relevant to this interaction are plotted it Flgure 5. Ancvers

-gm;&gere{mﬂﬁﬁymore factual (‘recall’) for Discovery of Penicillin
T e . : : —

prev

than for Magic Seeds. This difference however decreases in the
cage of inferential responses.

The Response Modality by Question Type interaction was also
significamt (F(1,18)=72.342, p<.0001). This interactién is
11lustrated in Figure 6. It appears that, while the amount of
inferential answers do;; not vary substantfially as a function of
Question Type, much more factual (‘recall’) responses are given
to text-based questions thaﬁ to frame-related items.

The passage by Modality by Question Type triple interaction

reached silgnificance level (F(1,18)=18.505, p<.0005). The means

‘relevant to this Interaction are plotted in Figure 7 which
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suggests that the differences which exist between the two types’

of questions in terms of the resgponse mode that they elicit are

larger for Discovery of Penicillin than for Magic Seeds.

Analysis of the Relationship between Free Recall and

Question Answering With Text

As in the case of the Q/A-no-text data, regression

techniques were used to investigate the extent to which question-

answering with text can be accounted for by free recall. The
multiple Rfs aasociatedawith the dependent variablesg are
reported in Table 21, and Table 22 presents those related to the
effects as derived dependent variables. For comparison, these
tables also include the results obtained when freg recall scores
were regressed on the Q/A—ngfext data (repetitions of Tables 14
and 15). : ‘ .

Results suggest that, once again, free recall performance
is a significant predfctor of the total scores students obtained
while answering questions in the presence of text (p<.0384).
Again, with one exception, the agsoclation between the two tasks
is positive, Free recall scores also predict significantly the

-~ _
interaction between Modality of Response and Question Type

(p<.0051). The effect of Passage 1is also, to some extent

(p<.0902), accounted for by free feeall data. However, only one
of the scores gstudents obtained during this task is predicted
from free recall performance, and this with marginal
gsignificance (p<.0852) {see Table 21).

To further determine the predictability of data obtained

¥

during the Q/A-with-text task from those obtained during free

k]
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TABLE 21

Regression Analysis of Percentages of
Propositions Recalled or Inferred during the
Q/A Tasks with Free Recal}

Task Data as Predictors

MJLTIPLE R - P(4,14) P
DEPENDENT = —————mmmmmee— - -

Q/A Q/A Q/A Q/A Q/A Q/A
VARIABLES no with no with no with

Text Text Text Text Text Text
P1-FBQ-RZ .351  .228 0.493  0.193  <.7412 <.9384

- P1-FBQ-T, .512 .624 1.241 2.236 <.3386, <.1175

P1-TBQ-R .728 .618 3.951 2.166 <.0238 <.1262
P1~-TBQ-X .310 .502 0.372 1.180 <.8251, <.3617
P2-FBQ-R .782 616 5.512 0.732 <.0071 <.5851
P2-FBQ-1 .524 L4640 1.323 0.838 <.3096, <.5237
P2-TBQ-R .732 .563 4.036 1.820 <.0222, . <.2243
P2-TBQ-I .671 .650 2.872 2.556 <.0627 <.08522

SN NN W 3 WS NN S N S T etk kS SN mw am En Ew a8 N A AN T B S W S N KN E S - .. e O

1 Four predictors: X of propositions recalled (R) or inferred (I) during
the free recall task for two passages (Pl: Discovery of Penicillin, P2:
Magic Seeds).

2 FBQ: Frame~based questions.

3 TBQ: Text-based questions.

a Standardized weights: =-1.058 with PI-R as predictor; .770 with P1-I as
predictor; -.164 with P2-R as predictor; .098 with P2-I as predictor.

* Significant at .05 level,

*% Significant at ,0l level, ‘

*%% Marginally significant. ©
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TABLE 22

Regression Analysis of the Factors involved
in the Q/A Tasks with Free Rfcall
Tagk Data &s Predictors

THN W W I Y I B N T R e S T BN - -5----'-------- - -

EFFECTS AS MULTIPLE R F(4,14) P
DEPENDENT :
VARTABLES Q/A Q/A Q/A Q/A Q/A - -Q/A
’ no with no with no with
Text Text Text Text Text Text
Total 745 702 4,369 3.402  <.0169" <.03843
Passage effect (P) .438 665  0.831  2.498  <.5272, <.0902P
Question Type effect (Q) .639 468 2.414 0.982 <.0982 <. 4487
Modality effect (M) 435 431 0.817 0.796 <.5354 <.5472
PxQ .402 .284 0.674 - 0.307" <.6211 <,8688
PxM ' .532 .208 1.378 . 0.158  <.2915 <.9562
QxM 534 .794 1.393 5.982  <,2867 <,0051¢
PxQxM 496 .389 1.143 0.622 <.3766 <.6542

1 Four predictors: X of propositions recalled (R) or inferred (I) during the
free -recall task for two passages (Pl: Discovery of Penicillinm, P2:
Magic Seeds). .

a Standardized weights: .195 with Pl-R as predictor; -.764 with Pl-I as
predictor; .186 with P2-R as predictor; .610 with P2-I as predictor.

b Standardized weights: .628 with Pl-R as predictor; -.597 with Pl-I as
predictor; ~.281 with P2-R as predictor; .558 with P2-1 as predictor,

c Standardized welghts: -.895 with PI-R as predictor; 1.185 with Pl-I as
predictor; —-.742 with P2-R ag predictor; .156 with P2-I as predictor,

* Sf{gnificant at .05 level,

%% Marginally significant,
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recall, rep?ated-measures analysias of covariance techniques were
ugsed. The right-hand columns of Table 23;§Eyﬁarize the results
of the ANCOVA involving the free recall data as covariates and
Table 24 shows the means prior to the introduction of the
covariates and the means adjusted for the effects of the
covariates, The left-hand part of Table 23 repeats the results
that were reporte& earlierlin Table 20; one can thus compare the
results prior to and after the introduction of the covariates,
This comparison suggests that once the effects of the recall
data are eliminated from the Q/A-with-text scores, the

r

previously significant effect of Passage, 1its Interaction with
i -

Modality and {tg interaction with both Modality and Question
Type become non-significant. However, Modality of Response,
Question Type and their interaction remain significant.
Removing the variability of the free recall data from the Q/A~
with-text scores has, therefore, not eliminated all significant
effects and interactions.

SUMMARY OF PRINCIPAL RESULTS

Global Analyses of the Three Tasks —

When data obtained from each of the three tasks were
subjected to analyses of variance, a number of consistent
results were found. Throughout qli analyses, the control
variable of Question Type Sequence had n§ significant effect,
and did not significantly interact with the other factors.

Consigtently also, significant Passage effects were found:

Students performed better in respounse to Discovqu_gf_?eniciilin

Y
¥

than to Magic Seeds.
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TABLE 23

Repeated-Measures Analysis of Variance and Covariance of
Pexrcentages of Propositions Recalled or Inferred-

during the Q/A-with-Text Task '

WITHOUT COVARTATES

WITH COVARIATES!

P(1,14) . P

SOURCE F(1,18) P
Between Ss:
Sequence of Question Type (S) 0.236 <.6329 1.251 <.2822
Within Ss: .
Passage (P) 32.231 <.0001_ _ 1.048 <.323ﬁ*
Modality of Response (M) 78.364 (.0001** 7.504 <.0160**
Question Type (Q) 104.755 <.0001** 10.620 . 2.0327
PxM - 8.485 <.0093 +0.862 .3689
PxQ 0.086 <.7732** 0.062 <.8071**
MxQ 72.342 (.0001** 17.197 <.0010
PxMxQ 18.505 <.0005 1.215 <.2889
Interactions of Between and Within S8 Sources:
SxP T 0.092 <.7656 1.508 <.2398
SxM . 1.471 <.240Q9 0.989 <.3369
SxQ 0.096 <.7601 0.187 <.6719
SxPxM 0.267  <.6120 0.236 <.6346
SxPxQ — 0.214 <.6490 0.033 <.8579
SxMxQ . 0.034 <.8562 1.529 ° <.2366
SxPxMxQ . 0.712 <.4100 0.059 <.8120

1 Four covariates: X of propositions
recall task for two passages.

* Significant at .05 level. -

** cignificant at .0l level.
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TABLE 24,
T Unad justed and Ad juste 1
X Mean Percent of Propositions Recalled or Inferred
for two Passages and two Question Types .
durfing the Q/A-with-Text Task

_ T QUESTION TYPE .

v SR Voot
‘ P .
Frame-based Text-based
SEQUENCE
- MODALITY MODALITY
GROUPS2 P e ———— e —-— -t —_—— —— - -
Recall ' Inference Recall Inference

" WITHOUT WITH WITHOUT WITH WITHOUT WITH - - WITHOUT WITH

COVARIATES COVARIATES COVARIATES COVARIATES COVARIATES COVARIATES COVARIATES COVARIATES
Discovery of Penicillin
1 11.628 12,084 13,023 13.788 34.000 35.126 6.500 7.323
2 13.721 13.265 8,604 7.839 34,500 33.374 4,500 3.677
Magic Seeds
1 7.065 6.434 5.066 5.592 : 19.998 20,639 8.636 7.688
2 7.690 8,321 " 5.127 4,601 20,455 19.814 6.136 7.084

1 HMeans adjusted for the effects of four covariates: X of propositions recalled or inferred during the free
recall task for two passages. : '
2 n=10 subjects per group,
Group 1 refers to children who received frame-based questions first.
Group 2 refers to those who received text-based.questions first,

)
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Another consistent finding 18 the difficulty of frame-
related duestiona as compared to text—based items, This
difference was, moreover, not passagegspecific: In both of the
Q/A tasks, the interaction of Passage .by Question Type was non-—
Bignificantf However, Question Type interacted significantly
with Modality of Response, Text—-based quéétions elicited answers
that were more literal than inferential. In response to frame-
related items on the other hand, while more inferential than
factual answers were produced when children had no access to the

reading material, this difference did not occur when the text

‘was available to them, There'w?re however significant Passage by

Modality by Question Type triple interactions. In both of the -
Q/A tasks, the difference of the two types of question in terms
of the response mode that they elicit was stronger for Discovery
of Penicillip than for Magic Seeds, and, when children had no
accessg to text, their responses to text-based questions relevant
to Magic Seeds were not more literal. .
Different results were however obtained in the three tasks
with reepéct to Modality of Response (recall versus inference).
The effect of Modality was significant for both the free recall
and the Q/A-Elgh—text tasks, However, while recall pfotocoLs
were gignificantly more inferential thanufactual, responses
given with access to text were more literal than inferential. In
the case of the Q/A-Egjtext task on the other hand, while the
Modality difference was in the same direction as that observed-
—

for free recall, it did not feach statistical significance.

éimilar to the pattern of Modality-related results obtained
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‘across tasks, 1is the pagtafﬁ of the Mééality by Pa;gage
interactions. While this interaction was‘noq;gignificant]for the
Q/A-no-text task, it reached significance in the cq}e of free
recall and Q/A-Eish—text.Once agaln however, the two results
were in opposite directions: While, in free recall, the two
passages primarily differ in terms of the inférential responses
that they elicit (recall protocols related to Discovery of
Penicillin were more inferential than those related fo Magic
Seeds), in'Q/A—with-text, the difference between the passages

,concerns the factual responses Frésponses rel?ted to Discovery
of Penicillin were more factual than those related to Magic
Seeds).

Analyses of the Relationship Between

Free Recall and the Question Answering Tasks

When data obtained from the GQ/A taskslwere regressed on
scores on Eﬂe free recall task, recall performance was found to
be a slgnificant predictor of the total scores students obtained
in both of these tasks. In the case'of the Q/A-Eg-text task,
thfee of the elght scores students bbtained were significantly
accounted for by free recall data, and the effect of Question

Type was also, to some extent, predicted. In the case of Q/A-

with-text answers, free recall performance was a significant

predictor of the interaction of Qﬁestion Type by Modality. For
this Eask, some prediction was also obtalned for the effect of
Passage; I

When analysis of covarlance procedures were applied to the

Q/A data with free recall scores as covarlates, all of the
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previously significant effects and interactions related to Q/A-
no~text data reached probabilitiea—th;£ were below significance
-level, In the case of the Q/A-with-text task however, this
result was observed only in the case of the effect of Passaage,

its {nteraction with Modality, and its interaction with both

Modality and Question Type. Modality, Question Type, and their

interaction remained significant,
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CHAPTER VI

DISCUSSION, CONCLUSIONS AND IMPLICATIONS

'DISCUSSION \

The research reported here regsponds to some of the isgues
that were initially raised and provides rather clear-cut
evidence for a number of interesting phenomena. Analyses of
variance tell us about the effects of text structure and
&Eestion type on comprehengion aqd question answering, and
regression and covariance analyses provide information about the
relation between comprehension '‘as evidenced by free recall on
the one hand, and Q/A on.the other. A number of these results
should be highlighted. . |

Effects of Text Structure and Question Type on

Recall and Inference in

Comprehension and Question AnMwering

Students responses were, in all tasks, unaffected by the
order in which the two types of questions were presented to
them. This finding makes ;hfnga look leas complex and more
interpretable, and suggests that é'theory of question answering
can be, to some extent, context-free. Moreover, deaspite the
rather small sample gize (N=20), main effects and interactions
;:re either clearly non-significant or had very .low probablility
values. This Iincreases our confiaence that the results are most

probably not limited to the specific sample used in the

experiment.
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Analyses of data obtained during the three discourse
proceasing tasks provide consistent evidence for a difference
between the two passages. Different types of text structure seem

to elicit different processes. Magic Seeds which has a

descriptive frame typg (Frederiksen, 1982, in prep.; C. H.

Frederiksen & J. D. Frederiksen, 1981) was dore difficult than

Discovery of Penicillin which is primarily narrative (op. cit.).
This fiﬁding is not aurprieing.in view of previous research‘
(Frederiksen, 1982, in prep.) showing that narrative structures
are easier for children than descriptive frames. As mentioned
previously however, the narrative passage imgliéitlz sigrnals the
uge of a problem frame too. The two texts therefore differ not
only with respect to type of frame but also with respect to the
degree to which they directly instantiate discourse structures
(see Bracewell, C, H. Frederiksen & J. D, Frederiksen, 1982). To
avoid ambiguity therefore, the Passage effect 1s interpreted in
the following way: It-is highly p;obable that grade-six students
can process language according to narrative frames more eaglly,

.

even 1f problems and plan structufgs are involwved in the event
sequence but are not éxplicitly signalled; they seem, however,
to be still in the process of constructing frames for processing
descriptive 1nformat1§n and evén making the surface structure of
the text available to them does not eliminqce the relative
difficufty of the descriptive passage.

Another consistent finding is the difference between the

two types of questions: Whether the text 1s avallable to

students or not, frame-related questions are more difficult than
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teif-based items, This finding auppérts the clagsification of
questions. More important however is that there seem to exist
distinct abllities for answering questions of diéferent types.
This 18 an indirect evidence for a multi-component, rather than
a lump type, ngrion of Q/A. It must be further noted that the
difference between the twq_question types 1s not passage-
specific. This suggests that a tﬁeory of Q/A can be, to some
extent, independent of text, and it provides higher degree of
generality to the above conclusions,.

The type of question asked interacted moreover with the
type of respense produced. This finding further supports the
assumption that the two types of questions differ in the demanda
that they impose on the answerer’s processes. As Rosch and Lloyd
(19?;) have put .it, "answers depend on the questions asked,
Unasked questions will remain unanswered. And the nature of a

question constralineé the kinds of answers that céﬁ be derived"
(p. 1) 23. In both of the Q/A tasks, text-based questions
favoured factual résponses more than inferent{al ones. In fact,
these questions were gasier for the* students and 1t ié not
surprising thatl they responded to them more accurately. There
was one exception however to this pattern: Text-based questions
relevant to the descriptiwe passage that were anawered without
access to the text were not more factual thanrinferentfal (see

Figure 4). Thias suggests once again the weakness of the

cognitive representation that children of thie age can construct

25 There 1s even empirical evidence showing that questions’
surface structure can affect the form of answers (Levelt &
Relter, 1982).
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for a descriptive text like Egélg_ggggg: Frame-based questions,
on the otﬁer hand, in the absence of text, elicited more
inferencing than recall, Once again t%is result can be
understood in view of the difficulty that students faced in
.anawering these questions. When the text was present during Q/A
however, while frame-related questions were still answered less
factually than text-based questions, the answers were not more
inferential. Considering that children could look back at the
original material, and that therefore this task was considerably
less dependent on information storage and retrieval than earlier
oneg, this finding could have been expected. In summary, text-—
based questions tend to be assoclated with literal recall
processes, f;ame-related questions elicit more inferencing,
thése‘processing differences interact with type of passage
struchre, and availability of reading material during Q/A
creates a bias toward literal answers B -

During the free recall task, /children’s responses were
significantly more inferential than factual, This finding is
typical in discourse processing research, However when students
were answering questions without having access éo the reading
material, there was no general Modality effect. Thus, there was
no sfgnificant difference between the amount of their
inferential auswers and that of their literal responses. It may
be the case that the arbitrary diatrib;tion of the two types of
questions (half of the questions were text-based and half were

frame-related) has controlled the natural distribution of recall

and inference. This explanation seems plausible in view of the
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different modes of responses that the fwo types of questions
élicited.'The same distribution of question types was used in
the Q/A-with-text task; yet, in this case, there was a general |
Modality efﬁect. This suggehts_shat this task does involve
comprehension-type processes. In fact, the pattern of results
obtained for this task had s;milarities to that of free rec

in that both tasks, unlike the Q/A-Eéftq}t task, involved
general Modality effects and Modality by Passage inter;ctions.
It must be noted however!that, ébﬁff&fﬁ to recall protocols and
not surprisingly, Q/A in the presence gf the reading materi;l
elicited more literal responses thJ; inferential ones; searching
for information that 18 literal was easier than searching for
information that requires inference. Yet, it is interesting that
even when they Eﬂi access to the text, students did provide
inferential answers.

As mentioned above, excépt in the case of the Q/A-no;text
task -and once again the mentioned question-type-distribution
explanation seems plausible~, the difference between recall and
inference was passage—-specific thus suggeating that frame
diffefences are associlated with brocessing diffsrences.

‘COgnizive adaptation to the demands of different discourse

structures seems8 to have occured. In the recall task, the

superilority of inferencing over literal recall is much more

pronounced for Discovery of Penicillin. Free recall performance
{5 not only higher for the narrative, but is also much more
inferential. Children seem to have built a more accurate

representation for the narrative and they manipf%gted it mpre
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actively. The pattern of results in the last task, on the other
hand, is-.almost exactly the opposite of that of the recall task
(compare Figures 2 and 5). Performance is still higher for the

narrative, but, the surface gstructure of the material being

available, responses are more factual especlally in the case of

4
-

the easier passage. The students seem to lack the ability to

create a frame for the descriptive text, and therefore

.difficulty in searching for information that requires Inference
/f\l

is heightened. . !

The Relationship Between Comprehension
e

and Quedtion Answering

When the predictability of Q/A data from free recall scores
was investigated by reg;ession techniques, it was found that the
general level of performance in both of the Q/A tasks depended
significantly on performance in recall, Moreover, the results of
the analyses of covariance suggest some overlap between
comprehenéion and question answering. The pattern of results
however was not identical for Q/A with and without access to

text. Results obtained in the case of each Q/A task are

discussed next.
\ toa

The Relationship Between Comprehension and Question Answeriug

Without Access to Text

As mentioned above, the general level of performance in
answering questions without access to text was found predictable
from comprehension as evidenced by free recall pérformance. It
seems that the abllity to answer questions in general depends on

the availability of information in memory and that the extent of
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memory st;ucture for text is a detdrminant of performance in
Q/A. Thefe was also some predi;tion of the Que;tion Type effect,
Consider‘ing the processing differences that were' found between
the two types of questions, it seems that the ability to answer
text-based questions is primarily dependent on recalléd,
pFopositiona and that performance In frame-based items is-
related to structures that are inferred in comprehension. There
is moreover some dependency between performance in questions and
the structure of text.

The results of the analysis of covariance suggest that,
despite the question-induced demands involved in the process of
responding to questions, there seems to exist considerable

similarity between Q/A and comprehension as evidenced“by free

recall. As discussed in the Literature Review and the Rationale

sections, Q/A and comprehension cannot logically be underlied by
identical cognitive processes, However, when, using the free
"recall data as.covariates, 1ndividual differences were
“controlled’, all the factors that were significantly affecting
the Q/A-no-text data becsme non-significant. Thus,/the
significance of the effects of Passage and Question Type yas
rehoved when individual differences in memory atr;:E;‘ were
taken Into qcéount. Level of performance in Q/A, especilally in
answering questionafrelevant to the descriptive passage,
reflects level of free recall, and, since avallability of frame
information is important to answering frame-based questions, the
resuit concerning theé effect of Question Type suggests that

comprehension involives frame-related aspects.

Gl
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The similarity found between comprehension and Q/A may be

- -
due to shared processes or sh?red cognitive structures. In view
of the specific pattern\of'results, and considering that,
contrary to the free recall and the Q/A-with-text tasks, there
was no significant Passage by Modality iﬁteraction in thé Q/A-
no-text dataland that the effect of Passage was removed in the

analysis of covariance, the shared-structures explanation seems

more probable..obviously, we cannot rule out the process—based
‘1
hypothesis, but the results seem to be more consistent with the
notion that Q/A performance depends 6n available memory
structures and that question effects r%flect memory structure
differences. Speclfic inferential proceases required by
differént types of questions are most likely to occur if
relevant propositional or inferred frame structures are present
in memory.

Presented with queationa, students seem to have constructed
thelr answers essentially by accessing cognitive gstructures
already present in memory, rather than constructing new schemes
on the basis of the stored information. To a large extent

therefore, common structures underlie comprehension and question

answering.

the Presence of Text

Similar to question answering without access to the
original matérial, the general level of pérformance'in Q/A in
the presence of text was found predictable from comprehension.

Pree recall task variables also accounted for the interaction of
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Guestion Type by Modality of Response. Therg was moreover some
prédictability of Passage difference in Q/A-with-text from the
co&prehension data. Here again both a memory-based model and a
shared-~process explanation are possible. However, in view of the
fact that, in this task, the students had access to the text, a
memory-based explanation is very unlikely. Rather, it geens that
the predictability of performance in thias task from
comprehension is due to one’s general processing efficlency in
handling the common processes that underlie the two tasks.

When, in the anélysis of covarlance, individual differenéea
in the recall task were considered, the previously significant
effect of Passage and its interaction with Modality of Response
;btained chance level probabilities., It seems therefore that
comprehension~type processes are involved in Q/A-with-text.
Moreover, the statistical significance of the triple interaction
of Passage by Modality by Question Type was removed when
individual scores were ad justed for the covariates, i.e., the
free recall variables, This suggests that text— and frame-based
processes are involved in comprehension. In view of the fact
that all factors that included Passage became non-significant iu,
the aﬁalyais'of cdvariance, and as mentioned earlier,
consldering that the text was available to atudents; a
structure-oriented interpretation of these results does not
seems plausible., There appears to be a partial overlap in terms
of the processes that are invﬁlved in comprehenaion and Q/A-
with-text. Hence, even in presence of the text one does have to

understand it in order to answer questions relevant to it,
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‘: However, the results of the analysis of covariance suggest
that answering questions while looking back at the original
material also involves processes distinct from those involved in

/ . M ' 7 ¥
comprehension. In fact, when data obtained from the recall task.

/
were regressed on scores of the with-text ansvers, the residuals
were still significantly affected by Question Type, Modality of
Response, and thelr interaction. It is reasonable to assume that
factors that remained significant reflect at least partially the

ability to perform search operation526

and to locate the queried
information. Those previocusly significant effeéta and
interactions that did become non-significant with éhe
introduction of the covariates, on the other hand, musg reflect
common procegses, Thege however do not gccount for the Q/A-with-
text data,

suggesting that this task -mbolves unique demands. The.ability
to answer questions with the text avallable for reference most

. prabably involves processes independent from the ability to

comprehend 1t.

CORCLUSIORS,
AND THEORETICAL AND. EDUCATIDNAL IMPLICATIORS
This resea?ch has investigated the relationship between
comprehension and the mechanisms that dnderlie question

answerlng, and has examined the effects of discourse structure

ot =

26 Search opzﬁﬁtions must algo be involved when answers are
produced without access to text: However, while Q/A-with-text
involves searching the actual text, search strategies in QG/A-no-
text tasks operate on the mental representation of the text.
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and question type on recall and inference in these tasks. It has
provided—empiricgl evidence which shows that d;fférent types of
qqestions elicit different processes that are text—-structure
dgpendent. It has'moreover providyd‘data c&nsistent with the
notion that, globally, comprehension as reflecFed in recall
‘protocols ébd'answering questions after reading a text without
referring back to it do not differ considerably. The cognitive
demands that are induced by questions do not seem to lead
comprehenders to construct new structures, and ‘question

x

answeriné'in the absenée of rtext aee?s to reflect principally
the avallability of question-relevardt information in memory
representation for text. Agsuminé that the questions used in the
study were genulne text- and fra;e—relatgd ones, we can conclude
that both text—based, bottom-up and framing, top-down processes
were occurling during comprehension and recall. Considering the
relative difficulty of frame-based questions however, subjects:
comprehension seems to have been orlgnted more towards bottoﬁ—up
processes. -

Ag; mentioned in the reQiew of the literature on Q/A,
several researchers have emphasized the differences between
comprehension and Q/A, and a number of them (Anderson & Bower,
1974; Lindsay & Norman, 1972) have drawn an analogy between Q/A
and problem solving. ;Lé‘results of the prese;t stﬁdy are not
incompatible With these theories of Q/A. Q/A and problem solving

may be similar aqd i1t 18 certalnly true that the processes of

Q/A and comprehension are not identical. However, it may be the
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cagse that research on comprehension has underestimated its

active, constructive nature27.

-

Parallel to the question—answéring/problem—solving(gnalogy,

18 the analéiy“drawn by Collins, Brown, and Larkin (1980) and
. . . s

Frederiksen (1981, 1982, in prep.) between comprehension and___/J/

problem Bolvingza. It can be ressonably hypothesized that
comprehension, question answering, problem solving, and, as

A
Greeno (1974) has suggested, learning all involve processes of

constructing conceptual structures In memory, and are therefore
LY

similar in that respect.

There 18 no need for empirical support for the logically >

obvious notion that Q/A and comprehension are not identical. Any
cognitive theory of Q/A which strives for a testable level of
explicit detalil would have to specify the differences between
Q/A and comprehension. However, relinquishing éo some extent the
press for explicitness that characterizes information-processing

psychology (Floden, 1981)29,‘the results of this study suggest

27 This 1issue.-is- related to the criticisms addressed to
excessively text— or schema-based conceptions of- discourse
processing, discussed in the Process section of Chapter 2.

28 While those who draw an analogy between Q/A and problem
solving have a primarily means—-ends—-analysis conception of
problem solving, Collins et al. and Frederiksen, whogse work 1is
more recent, view problem solving as a structure-building
process.

29 Floden {1981} has attributed this feature of modern cognitive
psychology to the influence of computer science, Winograd (1977)
has pointed out the overformalization that results from the
desire for “getting a [computer] system to work” (p. 85), and J,
R. Anderson, Kline, and Lewis (1977) have polnted out that with
the high level of specification needed in computer simulation,
"{t 18 almost certaln that, whatever we attempt to model, the
model will be wrong [...] but [...]" {p. 309).
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that, at a global level, if someone has understood a unit of

information, s/he must be able to answer comprehension é%estiona

relevant to 1it. -

Obviously this conclusion is at least limited by the type
of question asked. The questions that wére used in this study
vere intended to be ‘straight comprehension’ questions.
Conceivably, some other types of questions can force the
language user to draw inferencea'and coastruct structures other
than those drawn and bulilt spontaneously during comprehension.
In fact, Kubes (1982) has shown that comprehension is not
sufficieqt for integration, i.e.,, for answering questions
requiring the connection of informatien acquired in different
pagsages,

It remalng algo to be seen whether there are significant

N ;2qualitat1ve differences between information produced in free

recall and that produced in response to questions. More fine-
grained, primarily qualiﬁative aﬁalyaes are needed‘to determine
the nature of the relationship betwegn comprehension and Q/A.
Prame analysgsis of discourse (FPrederiksen, 1982, in prep,)
. ! -4
provides a basis for a2 principled way of conducting such
analyses. Also, analyses involving the classification of}ﬂﬁg
inferences (Frederiksen, 1979, 1981) drawn in each task d&uld
tell us more about how comprehension and Q/A are related.
Further research is needed to determine whether the similarities
found between comprehension and question answering reflect

primarily shared processes or shared cognitive structures,

These limitations also apply to the respults regarding the
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relationship between comprehension and Q/A in the pregence of
text. The study provides evidence showing that answering
questions while referring to the text involves both
comprehensjion-type processes and specific question answ?ring
abilities, It thus reflects comprehension as well as independent
Q/A processes. Moreover, it blases the language user towards a

more literal representation of discourse than one normally

congtructsa.

What were the students doing cognitively during this task

however? Frase (1975) has argued that memory is affected'by the

re—encoding of information. Re-encoding is an important feature
of this task, but at this point, we can only apeculate on the
processes that underlie the task. It is highly probable that, as
Nicholson and Imlach {1981) and Johhaton (1982) have argued,
students were slmply searching for relevant information and
manipulated it minimally to generate answers, It is also
possible that they were using the text to fill the missing

information of the atructures that they had built previously,

Another possibility 1is that they were constructing frames that

they had failed to construct in the absence of the text, under
surface structure constraints, There may also bé-considerable
individual differences and contextual variation in what students
choose to do in such a task. For an understanding of the actual
cognitive activities of students during thias task, more
detailed, mainly qualitative analyses are needed (e.g., coding
students responses on the basis of the frame analysis of the

passages and comparing them to a frame-based coding of
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propositions produced in the absence of text). It would also be
interesting to conduct a study in which Q/A with text is not
precéded by reading, recall, and Q/A without text,

In any case, the pattern of relationships that was found
between comprehension and the two Q/A tasks has a number of
educational implications. In a Q/A task where the text is
avallable to students, comprehension processes are involved but
so are question-specific processes of information search and
inference. What such a task measures depends on the type of
questions asked and {1t aléo produces highly literal responses.
If, on the other hand, questions are answered after reading but
without access to the text, responses would prinéipally reflect
the memory structures that were generated during comprehension.
Thus, while Q/A—éé—text more directly reflects previous
comprehension, the frequently-uased task of Q/A in the presence
of text inyolvea comprehension ééi other processes and does not
gseem an aJ@ﬁuate reflection og‘what comprehenders do
spontaneously to make sense of a text. As Johnston (1982) has
suggested therefore, it is not an npprop}iate method for the
assessment of comprehension,

The implications of another consistent finding of this
study are also to be noted, It was found that'the descriptive
passage was more difficult for students than the narrative, It
does not seem however that.textbook writers are informed of such
findings and, without wishing to generalize from a small sample,
it is interesting to note that the grade-six teachers who

[}
examined the two passages of this study commented that Magic
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Seeds, 1l.e., the degcériptive text, would be the easier of the
. +

two for the children. Moreover, in one of the passages, namely,

Discovery of Penicillin, some important structural aspects,

i.e., the problem frame and the plan structure, are rarely
stated explicitly. The text seems to disguise these aspects,
presumably to make it more comprehensaible for children,
Considering the relative difficulty of (problem) frame-related
que;tions over text—-based items, making the text more and more
concrete and only implying the high-level goals that direct the
event sequence do'no; seem to have helped the students, In view
of theilr responses to frame~-related questions, it seems that
children have difficulty understanding text atrﬁcturea that we
may expect them to understand,

Further research is needed to ensure the generalizability
of the above conclusions and studies of a more micro-analytic,
procesg-oriented nature are necessary for a fine;griined
characﬁfrization of the processes fnvolved in understanding
discourse and answering different types of questions relevant to
various text structures.

In view of the importance of reading comprehension and
question answering in the 1nformatio; processesa of our aociéty
in general and education in particular, and considering that
they are, for obvious reasons, of speclial interest to cognitive
sclentists, much more 18 to® be known about comprehension and
question answering. This studylauggesta that the former may be

just as constructive as the latter,
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APPENDIX

SCRIPT OF INSTRUCTIONS GIVEN TO THE STUDENTS

We are students at Mc¢cGill and we are trying to find out how
children like yourself learn from science books they read in
school. You can help us by doing some reading and telling us
about 1it.

This 1s not a test and it doesn't have anything to.do with
your marks in school. You shouldn't worry about things like
spelling and punctuation. We are trying to find out about how
things you read in school are understood by sixth graders and
about how to make these books better for you and your friends.

We are going to ask you to do some reading and some queation
answering today and some more next week at another session. Today
we are going to give you two booklets to work om. First you have
a couple of pages to read. Please read these pages carefully to
yourself once. You don't have to hurry.

When you are through with the reading, you should go to the
next page of the booklet and write in your own words what you
remember about the passage. You should not look back at the
reading when you are doing this.

After, you will find some questions. We want you to answer
these questions one after the other without going back and forth.

OK? Anyways on each page of the booklet you are told exactly
what to do. You'll find your way.

Once you are finished with the firat booklet, you must
anaswer the questions Iin the second booklet. These are the same
quegtions as before but this time you can look back at the
passage.

Ok? Do you have any questions?

Here are the booklets. Please do not atart working until I
tell you to do so. [DISTRIBUTEu.]

First of all please put your name at the top of each
booklet. Then, you can start working.' “1f you are finished before
your friends please wait. You can do some other workwhile
waiting. Go ahead. )

Debriefing )
How did you find this? Comments? [WE ANSWER THEIR'QUESTIONS...)
OK. We thank you very much for your help.

One more thing. Since we will be coming back next week
please don't talk about the material you have read.
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