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Abstract 
 Understanding the molecular mechanisms underpinning human diseases is critical for the 

development of targeted therapeutic strategies. In cancer research, we have seen significant 

advances in deciphering the roles of various proteins in tumorigenesis. In contrast, studies in 

developmental biology have revealed how protein misregulation can lead to severe congenital 

anomalies and neonatal mortality. However, an understanding gap exists between these fields. 

Our work aims to bridge this gap by examining the dual roles of a specific protein, CdGAP, in 

both cancer progression and embryonic development. 

 Initially, we investigated CdGAP's role in prostate cancer progression. Our analysis of 

ARHGAP31, the gene encoding CdGAP, across multiple prostate cancer cell lines indicated a 

positive correlation with cancer aggressiveness. High mutated CdGAP levels were linked with an 

increased likelihood of biochemical recurrence. These findings led us to hypothesize CdGAP as 

an oncogene in prostate cancer. Testing this hypothesis, we manipulated CdGAP levels in various 

cell lines and assessed their effects on cell migration and invasion. Our in vivo studies suggest 

that CdGAP loss impairs prostate cancer progression, marking it as a promising therapeutic 

target. 

 In the second part of our study, we explored CdGAP’s role in embryonic development, 

particularly in Adams-Oliver syndrome (AOS). Although largely deficient, literature shows 

placental dysfunction in AOS patients and a marked CdGAP expression increase in late-onset 

severe preeclampsia. Thus, we postulated that alterations in CdGAP expression or function could 

contribute to AOS pathogenesis. Using a CdGAP-AOS knock-in mouse model, we studied the 

ensuing embryonic and placental abnormalities. We found a link between placental dysfunction 

onset, impaired growth of the labyrinth, and embryonic lethality during late gestation. Also, we 

observed defective syncytial fusion in severe cases, concurrent with heart anomalies. 

 In conclusion, our study offers valuable insights into the dual roles of CdGAP in prostate 

cancer progression and embryonic development. These findings enrich our understanding of both 

cancer biology and developmental biology, and offer new avenues for therapeutic interventions 

in the fight against cancer and rare diseases. 
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Résumé 
 Comprendre les mécanismes moléculaires sous-jacents aux maladies humaines est 

essentiel pour le développement de stratégies thérapeutiques ciblées. Dans la recherche sur le 

cancer, nous avons assisté à des avancées significatives dans le déchiffrement des rôles de 

diverses protéines dans la tumorigenèse. En revanche, les études en biologie du développement 

ont révélé comment la dérégulation des protéines peut entraîner de graves anomalies 

congénitales et une mortalité néonatale. Cependant, un écart de compréhension existe entre ces 

domaines. Notre travail vise à combler cet écart en examinant les différents rôles d'une protéine 

spécifique, CdGAP, à la fois dans la progression du cancer et le développement embryonnaire. 

 Au départ, nous avons étudié le rôle de CdGAP dans la progression du cancer de la 

prostate. Notre analyse du gene ARHGAP31 codant pour la protéine CdGAP, dans plusieurs 

lignées cellulaires de cancer de la prostate a indiqué une corrélation positive avec l'agressivité du 

cancer. Des niveaux élevés de CdGAP mutée ont été liés à une probabilité accrue de récidive 

biochimique. Ces résultats nous ont amenés à émettre l'hypothèse que CdGAP agit comme un 

oncogène dans le cancer de la prostate. Pour tester cette hypothèse, nous avons manipulé les 

niveaux d’expression de CdGAP dans diverses lignées cellulaires et évalué leurs effets sur la 

migration et l'invasion des cellules. Nos études in vivo suggèrent que la perte de CdGAP entrave 

la progression du cancer de la prostate, suggérant que celle-ci pourrait representer une cible 

thérapeutique prometteuse. 

 Dans la seconde partie de notre étude, nous avons exploré le rôle de CdGAP dans le 

développement embryonnaire, en particulier dans le syndrome d'Adams-Oliver (SAO). Bien que 

peu documentée, la littérature montre une dysfonction placentaire chez certains patients atteints 

du SAO et une augmentation marquée de l'expression de CdGAP dans la prééclampsie sévère à 

début tardif. Ainsi, nous avons postulé que des altérations de l'expression ou de la fonction de 

CdGAP pourraient contribuer à la pathogenèse du SAO. En utilisant un modèle de souris knock-

in CdGAP-SAO, nous avons étudié les anomalies embryonnaires et placentaires qui en résultent. 

Nous avons trouvé un lien entre le début de la dysfonction placentaire, la croissance altérée du 

labyrinthe et la létalité embryonnaire pendant la gestation tardive. De plus, nous avons observé 

une fusion syncytiale défectueuse dans les cas graves, simultanément à des anomalies 

cardiaques. 
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 En conclusion, notre étude offre des informations précieuses sur les différentes fonctions 

de CdGAP dans la progression du cancer de la prostate et le développement embryonnaire. Ces 

résultats enrichissent notre compréhension de la biologie du cancer et de la biologie du 

développement, et offrent de nouvelles perspectives thérapeutiques dans la lutte contre le cancer 

et les maladies rares. 
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pathological event underlying labyrinth defects in the CdGAP-AOS KI mouse model. Syncytial 
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fusion defects were correlated with significant congenital heart development abnormalities in 

affected embryos and led to embryonic lethality. 
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1.0 General introduction 

 Several parallels can be drawn between the progression and development of various 

cancers in humans and the process of embryonic development. This is particularly evident as 

cancer cells co-opt the molecular mechanisms responsible for migratory and invasive potential in 

cells, typically utilized for wound healing and immune responses[1]. Despite decades-long efforts 

by researchers to bridge the gap between molecular mechanisms, which are either compromised 

or selectively exploited by cancer cells, and their potential role in underpinning developmental 

defects that often result in neonatal mortality[2], this area remains incompletely understood. 

Presently, more than 7,000 known rare diseases in humans can cause early death before the age 

of five[3]. Importantly, these conditions, often linked with anomalies in embryonic development, 

would impact an estimated 473 million individuals worldwide, out of a global population of 7.6 

billion. This implies that despite the “rare” designation, the collective prevalence of these 

diseases is indeed significant. However, the therapeutic landscape is disproportionately sparse, 

with less than 5% of FDA-approved drugs catering to these conditions, often at exorbitant costs 

due to the rarity of the disease[3]. Therefore, it becomes crucial to explore the potential roles of 

proteins, especially those previously linked with cancer, in embryonic development. Such 

concerted efforts can greatly augment therapeutic strategies and ultimately aid in reducing 

neonatal mortality rates. This broader investigation into the dual roles of these proteins not only 

contributes to our understanding of developmental biology but also provides potential avenues 

for the development of effective treatments for rare diseases and potentially cancer. 

 

1.1 Rho GTPases: general overview 

 The RAS homolog (RHO) family of GTPases, part of the larger RAS superfamily of 

guanine nucleotide-binding proteins, plays a fundamental role in various aspects of human life[4]. 

Dysfunctions in Rho GTPases can contribute to a range of human diseases[5], given their diverse 

functions in regulating cell polarity, movement, cell division, and cytoskeleton reorganization[6]. 

The crucial nature of these GTPases is underscored by the fact that nearly 1% of the human 

genome encodes proteins that either regulate or are regulated by direct interaction with Rho 

GTPases[6]. 



 26 

 Rho GTPases are regulated through a well-characterized mechanism that enables them to 

function as “molecular switches”. This allows them to cycle between inactive, GDP-bound states 

and active, GTP-bound states (Figure 1.1)[7]. Biochemical and structural studies have provided 

crucial insights into this regulatory cycle. Four classes of protein families participate in this 

process: Rho GTPase-activating protein (RhoGAP), Rho guanine-nucleotide exchange factor 

(RhoGEF), Rho Guanine nucleotide dissociation inhibitor (RhoGDI), and downstream effector 

molecules[7]. The RhoGAPs and RhoGEFs have opposing roles in this process, with RhoGAPs 

enhancing the intrinsic GTP hydrolysis reaction of Rho GTPases and RhoGEFs facilitating 

nucleotide exchanges from GDP to GTP[8]. Upon activation, the typically GTP-bound Rho 

GTPases[9] interact with downstream effectors to orchestrate a variety of biological functions[10]. 

Among their many roles, Rho GTPases are known to influence actin cytoskeleton reorganization. 

For instance, RhoA mediates the formation of stress fiber and focal adhesions, enabling 

actomyosin contractility[11], while Cdc42 and Rac1 are responsible for the formation of filopodia 

and lamellipodia at the cell periphery, respectively[12-14].  

 In humans, 20 members of the Rho family have been identified, falling into eight distinct 

subfamilies (Figure 1.2)[9, 15]. These members can be further divided into two categories: “typical” 

and “atypical” Rho GTPases (Figure 1.2)[9]. Atypical Rho GTPases differ from typical ones in 

the absence of the classical switch mechanisms[16, 17]. 
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Figure 1.1: Rho GTPase cycle. 

Rho GTPases act as “molecular switches”[7]. This cycle commences with inactive, GDP-bound 

Rho GTPases being activated by RhoGEFs, which enable the exchange of GDP for GTP[8]. Upon 

activation, these GTP-bound Rho GTPases interact with effector proteins, initiating a range of 

biological functions via downstream signaling pathways[9, 10]. RhoGAPs then regulate the cycle 

by accelerating the intrinsic GTP hydrolysis of Rho GTPases, effectively deactivating them and 

returning them to their GDP-bound states[8]. Further regulation is accomplished by RhoGDIs, 

which bind to GDP-bound Rho GTPases, preserving their inactive states[7]. 
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Figure 1.2: Subfamilies within Rho GTPases. 

The Rho GTPase family comprises 20 distinct members, which can be further subdivided into 

eight different subfamilies[9, 15]. These members can be broadly segregated into “typical” and 

“atypical” Rho GTPases. This classification largely depends on the existence or non-existence of 

classic molecular switch mechanisms and their preferred intracellular nucleotide-binding status[9, 

16, 17]. 

 

1.1.1 Regulation of Rho GTPase activity 

 Rho GTPases, with a molecular weight ranging between 21-25 kDa[18], often contain two 

essential domains: the conserved GDP-/GTP-binding domain (G domain) and a C-terminal 

hypervariable region with a CAAX motif[7, 19-21]. Five conserved motifs within the G domain (G1 

-G5) mediate nucleotide binding and hydrolysis[21]. G2 and G3, also referred to as the switch I 

and switch II regions of Rho GTPases, undergo structural rearrangements, thus regulating the 
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activity of Rho GTPases[7, 21]. Atypical Rho GTPases, such as those from the RND subfamily and 

RhoH, do not follow the classical switch mechanism. This could be due to missing several 

crucial amino acids in the G1 and G3 motifs (switch II region) within their G domains[16, 17], 

which are vital for nucleotide binding and hydrolysis[7, 21]. The regulation of the subcellular 

localization of activated Rho GTPases, often to the plasma membrane, adds an additional 

regulatory layer to Rho GTPase signaling. Notably, the CAAX motif within the C-terminal 

hypervariable region of Rho GTPases is susceptible to various posttranslational modifications on 

the cysteine residue, including prenylation[19, 20]. Furthermore, following prenylation on the 

CAAX motif, Rho GTPases may undergo carboxymethylation by isoprenylcysteine carboxyl 

methyltransferase (ICMT). This happens after the AAX tripeptide tail is cleaved by Ras 

converting CAAX endopeptidase 1 (RCE1) in the endoplasmic reticulum (ER)[22]. Finally, Rho 

GTPases undergo phosphorylation, which has been shown to affect not only their activation or 

downstream signaling but also their stability on the membrane[23-25]. 

 

1.1.2 RhoGDI 

 Rho guanine nucleotide dissociation inhibitor (RhoGDI) plays a pivotal role in keeping 

Rho GTPases in their inactive state and protects them against degradation or non-specific 

activations[26, 27]. The N-terminal region of GDI carries out key functions. Firstly, its interaction 

with the switch region of Rho GTPases through the N-terminal regulatory arm prevents the 

dissociation of GDP[28]. Secondly, the N-terminal region of GDI attracts the positively charged 

Rho hypervariable region, promoting the insertion of the CAAX motif. This motif undergoes 

post-translational modifications, including isoprenylation—a lipid modification that adds either a 

geranylgeranyl or farnesyl moiety. Such modifications allow the CAAX motif to fit into the 

hydrophobic pocket within the GDI, thereby facilitating the detachment of Rho GTPases from 

the membrane[28]. It is also suggested that RhoGDIs can shuttle Rho GTPases to different 

subcellular compartments[29, 30]. This occurs through the formation of inhibitory cytosolic GDI-

Rho GTPase complexes following the release of Rho GTPases from donor membranes[29, 31]. The 

human genome houses only three identified GDIs, making up the RhoGDI family: GDI1 

(GDIα)[32], GDI2 (GDIβ, LY-GDI, D4-GDI)[33], and GDI3 (GDIγ)[34]. While GDI1 is 

ubiquitously expressed[32], the expression of GDI2 and GDI3 is confined to specific tissues; 
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hematopoietic tissue for GDI2, and brain, lung, and pancreas, for GDI3[34]. Uniquely, GDI3 

possesses an N-terminal extension that enables it to anchor into the Golgi membrane[35]. 

 

1.1.3 RhoGEF 

 Rho guanine nucleotide exchange factors (RhoGEFs) play a critical role in the selective 

exchange of GDP for GTP in Rho GTPases[19]. Interestingly, the nucleotide exchange process 

involves an intermediate stage where the nucleotide-free Rho protein forms a complex with the 

GEF. Considering the nucleotide-free Rho protein’s higher affinity for intracellular GTP than for 

GEFs, the complex quickly dissociates, leading to the formation of an active Rho-GTP 

complex[36-38]. At present, the human RhoGEF family includes 74 Diffuse B-cell lymphoma 

(DBL) proteins and 11 dedicator of cytokinesis (DOCK) proteins[9, 39, 40]. 

 DBL proteins, initially isolated from diffuse B-cell lymphoma cells[41], influence Rho 

GTPases through the DBL-homology (DH) domain[39, 42]. A genomic search for DH domain-

containing proteins resulted in the discovery of 74 DBL-related GEF proteins. Of these, 46 are 

monospecific for Rho, Rac, and Cdc42, five are bispecific for Rho and Cdc42, and six are 

oligospecific for all three Rho protein subgroups[9]. Notably, despite the presence of the DH 

domain, usually followed by the pleckstrin homology (PH) domain, there is a low degree of 

homology among GEFs within the DBL family[43]. The DH domain serves a dual role: not only 

does it accelerate the nucleotide exchange of GDP-bound Rho GTPases by up to 107-fold[39], but 

it also determines substrate specificity[9, 44]. Within the DH domain, three characteristic and 

conserved regions, each composed of 10-30 amino acid residues, form α-helices[45, 46]. The PH 

domain, part of the DH-PH tandem and a signature motif of the DBL family, adds additional 

functionality to DBL proteins by promoting membrane targeting through its ability to bind 

phosphoinositides[47]. This binding aids in directing DBL proteins to their appropriate partners[39]. 

However, some exceptions exist: nine members of the DBL family lack the C-terminal tandem 

PH domain, and seven of the 20 DBL proteins studied do not mediate nucleotide exchanges[9]. 

Moreover, the DBL family presents a wide range of functional domains that facilitate 

interactions with other proteins or membrane lipids[48]. 
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 On the other hand, the DOCK family of GEFs, consisting of 11 members[40], can be further 

classified into four subfamilies: DOCK-A, DOCK-B, DOCK-C, and DOCK-D[40, 49]. The DOCK 

family features two characteristic and highly conserved domains. The DOCK homology region 

(DHR)-1 domain guides membrane localization via lipid binding, while the DHR-2 domain 

provides catalytic activity, resulting in the formation of an active Rho GTPase-GTP complex[40, 49, 

50]. It is important to note that while DOCK GEFs play a crucial role in regulating a broad range 

of biological functions, abnormal activities can contribute to diseases such as breast cancer, by 

promoting actin polymerization[51], and Alzheimer’s disease, through the accelerated formation 

of amyloid β plaques[52, 53]. DOCK GEFs are known to activate Rac1 and Cdc42, but not RhoA[54, 

55]. 

 

1.1.4 RhoGAP 

 The Rho GTPase-activating protein (RhoGAP) plays an essential role in the control of the 

Rho GTPase cycle. It terminates Rho GTPase signaling by accelerating the intrinsic GTP 

hydrolysis activity of Rho GTPases, converting them back to their inactive, GDP-bound form[43, 

56-58]. RhoGAPs have similarities with RhoGEFs due to their highly conserved catalytic 

domains[40, 45, 46, 49, 50]. The hallmark of the RhoGAP family is the highly conserved catalytic GAP 

domain, made up of seven α-helices [59-61]. To date, almost 70 RhoGAPs have been discovered, 

including p50RhoGAP, the first family member identified through biochemical analysis[59, 62-64]. 

The significance of RhoGAP was highlighted by observing faster GTP hydrolysis in living cells 

compared to under cell-free conditions, following the microinjection of GTP-bound RAS into 

cells[65]. The “arginine finger”, a highly conserved arginine residue in the GAP domain, stabilizes 

the GTP-hydrolysis transition state when inserted into the GTP-binding site of the respective 

Rho GTPases[36, 37, 66, 67]. Structural analyses reveal that RhoGAPs interact with residues within 

the switch regions (I and II) of Rho GTPase[7, 57, 68], helping manage the negative charges formed 

during the transition state and coordinating Rho GTPases with nucleophilic water molecules[69, 

70]. Comparative structural analysis has revealed similarities in tertiary structures between the 

GAP domains in RAS and Rho family proteins, despite differences in amino acid sequences[69, 71, 

72]. Inhibitory mutations replacing the conserved arginine residue with alanine in the arginine 

finger can lead to persistent Rho GTPase signaling[57, 59, 73]. 
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 RhoGAP family members share functional domains with the DBL family of RhoGEFs, 

including PH, coiled-coil, P, SH3, and BAR/F-BAR domains. These domains provide additional 

capabilities such as lipid and membrane binding, peptide and protein interaction, or enzymatic 

activities[41, 48, 58, 66]. Around 20% of RhoGAPs lack additional domains except for highly 

variable N or C-termini[59]. The activity of RhoGAPs may require the cooperative function of 

multiple domains and/or motifs, as the GAP domain alone may be non-selective and inefficient 

in cell-free conditions[59]. Intramolecular autoinhibition (e.g., GRAF and OPHN1)[74] and 

susceptibility to posttranslational modifications (e.g., p190GAP, CdGAP, and Mgc-RacGAP)[75] 

have been observed. The SH3 domain in p120RasGAP can competitively and selectively inhibit 

the well-known tumor suppressor deleted in liver cancer 1 (DLC1), a RhoGAP, by masking the 

catalytic arginine finger through protein-protein interactions[76, 77]. Given the vast number and 

wide expression of the RhoGAP family in humans, their tightly controlled activity is essential[59]. 

RhoGAPs also exhibit non-conventional, GAP-independent functions that broaden our 

understanding of their roles. For instance, ARHGAP36, CNTD1, DEP1, DEP2, FAM13B, 

INPP5P, and OCRL1 lack the highly conserved arginine finger within the catalytic GAP domain, 

rendering them catalytically inactive[59, 78]. Nevertheless, they can activate transcription factors 

(e.g., GLI), function as GAPs for other GTPase families (e.g., ARFGAP), and interfere with Rho 

GTPase signaling (e.g., regulation of cell cycle progression)[78]. 

 

1.1.5 Rho effectors 

 Rho GTPases, upon activation, orchestrate a broad range of biological functions through 

their association with Rho effector proteins[79-83]. More than 70 effectors have been identified for 

RhoA, Rac1, and Cdc42[25], and these are broadly categorized into two types: kinases[79-81] and 

scaffolding proteins[82, 83]. These types participate in downstream Rho GTPase signaling once 

they interact with the active, GTP-bound Rho GTPases[84]. Notably, kinases such as p21-

activated kinase (PAK), Rho-associated coiled-coil kinase (ROCK), citron kinase (CRIK), and 

protein kinase novel (PKN) mediate phosphorylation cascades[79-81]. In contrast, scaffolding 

proteins like the mammalian homolog of Drosophila diaphanous 1 (DIA1), Wiskott-Aldrich 

syndrome protein (WASP), and Rhotekin (RTKN) aid in signaling complex formation[82, 83]. 

Advancements in protein structure examination techniques have significantly enhanced our 
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understanding of the interactions between Rho effectors and Rho GTPases. The interaction 

between RhoA and ROCK, for instance, heavily depends on the GTPase-binding domain (GBD) 

within ROCK. This domain, composed of 13 residues of left-handed coiled-coil α-helices, binds 

to the switch and α2 regions of RhoA[85]. Similarly, the interaction and activation of Cdc42/Rac-

interactive binding (CRIB) motif-containing effector proteins, such as PAK1 and WASP, by 

Cdc42 and Rac1, are dependent on tight structural associations with their respective Rho 

GTPases. The GBDs within CRIB motif-containing effectors make extensive contact α1, switch 

regions, as well as α5 and β2 regions of Rho GTPases[86-88]. Various mechanisms have been 

proposed to explain Rho effector activation by Rho GTPases. The basic region just upstream of 

the CRIB motif within WASP is suggested to form electrostatic interactions with glutamate 

residues within Cdc42 (Glu49, Glu171, and Glu178), enhancing their interaction[89, 90]. Also, two 

invariant leucine residues at positions 69 and 72 within Cdc42 and Rac1 have been identified to 

form hydrophobic contacts with CRIB motif-containing effectors, contributing to their 

activation[91]. Further research is needed to fully understand these activation mechanisms. For 

example, in the case of p67PHOX, which interacts with various Rac1 regions using an α-helical 

domain composed of four tetratricopeptide repeat (TPR) motifs, it does not seem to interact with 

the switch II region[92, 93]. This interaction appears to be common and vital for the activation of 

other Rho effectors[85-88]. 

 

1.2 Rho GTPase signaling and oncogenic transformation of cells 

 Cells that have undergone transformation frequently display altered cytoskeleton 

organization, resulting in a fibroblast-like morphology with prominent stress fibers [94]. This 

characteristic is intimately associated with Rho GTPase signaling[95]. Overexpression of 

constitutively active mutant forms of RhoA, Rac1, and Cdc42 in rodent fibroblasts has been 

observed to induce anchorage-independent growth and tumor formation in nude mice[96, 97]. 

Similarly, overexpression of atypical Rho GTPases, like RhoU/Wrch1 and RhoV/Wrch2, in 

mouse fibroblasts can also exhibit oncogenic transformation capabilities, particularly when the 

negative regulatory NH2 terminus is removed[98-100]. Elevated expression levels of Cdc42 and 

RhoC have been connected with increased metastasis risks in patients with hepatocellular 

carcinoma, which negatively impacts patient survival[101, 102]]. However, the precise mechanisms 
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of Rho GTPase signaling in cancer need further investigation due to its complex interactions 

with other potent oncogenes like RAS or DBL[96, 103]. The reliance on Rho GTPase signaling seen 

in malignant transformations induced by various receptor tyrosine kinases (RTKs) and non-

receptor tyrosine kinases (NRTKs) may be related to the control of their subcellular localization 

by Rho GTPase signaling[104]. Additionally, Rho GTPase signaling contributes to the formation 

and maintenance of cancer stem cells. For example, RhoA and Rac1, when activated by VAV2, 

signal through c-Myc and Yes-associated protein (YAP) pathways. This leads to transcriptional 

changes that trigger a stem cell-like state with higher proliferative potential, signifying high 

tumorigenicity in head and neck squamous cell carcinoma (hnSCC) cells[105]. 

 

1.2.1 Mutations in RHOA, RAC1, and CDC42 genes in human cancers 

 “Hotspot” mutations are frequently observed in various oncogenes linked to RAS-

signaling, such as  RAS and RAF[106]. However, aberrations in expression levels are more 

commonly reported than mutations for Rho GTPases[15, 107-109]. This implies a potential 

cooperative relationship between Rho GTPases and their effectors, as well as RAS signaling 

effectors such as BRAF, CRAF (RAF-1), and mitogen-activated protein kinase kinase (MEK). 

This relationship highlights a diminished transformative capability of Rho GTPases[96-98, 110, 111]. 

Crosas-Molist and colleagues proposed that Rho GTPases could play a pivotal role in tumor 

progression following an initial driver mutation instigated by potent oncogenes like RAS[95]. This 

hypothesis is corroborated by two observations: 1) The oncogenic transformations induced by 

RAS are lost when dominant-negative mutant forms of Rho GTPases are expressed, and 2) the 

localization and activity of the tumor suppressor protein phosphatase and tensin homolog (PTEN) 

are regulated by Cdc42 and RhoA[112, 113]. Numerous mutations have been identified in RHOA, 

RAC1, and CDC42, with RHOA mutations being the most prevalent[114-117]. 

 Advancements in next-generation sequencing have identified three primary mutation 

hotspots on the RHOA gene, leading to alterations in the RhoA protein at sites R5, G17, and Y42. 

These mutations affect 15-25% of patients with diffuse gastric cancer[114]. Notably, the Y42 

mutation, specifically Y42C and located within the RhoA’s switch I domain[118], is the most 

common among patients with diffuse gastric cancer[114]. These mutations have also been detected 

in stomach adenocarcinoma and Burkitt lymphoma[119]. From a mechanistic perspective, the 
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RhoA-Y42C mutation is often associated with the loss of E-cadherin or the tumor suppressor p53 

in diffuse gastric carcinoma[120-122]. This mutation enhances binding to the effector protein 

ROCK and impedes GTP hydrolysis, leading to a gain-of-function phenotype. However, the 

interaction of RhoA-Y42C with GEFs and GDIs remains unchanged[122]. Besides diffuse gastric 

cancers[114], mutations in RHOA have been associated with bladder cancer, hnSCC, and breast 

cancer in humans, involving E40Q, G17A, and R5W point mutations[116, 117]. Furthermore, fast-

cycling mutations, specifically C16R and A161P, have been observed in adult T-cell 

leukemia/lymphoma (ATLL), leading to an accelerated exchange between GDP and GTP-bound 

states[115]. In contrast to Y42 mutation, the G17V mutation in RhoA is predominantly found (> 

90%) in certain subtypes of peripheral T-cell lymphomas including angioimmunoblastic T-cell 

lymphoma (AITL) and peripheral T-cell lymphoma not otherwise specified (PTCL-NOS). The 

G17V mutation impacts nucleotide binding as well as interactions with RhoGEFs, functioning as 

a dominant negative mutant[123-126]. Considering these mutations can significantly alter the three-

dimensional structure of RhoA[122-126], the signaling pathways activated by mutant RhoA may 

greatly vary[95]. 

 Similar to RhoA, fast-cycling mutations have been identified in the RAC1 gene, leading to 

alterations in the Rac1 protein. These changes include Rac1-N92I in melanoma, myeloma, and 

sarcoma; Rac1-C157Y in prostate cancer; and most notably, Rac1-P29S[127-129]. At the molecular 

level, these mutations enhance interactions with downstream effectors such as PAK1, mixed 

lineage kinase 3 (MLK3), and the WASP-family verprolin-homologous protein (WAVE) 

complex[130, 131]. These interactions are implicated in oncogenic transformation, characterized by 

the cells’ growth factor and anchorage-independent survival. Upon systemic overexpression, 

these interactions can further precipitate mesenteric lymphomas, thymic lymphomas, and 

squamous cell skin tumors in mice[132]. Furthermore, evidence exists indicating crosstalk 

between Rho GTPase signaling and RAS-MAPK signaling pathways. Increased tumorigenesis 

has been observed in melanoma mouse models expressing both the Braf-V600E and Rac1-P29S 

mutations[132]. The Rac1-P29S mutation has also been found to promote melanoma in mice 

deficient in Nf1 and Trp53[132]. Mechanistically, the combined effect of these mutations grants 

resistance against apoptosis and reduces the effectiveness of RAF and MEK inhibition[133]. This 

resistance is mediated by escalated expression of PD-L1, an immune system suppressor, in 

melanoma patients carrying Rac1-P29S mutations[134]. 
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 Compared to RHOA and RAC1, where numerous point mutations are found, CDC42 has 

only one known mutational hotspot, K166[114-117]. At present, mutations are largely limited to 

RHOA[116]. This could be due to their frequent involvement in cancer metastasis[135, 136], where 

typical pathogenic events involve transcriptional reprogramming and altered gene expressions, 

rather than specific mutations[137]. 

 

1.2.2 Role of Rho GTPases in cancer metastasis 

 Influenced by Rho GTPases, cancer cells can dynamically switch their mode of migration 

to invade and colonize distant organs. A critical event in this process is the epithelial-to-

mesenchymal transition (EMT), a mechanism exploited by cancer cells to dismantle cell-cell 

adhesions and establish front-rear polarity[1]. Three key Rho GTPases, RhoA, Rac1, and Cdc42, 

orchestrate migration by balancing protrusive and retractile movements. Rac1 and Cdc42 guide 

the formation of lamellipodia and filopodia, respectively—actin-rich protrusions at the leading 

edge—while actomyosin contractility, driven by the RhoA-ROCK-Myosin II pathway, controls 

the retraction at the rear[138]. Cancer cells can migrate either individually or as a collective, 

maintaining cell-to-cell adhesions (collective migration). Individual migration can be subdivided 

into elongated-mesenchymal migration and amoeboid migration[139-142]. Interestingly, amoeboid 

migration, characterized by lower matrix adhesion, high cortical actomyosin contractility[139, 140], 

and protease-independence[140, 143] or diffuse protease-mediated extracellular matrix (ECM) 

degradation[144], offers faster migration speeds. The plasticity of cancer cells is demonstrated by 

hypoxia-induced switches from collective to amoeboid migration in both breast cancer and 

squamous cell carcinoma[145]. Intravasation, the process by which cancer cells penetrate 

circulation by breaching blood vessel walls, is another critical aspect of metastasis[146, 147]. 

Tumors with greater vascularization show increased intravasation rates[147]. Once in the 

bloodstream, cancer cells must withstand various stressors, including immune system attacks, 

shear stress, and a lack of matrix adhesion, illustrating the complex, multi-step nature of 

metastasis[146]. Importantly, Rho GTPases, particularly RhoA, appear to play a crucial role in 

survival of cancer cells in the bloodstream[146, 148]. Depletion of ROCK1/2 in amoeboid 

melanoma cells has been shown to reduce tumor cell retention in the lung, and when ROCK 

activity is inhibited, cancer cells display decreased viability, matrix attachment, and proliferation 
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upon exposure to mechanical shear stress[146]. Therefore, a deeper understanding of Rho GTPase 

function could lead to innovative strategies to limit cancer cell survival and metastasis. 

 

1.2.2.1 RhoA 

 RhoA plays an essential role in the migration of cancer cells, regulating both the protrusive 

and retractile movements of the cell[138, 149]. The strong interaction between RhoA and ROCK 

governs the retraction of the cell body in breast cancer cells[138]. An important aspect of this 

retractile movement may be the formation of caveolae, small invaginations in the cell membrane, 

in response to low membrane tension. In this scenario, the RhoGEF, epithelial cell transforming 

2 (ECT2), is recruited by caveolin-1 to promote RhoA activation, which may be critical for 

retraction[150]. The retractile movement, regulated by RhoA, is particularly significant in 

collective migration[141, 142], where high actomyosin contractility at the rear of migrating groups 

is crucial[151]. Numerous studies have emphasized that cancer cells and leukocytes rely on 

actomyosin contractility, controlled by RhoA-ROCK interaction, to facilitate a switch towards 

amoeboid migration when confined[152-154]. Another mechanism for switching migration involves 

the ubiquitin ligase, SMAD ubiquitin regulatory factor 1 (SMURF1). This enzyme targets RhoA 

for degradation at the leading edge of cells displaying mesenchymal migration. When SMURF1 

is inhibited, it promotes amoeboid migration and simultaneously enhances the invasion and 

intravasation abilities of melanoma and colorectal cancer (CRC) cells[155]. The significance of the 

Rho family in modulating cell migration, especially the amoeboid style of movement, is further 

signified by studies involving RhoB[156] and RhoC[157]. For instance, the loss of RhoC in a mouse 

mammary adenocarcinoma model led to a significant decrease in cell motility and metastasis 

development[136]. In contrast, overexpression of RhoC promoted metastatic dissemination in 

melanoma cells, establishing its relevance to the metastatic process[135]. The role of Rho GTPases 

extends beyond cell migration to intravasation, a critical step in metastasis. For example, in a 

zebrafish model, overexpression of RHOC in breast adenocarcinoma cells resulted in a rounded 

amoeboid behavior, aiding cancer cell intravasation[158]. Additionally, amoeboid cancer cells with 

high RhoA-ROCK activity, further sustained by the direct physical interaction and induction of 

RhoA activity by macrophages[159], showed an increase in invasion and intravasation[155]. 
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1.2.2.2 Rac1 

 Overexpression of Rac1 often associates with an increase in EMT, linked with poor 

prognosis in multiple human cancers, such as non-small cell lung cancer (NSCLC)[160] and 

ovarian cancer[161]. Within ovarian cancer cells, extracellular signal-regulated kinase 2 (ERK2) 

stimulates Rac1/c-Jun N-terminal kinase (JNK) signaling via the activation of the Rac1 GEF, 

DOCK10. This activation leads to increased expression of the transcription factor, Forkhead Box 

O1 (FOXO1), conferring migratory phenotypes to the cells[162]. The activity of Rac1 is related to 

various modes of individual cell migration, including elongated-mesenchymal movement and 

amoeboid migration[163, 164], as well as collective migration, where Rac1-driven protrusions are 

seen in leader cells[165, 166]. For instance, breast cancer cells showcased Rac-facilitated, 

mesenchymal migration in wider channels, whereas, in confined narrow microchannels, they 

displayed blebbing, an amoeboid phenotype hallmark, and faster migration[167]. Most notably, the 

elongated-mesenchymal migration of melanoma cells can be attributed to Twist1, which 

collaborates with B-cell specific Moloney murine leukemia virus integration site 1 (BMI1) to 

suppress the microRNA let-7i, resulting in elevated expression of the Rac1 GEF, DOCK3[139, 168, 

169]. These findings underscore the significance of active Rac1 levels as a critical determinant of 

migration mode. This is influenced by the interaction between Rac1 and p67PHOX, which 

culminates in the production of reactive oxygen species (ROS)[170-172]. Specifically, the activation 

of the ROS-sensitive RhoGAP, ARHGAP5, inhibits Rho signaling in melanoma cells engaging in 

elongated-mesenchymal movements. Conversely, ROS inhibition by antioxidants triggered a 

surge in three-dimensional amoeboid invasion and metastasis[163, 164]. This observation is 

corroborated by the fact that blocking Rac1 signaling steers metastatic melanoma colonization 

through the preferential use of amoeboid migration[139]. However, maintaining the ability to 

switch between different modes of migration, hence bestowing plasticity upon cancer cell 

migration, might be crucial for cancer metastasis. Supporting this idea, melanoma cells bearing 

the Rac1-P29S mutation, which likely curtails ROS production[172], failed to construct functional 

invadopodia[173] and could not synergize with v-Raf murine sarcoma viral oncogene homolog B 

(BRAF) mutant mouse models to promote lung metastasis further[132]. 
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1.2.2.3 Cdc42 

 Cdc42 is a major player in cell migration, regulating the protein Formin-like protein 2 

(FMNL2), which, in partnership with profilin, enables this essential cellular function[174]. 

Notably, the activation of Cdc42 is dictated by its environment, particularly collagen at the 

leading edge of the cell, via the GEF β-P21-activated kinase-interacting exchange factor (β-PIX) 

and Slit-Robo GTPase-activating protein 1 (SrGAP1), fostering migration in fibrillar 

collagen[175]. The ECM surrounding the cell profoundly influences this activation process. For 

instance, the fibronectin matrix fails to activate β-PIX via α2β1 integrin signaling[175], 

highlighting the intricate interplay between cellular migration and the adjacent 

microenvironment. A study involving melanoma cells unveiled the variety of ways Cdc42 can 

impact cancer cell migration. In this research, Cdc42, through its effector protein Binds to Rho 

GTPases 3 (BORG3) and in conjunction with septin 9 (SEPT9), mediated actomyosin 

contractility and three-dimensional amoeboid migration[176]. Importantly, inhibition of Cdc42 in 

melanoma cells stifled both amoeboid and mesenchymal migration[176], implying that Cdc42 

facilitates migration via diverse activator/effector pathways. Beyond cell motility, Cdc42 

significantly contributes to the generation of mechanical forces at cell-cell junctions. Through P-

cadherin mediated Cdc42 activation, it governs cell polarization and induces collective 

migration[177]. In terms of the role of Cdc42 in intravasation, a downstream effector of Cdc42 

named N-WASP, is crucial for the formation of invadopodium and intravasation of mammary 

tumor cells[178]. Consequently, Cdc42 appears as a multifaceted participant in various stages of 

cell migration and intravasation. 

 

1.2.3 Role of Rho GTPase signaling as tumor suppressors 

 While it is less common, both in vitro and in vivo studies have provided evidence 

suggesting that Rho GTPases and their regulators can also function as tumor suppressors[179-184]. 

For instance, RhoB was shown to impair tumor growth by inducing apoptosis, in response to 

stress stimuli such as DNA damage and hypoxia[179-181]. In mouse fibroblasts, HRAS was found 

to repress RhoB expression via AKT, while HRAS-induced transformation was countered by the 

ectopic expression of RhoB[182]. Further evidence of the tumor-suppressive role of RhoB was 

demonstrated by increased skin tumor formations in mice subjected to a global RhoB 

knockout[181]. Rac1 has been identified to play tumor-suppressive roles, influencing cellular 
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senescence[130, 131, 185, 186], cell cycle[187, 188], and apoptosis[189-191]. For instance, Rac1 was found to 

hinder the assembly and constriction of the contractile ring, mediated by RhoA, ROCK, and 

Myosin II[192, 193], rendering its inactivation crucial for successful cytokinesis in mammalian 

cells[187]. Moreover, the induction of senescence during HRAS-driven transformation of normal 

human fibroblasts was mediated by Rac1 and NADPH oxidase 4 (NOX4), which increased ROS 

levels, elevated genomic instability, and subsequently led to p53 activation[130, 131, 194, 195]. In 

Rac1-knockout mouse embryonic fibroblasts (MEFs), the compensatory upregulation of Rac3 

triggered cellular senescence through ROS-mediated activation of p53[196]. In addition to Rac1, 

Cdc42 has also been identified as having a tumor-suppressive role through the induction of 

cellular senescence[197, 198]. For example, elevated Cdc42 activity was observed in several tissues 

of aged mice. Furthermore, a reduced function of Cdc42 GAP was inversely associated with 

increased genomic instability and premature induction of p53-dependent senescence in MEFs[198]. 

 Aside from typical Rho GTPases, there are indications of the tumor-suppressive roles of 

atypical GTPases, which may be regulated by different mechanisms[15]. For example, 

Rnd3/RhoE was found to inhibit the transformation of mouse fibroblasts induced by RAS or 

RAF[183]. The role of atypical Rho GTPases as tumor suppressors was further supported by 

RhoBTB3, whose activity significantly reduced the tumorigenic potential of RAS or Early region 

1A (E1A)-transformed MEFs[184], and by RhoBTB2 in Drosophila epithelial models. In the latter 

case, the deletion of RhoBTB (Drosophila ortholog of human RHOBTB2) not only increased 

anchorage-independent growth but also tumorigenesis through cooperation with Yki (YAP/TAZ 

orthologs)[199]. 

 

1.2.3.1 Mechanisms underlying tumor suppressive roles of Rho GTPases 

 Rho GTPases are potentially capable of preventing tumor formation through several 

proposed mechanisms: 1) by controlling progenitor differentiation[200-202], 2) by maintaining and 

regulating cell polarity[202, 203], and 3) by promoting apical extrusion[204-206]. For example, the 

deletion of a chromosomal region, leading to the loss of one copy of the CDC42 allele, is 

frequently observed in neuroblastomas with N-MYC amplification[200]. A reverse correlation 

between N-MYC and CDC42 gene expression was further evidenced by a reduction in CDC42 

gene expression in neuroblastoma cells following N-MYC overexpression[200]. Crucially, 
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increased differentiation of neuroblastoma cells into neurons was associated with the ectopic 

expression that elevated Cdc42 activity[200]. Similarly, deletion of the CDC42 gene from mouse 

bone marrow resulted in the suppression of erythroid differentiation and the hyperproliferation of 

blood progenitors[201]. Finally, epithelial cells transformed by HRAS-G12V were eliminated into 

the lumen via a process known as “apical extrusion”. This process, resembling the expulsion of 

apoptotic cells from an epithelium[207], involves the cooperative functions of Cdc42, ROCK, and 

Myosin-II[205, 206]. 

 

1.3 Prostate cancer: general overview 

 The prostate plays an essential role in preserving sperm health post-ejaculation and 

enhancing fertility by adding nutrient-rich alkaline fluid to the semen[208]. Relative to other 

structures in the urogenital tract, the prostate possesses a heightened predisposition towards 

malignant transformations[209]. Prostate cancer (PCa) typically arises from the epithelium, 

comprised of luminal, basal, and rare neuroendocrine (NE) cell types[210]. Luminal epithelial 

cells, expressing androgen receptors (AR), line the internal surfaces of the prostate ducts and 

secrete fluids and glycoproteins, known as prostate-specific antigens (PSA). The basal and NE 

cell types, in contrast, do not express ARs and remain ligand-independent (i.e., testosterone), 

allowing for their survival and proliferation in the absence of androgen[211]. From a 

socioeconomic standpoint, PCa is a major concern, affecting roughly one in six men[212]. The 

World Health Organization (WHO) records nearly 1.5 million new diagnoses worldwide, making 

PCa the second most frequently diagnosed disease and the fifth leading cause of cancer-

associated deaths among males[213]. Clinically, PCa affects regional lymph nodes in the pelvis 

below the bifurcation of the common iliac arteries and can metastasize to the lung, liver, and 

most commonly, the bone[214]. Over 90% of newly diagnosed PCa patients are reported to present 

with organ-confined or locally advanced cases[215], suggesting a favorable prognosis for the 

majority of cases[212]. However, despite these early-stage diagnoses, the 5-year survival rate 

plummets from approximately > 99% to 32% if cancer has spread to other body parts[216]. 

Additionally, despite the use of diagnostic techniques such as blood tests to assess PSA levels 

and digital rectal examinations[212], nearly 20% of patients are found to have widespread 

metastasis at the time of diagnosis[217]. This discrepancy in reported percentages may stem from 
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variations in study populations, diagnostic criteria, or other factors[212, 217], but it underscores the 

challenge in accurately predicting disease progression and highlights the urgent need for 

molecular biomarkers to better understand PCa pathogenesis. Histopathological changes such as 

disruption of normal cellular architecture and nuclear atypia of luminal cells[218], may be graded 

using the “Gleason Score” system, established by the International Society of Urologic 

Pathology (ISUP), to depict the aggressiveness of adenocarcinoma[219]. Higher Gleason Scores 

are associated with increased PCa aggressiveness and a higher risk of 5-year biochemical 

recurrence, defined as the rise in PSA levels above nadir—the lowest point in PSA levels 

following radical prostatectomy[220]. 

 

1.3.1 Pathogenesis of PCa 

 More than 90% of PCa cases are acinar adenocarcinomas, frequently entailing prostatic 

intraepithelial neoplasia (PIN), which originates from the benign epithelium of the acini or ducts 

within the prostatic gland[221-223]. PIN can be classified into low-grade and high-grade PIN, with 

high-grade PIN associated with a greater likelihood of progression toward adenocarcinoma. 

However, high-grade PIN does not raise PSA levels in the serum and cannot be detected through 

digital rectal examinations, only by needle biopsy[224, 225]. In the initial stages of pathogenesis, 

PCa growth is heavily dependent on AR, activated by ligand binding (i.e., testosterone and 

dihydrotestosterone). Upon ligand-bound receptor translocation to the nucleus[215, 226], 

interactions of motifs within the DNA-binding domain and ligand-binding domain promote AR 

homodimerization. This homodimer then binds androgen response elements (AREs) within 

transcriptional target genes, regulating cellular differentiation, proliferation, and apoptosis[227-229]. 

Moreover, several post-translational modifications, including phosphorylation, acetylation, and 

ubiquitination, further fine-tune AR signaling[230, 231]. Due to the diverse roles of AR, androgen-

deprivation therapy (ADT), whether via surgical methods or chemical castration aimed at 

lowering testosterone levels, is commonly employed to thwart PCa spread to other organs[215, 226]. 

However, resistance to ADT is prevalent, with patients inevitably advancing to castration-

resistant prostate cancer (CRPC) within 18 to 36 months[215, 232, 233]. Mechanisms underlying this 

progression involve modifications in AR signaling, which may transpire through AR gene 

amplification and altered levels of AR cofactors[215, 232-234]. Furthermore, mutations in AR or the 
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use of splice variants, enhancing the functionality of the Activation Function-1 (AF-1) domain 

(one of the two functional domains of AR, whose activation is androgen-independent), may also 

contribute to this pathogenic progression[215, 232-235]. 

 

1.3.2 General Risk factors associated with PCa 

 As outlined by Perdana et al., risk factors for PCa can be categorized into non-modifiable 

and modifiable risk factors[236]. Non-modifiable factors encompass age, race, and family 

history[236]. Race and ethnicity have a substantial correlation with PCa incidence[237], with 

elevated rates reported in Europe and Asia (33.5% and 26.5%, respectively), compared to 

continents such as Africa (6.6%) and Oceania (1.6%)[213]. Based on data from the National 

Cancer Institute, African American men experience the highest incidence rate within the United 

States, affecting one in six men compared to other ethnic groups, such as non-Hispanic white 

men[213]. Transcriptomic analyses have revealed differences in the expression of inflammatory 

and DNA repair genes between African American men and non-Hispanic white men, with 

upregulated or downregulated expression among African American men, respectively[238]. 

Additionally, alterations in metabolic pathways and cell cycle progression have been noted[239]. 

Moreover, a specific genetic variant, rs72725854, prevalent in populations of African and 

Caribbean descent and West Africans, which is more susceptible to mutation, has been associated 

with high PCa frequencies[240]. Analogous to race and ethnicity, a family history of any cancer or 

PCa in first-degree relatives significantly escalates PCa risks[241, 242]. This risk is attributed to 

mutations in DNA repair genes (MLH1, MSH2, MSH6, and PMS6) and homologous 

recombination genes (BRCA1/2, ATM, PALB2, and CHEK2)[213]. Age is another prominent non-

modifiable risk factor; the risk of PCa rapidly ascends after age 50[243-245], and over two-thirds of 

newly diagnosed PCa patients are over 65[246]. 

 Modifiable risk factors for PCa include obesity, smoking, and diet[236]. Numerous meta-

analyses have confirmed the positive correlation between obesity and PCa incidence[247, 248]. 

Smoking is recognized to be carcinogenic due to genotoxic and nongenotoxic effects, largely 

attributable to polycyclic aromatic hydrocarbons (PAH)[249]. This fosters PCa progression by 

aiding cancer cell proliferation and conferring resistance to apoptosis[250]. Meta-analyses 

emphasize the risks of smoking, with current smokers having nearly a 30% increased risk of 
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developing fatal PCa[249] and significantly higher recurrence rates among both current and former 

smokers compared to lifelong non-smokers[251]. Diet is intricately linked with obesity and 

significantly impacts PCa risk. A high-fat diet amplifies the risk of developing prostate, breast, 

and colon cancers[252, 253]. High dairy intake of milk and calcium (> 2,000 mg/day) is strongly 

associated with heightened PCa aggressiveness[254]. Although the exact mechanisms remain 

elusive, calcium might stimulate malignant transformations within the prostate by promoting 

cancer cell growth and providing resistance to apoptosis[255]. 

 

1.3.3 Molecular risk factors associated with PCa 

 At the molecular level, ARs play a significant role in the progression of PCa[209]. An 

inverse relationship has been discovered between androgen levels and PCa aggressiveness, with 

low serum androgen levels associated with an increased risk of PCa recurrence and advanced 

pathology[256]. Under conditions of low androgen, selective pressure on luminal cells may result 

in androgen-independent growth[209]. The prognostic importance of AR is demonstrated by 

studies revealing elevated levels of AR gene amplification in androgen-independent PCa cells[257]. 

Mutations in AR are rare among primary PCa but prevalent in CRPC[258, 259]. Over 1,000 

mutations in AR have been reported thus far, with more than 15% (159 mutations) predisposing 

men to PCa[260]. Mechanistic studies have demonstrated these AR mutations can lead to increased 

AR sensitivity in response to ligand scarcity[257, 261], non-androgen ligand binding, ligand-

independent activation of AR signaling, and activation of other growth factor signaling 

pathways[262]. In addition to AR mutations, upregulation of ERBB2/HER2, a member of the 

epidermal growth factor receptor (EGFR) family, has been observed in CRPC and may be 

accountable for androgen-independent transcriptional activation of ARs[263, 264]. In CRPC, the 

phosphoinositide 3-kinase (PI3K)-AKT-mammalian target of rapamycin (mTOR) pathway is 

often excessively activated[265, 266]. The importance of this pathway in CRPC is underscored by 

the frequent mutations (20%) seen in the tumor suppressor gene PTEN, which negatively 

regulates the PI3K-AKT-mTOR pathway[267]. Loss of PTEN can lead to abnormal PI3K-AKT-

mTOR signaling and impaired AR regulation[263], contributing to PCa aggressiveness. Up to 20% 

of high-grade tumors lack PTEN expression[268]. Moreover, the dysregulation of Rho GTPase 



 45 

signaling, which plays diverse roles in cells, may enhance tumorigenesis as well as metastasis in 

PCa[269-271]. 

 

1.3.4 Role of Rho GTPases in PCa 

 Rho GTPases, serving as both tumor suppressors and oncogenes, play critical roles in PCa. 

The tumor suppressive RhoE/Rnd3 negatively regulates cyclin B1 and Cdc42, inducing cell 

cycle arrest and apoptosis in PCa cells, and is downregulated in prostate tumors[272]. In contrast, 

RhoA, Rac1, and Cdc42 function as oncogenes in PCa. RhoA, working with ROCK and Myosin 

II, increases resistance to membrane disruption in PCa cells, as evidenced in a fluid shear stress 

assay[269]. Furthermore, ROCK, through its association with LIM domain kinase (LIMK) and 

cofilin, stimulates YAP activity to promote migration in PCa cells, suggesting a mechanism by 

which Rho GTPase signaling may enhance lymph node invasion[273]. Notably, the gain-of-

function mutant, Rac1-Q61R, analogous to Q61 mutants in KRAS, has been identified in PCa[274]. 

Cdc42 regulates β1-integrin expression, which is essential for the interaction between cancer and 

endothelial cells. Depletion of Cdc42 hampers metastasis in PCa[270]. Rho GTPase regulators and 

downstream effectors also play significant roles in PCa. The expression of T-cell lymphoma 

invasion and metastasis-inducing protein 1 (TIAM1), a Rac1 GEF, is increased in prostate 

carcinoma[275]. Phosphatidylinositol-3,4,5-triphosphate-dependent Rac exchange factor 1 (P-

REX1), a RacGEF, is crucial for resistance to VEGF/VEGFR-targeted therapy. Silencing P-

REX1 diminishes Rac1 hyperactivation in therapy-resistant cancer stem cells and augments 

responsiveness to bevacizumab (anti-VEGF) and sunitinib (anti-VEGFR)[271]. 

 

1.3.5 Targeting Rho GTPases in PCa 

 A variety of in vitro and in vivo studies have uncovered promising results in the treatment 

of PCa by impeding Rho GTPases. For example, NSC23766, a compound engineered to interrupt 

the interaction between Rac1 and TIAM1 effectively ceases the proliferation, anchorage-

independent growth, and invasiveness of PCa cells[276]. Similarly, AZA1, a dual inhibitor of Rac1 

and Cdc42, attenuates the proliferation and migration of PCa cells in vitro and improves survival 

rates in xenograft mouse models[277]. Utilizing a targeted approach to inhibit Cdc42, a small 

molecular inhibitor known as ZCL278 obstructs the interaction between Cdc42 and its GEF, 
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intersectin, resulting in a substantial reduction in the migration of metastatic PCa cells by 

inhibiting actin-based motility[278]. Additionally, the downstream signaling of RhoA can be 

modulated by targeting ROCK[279]. For instance, the ROCK inhibitor, Y-27632, has demonstrated 

a significant reduction in PCa metastasis in mice[280]. 

 

1.4 Rho GTPase signaling in development 

 in vivo studies of Rho GTPases have significantly enriched our understanding of their roles 

within a physiological setting. Their importance can be underscored by their vital functions 

during embryonic development[281]. For example, germline deletions of Rac1 and Cdc42, two of 

the most extensively researched Rho GTPases[9, 15], result in early embryonic lethality around 

embryonic day (E) 5.5 (E5.5). These embryos exhibit reduced size, suggesting that Rac1 and 

Cdc42 play pivotal roles prior to the commencement of gastrulation[282, 283]. The role of another 

Rho GTPase, RhoA, in embryonic development has not been as thoroughly examined, although 

its removal also culminates in embryonic lethality[284]. The critical role of Rho GTPases in 

embryonic development is further emphasized by the rare familial disease known as “Adams-

Oliver syndrome” (AOS). In this disorder, a nonsense, truncating mutation has been identified in 

CdGAP, a GAP for Rac1 and Cdc42, encoded by ARHGAP31[285]. Moreover, affected individuals 

frequently display transverse terminal limb defects (TTLD)[286, 287], which bear a striking 

resemblance to the phenotypes of limb bud-specific deletions of Rac1 and Cdc42, leading to 

shorter limbs and a plethora of skeletal abnormalities[288, 289]. 

 

1.4.1 Rac1 

 During embryogenesis, Rac1 proves critical in the gastrulation stage, particularly for the 

establishment of the anterior-posterior body axis[290, 291]. A germline deletion of Rac1 disrupts the 

anterior-posterior body axis due to defective collective migration of anterior visceral endoderm 

(AVE) cells[291]. These AVE cells set the presumptive anterior end and create the anterior-

posterior axis in E6.0 mouse embryos[292]. Rac1 manages the shape and movement of AVE cells 

in a cell-autonomous manner, primarily by controlling the actin cytoskeleton[291]. Intriguingly, 

only the conditional deletion of Rac1 in the visceral endoderm, mediated by a transthyretin-Cre 
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recombinase, resulted in abnormal AVE cell migration or a disrupted anterior-posterior body axis. 

In contrast, Rac1 deletion in the epiblast did not trigger these effects[291]. Rac1 is indispensable 

for both cell-cell and cell-matrix adhesion during collective migration[290, 291]. For instance, upon 

Rac1 depletion in the epiblast, the resultant embryos display disorganized somites and an 

enlarged primitive streak. These changes correlate with failures in EMT, exemplified by impaired 

migration of mesodermal cells away from the primitive streak and pronounced alterations in 

actin cytoskeleton structures, including lamellipodia and filopodia[290]. 

 
1.4.2 Cdc42 

 Cdc42, acting as a cell polarity regulator, was first implicated as important when Cdc42-

null embryoid bodies exhibited unusual apoptosis of cells attached to the basement 

membrane[293]. Changes were observed in epiblast cells, demonstrating a diffuse expression 

pattern of α-catenin, β-catenin, and E-cadherin, and in ectodermal cells, where the expression 

level of the tight junction protein, Zonula Occludens 1 (ZO-1), was diminished[293]. Significantly, 

the expression level of atypical Protein kinase C (PKC), a pivotal factor in establishing polarity 

in epithelial cells[294, 295], was also reduced[293]. The key role of Cdc42 in maintaining epithelial 

cell polarity is due to its ability to assemble a complex with Partitioning-defective 6 (Par6) and 

αPKC at the apical plasma membrane[294, 295]. PTEN-mediated segregation of phosphoinositides 

may assist Cdc42 recruitment to the apical membrane[296]. This process is of paramount 

importance, considering that many organs comprise tubules lined by polarized epithelium, which 

serve as both a transport and diffusion barrier, selectively enabling nutrient absorption[297]. 

Therefore, a dysfunctional Cdc42 during embryogenesis could lead to severe outcomes. 

Evidence of the critical role of Cdc42 during organogenesis comes from targeted ablations of 

Cdc42 during the development of the pancreas[298], lung[299], and kidney[300]. For instance, when 

Cdc42 was deleted at the onset of pancreatic development, the localization of the apical 

membrane protein, mucin, was disrupted[298]. Moreover, Cdc42 proved essential for branching 

morphogenesis during lung development. The lungs of Cdc42-deficient embryos at E14.5 

appeared enlarged and dilated, with disorganized tubules, manifesting neonatal deaths due to 

respiratory failure[299]. At the molecular level, the expression levels of the apical membrane 

proteins ZO-1 and Par3 were dramatically reduced, and E-cadherin was mislocated at the apical 
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surface of the epithelium[299]. Similarly,  catastrophic effects were noted following the podocyte-

specific deletion of Cdc42, resulting in postnatal death due to renal failure[300]. 

 

1.5 CdGAP: general overview 

 The discovery of CdGAP can be attributed to the utilization of the Y40C mutant of Cdc42 

as bait, identifying a novel serine- and proline-rich GAP in a yeast two-hybrid screen[301]. The 

gene encoded a protein of about 820 amino acids, with a predicted molecular weight of ~90 kDa. 

Interestingly, when overexpressed in fibroblasts, CdGAP was capable of down-regulating Cdc42-

dependent filopodia and Rac-dependent lamellipodia, but not Rho-dependent stress fiber 

formation[301]. The protein was found to have five proline-rich sequences in the carboxyl 

terminus, with a potential SH3 binding motif, pXPpXP (where p indicates a preference for 

proline residues)[301]. Following the discovery of the mouse CdGAP, a search for homologous 

genes led to the identification of a human cDNA (KIAA1204) that encoded an orthologous 

protein, exhibiting high sequence similarity within the entire amino acid sequence (76%) and 

within the RhoGAP domain (97%)[302]. The mRNA of both mouse and human CdGAP showed 

ubiquitous expression, with higher levels in the heart[302]. Moreover, both forms exhibited a 

dramatic shift in migration (detection at 250kDa) when resolved by SDS-PAGE, suggesting 

susceptibility to post-translational modifications[302, 303]. Overexpression of CdGAP in various 

cell types reduced cell spreading and lamellipodia formation[285, 304, 305], pointing towards its 

biological functions. The protein’s activity has been found to be regulated through 

phosphorylation[303, 306, 307], protein-protein-interaction with scaffolding proteins[304, 308, 309], as 

well as autoregulation[285]. Current understanding defines CdGAP as a protein comprising several 

domains, including an N-terminal GAP domain, a stretch of poly-basic residues[310], a basic-rich 

(BR) central region, a proline-rich domain (PRD), and a largely unstructured C-terminal region. 

Each of these domains carries out unique functions[307] (Figure 1.3). 
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Figure 1.3: Regulatory domains of CdGAP. 

CdGAP, as it is currently understood, is composed of several regulatory domains, each linked 

with unique biological functions: PBR, GAP, BR, PRD, and the C-terminus[307, 310]. The 

subcellular localization of CdGAP can be directed by several mechanisms. For instance, its 

membrane localization is regulated by the PBR[310], while the scaffolding protein Ajuba preserves 

CdGAP in its inactive state at cell-cell contacts by interacting with CdGAP’s C-terminal 

region[309]. Furthermore, cytoplasmic retention of CdGAP is assisted by the binding of two 

phosphorylated serine residues (Ser1093 and Ser1163) by 14-3-3β[307]. In addition, the GAP 

activity of CdGAP can be impeded via the interaction between its BR and the scaffolding protein 

intersectin[304, 308]. Of major significance, CdGAP is capable of translocating to the nucleus to 

modulate the transcription of genes (such as E-cadherin) using its PRD, a function independent 

of GAP[311]. This action is facilitated by nuclear localization signals found at both the N and C-

terminus of CdGAP[312]. 

 

  



 50 

1.5.1 Functions associated with the poly-basic region (PBR) 

 Dysfunctional RhoGAPs, including CdGAP, are intimately associated with the 

pathogenesis of human diseases[5, 285]. Their activity, therefore, requires stringent spatial and 

temporal regulation[59]. Multiple mechanisms for this regulation have been identified, one of 

which involves a small polybasic region (PBR) near the N-terminus of CdGAP. Preceding the 

GAP domain, this region is essential for dictating the membrane localization of CdGAP[310]. A 

lipid overlay assay has shown that CdGAP’s PBR strongly associates with several lipids, such as 

PI(4)P, PI(4,5)P2, PI(3,4,5)P3, and cardiolipins. However, only PI(3,4,5)P3  could bind to CdGAP 

when lipids were inserted into vesicular membranes[310]. This interaction between the PBR and 

PI(3,4,5)P3 is vital for the translocation of CdGAP to the plasma membrane, a process reliant on 

phosphatidyl inositol-3 kinase (PI3K). This process further modulates Rac1 activity[310]. The 

significance of PBR in CdGAP’s translocation was further elucidated through site-directed 

mutagenesis. In this approach, the substitution of lysine residues within the PBR with glutamine 

residues led to a significant reduction in cell rounding—an outcome ascribed to altered GAP 

activity of CdGAP. Also, a truncation lacking the PBR (17-1425), or a dysfunctional PBR (KQ 

mutant), increased the spreading of COS-7 cells on fibronectin, an effect mirroring the phenotype 

of a GAP-dead CdGAP mutant[310]. Like CdGAP, other RhoGAPs, such as p190RhoGAP and 

DLC1, also harbor PBRs that mediate their interactions with lipids, crucial for their GAP activity 

and cellular functions[313-315]. However, the electrostatic interactions between the PBR and lipid 

heads do not directly determine lipid binding specificity. Instead, affinities against several lipids 

have been observed to correlate directly with an increase in positively charged CdGAP and 

DLC1[310]. 

 

1.5.2 Functions associated with basic-rich (BR) central region 

 Researchers embarked on a mission to identify binding partners for the C-terminal PRD of 

CdGAP. This pursuit led to the uncovering of an endocytic scaffolding protein, intersectin[304]. 

Intersectin comprises two N-terminal Eps-homology (EH) domains, a putative coiled-coil 

domain, and five C-terminal SH3 domains (SH3 A-E)[316]. Though the EH domain of intersectin 

is recognized for its interaction with epsin - enabling its localization to clathrin-coated pits[317] - 

intersectin also interacts with a host of proteins outside the realm of endocytosis, such as Son of 
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sevenless homolog 1 (Sos1), Numb, WASP, and CdGAP, using its SH3 domains[317-322]. Upon 

observing the co-localization of CdGAP with intersectin in fibroblasts stimulated by platelet-

derived growth factor (PDGF), researchers proposed a regulatory mechanism involving protein-

protein interaction. This mechanism was found to be associated with concurrent inhibition of 

GAP activity[304]. Intriguingly, while the absence of the C-terminal PRD did not compromise 

intersectin’s capability to bind and interact with CdGAP, the inhibition of GAP activity - an 

effect observed in tandem with interaction with intersectin - was dependent on PRD[304]. In 

addition, pull-down assays pinpointed the SH3D domain of intersectin as an essential component 

for mediating the inhibition of CdGAP activity[304]. Further investigation led to the identification 

of an unconventional SH3 binding motif, xKx(K/R)K, within the BR region of CdGAP (SKSKK) 

as a critical element orchestrating the interaction between CdGAP and the SH3D domain of 

intersectin[308]. Only one other protein, Numb, an adaptor protein featuring a similar SKSKQ 

motif, has been documented to interact with the SH3D domain of intersectin[321]. This finding 

underscores the pivotal role of the evolutionarily conserved lysine residues within the BR region 

of CdGAP[308]. The replacement of these lysine residues with alanine diminished the GAP 

activity[308]. However, in alignment with earlier observations[304], the inhibition of GAP activity 

was contingent on PRD. This was evidenced by the fact that substitution in the SKSKK motif 

that hinders the interaction between the SH3D domain and CdGAP only mildly affected GAP 

activity in a CdGAP mutant devoid of PRD[308]. 

 

1.5.3 Functions associated with the proline-rich domain (PRD) 

 The proline-rich domain (PRD) within CdGAP has been recognized as a requirement for 

an array of diverse functions, from its susceptibility to phosphorylation[302, 303] to its involvement 

in transcriptional regulation[311]. Previous research has revealed that glycogen synthase kinase 3 

(GSK-3) and ERK1/2 prominently phosphorylate the serine and threonine residues present in the 

PRD of CdGAP[303]. The PRD is also characterized by the presence of numerous S/T-P motifs, 

constituting the minimum consensus motif for ERK phosphorylation[323]. When Swiss 3T3 

fibroblasts underwent treatment with the MEK1 inhibitor, PD98059, a marked decrease was 

noticed in CdGAP phosphorylation in response to growth factors such as PDGF[303], suggesting 

possible crosstalk between CdGAP and the mitogen-activated protein kinase (MAPK) signaling 
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pathway. ERK1 targets Thr776 specifically for phosphorylation, thereby suppressing the GAP 

function of CdGAP. The substitution of the threonine residue with an alanine residue resulted in 

a notable increase in the GAP activity of CdGAP towards Rac1[303]. Though a similar 

phosphorylation pattern of serine and threonine residues can be observed in human CdGAP, only 

Thr776 - the phosphorylation target of ERK1 - is conserved in the human ortholog[302]. Even in 

the absence of the Dok/Erv/FPS/FER (DEF) domain, an ERK-docking site, in the human 

ortholog, ERK1/2 proteins persistently coimmunoprecipitate with human CdGAP, suggesting the 

potential existence of a novel ERK-docking sequence[302]. Further research pinpointed both 

isoforms (α/β) of GSK-3 as binding partners of CdGAP and mediators of CdGAP 

phosphorylation under serum-starved conditions[306]. GSK-3 phosphorylates Thr776, a site also 

targeted by ERK1/2. The inhibition of this activity precipitated a significant reduction in 

endogenous CdGAP phosphorylation in fibroblasts[306]. Post serum starvation, upon serum 

reintroduction, both protein and mRNA levels of CdGAP increase; however, GSK-3 mediates 

only the protein-level increase, not the mRNA levels of CdGAP, indicating its role in the post-

transcriptional regulation of CdGAP[306]. 

 Within ErbB2-transformed breast cancer cells, CdGAP employs its PRD to 

transcriptionally repress E-cadherin gene expression[311]. CdGAP forms a regulatory complex 

with ZEB2, which subsequently binds to the E-BOX elements of E-cadherin (Figure 1.4). 

Following CdGAP knockdown, expression levels of transcription repressors Snail1 and ZEB2 

diminished in ErbB2 breast cancer cells. This phenomenon correlated with hindered tumor 

growth and a substantial reduction in lung metastasis in vivo[311]. 
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Figure 1.4: CdGAP is involved in transcriptional regulation of E-cadherin in breast cancer 

cells. 

In breast cancer cells, CdGAP orchestrates the transcriptional repression of E-cadherin 

expression. This process involves the localization of CdGAP to the E-BOX elements, situated 

upstream of the transcriptional start site, within the E-cadherin gene. Crucially, this interaction 

necessitates the involvement of CdGAP’s PRD in partnership with ZEB2 and other 

corepressors[311]. 

 

1.5.4 Functions associated with the C-terminus of CdGAP 

 The largely unstructured C-terminus of CdGAP is crucial for its spatial and temporal 

regulation[307, 309]. The C-terminal region of CdGAP, besides the central region that interacts with 

intersectin, resulting in subsequent inhibition of CdGAP activity[304, 308], is known to interact with 

the LIM-domain-containing scaffolding protein, Ajuba[309]. The significance of this interaction 

was underscored by two AOS-associated mutations in CdGAP. These mutations disrupt the 

interaction, leading to amplified perturbations in cell junctions in a GAP-dependent manner[309]. 

A subsequent study aimed at pinpointing the amino acid residues phosphorylated by RSK found 

two serine residues within the C-terminus – Ser1093 and Ser1163 – to be pivotal. These residues 

enable the binding of the 14-3-3β adaptor protein, leading to the sequestration of CdGAP in the 
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cytoplasm[307]. The phosphorylation, which creates docking sites for 14-3-3β, had profound 

functional implications. These included alterations in cell morphologies and migration, which 

could be attributed to GAP activity towards Rac1. Additionally, there was a loss of E-cadherin 

transcriptional repression, an effect linked to the impairment of CdGAP’s nucleocytoplasmic 

shuttling[307]. Similar regulatory mechanisms involving 14-3-3β have been documented in several 

other RhoGAPs, such as DLC1, ARHGAP22, and RhoGEFs, such as A-kinase anchoring 

protein-Lbc (AKAP-Lbc)[307]. Furthermore, evidence has shown that Ser1093 of CdGAP 

undergoes phosphorylation through VEGF and angiopoietin-1 signaling in endothelial cells[324]. 

This suggests that the regulation of CdGAP’s C-terminal region may be influenced by various 

agonists in different cell types[307]. Intriguingly, even upon the replacement of the two serine 

residues with alanine, a residual interaction was detected, implying the existence of additional 

domains in CdGAP capable of binding 14-3-3β, including the BR[307]. 

 

1.5.5 CdGAP is controlling a vast array of biological functions 

 The role of CdGAP, a pivotal regulator of cellular migration[325, 326] and durotaxis[327], 

extends across complex physiological processes. Through its interaction with essential cellular 

structures and signaling pathways, CdGAP orchestrates a variety of cellular functions[325]. 

 Within the cellular ecosystem, CdGAP, localized to adhesion contacts through its 

interaction with the scaffolding protein α-parvin (also known as actopaxin), fundamentally 

controls cell spreading and chemotaxis, especially evident in U2OS osteosarcoma cells[305]. 

Studies using nontumorigenic murine mammary gland (NMuMG)-immortalized mouse 

mammary cells, expressing the activated Neu (rat ortholog of ErbB2) receptor, revealed elevated 

endogenous CdGAP levels in mammary tumor explant cells compared to control cells[328]. 

Transforming growth factor-β (TGF-β) stimulation led to increased cell motility and invasion in 

these explants cells, effects substantially curtailed by CdGAP expression downregulation through 

silencing RNA (siRNA) in a GAP-independent manner[328]. Notably, CdGAP suppression also 

hampered the proliferation of NMuMG-activated Neu cells, regardless of TGF-β presence[325]. 

These findings illustrate the extensive influence of CdGAP, extending beyond migration, and 

suggest a synergy between TGF-β and ErbB2 signaling pathways, reinforcing CdGAP’s role in 

this dynamic interaction[325]. Supporting evidence arises from the regulation of CdGAP 
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expression and phosphorylation by TGF-β, demonstrated by the rise in CdGAP protein and 

mRNA levels in TGF-β-treated NMuMG cells[325]. Additionally, TGF-β stimulation of NMuMG 

cells transiently increased CdGAP phosphorylation, following the kinetic pattern of TGF-β-

induced Smad2/3 phosphorylation[325]. Recently, talin has been identified as a novel interacting 

partner of CdGAP. This new finding not only underscores CdGAP’s role in governing focal 

adhesion dynamics but also expands our understanding of its capabilities by highlighting its 

involvement in the activation of integrins. This revelation opens up potential therapeutic avenues, 

suggesting that targeting both the TGF-β and integrin pathways in HER2+ breast cancer may be 

beneficial for patients[329]. 

 CdGAP’s importance is further emphasized by studies showing that mutations in CdGAP 

enhance Cdc42 activity, resulting in abnormally high migration in patient-derived fibroblasts[285]. 

In a 2D environment, CdGAP modulates the type and dynamics of adhesion contacts, thereby 

governing cell migration[326]. When CdGAP function is disrupted by siRNA treatment, cells form 

small leading edge adhesion contacts, similar to those observed in U2OS cells overexpressing 

dominant active (V12) forms of either Rac1 or Cdc42 or in cells with inhibited myosin II 

activity[12, 330]. The role of CdGAP in focal adhesion maturation is apparent when large focal 

adhesions in CdGAP-overexpressing cells are extraordinarily stable, while those in CdGAP-

depleted cells are highly dynamic[326]. This suggests that CdGAP-overexpressing cells have static, 

hyper-mature adhesion contacts that slow cell migration by anchoring the cell body to the ECM, 

while CdGAP-depleted cells may migrate more rapidly due to an increased small, rapidly turning 

over adhesions that provide optimal traction forces for swift cell migration[326]. This behavior in 

CdGAP-depleted cells mimics that of cells overexpressing Rac1 GEF, Asef2, or cells 

overexpressing the constitutively active Pak1 (T423E), a Rac1 effector[331, 332]. 

 Lastly, the vital role of CdGAP in “durotaxis”, a process steered by the rigidity of the 

ECM, should not be overlooked. CdGAP not only responds to integrin engagement with the 

ECM but also senses the matrix rigidity of ECM substrates[327]. CdGAP might form a 

mechanically sensitive signaling axis with the integrin-linked kinase (ILK)-actopaxin complex, 

affecting U2OS osteosarcoma cell morphology and motility in response to ECM compliance[327]. 

Importantly, CdGAP regulates Rac1 activity at the leading edge, resulting in small focal 

adhesions when CdGAP is depleted, regardless of matrix rigidity[327]. In conjunction with other 
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studies reporting diminished traction force generation in CdGAP-deficient cells[333, 334], CdGAP 

is implicated not only in generating but also in mediating traction force oscillation, a crucial 

aspect for cells in durotaxis[327, 333, 334]. 

 

1.6 Adams-Oliver Syndrome (AOS): general overview 

 AOS is a rare congenital disorder first described in 1945 by Adams and Oliver. It 

illustrates how disturbances in embryonic development can lead to a diverse range of human 

malformations[335] (Figure 1.5A). The principal diagnostic criteria for AOS encompass transverse 

terminal limb defects (TTLD)—often asymmetric, manifesting in various ways such as 

syndactyly, brachydactyly, oligodactyly, polydactyly, and hypoplastic nails[286]—together with 

aplasia cutis congenita (ACC) (Figure 1.5B), and a family history of AOS[287]. Initially, the 

diagnosis of AOS required the presence of two major criteria or a combination of one major and 

one minor criterion, the latter encompassing cutis marmorata, congenital heart defects, and 

vascular anomalies[287]. However, the diagnostic guidelines have recently been revised to include 

the detection of a pathogenic mutation in an established gene, thereby enabling reclassification of 

isolated cases where patients displayed only ACC or TTLD[336, 337]. Beyond ACC and TTLD, 

AOS is associated with a wide array of abnormalities, such as congenital cardiac and vascular 

defects, neurological abnormalities, ophthalmologic, and reproductive system developmental 

defects[338]. As of now, due to advancements in genetic screening and relentless pursuit of AOS-

causing genes, six genes have been identified, underscoring two defective signaling pathways at 

the core of AOS pathogenesis: 1) the Rac1/Cdc42 pathway (implicated by ARHGAP31 and 

DOCK6 mutations) and 2) the Notch pathway (implicated by mutations in RBPJ, EOGT, 

NOTCH1, and DLL4)[337]. 
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Figure 1.5: Phenotypic abnormalities reported among families affected by AOS. 

(A) The array of abnormalities observed in AOS patients can be categorized into major or minor 

diagnostic criteria. Major diagnostic features such as TTLD and ACC, are commonly seen in 

over 80% of patients. In contrast, minor diagnostic features are considerably less prevalent, with 

congenital heart defects and cutis marmorata telangiectatica congenita (CMTC) being the most 

frequently reported (20%)[336]. (B) The two characteristic phenotypes—ACC and TTLD—that 

form the major diagnostic criteria for AOS are often seen in patients and can significantly impact 

their health outcomes. In severe instances of ACC, incomplete scalp formation leaves the brain 

exposed, thereby elevating the risk of infection. TTLD, on the other hand, demonstrates a broad 

spectrum of severity among individuals, spanning from complete loss of fingers and/or toes to 

the simple shortening of distal phalanxes of fingers and toes. 

 

(B): Meester, Josephina A. N., et al. (2015). "Heterozygous Loss-of-Function Mutations in 

<em>DLL4</em> Cause Adams-Oliver Syndrome." The American Journal of Human Genetics 

97(3): 475-482, Copyright (2015), with permission from Elsevier. 

 
1.6.1 Abnormalities associated with major diagnostic criteria 

 TTLD, a condition witnessed in over 80% of AOS patients[338], typically presents as 

bilateral, asymmetric terminal transverse reduction of digits[335]. This type of limb abnormality, 

initially described in 1945, can impact both the upper and lower extremities, though defects, 

particularly foot malformations, are more prevalent in the latter[339]. Nevertheless, establishing a 

diagnosis of AOS can be intricate due to considerable variation in severity—ranging from the 

total absence of a hand or foot to mild or subtle clinical manifestations, occasionally seen in 

carriers[286]. As such, for a comprehensive evaluation, a radiological examination of all four distal 

limbs is suggested during the clinical assessment of family members[340]. ACC, a condition 

observed in approximately 75% of AOS patients[338], usually occurs at the vertex and may 

involve varying levels of damage to the periosteum, bone, and dura[335]. The lack of epidermis on 

the scalp leaves parts of the brain unprotected, escalating the risk of infection, superior sinus 

thrombosis, hemorrhage, or herniation[341]. While ACC may be linked with other congenital 

disorders such as Johanson-Blizzard syndrome, focal dermal hypoplasia (Goltz syndrome), and 
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trisomy 13, the combination of ACC with scalp defects and limb abnormalities designates a 

distinct entity[338]. 

 

1.6.2 Abnormalities associated with minor diagnostic criteria 

 Cardiac abnormalities that are present in approximately 20% of AOS patients, span a broad 

range of concerns, including valvular defects, left heart stenotic lesions, cardiomyopathy, heart 

block, malformation of pulmonary vessels, and progressive pulmonary hypertension[342-344]. 

These findings have bolstered the hypothesis that AOS has a vascular origin[340, 345]. Additional 

vascular anomalies associated with AOS include under-branching of vascular trees, inconsistent 

vascular smooth muscle cell coverage, tortuous dilated vessels, and a general scarcity of small to 

medium-sized blood vessels[346, 347]. NOTCH signaling, which plays a key role in vascular 

development[348], frequently underpins cardiovascular abnormalities in AOS[336]. Remarkably, 

these cardiac issues often coexist with structural and/or functional vascular irregularities, with 

around 20% of patients also exhibiting CMTC[338]. While neurological abnormalities are more 

common in AOS patients with an autosomal-recessive inheritance pattern, they have been 

reported and span a wide range—from intracranial abnormalities, microcephaly, epilepsy, and 

intellectual disability to developmental delays[338]. Diagnosis is further complicated by the 

presence of dysmorphic facial characteristics, abdominal wall defects, genital birth defects, and 

Poland’s anomaly reported in some AOS patients[340, 349, 350]. Finally, a case of a female patient 

diagnosed with AOS displayed an ocular phenotype resembling familial exudative 

vitreoretinopathy. This patient also presented clinical manifestations of ACC, a moderate degree 

of TTLD, and congenital heart defects within the arterial septum[351]. 

 

1.6.3 AOS-causing genes 

 AOS is associated with mutations in genes that are distributed across two distinct 

pathways: NOTCH1, DLL4, EOGT, RBPJ, which are integral to the NOTCH signaling,  and 

ARHGAP31 and DOCK6 which operate within the Rac1/Cdc42 pathways[337]. NOTCH1 (10%) 

and DLL4 (6%) account for the majority of familial AOS cases. Large European cohort studies 

have demonstrated a 36% diagnostic yield for these mutations[337]. Upon its discovery, AOS was 
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initially thought to exhibit an autosomal-dominant inheritance pattern[335]. However, subsequent 

genetic counseling uncovered an autosomal-recessive inheritance mode for two of the six AOS-

causing genes: DOCK6[352] and EOGT[353]. It is important to note that the risk of AOS escalates 

with consanguineous marriages[344, 353], as opposed to a 25-50% probability of disorder when one 

or both parents have AOS[336]. Yet, sporadic instances of AOS, devoid of mutations in recognized 

genes, are common[337, 352, 354]. AOS patients frequently display abnormalities in internal organs, 

leading to increased embryonic lethality and a diminished lifespan[355]. For example, AOS 

patients with retinopathy often face a severe prognosis, encountering early death, developmental 

delays, and blindness[355]. This observation is corroborated by the presence of congenital heart 

defects such as coarctation of the aorta, atrial and ventricular septal defects, valve abnormalities, 

and double-outlet and hypoplastic left and right ventricles, found in newborns and prematurely 

terminated pregnancies diagnosed with AOS[338]. 

 

1.6.4 Disease-causing genes with an autosomal-dominant mode of inheritance 

1.6.4.1 ARHGAP31 

 In 2011, the first gene associated with AOS was unearthed through a genome-wide linkage 

analysis, leading to the discovery of two CdGAP variants: p.Gln683X and p.Lys1087Serfs*4[285]. 

Intriguingly, these variants, along with the newly identified p.Ser689X and p.Gln728X, result in 

truncated forms of CdGAP. This process circumvents the nonsense-mediated decay surveillance 

mechanism[337, 356] (Figure 1.6). Significantly, in vitro assays revealed that both p.Gln683X and 

p.Lys1087Serfs*4 mutations precipitate a gain-of-function in CdGAP. This gain was ascribed to 

the loss of an auto-inhibitory mechanism caused by the binding of the GAP domain by the C-

terminal region of CdGAP, which subsequently resulted in reduced activities of Cdc42 and 

Rac1[285]. Due to the diverse clinical manifestations of AOS, diagnosing the condition can be 

challenging. A family showcasing isolated TTLD, which harbored the p.Ser689X mutation in 

CdGAP, was identified. The severity of abnormalities within this family exhibited a broad 

spectrum, ranging from terminal reduction defects of the hands and/or feet to merely shortened 

digits and small nails[357]. Nevertheless, while congenital heart anomalies are evident in 20% of 

AOS patients, clinical manifestations of cardiac anomalies have yet to be reported in AOS 

patients bearing mutations in either ARHGAP31 or RBPJ[285, 350, 357]. 
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Figure 1.6: Consequences of AOS-associated mutations in ARHGAP31. 

Four causative mutations in ARHGAP31 give rise to truncated variants of CdGAP. However, 

solely the p.Lys1087Serfs*4 mutation precipitates a partial C-terminal truncation[285, 356]. 

Conversely, the remaining mutations induce disruption of the PRD and culminate in the complete 

obliteration of the C-terminus[285, 337, 356]. 

 

1.6.4.2 RBPJ 

 The recombination signal binding protein for immunoglobulin kappa J Region (RBPJ) 

occupies a central role in NOTCH signaling, forming a transcription complex alongside the 

NOTCH intracellular domain (NICD) and the co-activator, Mastermind-Like (MAML). In the 

absence of NICD, the binding of RBPJ to NOTCH targets culminates in transcriptional 

repression due to the recruitment of corepressors[358]. The identification of an autosomal 

dominant mutation within the DNA-binding domain of RBPJ[350, 358] fueled conjecture 

surrounding the potential participation of NOTCH signaling in AOS pathogenesis. This 

groundbreaking discovery greatly accelerated the discovery of additional genes associated with 

AOS, including NOTCH1, DLL4, and EOGT [338, 358, 359]. 
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1.6.4.3 NOTCH1 

 The central role of NOTCH signaling in human development is underscored by its 

conservation across metazoan species and its governance of myriad tissue-specific cellular 

processes[360, 361]. For instance, the concurrent activation of NOTCH and β-catenin via cAMP 

signaling orchestrates the assembly of a complex involving NICD, RBPJ, and β-catenin in 

arterial endothelial cells, thereby suppressing the differentiation of neural precursor cells[362]. 

NOTCH1, a member of the NOTCH receptors family (NOTCH 1-4), possesses an extracellular 

domain featuring 36 EGF-like repeats, 21 of which bear potential calcium-binding properties[348, 

363]. Furthermore, the NICD, which is paramount for transcriptional regulation, comprises an 

RBPJ-associated module, seven ankyrin repeats, and a C-terminal domain rich in proline, 

glutamic acid, serine, and threonine[364, 365]. AOS patients who carry NOTCH1 mutations often 

present with vascular abnormalities[337, 354, 366, 367]. Initial genome-linkage analyses unveiled five 

distinct mutations in NOTCH1 affecting both genders. Interestingly, while the loss of highly 

conserved cysteine residues was anticipated to destabilize the protein through the disruption of 

disulfide bonds, a missense mutation that introduces an asparagine residue was hypothesized to 

impede the assembly of the transcription complex consisting of NICD, RBPJ, and MAML[366]. 

Subsequent studies identified both nonsense and frameshift mutations, leading to 

haploinsufficiency[359], and missense mutations, which cause protein destabilization through 

disulfide bond disruption and altered calcium ion binding affinity[354]. 

 

1.6.4.4 DLL4 

 Activation of NOTCH signaling is driven by ligand binding, which encompasses two 

families: Jagged and Delta. Notably, DLL4 from the Delta family has been instrumental in 

vascular development and angiogenesis in both mice and humans[348, 368, 369]. In a study of 91 

families, nine mutations in the DLL4 gene were initially identified, including both nonsense and 

missense mutations[359]. Nonsense mutations in DLL4 (resulting in p.Gln554X and p.Arg558X 

protein changes) are believed to prompt a loss of mutant mRNA transcripts via nonsense-

mediated decay[356]. Missense mutations in DLL4 have been predicted to either: 1) destabilize the 

protein by disrupting or creating disulfide bonds through the replacement (p.Cys455Trp, 

p.Cys390Tyr, p.Cys390Arg) or the introduction of new cysteine residues (p.Arg186Cys), or 2) 
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interfere with the ligand-receptor interaction (p.Pro267Thr, p.Ala121Pro, p.Phe195Leu) between 

DLL4 and NOTCH1[359]. Additionally, a de novo missense mutation in DLL4 (yielding a 

p.Arg191His protein change) was identified in a male Japanese newborn[370]. This mutation was 

also anticipated to impede the ligand-receptor interaction by interrupting the interaction between 

DLL4 and the glycosylated EGF-like domain 11 of NOTCH1[361]. 

 

1.6.5 Disease-causing genes with an autosomal-recessive mode of inheritance 

1.6.5.1 DOCK6 

 DOCK6 belongs to the DOCK family of GEFs, a group composed of four structural 

classifications (DOCK-A to D) encoded by 11 distinct genes[338]. Contrasting with the DH 

domain frequently encountered in RhoGEFs, DOCK6 features two DHRs, with the larger C-

terminal DHR-2 domain playing a central role in catalytic activity by enabling guanine 

nucleotide exchange[338]. DOCK6, a constituent of the DOCK-C subfamily, shows specificity 

towards both Rac1 and Cdc42. This stands in contrast to the DOCK-A and B subfamilies, which 

primarily target Rac1, and the DOCK-D subfamily, which is specific to Cdc42[371]. Interestingly, 

while DOCK6 operates as a GEF—activating Rac1 and Cdc42 by facilitating the exchange of 

GDP for GTP—it acts in direct counterpoint to ARHGAP31, which expedites the hydrolysis of 

GTP into GDP. Collectively, the AOS-associated mutations in ARHGAP31 and DOCK6 lead to 

decreased activities of Rac1 and Cdc42, attributable to a gain-of-function mechanism in CdGAP 

and potential loss-of-function in DOCK6, respectively[285, 338]. 

 

1.6.5.2 EOGT 

 EGF-domain specific O-linked N-acetylglucosamine (O-GlcNAc) transferase (EOGT) has 

been recognized for its role in glycosylating NOTCH1 in mammalian cells[372]. Although EOGT 

is known to target EGF domains of Notch receptors, as well as Delta and Serrate ligands in 

Drosophila studies[373], its crucial contribution to human NOTCH signaling, which orchestrates 

vascular development, was extrapolated from the necessity of Notch receptor glycosylation by 

Eogt, for Dll4 binding, but not Jag1, in Eogt-knockout mice[374]. The initial evidence implying 

that mutations in EOGT could contribute to the pathogenesis of AOS was uncovered during the 
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study of 11 consanguineous families, where a missense mutation (resulting in a protein change) 

and a single-bp deletion (a nucleotide change) in EOGT were documented[353, 375]. Heightened 

levels of Eogt expression observed in the limb buds and apical ectodermal ridges of developing 

mouse embryos reinforced a genotype-phenotype correlation[353]. Subsequently, two additional 

novel mutations in EOGT were discovered[376]. Firstly, a male infant from a Turkish family, 

carrying a missense mutation resulting in a p.Cys135Tyr protein change, manifested clinical 

symptoms of ACC along with a mild degree of TTLD, complemented by central nervous system 

defects that resulted in hearing loss[376]. Secondly, a c.311+1G>T nucleotide mutation, 

anticipated to lead to abnormal splicing of exon 5, was identified in a German family. The 

affected male infant in this family presented with a large ACC with CMTC but did not show any 

clear defects in limbs, brain, or heart[376]. 

 

1.6.6 Current limitations in the understanding of AOS pathogenesis 

 The molecular diagnosis of AOS poses significant challenges due to the disorder’s rarity 

and the ever-growing array of related abnormalities[338]. Intriguingly, a substantial fraction of 

AOS patients (> 60%) — frequently carrying sporadic mutations[337, 338] — do not display 

pathogenic mutations in the six established AOS-causing genes, despite the recent discovery of 

63 probable pathogenic mutations[337]. Moreover, the genetic underpinnings of 22 families 

demonstrating autosomal-recessive inheritance remain unresolved[337]. Current understanding of 

the prevalence of large insertions or deletions, which could potentially underlie AOS 

pathogenesis, is notably limited[338]. However, copy number variations, resultant from partial or 

complete deletion or duplication of disease-causing genes, might account for roughly 20% of 

cases[377]. A large deletion in chromosome 15, resulting in the loss of several exons of DLL4, has 

been detected. Yet, due to concurrent deletions in other genes, such as KIF21B, DNAJC17, 

ZFYVE19, SPINT1, and VPS18, it remains uncertain whether the loss of DLL4 functionality 

solely precipitated AOS in the affected individual[338, 354, 378]. Further constraining the progression 

of molecular diagnosis, genetic screening via DNA sequencing should be actively pursued in 

AOS patients without a family history and in sporadic cases[338]. Regrettably, limited assess and 

resources often result in an absence of genetic testing, even amid the presence of unprecedented 

clinical manifestations[351]. Diagnostic complexities often emanate from incomplete penetrance 
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and reduced phenotypic expressivity, traits commonly seen amongst AOS patients and 

carriers[285]. For instance, individuals with milder clinical manifestations might not be diagnosed 

with AOS until more emblematic feature of the disorder surface[349]. Moreover, family members 

may exhibit isolated CMTC or nonsyndromic congenital cardiac anomalies in the absence of 

ACC and TTLD within AOS families[340]. Lastly, while prenatal testing is advocated to allow for 

early-stage supportive intervention[379], prenatal diagnosis of AOS has been infrequently 

reported. This is despite the successful application of fetoscopy, which validated the severity of 

limb abnormalities and a skin defect of the scalp, lasting 15 minutes without affecting fetal heart 

rate or eliciting maternal complications[367]. 

 

1.6.7 Evidence supporting the vascular origin of AOS 

 The initial proposition of vascular abnormalities accompanying ACC or TTLD was put 

forth by Kahn and Olmedo in 1950. They encountered a patient with severe ACC and congenital 

absence of the distal phalanges, who also presented with universal CMTC, a rare condition 

typified by disordered blood vessel formation, which amalgamates livedo reticularis and 

telangiectasia[380]. This experience seeded the hypothesis that AOS might stem from 

vasculogenic defects—a notion buttressed by several instances of vascular anomalies, including 

hypoplasia of middle cerebral arteries, aortic arch vessels, and pulmonary arteries, alongside 

pulmonary vasculature disorders like pulmonary arteriovenous malformations and pulmonary 

hypertension[340, 345, 381]. In tandem, it was postulated that genetic defects could destabilize 

embryonic vessels due to aberrant pericyte recruitment[381, 382]. At the molecular level, the β-

catenin and NOTCH signaling pathways have been unveiled as critical players in arteriovenous 

specification during vascular development[338]. This concept was corroborated using mouse 

models—knocking out Rbpj induced severe vascular defects coupled with down-regulation of 

pericyte and smooth muscle cell recruitment to the dorsal aorta[383]. The indispensable nature of 

NOTCH signaling in cardiovascular development has been accentuated by the emergence of 

congenital heart defects in mice and humans consequent to dysregulated signaling[358, 384]. A 

genotype-phenotype correlation was suggested following large pedigree analyses of AOS 

patients harboring NOTCH1 mutations. Clinically, these patients manifested right- and left-sided 
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congenital heart defects, pulmonary hypertension, portal hypertension, cutis marmorata, venous 

ectasia, and thrombophilia[366]. 

 

1.6.8 Signs of placental dysfunction among AOS patients 

 Since the initial identification of AOS in 1945, abnormalities in the placentas of patients 

afflicted with AOS have been consistently observed. This prompted speculation that vascular 

thrombotic incidents occurring in-utero might interfere with the embryonic blood supply[385, 386]. 

The presence of varied cardiac anomalies in AOS patients further substantiated this hypothesis, 

suggesting a multi-faceted pathogenic mechanism[387]. However, despite these observations, 

comprehensive examinations of placental morphology, coupled with molecular diagnoses for 

placental dysfunction, have largely been overlooked in newly diagnosed AOS patients. For 

instance, an infant male, despite a normal pregnancy, displayed signs of intrauterine growth 

restriction (IUGR) evidenced by cutaneous lesions, poor feeding habits, and inadequate weight 

gain, which hinted at potential placental inefficiency[388-390]. Yet, neither a gross morphological 

characterization of the placenta nor genetic testing was carried out[391]. Similarly, another male 

infant exhibited signs of IUGR along with a constellation of clinical manifestations. These 

included ACC, limb defects, and vascular anomalies such as cutis marmorata, all of which were 

associated with a detected missense mutation in DLL4. Yet, even in this instance, a 

comprehensive placental investigation was not undertaken[370]. Nevertheless, placental 

irregularities were seen in a female infant diagnosed with AOS and a concurrent congenital heart 

defect (patent ductus arteriosus). The placenta was markedly hypertrophic with an attached 

fibrous band bordering it. Interestingly, the mother of this child had previously experienced a 

stillbirth featuring acrania[392]. The theory proposing that mutations in established genes underlie 

the pathogenesis of AOS received further support from a familial study conducted in Germany, 

where a mutation in EOGT was associated with AOS. Specifically, a prior pregnancy within this 

family ended in a stillbirth characterized by low fetal weight, a large ACC, limb defects, 

hypoplasia of the right umbilical artery, and aberrant development of the chorionic villi in the 

placenta[376]. 
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1.7 Preeclampsia: general overview 

 Preeclampsia, the most prevalent pregnancy-associated complication, impacts 

approximately 5% of pregnancies. It is characterized by maternal systemic vascular endothelial 

inflammation, activation, and dysfunction—hallmark features of preeclampsia. Preeclampsia 

places both the mother and the developing fetus at risk, potentially leading to complications such 

as maternal hypertension, thrombocytopenia, compromised liver function, pulmonary edema, 

new-onset renal insufficiency, and cerebral complications[393, 394]. Preeclampsia can be further 

subdivided into early-onset and late-onset types, based on the gestational week of onset. 

Neonates are linked to poorer outcomes and increased morbidity in cases of early-onset 

preeclampsia[394-396]. This disorder is considered a two-stage disease, where the first stage 

involves reduced placental perfusion due to failure of spiral artery remodeling. Subsequently, this 

triggers the onset of the maternal syndrome, typified by the release of placental factors and 

syncytial particles into the maternal circulation[394]. Despite the transient nature of the placenta, 

there is growing concern about long-term socioeconomic consequences. Neonates from 

preeclamptic pregnancies, who frequently experience preterm birth, face a higher risk for 

conditions such as diabetes, cardiovascular, and renal disease[397-399]. The current consensus 

posits that the pathogenesis of preeclampsia involves a series of pathological events throughout 

gestation, including impaired implantation, endothelial dysfunction, and placental damage due to 

repeated ischemia-reperfusion[400]. This process is accompanied by systemic inflammation[400, 

401]. Moreover, preeclampsia is increasingly viewed as a vasculopathy[395]. Women with 

pregnancies complicated by preeclampsia have shown significant defects in their capacity to 

produce vasodilators, such as nitric oxide (NO) and prostacyclin I2. Concurrently, they display 

increased production of vasoconstrictors, such as endothelin, and a heightened sensitivity of 

vascular smooth muscle cells (VSMC) to vasoconstrictors[395, 402, 403]. 

 

1.7.1 Gross morphological/histological changes associated with preeclampsia 

 Investigating the molecular mechanisms of preeclampsia is crucial, yet observing the gross 

morphological and histological alterations in the preeclamptic placenta can also provide 

significant insights into the cell types or molecular pathways implicated in the development of 
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preeclampsia. For instance, more than half of severe preeclamptic placentas display 

morphological changes such as a pale placenta accompanied by infarcts, hematomas, and 

calcifications[404]. Furthermore, preeclamptic placentas frequently weigh less and have a smaller 

diameter compared to healthy ones[405]. Histological evaluations of preeclamptic placentas reveal 

several distinctive changes: 1) defective remodeling of spiral arteries, 2) excessive degradation 

of the defective syncytium, 3) increased deposition of fibrin plaques, and 4) premature aging of 

the placenta[388, 406, 407]. A more in-depth examination has unveiled a reduction in the number of 

syncytial microvilli, an increase in instances of syncytial necrosis, and constriction of fetal 

capillaries in preeclamptic placentas. These findings all support the theory that placental 

dysfunction is prevalent in preeclamptic conditions[408]. 

 

1.7.2 Trophoblast invasion plays a crucial role in spiral artery remodeling 

 A predominant histological observation in placentas affected by preeclampsia is the 

inability to aptly remodel maternal spiral arteries from a high-resistance/low-capacity state to a 

relaxed condition marked by a low-resistance, high-capacity during pregnancy (Figure 1.7). This 

remodeling process is essential for enhancing nutrient and oxygen delivery to the developing 

fetus[394, 406]. Inadequate spiral artery remodeling is tied to the onset of multiple obstetric and 

neonatal complications, such as preeclampsia, IUGR, early miscarriage, premature birth, and 

even maternal or fetal mortality[389, 409, 410]. In the early stages of human pregnancy, extravillous 

trophoblasts (EVT) invade the maternal endometrium, supplanting the vascular smooth muscle 

cells, endothelial cells, and elastic lamina, hence forming a subtype of EVT, referred to as 

endovascular trophoblasts (ENVT)[411-414]. However, in preeclamptic placentas, the infiltration of 

EVTs into the maternal endometrium is considerably hindered, resulting in shallow and 

diminished invasion[406]. The fundamental roles of trophoblastic invasion in the restructuring of 

uterine spiral arteries have been further underscored in recent studies. These investigations 

divulge that both endo-venous and endo-lymphatic trophoblast cells invade uterine veins and 

lymph vessels[415, 416]. Furthermore, invasive trophoblasts interact with maternal immune cells 

within the decidua, precipitating hormone secretion that highlights the multifaceted central roles 

of invasive trophoblasts[417, 418]. Lastly, due to their unique ability to invade the maternal decidua 
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and remodel spiral arteries, defects in the initiation of EMT are closely linked to failures in spiral 

artery remodeling[419, 420]. 

 

 

Figure 1.7: Spiral artery remodeling during pregnancy in mice and humans. 

During the early phases of human and rodent embryogenesis, the remodeling of maternal uterine 

spiral arteries is imperative. These vessels undergo a transition from a high-resistance, low-

capacity state to a dilated, low-resistance, high-capacity state, which ensures efficient delivery of 

nutrients and oxygen delivery to the developing embryos[393, 394]. In women afflicted with 

preeclampsia, this pivotal process frequently goes awry, resulting in reduced vessel diameter and 

the emergence of symptoms such as hypertension[393-395]. Specifically, trophoblasts—cells that 

typically infiltrate the myometrium, line the vascular wall, and adopt endothelium-like 

characteristics—often show only shallow invasion[406]. 

This figure is reprinted with permission from: ©2004 Parham, P. Originally published in Journal 

of Experimental Medicine. https://doi.org/10.1084/jem.20041783 
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1.7.3 Syncytia is formed through cell-cell fusion of villous cytotrophoblasts 

 The syncytia, a key component of the fetal-maternal interface, continuously undergoes 

damage from ROS, immune attacks, and blood flow shear forces, necessitating its constant 

replenishment[396]. This rejuvenation occurs through a process known as “syncytial deportation”, 

which ensures the elimination of aged and damaged syncytium to maintain syncytial 

homeostasis[421]. This expulsion releases various cellular or subcellular placental materials into 

the maternal circulation, including large fragments of multinucleate syncytiotrophoblasts (SynTs), 

cytotrophoblasts (CTBs), small uninucleate elements, anucleate cytoplasmic fragments, and 

nanovesicles[421, 422]. Intriguingly, numerous studies have reported an increased rate of syncytial 

deportation in preeclamptic placentas[423]. However, to preserve the integrity and normal function 

of the placental barrier, specifically the syncytia, there is a reliance on the balanced regulation of 

CTB proliferation and fusion, which primarily occur post-mitotically[424]. This process allows for 

the transfer of nuclei, organelles, proteins, and RNAs into SynTs, thereby replenishing them[421]. 

The formation of the syncytia is facilitated by an envelope gene of retroviral origin, referred to as 

fusogen, which induces the fusion of mononuclear CTBs. This fusion process is governed by two 

types of syncytin: syncytin-1 and syncytin-2 in humans, and Syncytin-A and Syncytin-B in 

mice[425]. Notably, there is a dramatic increase—more than nine-fold—in the number of nuclei 

within SynTs throughout gestation, indicative of a continuous fusion process[426]. 

 

1.7.3.1 Differences in origin and function of SynTs between rodents and humans 

 Despite significant overlap in embryonic and placental development between humans and 

mice, several distinctions are discernible between the two species. Notably, while bearing the 

same nomenclature, SynTs fulfill essential functions during the early stages of human embryonic 

development[427]. Specifically, “primitive syncytium”, which originates from the differentiation 

of CTBs and is invasive in nature[411], plays a direct role in blastocyst implantation into the 

maternal endometrium. This is achieved by secreting proteolytic enzymes that facilitate uterine 

stroma breakdown, and human chorionic gonadotrophin (hCG), which stimulates the corpus 

luteum to produce progesterone, thereby maintaining the endometrial lining’s integrity[428, 429]. 

Around the 9th day of human embryonic development, additional enzymes released by the 

primitive syncytium degrade the endothelial lining of uterine blood vessels, subsequently filling 
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the lacunae with maternal blood and forming maternal blood sinusoids[430]. Importantly, despite 

both species possessing a “hemochorial” placenta, the maternal and embryonic circulations in 

mice are separated by “hemotrichorial” arrangements involving sinusoidal trophoblast giant cells 

(sTGCs) and two layers of SynTs[431, 432]. This differs from the “hemomonochorial” arrangements 

observed in human and non-human primate placentas[433] (Figure 1.8). Strikingly, similarities can 

be noted in humans from tertiary villi, where a single layer of SynT enveloping fetal vessels 

expresses an array of transport channels to facilitate fetal-maternal exchanges[434]. Nonetheless, a 

major difference between mouse and human placenta lies in the fact that terminal differentiation, 

culminating in the formation of SynTs, does not transpire prior to chorioallantoic fusion in 

mice[431, 435, 436]. 
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Figure 1.8: Overview of hemochorial arrangements of human and mouse placenta. 

While the human and mouse placentas both exhibit hemochorial characteristics, the mouse 

placenta features two SynT layers in its hemotrichorial arrangements. This figure was adapted 

from: Papuchova, H., Latos, P.A. Transcription factor networks in trophoblast development. Cell. 

Mol. Life Sci. 79, 337 (2022). https://doi.org/10.1007/s00018-022-04363-6. 
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1.8 Mouse models of placental development: General overview 

 Although several limitations exist, mouse models have been instrumental in elucidating the 

pathogenesis of placental disorders. The advantages of these models, including their large litter 

size, short gestation period, and significant parallels with human pregnancies, have led to their 

widespread use (Figure 1.9) [394, 437, 438]. For instance, in vivo studies utilizing these models have 

shed light on the correlation between elevated systemic inflammation, a hallmark of 

preeclampsia, and the manifestation of preeclampsia-like symptoms. This association is 

particularly pronounced when there is inhibition of nitric oxide synthase, or upon administration 

of tumor necrosis factor-alpha (TNF-α) or interleukins[439-441]. Moreover, the indispensable roles 

of the NOTCH signaling pathway and the Storkhead Box 1 (STOX1) transcription factor in 

preeclampsia have been emphasized through studies involving Notch2-null mice. These mice 

demonstrated reduced diameters of spiral arteries, subsequently resulting in decreased placental 

perfusion[442]. In addition, the onset of hypertension in mice has been linked to the 

overexpression of Stox1[443]. These findings highlight the utility of mouse models in enhancing 

our understanding of placental pathogenesis. 
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Figure 1.9: Overview of mouse embryonic development. 

Mouse gestation typically spans between 19 to 20 days and greatly resembles human embryonic 

development[437]. The period up to E14.5 in mice, corresponding to the first two trimesters in 

humans, governs the implantation of the blastocyst and the subsequent decidualization, a 

pregnancy-associated transformation of the maternal endometrium[437, 438]. E12.5 denotes a 

crucial juncture in mouse embryonic development, marking the completion of the multi-layered, 

“definitive” placenta. This placenta starts to function to accommodate the increasing demands for 

rapid fetal growth during the late stages of gestation (starting at E15.0). Notably, the third 

trimester, or late developmental stage, in mice—unlike in humans—extends to approximately 

postnatal day 7[437, 444]. Schematics was created with BioRender. 

 

1.8.1 Early stages of murine embryogenesis, leading to primitive hematopoiesis 

 During the early stages of mouse embryogenesis, the primitive choriovitelline placenta 

develops as trophoblasts infiltrate the maternal decidua. This placenta orchestrates maternal 

blood flow and serves as the primary source of nutrition for the embryo[445]. Prestreak 

gastrulation occurs around E6.0, instigating the formation of the mesoderm germ cell layer and 

the exocoelomic cavity, which subsequently leads to the genesis of the yolk sac. This phase also 

witnesses the establishment of various placental constituents such as the amnion, allantois, and 

chorion[446, 447]. Remarkably, Reichart’s membrane, which is unique to rodent placentas, 

originates from diverse proteins and ECM components secreted by parietal endoderm cells[432, 

448]. The Reichart’s membrane is homogenous, acellular, and robust, providing protection to the 

developing embryo by encapsulating the exterior of the yolk sac[432]. The chorionic ectoderm, 
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which maintains its distinct entity from the amniotic ectoderm, is formed when the proamniotic 

cavity is partitioned from the chorion by amniochorionic fold[449]. Around E7.5, the proamniotic 

cavity is completely sealed, forming the amniotic cavity, which isolates the embryo from the 

ectoplacental cone[432]. Simultaneously, by E7.5, the yolk sac reaches full formation, marking the 

genesis of “blood islands”—clusters of embryonic red blood cell progenitors[446]. These blood 

islands, in coordination with the aorta-gonad mesonephros (AGM), facilitate hematopoiesis until 

definitive hematopoiesis commences in the liver from E10.0 onwards[450-452]. 

 

1.8.2 Chorioallantioic fusion 

 During late-streak gastrulation around E7.0, a key structure termed the “allantoic bud” 

emerges at the caudal end of the embryo. This bud ultimately develops into the umbilical cord, 

composed of two arteries and a vein, which establishes a connection between the embryo and the 

base of the placenta[432, 446, 449, 453]. The allantois affixes itself to the chorionic plate, a specialized 

region of the chorion that is essential for the development of the labyrinth’s intricate vascular 

networks[454]. A significant event, known as “chorioallantoic fusion”, occurs around E8.5 and is 

marked by the attachment of the allantois to the chorionic plate at the base of the placenta[455]. 

Remarkably, this fusion event synchronizes with the initiation of the embryo’s heartbeat and 

circulation[456]. Any defects in the chorioallantoic fusion could prove fatal for the embryo since 

the definitive placenta, which is crucial for nutrient and gas exchanges during late gestation, 

hinges on its successful completion[432, 446, 457, 458]. Our understanding of this fusion is restricted 

due to early embryonic lethality observed in mouse models with defective chorioallantoic 

fusion[459]. Studies have suggested that the chorionic tissue’s temporal selectivity in adhesion, 

regulated by mesothelial cells, assists the attraction and attachment of the distal allantois to the 

chorionic plate[435, 447, 457, 458, 460]. For example, vascular adhesion cell molecule 1 (Vcam1) in the 

allantois interacts with α4-integrin (Itga4), a Vcam1 ligand expressed by the chorionic 

mesothelium. Interestingly, not all Vcam1 or Itga4-null mice experience failure in chorioallantoic 

fusion, implying the existence of additional or compensatory mechanisms[454]. The success of 

chorioallantoic fusion is paramount, as it triggers the formation of the labyrinth, a major part of 

the definitive placenta. This labyrinth mediates nutrient, gas, and waste exchanges between the 

mother and embryo through counter-current blood flows[431, 461]. 
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1.8.3 Induction of labyrinth formation 

 Upon the successful fusion of the chorioallantoic membranes, which iniates labyrinth 

formation, the labyrinth continues to grow and differentiate, producing a multitude of branching 

channels[431, 461, 462]. This expansion of the labyrinth is propelled by chorionic folding, alongside a 

further invasion into the chorionic plate by the allantoic mesoderm[431]. The significance of the 

chorioallantoic fusion is highlighted by the induction of differentiated trophoblast lineages by the 

allantoic vasculature. This lineages include CTBs and SynT types I and II (SynT-I and SynT-

II)[431, 435, 436, 461], which are vital for the establishment of the trilaminar structure of the mouse 

labyrinth[431, 461]. CTBs, also known as sTGC in the mouse placenta, are mononuclear cells. They 

form the outer, discontinuous layer and secrete hormones by making direct contact with maternal 

blood[431, 461, 462]. The two SynT layers form the inner strata through cell-cell fusion, contributing 

to their multinucleated nature[431, 462]. Interestingly, while the SynT layers and the underlying 

endothelial cell layer maintain a tight connection[431, 461], sTGC has a loose connection with the 

SynT layers. This loose connection facilitates easier access to maternal blood and enhances 

placental exchanges through additional protrusions towards embryonic blood spaces[431, 461]. 

Importantly, the induction of several differentiated trophoblast lineages becomes critical as 

maternal blood begins to enter from E9.5, following the complete lining of labyrinth sinusoids by 

the two SynTs[431, 432, 462]. 

 

1.8.4 Construction of definitive placenta and its role during late gestation 

 Following the induction of the labyrinth and the development of a series of distinct 

trophoblast cell types, the choriovitelline placenta - which facilitates nutrient and gas exchange 

during early embryogenesis - transitions to the chorioallantoic configuration[463]. This transition 

notably marks a switch from histiotrophic nutrition, where embryonic cells absorb nutrients from 

maternal secretions via phagocytosis, to hemotrophic nutrition, a shift essential to meet the 

growing demand from the fetus during the later stages of embryogenesis[432]. Simultaneously 

with this transition towards hemotrophic nutrition, around E10.0, primitive hematopoiesis - 

mediated by blood islands in the yolk sac and AGMs[450-452] – begins to be supplanted by 
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definitive hematopoiesis. This subsequent process is driven by hematopoietic stem cell colonies 

localized within the embryonic liver[464]. By E14.5, from a histological perspective, the majority 

of red blood cells become anucleated, as definitive, anucleated red blood cells take the place of 

their nucleated counterparts[464]. Throughout the remaining gestation, “branching morphogenesis” 

occurs within the labyrinth through capillary branching. These capillaries infiltrate the primary 

villi, consisting of assemblies of trophoblast columns[435], thus supporting embryonic growth[465]. 

Importantly, by E12.5, the multilayered, definitive placenta - comprising the outermost maternal 

decidua, the junctional zone, and the innermost labyrinth - completes its construction and 

commences its function (Figure 1.10)[437, 463]. 

 

 

Figure 1.10: Organization of the multilayered, “definitive” placenta. 

Schematic diagram of E12.5 placenta. This multilayered structure includes the outermost 

maternal decidua, the junctional zone between the decidua and the innermost labyrinth, and the 

labyrinth, characterized by extensive “chorionic villi”[437]. Schematics were created with 

BioRender. 

 

1.8.4.1 Maternal decidua 

 The decidua, a specialized modification of the maternal endometrium located farthest from 

the developing embryo, houses the maternal vasculature and spiral arteries[437, 462]. This region is 

distinctively characterized by the remodeling of spiral arteries, as evidenced by trophoblasts 

lining the vascular smooth muscle walls[464, 466]. Furthermore, uterine natural killer (uNK) cells 

play a continuous role in modulating maternal immune responses at the interface between the 

mother and embryo, during later stages of gestation[432, 467, 468]. In the mouse placenta, a downturn 
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in the uNK cell population initiates around E16.0, coinciding with a diminution in the decidual 

area[432]. In tandem with these changes, the decidual tissues experience deterioration, and the 

surrounding uterine tissue largely reverts to its preimplantation epithelial configuration[460]. 

 

1.8.4.2 Junctional zone 

 Situated between the outermost maternal decidua and the innermost labyrinth in the mouse 

placenta lies the junctional zone[437, 463]. This area’s establishment follows the induction of 

sTGCs and SynTs, culminating in the trilaminar trophoblast structure within the mouse 

labyrinth[436, 461]. The junctional zone houses differentiated trophoblast lineages such as 

spongiotrophoblasts (SpT) and glycogen cells[462]. Interestingly, SpT, which delineate the 

maternal venous sinusoids, constitute the majority of the junctional zone by E12.5. However, 

their population amplifies four-fold by the end of gestation. Concurrently, the glycogen cell 

population expands by an astonishing 250-fold during the same timeframe[461, 463]. Glycogen cells 

are postulated to originate from Tpbp/4311-expressing SpTs[462], and further distinguish 

themselves through the expression of Protocadherin 12 (Pcdh12)[469]. Primarily, the junctional 

zone executes endocrine functions, encompassing the production of hormones, growth factors, 

and cytokines that direct the progression of placentation[390, 470-472]. SpTs within this zone 

produce antiangiogenic proteins, such as soluble Fms-like tyrosine kinase-1 (sFlt-1) and 

proliferin-related protein (rPlf), safeguarding the embryo against intrusive maternal endothelial 

cells[462, 471, 473]. Contrary to the labyrinth, the junctional zone, despite harboring large venous 

sinusoids, demonstrates inefficiency in facilitating substrate exchanges between the mother and 

the embryo. This inefficiency arises because the large vessels predominantly transport maternal 

blood, already depleted of nutrients and gases through exchanges within the labyrinth, towards 

the decidua[431, 461, 463]. Analogous to the decidua, the junctional zone’s area reduces by E18.5, a 

transformation ascribed to alterations in cell size, proliferation, and migration[471]. 

 

1.8.4.3 Labyrinth 

 The escalating demands of fetal growth, alongside the onset of organogenesis, 

necessitating amplified feto-maternal exchanges, result in a more than nine-fold surge in 

placental volume throughout gestation. This marked expansion is primarily due to the growth of 
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the labyrinth[432, 464]. A unique feature of the labyrinth is the counter-current arrangement of fetal 

and maternal blood flows. This configuration allows the flow of deoxygenated embryonic blood 

through the umbilical vessels towards the labyrinth. Meanwhile, oxygenated maternal blood 

enters the placenta via spiral arteries. This blood subsequently descends towards the labyrinth, 

moves towards the placental base, then reverses direction to flow back toward the draining 

maternal vessels[463]. It is noteworthy that the sTGCs, while initially loosely tethered to the 

underlying SynT layers during the early phase of the transition to the chorioallantoic placenta[431, 

461], begin to fuse at later stages. This fusion process enables the underlying SynT layers to 

protrude, releasing hormones and other embryo-derived secretions into the maternal 

bloodstream[461]. Placental defects from numerous genetically engineered mouse models were 

most frequently—although not exclusively—observed in the labyrinth, the primary site for 

nutrient and gas exchange[390, 454, 474]. Placental dysfunction due to labyrinth defects can typically 

be attributed to two major causes: 1) trophoblast lesions, and 2) vascular defects, leading to a 

“small labyrinth”[454]. More precisely, trophoblast lesions may arise from impaired generation of 

SynTs[475] or overproduction of trophoblast lineages[476-478]. Conversely, vascular defects in the 

labyrinth may stem from hindered production of labyrinth vascular networks due to aberrant 

vasculogenesis from the chorionic plate[479, 480] or endothelial cell hypoplasia[481]. 

 

1.8.5 Placental-cardiovascular axis 

 Congenital heart defects impose a significant socioeconomic burden, affecting 

approximately 1% of live births, over 10% of pregnancy-associated complications[482, 483], and 

nearly 20% of patients with AOS[338]. These defects represent the most prevalent birth 

abnormalities, yet the etiology of most congenital heart defect cases remains elusive, despite the 

extensive repertoire of mouse models available[484, 485]. While targeted gene ablation in 

cardiomyocytes has provided valuable insights, the molecular mechanisms driving congenital 

heart defect pathogenesis still largely remain enigmatic[484, 485]. This knowledge gap might be 

attributed to the traditionally focused scope of the investigation, often limited to the affected 

tissue itself. However, a paradigm shift led by various mouse model studies postulates that 

placental dysfunction could be the fundamental instigator behind congenital heart defects[474]. 

This hypothesis is supported by the parallel development of the heart and placenta, both sharing 
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similar developmental pathways[486]. Empirical findings have further substantiated this theory, 

revealing that the global deletion of certain genes, such as Ly6e and ATP11a in placentas and 

embryos, leads to embryonic lethality due to cardiac anomalies. Intriguingly, the heart-specific 

deletion of these genes did not precipitate embryonic lethality or congenital heart defects[487-489]. 

Notably, recent findings have pinpointed placental dysfunction, particularly defects in terminal 

differentiation and maintenance of the SynT population in the developing mouse placenta, as a 

common origin of congenital heart defects[490]. These ground-breaking discoveries underscore 

the urgent need to broaden the scope of congenital heart defect research, emphasizing the 

potential role of placental dysfunction in its pathogenesis. 
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1.9 Rationale and Objectives 

 Understanding the molecular mechanisms driving human diseases is paramount for 

devising targeted therapeutic strategies. CdGAP, a Cdc42 GTPase-activating protein, is 

recognized for its role in mediating cellular dynamics and bestowing cells with migratory and 

invasive potential. This behavior is closely linked to tumorigenesis and progression of breast 

cancer in humans. The regulation of cellular dynamics, an integral aspect of processes like 

epithelial-to-mesenchymal transition (EMT), is fundamental to embryonic development. Given 

CdGAP’s crucial role in cellular dynamics, it is reasonable to postulate its potential function in 

embryogenesis. This is further supported by diverse regulatory domains within CdGAP and its 

GAP-independent functions, particularly in post-transcriptional regulation, which underscore its 

involvement in breast cancer progression. Beyond breast cancer, CdGAP expression has been 

observed to be significantly upregulated in prostate cancer patients, indicating a potential 

oncogenic role akin to that in breast cancer. However, the precise role of CdGAP in prostate 

cancer progression is yet to be fully elucidated due to the heterogenic nature of the disease. Of 

particular interest are findings showing that both Rac1 and Cdc42 knockout mice, which utilize 

CdGAP as a GAP, suffer significant embryonic lethality at early stages (~ E5.5). This emphasizes 

the potential of CdGAP’s involvement in embryonic development. Intriguingly, CdGAP has been 

associated with Adams-Oliver syndrome (AOS), a rare developmental disorder marked by limb 

abnormalities and scalp defects. Considering the reports of placental dysfunction in AOS patients 

and the identification of ARHGAP31, the gene encoding CdGAP, as a causative factor in AOS, 

further investigation is required to unravel CdGAP’s role in AOS pathogenesis. 

 Given the compelling yet fragmented understanding of CdGAP’s functions and roles, the 

present thesis aims to: 

1) Elucidate the role of CdGAP in prostate cancer tumorigenesis, considering its 

established oncogenic function in breast cancer and its increased expression in prostate 

cancer. We aim to ascertain whether CdGAP’s loss or misregulation impacts prostate 

cancer progression, thereby providing new insights into potential therapeutic targets. 

2) Generate and characterize a CdGAP-AOS knock-in mouse model to gain a better 

understanding of CdGAP’s role in embryonic development and define the molecular 
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events underlying AOS pathogenesis. This could offer deeper insights into the broad 

spectrum of AOS abnormalities and potentially identify new disease-causing gene for 

AOS. 

 By pursuing these objectives, we aim to shed light on the dual role of CdGAP in the 

progression of human cancer and its potential involvement in development, thereby enriching 

our understanding of both cancer and developmental biology. 
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Preface to Chapter 2 
 In previous research from our laboratory, we demonstrated the oncogenic role of CdGAP 

in human breast cancer. Interestingly, CdGAP was shown to transcriptionally repress E-cadherin 

expression in a GAP-independent manner. However, given the heterogeneity of cancer and the 

interplay with the ECM that influences tumor progression and metastasis in vivo, the role of 

CdGAP as an oncogene in prostate cancer remained uncertain. Transcriptomic expression 

analysis for ARHGAP31, the gene encoding CdGAP, across a vast array of prostate cancer cell 

lines suggested a positive correlation between ARHGAP31 expression levels and prostate cancer 

aggressiveness. Moreover, high levels of mutated CdGAP in patients were significantly 

associated with an increased likelihood of prostate cancer biochemical recurrence. Based on 

these observations, we hypothesized that CdGAP functions as an oncogene in prostate cancer. To 

test this hypothesis, we knocked down CdGAP in castration-resistant prostate cancer (CRPC) 

cell lines, PC-3 and 22Rv1. In contrast, we overexpressed CdGAP in DU-145, 22Rv1, and 

LNCaP to determine whether elevated levels of CdGAP conferred a significant increase in 

migratory and invasive potentials in these cells. Our transcriptomic analysis via RNA-sequencing 

revealed that gene sets associated with epithelial-to-mesenchymal transition (EMT) and 

apoptosis were enriched in CdGAP-depleted PC-3 cells. Furthermore, we investigated the in vivo 

effects of CdGAP depletion using subcutaneous and orthotopic xenograft models. Our findings 

suggest that loss of CdGAP significantly impairs prostate cancer progression by hindering tumor 

growth and metastasis to distant sites such as the intestine and bone. 
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Abstract 
 High mortality of prostate cancer patients is primarily due to metastasis. Understanding the 

mechanisms controlling metastatic processes remains essential to develop novel therapies 

designed to prevent the progression from localized disease to metastasis. CdGAP plays important 

roles in the control of cell adhesion, migration, and proliferation, which are central to cancer 

progression. Here we show that elevated CdGAP expression is associated with early biochemical 

recurrence and bone metastasis in prostate cancer patients. Knockdown of CdGAP in metastatic 

castration-resistant prostate cancer (CRPC) PC-3 and 22Rv1 cells reduces cell motility, invasion, 

and proliferation while inducing apoptosis in CdGAP-depleted PC-3 cells. Conversely, 

overexpression of CdGAP in DU-145, 22Rv1, and LNCaP cells increases cell migration and 

invasion. Using global gene expression approaches, we found that CdGAP regulates the 

expression of genes involved in epithelial-to-mesenchymal transition, apoptosis and cell cycle 

progression. Subcutaneous injection of CdGAP-depleted PC-3 cells into mice shows a delayed 

tumor initiation and attenuated tumor growth. Orthotopic injection of CdGAP-depleted PC-3 

cells reduces distant metastasic burden. Collectively, these findings support a pro-oncogenic role 

of CdGAP in prostate tumorigenesis and unveil CdGAP as a potential biomarker and target for 

prostate cancer treatments. 
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Introduction 
Prostate cancer is the second most commonly diagnosed cancer in men[1]. While patients 

bearing a localized tumor display high survival rates, once the tumor advances and metastasizes 

current therapies are limited and ineffective[2]. Thus, understanding the molecular mechanisms 

underlying prostate cancer progression is a pressing unmet need and the identification of 

novel therapeutic targets is necessary for the treatment of this disease. 

Rho GTPases are a subfamily of the large Ras superfamily of small GTPases, which 

have important roles in cytoskeletal remodeling, cytokinesis, cell polarity, cell motility, cell 

invasion, and apoptosis[3]. Rho proteins act as molecular switches cycling between active 

GTP-bound and inactive GDP-bound states. This GDP/GTP cycle is regulated by guanine 

nucleotide exchange factors (GEFs) that promote the exchange of GDP for GTP while 

GTPase-activating proteins (GAPs) stimulate the intrinsic GTPase activity, leading to protein 

inactivation[4]. Given their key roles in normal cellular processes, it is not surprising that 

aberrant Rho signaling is frequently implicated in human tumors[3]. However, as the 

frequency of activating mutations in RHO genes is much less than in RAS genes in cancer 

patients[5], the regulators of Rho GTPases have emerged as targets of subversion in cancer[3, 6]. 

In particular, GAPs have been assigned tumor suppressor roles in cancer due to their ability to 

inactivate Rho GTPases, but recent evidence has emerged contradicting the existing dogma 

and implicating RhoGAPs as oncoproteins in several cancers, including breast and prostate 

cancers[6-10]. 

Cdc42 GTPase-activating protein (CdGAP, also known as ARHGAP31) is a RhoGAP 

specific for Rac1 and Cdc42, but not Rho[11, 12]. CdGAP is highly phosphorylated on serine and 

threonine residues in response to growth factors and is a substrate of extracellular signal-

regulated kinase (ERK), GSK-3, and p90 ribosomal S6 kinase (RSK), mediating cross talk 

between the Ras/MAP kinase pathway and Rac1 regulation[13]. Previous studies have reported 

gain-of-function mutations in ARHGAP31 in patients with the rare developmental Adams-Oliver 

syndrome (AOS), which is characterized by aplasia cutis congenita and terminal transverse limb 

defects[14]. In addition, there is compelling evidence to support a pro-oncogenic role for CdGAP 

in cancer progression. Notably, CdGAP is a serum-inducible gene and modulates cell spreading, 

lamellipodia formation, focal adhesion turnover, matrix-rigidity sensing and durotaxis — 
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implicating a role in cytoskeletal remodeling and cellular migration[15-17]. Furthermore, the loss 

of CdGAP in mice severely compromised embryonic vascular development and resulted in 

impaired VEGF-mediated angiogenesis, one of the hallmarks of cancer[18]. Moreover, CdGAP 

has been implicated in the regulation of the expression of E-cadherin — loss of which is a key 

step of epithelial-to-mesenchymal transition (EMT) — via two different mechanisms. Firstly, the 

expression of CdGAP has been shown to significantly disrupt mature epithelial cell-cell 

contacts[19]. Secondly, CdGAP was shown to translocate to the nucleus and form a functional 

complex with the transcriptional factor ZEB2 to repress E-cadherin expression in breast cancer 

cells[7]. Importantly, CdGAP mediates transforming growth factor (TGFβ)- and ErbB2-induced 

breast cancer cell motility and invasion in a GAP-independent manner[8]. In vivo, loss of CdGAP 

in ErbB2-transformed breast cancer cells impaired tumor growth and suppressed metastasis to 

the lungs[7]. Consistently, high expression of CdGAP correlated with poor disease-free survival 

in all subtypes of breast cancer patients[7]. 

In this study, we sought to investigate the role of CdGAP/ARHGAP31 in prostate cancer. 

We first interrogated publicly available prostate cancer data sets with combined gene expression 

and clinical data, which demonstrated a positive association between high CdGAP expression 

and early biochemical recurrence (BCR) in prostate cancer patients. Knockdown of CdGAP in 

two human castration-resistant prostate cancer cell (CRPC) lines inhibited cell motility, invasion, 

and proliferation, even though higher levels of Rac1-GTP were detected in CdGAP-depleted PC-

3 cells. Using global gene expression approaches, we found that CdGAP regulates the expression 

of genes involved in EMT but also genes involved in apoptosis and cell cycle progression. We 

correlated this effect with an increase in the cyclin-dependent kinase (CDK) inhibitor p21 levels, 

a concomitant arrest in G1 cell-cycle phase and an increased sensitivity of CdGAP-depleted PC-

3 cells to doxorubicin-induced apoptosis. Furthermore, loss of CdGAP delayed tumor initiation, 

decreased tumor volume and tumor size in subcutaneous xenografts and reduced distant 

metastasic burden in an orthotopic model of prostate cancer. Consistently, an elevated 

cytoplasmic CdGAP expression in prostate cancer cells was associated with bone metastasis in 

prostate cancer patients, further supporting an important role for CdGAP in prostate cancer 

progression. Therefore, our study revealed that CdGAP is an important regulator of prostate 

tumor progression and metastasis.  
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Results  
Elevated levels of CdGAP expression in human prostate cancer is associated with a 

decreased time to disease recurrence 

One of the first indications of prostate cancer recurrence following initial response to 

therapy is the rise of the prostate-specific antigen (PSA) in the blood of patients defined as time 

to biochemical recurrence (BCR). Therefore, to assess the clinical relevance of CdGAP in 

prostate cancer, we first determine whether CdGAP/ARHGAP31expression is associated with 

BCR by analyzing publicly available datasets. In The Cancer Genome Atlas (TCGA_PRAD) 

dataset, when stratifying patients according to ARHGAP31 expression by maximally selected 

rank statistic (Supplementary Figure 1A), Kaplan-Meier analysis revealed that patients with high 

ARHGAP31 expression trends toward a shorter time to BCR (p=0.053; Figure 2.1A). In the 

Mortensen dataset, Kaplan-Meier analysis showed that patients with high ARHGAP31 

expression had a significantly shorter time to BCR (p=0.0064; Figure 2.1B and Supplementary 

Figure 1B). Strikingly, no BCR was observed within 5 years in patients with low ARHGAP31 in 

contrast to 70% of patients with high ARHGAP31. Moreover, Kaplan-Meier analysis of 

TCGA_PRAD patients stratified based on ARHGAP31 gain and amplification (cBioPortal, 

www.cbioportal.org;[20]) demonstrated shorter time to BCR in patients with altered ARHGAP31 

(p=0.0021; Figure 2.1C). Together, these data suggest that CdGAP is a positive modulator of 

prostate cancer recurrence. 

CdGAP depletion in PC-3 cells increases the levels of active Rac1  

We next sought to determine the expression of CdGAP in human prostate cancer cell 

lines[21]. CdGAP expression was undetectable in the androgen-dependent cell line LNCaP 

(Figure 2.2A, B, and Supplementary Figure 2A). Low levels of CdGAP were found in the CRPC 

DU-145 and 22Rv1 cell lines while high CdGAP protein and mRNA levels were detected in 

CRPC PC-3 cells (Figure 2.2A, B, and Supplementary Figure 2A). Consistently, ARHGAP31 

gene expression level in multiple prostate cancer cell lines obtained from the Prensner dataset[22] 

revealed the highest ARHGAP31 expression in PC-3 cell line (Supplementary Figure 2B). 

Similar to CdGAP expression in human breast cancer cell lines we also found an inverse 

correlation between CdGAP and E-cadherin expression levels in human prostate cancer cell lines 
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(Figure 2.2A, B). In addition, we observed a nuclear and cytoplasmic localization of CdGAP in 

PC-3 cells (Supplementary Figure 2C) as previously reported in breast cancer cells[7, 13]. 

To examine whether CdGAP is involved in pro-tumorigenic behaviors such as cell 

motility and invasion, proliferation and tumorigenesis of CRPC cells, we generated stable PC-3 

and 22Rv1 cell lines knockdown for CdGAP using short-hairpin RNA (shRNA) lentiviruses 

(Supplementary Figure 2D, E). Clone 2 of shCdGAP PC-3 cells led to a 90% reduction of 

CdGAP protein and mRNA levels when compared with control shRNA (Figure 2.2C, D, and 

Supplementary Figure 2D). Similarly, 90% reduction of CdGAP protein expression was 

achieved in shCdGAP 22Rv1 cells (Supplementary Figure 2E). We assessed the effect of 

CdGAP depletion on the levels of active Rac1 in CdGAP-depleted PC-3 cells by performing a 

GST-CRIB pull down assay. Loss of CdGAP resulted in a 2.7-fold increase in Rac1-GTP levels 

(Figure 2.2E), leading to significant morphological cell changes (Figure 2.2F). In contrast to the 

elongated PC-3 control cells, CdGAP-depleted cells showed a rounded cell morphology with a 

decreased cell area and cell aspect ratio (Figure 2.2F). Therefore, these results demonstrate that 

CdGAP acts as a major GAP for Rac1 in PC-3 cells. 

CdGAP silencing impairs prostate cancer cell migration, invasion, and proliferation  

To assess the role of CdGAP in prostate cancer cell migration and invasion, we 

performed transwell migration and invasion assays as well as wound healing assays. Control 

shRNA or CdGAP-depleted PC-3 and 22Rv1 cells migrated towards the bottom chamber, 

which contained media with 10% fetal bovine serum over a period of 24 hours. Loss of 

CdGAP significantly impaired PC-3 and 22Rv1 cell migration and invasion. CdGAP knockdown 

inhibited PC-3 and 22Rv1 cell migration by 65% and 40%, respectively (Figure 2.3A and 

Supplementary Figure 3A), and transwell invasion through Matrigel by 74% and 40%, 

respectively (Figure 2.3B and Supplementary Figure 3B). Furthermore, CdGAP-depleted PC-3 

cells were significantly less efficient to migrate in a wound-healing assay over a period of 27 

hours (Figure 2.3C and Supplementary Movie 1,2). Even though 22Rv1 cells were less migratory 

than PC-3 cells, loss of CdGAP in 22Rv1 cells significantly reduced the wound confluence 

compared to control cells (Figure 2.3D and Supplementary Movie 3,4). We further confirmed the 

impact of CdGAP on human prostate cancer cell migration and invasion by ectopic expression of 

CdGAP in DU-145 and 22Rv1 cells and in the androgen-sensitive LNCaP cell line 
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(Supplementary Figure 3C). Consistently, CdGAP overexpression in all three cell lines 

significantly increased cell migration and invasion (Figure 2.3E, F and Supplementary Figure 3D, 

E). Increased migratory capacity of cells depends on their ability to rapidly attach and detach 

with the extracellular matrix[23]. Thus, we next determine whether CdGAP depletion also affects 

the ability of PC-3 cells to adhere to fibronectin and type I collagen. We found that loss of 

CdGAP had no significant impact on the ability of PC-3 cells to adhere to fibronectin or type 1 

collagen (Figure 2.3G). Then, we examined the impact of CdGAP on prostate cancer cell 

proliferation. CdGAP depletion significantly reduced proliferation of PC-3 and 22Rv1 cells over 

a period of 5 days in culture (Figure 2.4A and Supplementary Figure 3F). We extended this 

analysis and performed a colony formation assay that revealed a 73% decrease in the number of 

colonies formed by CdGAP-depleted cells compared to control shRNA PC-3 cells (Figure 2.4B). 

Collectively, these results indicate that CdGAP is a regulator of prostate cancer cell migration, 

invasion, and proliferation. 

CdGAP modulates the expression of genes related to EMT, apoptosis, and cell cycle arrest 

To gain mechanistic insights into the pro-migratory and proliferative role of CdGAP in 

prostate cancer cells, we performed transcriptomic analysis on CdGAP-depleted PC-3 cells 

compared to control shRNA PC-3 cells. Differential gene expression analysis identified 1384 

upregulated and 720 downregulated mRNAs in CdGAP-depleted PC-3 cells compared to control 

cells (Figure 2.5A and Supplementary Data 1). Gene set enrichment analysis (GSEA; Hallmark) 

revealed that gene sets associated to EMT and apoptosis were enriched in CdGAP-depleted cells 

(Figure 2.5B, C). Additionally, gene sets associated to cell proliferation, including G2M 

checkpoint, E2F and MYC targets were significantly depleted in cells with compromised CdGAP 

expression (Figure 2.5B, C). Furthermore, gene ontology analysis centered on biological 

processes revealed that genes related to chemotaxis, cell motility and the urogenital system 

development were amongst the most significantly affected in CdGAP-depleted cells (Figure 

2.5D). In this way, CdGAP has also been shown to modulate EMT and cell motility gene 

expression profiles in breast cancer cells[7]. Indeed, loss of CdGAP in ErbB2-expressing mouse 

mammary tumor cells and in human breast cancer MDA-MB-231 cells resulted in a decrease of 

SNAIL1 and ZEB2 concomitantly with an increase of E-cadherin and reinstatement of cellular 

adherens junctions[7]. In contrast to the effects observed in breast cancer cells, CdGAP depletion 
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in PC-3 cells led to a significant increase in SNAIL1 (SNAI1) and a decrease in E-cadherin 

(CDH1) mRNA and protein levels (Figure 2.5E, F). On the other hand, the levels of two 

mesenchymal markers N-cadherin (CDH2) and Slug (SNAI2) were significantly decreased in 

CdGAP-depleted PC-3 cells (Figure 2.5E, F). A decrease expression of these genes has been 

consistently reported as correlated with a decrease in cell motility[24]. Altogether, these results 

suggest that CdGAP affects cell motility and EMT gene expression in prostate cancer.  

In addition, a subset of genes encoding cell cycle checkpoint proteins were significantly 

increased in CdGAP-depleted cells compared to control shRNA cells (Figure 2.6A). Accordingly, 

the increased levels of the CDK inhibitor p21 (CDKN1A) (Figure 2.6A, B), which is crucial in 

the regulation of G1 cell cycle progression[25, 26] was validated by qPCR, showing a 3-fold 

increase in CdGAP-depleted PC-3 cells compared to control shRNA cells (Figure 2.6B). To 

assess the role of CdGAP on G1 cell cycle progression, flow cytometry analysis was conducted 

by staining cellular DNA with propidium iodide (PI). It revealed a significant increase of cell 

population in the G1 phase cell cycle (61%) in CdGAP-depleted PC-3 cells compared to control 

shRNA cells (53%), therefore limiting the percentage of cells in the S (from 26% to 22%) and 

G2 (from 21% to 16%) phases (Figure 2.6C). Next, we examined whether CdGAP could affect 

cell death by inducing apoptosis in PC-3 cells submitted to a 12h-doxorubicin treatment followed 

by Annexin V/PI flow cytometry analysis. As shown in Figure 2.6D, we observed a significant 

increase in the apoptotic cell population in CdGAP-depleted PC-3 cells (6%) compared to 

control cells (0.5 %) when treated with vehicle. Increased concentrations of doxorubicin 

treatment induced cell apoptosis in a dose-dependent manner in both shRNA control cells and 

shCdGAP cells. However, CdGAP-depleted cells were significantly more sensitive to 

doxorubicin-induced cell apoptosis compared to control cells in all doxorubicin conditions tested 

(doxorubicin 5 µM; 37% in shCdGAP cells compared to 9% in control cells; Figure 2.6D). 

Therefore, the loss of CdGAP resulted in G1 cell cycle arrest with a concomitant increase in cell 

apoptosis in PC-3 cells, which correlates with a decrease of cell proliferation observed in 

CdGAP-depleted cells (Figure 2.4A, B). Taken together, these analyses revealed CdGAP as a key 

modulator of prostate cancer cell proliferation through the control of apoptosis and cell cycle 

genes.  
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The loss of CdGAP delays subcutaneous tumor formation and attenuates tumorigenesis 

induced in vivo 

We next determined the role of CdGAP in tumorigenesis in vivo by injecting 

subcutaneously control shRNA cells or CdGAP-depleted PC-3 cells into athymic mice. The loss 

of CdGAP significantly delayed tumor formation with a 2.6-fold difference between the 

control group and the shCdGAP group of mice (Figure 2.7A). Additionally, 73% of the mice 

injected with CdGAP-depleted cells led to tumor formation compared to 100% of mice 

injected with control cells (Figure 2.7A). Consistently, the endpoint tumors from the 

shCdGAP group of mice were smaller compared to the control group (Figure 2.7B), which 

correlated with a significant 2-fold reduction in tumor volume and tumor weight from the 

shCdGAP cohort compared to control mice at 34 days post-injection (Figure 2.7C, D). 

Together, these data demonstrate that CdGAP promotes tumorigenesis. 

CdGAP knockdown attenuates distant metastasis in an orthotopic model 

 To further investigate CdGAP function in prostate cancer metastasis, we injected CdGAP-

depleted PC-3 cells or control shRNA cells expressing luciferase into athymic mouse prostates. 

We then measured the resulting orthotopic xenograft formation and evaluated metastasis 

formation by bioluminescence imaging. In contrast to subcutaneous tumor formation (Figure 

2.7), loss of CdGAP did not significantly affect prostate tumor weight and volume at the 

endpoint (Figure 2.8A-D). Histological analysis of primary tumors showed a typical 

adenocarcinoma morphology with no major differences between control and CdGAP-depleted 

injected mice (Figure 2.8E). However, an increase in cell apoptosis as demonstrated by a 

significant increase in cleaved caspase-3 staining was detected in prostate tumors from mice 

injected with shCdGAP cells (Figure 2.8F) whereas no difference in the cell proliferation marker 

Ki-67 or CD-31 staining was detected between control and shCdGAP tumors (Supplementary 

Figure 4A, B). Local metastasis to the urogenital system, including kidneys and testes, was 

detected by post-mortem bioluminescence in 100% of control and shCdGAP group of mice 

(Figure 2.8G, H; Supplementary Figure 5). However, distant metastasis to the intestines was 

detected by post-mortem bioluminescence in 100% of control mice compared to 50% of 

CdGAP-depleted injected mice, which showed fewer lesions compared to control mice (Figure 

2.8G, H; Supplementary Figure 5). Moreover, post-mortem bioluminescence in the legs and 
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paws suggested distant metastasis to the bones in control mice, which was reduced in CdGAP-

depleted injected mice (80% of control mice vs 33% of shCdGAP mice) (Figure 2.8G, H; 

Supplementary Figure 5). Histological analysis of kidneys revealed tumorigenic lesions in both 

control and mice injected with shCdGAP cells (Figure 2.8I), validating the bioluminescence 

images obtained post-mortem (Figure 2.8G and Supplementary Figure 5). Therefore, these 

results suggest a role for CdGAP in promoting prostate cancer metastasis. 

 

Increased levels of cytoplasmic CdGAP expression in human prostate cancer is associated 

with reduced bone metastasis-free survival  

Next, we examined the expression of CdGAP on a panel of radical prostatectomy 

specimens from 285 prostate cancer patients using the TF123 tissue microarray (TMA) series[27] 

(Supplementary Figure 6 and Supplementary Table 1). Since we have previously reported a 

nuclear and cytoplasmic localization of CdGAP in breast tumor specimens[7], nuclear and 

cytoplasmic intensity of CdGAP expression was evaluated within each tissue core (Figure 2.8J). 

Notably, CdGAP cytoplasmic intensity was significantly greater in tumor (T) tissue cores in 

comparison to matched benign adjacent (BA) tissue cores (Average fold change=4.781; p=1.2e-

21; Figure 2.8J). In contrast, comparable CdGAP nuclear intensity was detected between T and 

matched BA tissue cores (Average fold change=1.123; p=0.013; Figure 2.8J). Kaplan-Meier 

analyses demonstrated that high CdGAP cytoplasmic intensity in cancer cells was associated 

with a trend toward increased risk of developing bone metastasis in prostate cancer patients 

(p=0.057; Figure 2.8K). Strikingly, univariate analyses revealed that patients with greater 

CdGAP cytoplasmic intensity in their tumor tissues (CdGAP-T) were more likely to develop 

bone metastatic lesions (p=0.005, Hazard Ratio (HR) = 2.416, 95% CI = 1.310-4.453; Figure 

2.8L and Supplementary Table 2). Taken together, these data demonstrate the importance of 

CdGAP in prostate cancer metastasis and suggest that CdGAP could be used as a biomarker to 

identify patient at risk of progressing toward a metastatic disease. 
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Discussion  
Tumorigenesis is a multistep process that involves the modulation of cell proliferation, 

survival, migration, and invasion. The mechanisms controlling prostate cancer metastasis still 

remain an unresolved issue and a better understanding of prostate cancer progression will help to 

identify novel molecular targets for prostate cancer treatment and diagnosis. Our data presented 

here outline the possibility that CdGAP/ARHGAP31, a negative regulator of Rac1 and Cdc42, 

acts as an oncoprotein rather than a tumor suppressor in prostate cancer. We demonstrate that 

CdGAP is required for two CRPC cell lines, PC-3 and 22Rv1 cells, to proliferate, migrate, and 

invade the extracellular matrix. The mechanisms through which CdGAP promote cell growth and 

migration involve the regulation of G1 cell cycle progression, apoptosis, and EMT genes (Figure 

2.9). Consistently, CdGAP is required for the establishment and growth of subcutaneous primary 

tumors. However, CdGAP expression did not affect the formation of orthotopic primary prostate 

tumors, highlighting the influence of the tumor microenvironment in the development of 

tumorigenesis[28]. Hence, CdGAP supports the development of prostate cancer distant metastasis 

in an orthotopic model and is associated to bone metastasis in patients. This work has broad 

implications to further improve our understanding of RhoGAPs as oncogenes and their potential 

impact as cancer therapeutics. 

Several lines of evidence suggest that CdGAP may have a pro-tumorigenic role in cancer. 

As a GAP for Rac1 and Cdc42, CdGAP is a key regulator of actin-cytoskeletal remodeling 

conferring pro-migratory roles to CdGAP[11]. Furthermore, CdGAP was shown to have a key role 

in the regulation of directional membrane protrusions of migrating osteosarcoma cells[16, 17]. Of 

note, CdGAP appears to be the major RhoGAP expressed in HER2/ErbB2-induced mouse breast 

tumors[29]. In line with this, downstream of TGFβ and ErbB2 signaling pathways, CdGAP was 

shown to regulate cell migration and invasion in an ErbB2-induced mouse breast cancer cell 

model[8]. Furthermore, loss of CdGAP suppressed the ability of breast cancer cells to induce 

primary tumors and to metastasize to the lungs[7]. Here, we found that elevated levels of CdGAP 

expression in a cohort of human prostate cancer patients was associated with an increased risk of 

bone metastasis in patients. These results are in good agreement with the depletion of CdGAP in 

PC-3 cells resulting in a reduction of distant metastasis to the intestines and potentially to the 

bones in an orthotopic model. In this way, analysis of gene expression datasets also revealed the 

positive correlation between elevated CdGAP gene expression and BCR in prostate cancer 
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patients. Thus, this study presents data regarding CdGAP/ARHGAP31 as a gene associated with 

prostate cancer metastasis and a potential target in the treatment of aggressive prostate cancer.  

In order to migrate and invade, cells have to undergo a well characterized process 

known as EMT. Some hallmarks of this process include upregulation of the expression of 

mesenchymal markers SNAIL1, SLUG, N-cadherin, and downregulation of epithelial markers 

such as E-cadherin, ZO-1 and claudins. In direct contrast to our previous study of CdGAP in 

breast cancer[7, 8], downregulation of CdGAP resulted in a further decrease of E-cadherin 

levels, primarily because of the net increase in the levels of the E-cadherin transcriptional 

repressor SNAIL1. When we investigated further, we observed a decrease in other 

mesenchymal markers such as SLUG and N-cadherin. Expression of both SLUG and N-

cadherin has been correlated in several reports with increased motility and an aggressive 

cancer phenotype[30, 31]. Thus, although the marked decrease in E-cadherin levels upon 

CdGAP downregulation contrasts with the findings in breast cancer, the regulation of other 

genes hints at a differential mechanism of action of CdGAP in prostate cancer. Whether N-

cadherin and SLUG are direct targets of CdGAP during the regulation of EMT in prostate cancer 

need to be further investigated. Nevertheless, the differential regulation of EMT genes highlights 

an important role of CdGAP in the migration and invasion of prostate cancer cells.  

Further investigation of the proliferative capacities using in vivo subcutaneous 

injections demonstrated that CdGAP-depleted tumors exhibited delayed tumor onset, reduced 

tumor volume and tumor weight, in comparison to control tumors and this further 

substantiated the results obtained from the in vitro experiments. In contrast, prostate 

orthotopic injection of CdGAP-depleted cells did not alter the formation of primary tumors. 

These differences highlight the importance of the tumor microenvironment and stroma-tumor 

interaction in prostate cancer growth and progression[28]. Cancer cells are sensitive to their 

surrounding cells and factors that contribute to reprogramming the tumor cells to either grow 

or arrest proliferation. The global transcriptional reprogramming in CdGAP-depleted PC-3 

cells may support a positive niche for the tumors to develop in prostate tissue environment, 

which may be different in a subcutaneous tumor context. For instance, the upregulation of 

regulatory factors including TGFβ and FGF1 in CdGAP-depleted cells could differentially 

influence the role of CdGAP in prostate cancer growth in a specific tumor microenvironment. 
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In this study, we have also observed a significant reduction in CdGAP-deficient 22Rv1 

cell proliferation and a robust attenuation of cell proliferation as well as a decrease in colony-

formation ability when CdGAP was depleted in PC-3 cells. The colonies in CdGAP-depleted 

PC-3 cells were loose and scattered from one another and unable to form compact ones as 

observed in control PC-3 cells. Furthermore, transcriptomics analysis of CdGAP-depleted 

cells revealed alterations in a subset of genes encoding cell cycle checkpoint proteins including 

increased levels of the CDK inhibitor p21. Consistently, we observed that the loss of CdGAP in 

PC-3 cells led to an arrest in the G0/G1 phase with an increase in cell apoptosis. Previous 

reports have implicated RhoGAPs in the regulation of CDK inhibitors[6]. Notably, depletion of 

ARHGAP11A in basal-like breast cancer cells was shown to lead to cell-cycle arrest mediated by 

p27 while depletion of RacGAP1 led to an increase in p21 protein associated with an increase in 

senescence[10]. This study identified both these RhoGAPs as oncogenic GAP essential for the 

regulation of cell proliferation[6, 10]. By contrast, ARHGAP24 (FilGAP) emerged as a tumor-

suppressor in renal cell carcinoma by inhibiting G1/S phase cell cycle progression, increasing 

apoptosis and inhibited tumor growth[32]. ARHGAP10 has also been consolidated as a tumor-

suppressor in ovarian cancer cells by inhibiting cell cycle progression and inducing apoptosis 

resulting in suppression of tumorigenesis[33].   

Rho proteins organize the cytoskeleton, therefore their regulators and effectors are 

involved in maintaining normal homeostasis and are prone to alteration due to oncogenic 

transformations[3]. The pro-oncogenic role of CdGAP in breast[7, 8] and prostate cancer challenges 

the existing paradigm and adds to the list of the emerging RhoGAPs acting as positive 

modulators of cancers[6]. Notably, in ovarian and colorectal cancer the expression of RacGAP1 

positively correlated with lymph node metastasis and poor survival, respectively[34, 35]. As well, 

p190A, a RhoGAP for RhoA has been implicated as an oncogenic GAP in osteosarcoma, 

colorectal, lung and breast cancer[36]. 

In conclusion, the current study highlights the involvement of CdGAP in prostate cancer 

development and metastasis by regulating cell proliferation, migration, and death. CdGAP might 

be a valuable prognostic biomarker for metastasis and a therapeutic target in the treatment of 

prostate cancer. 
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Methods  
Mortensen and TCGA analyses 

The Mortensen dataset (GSE46602)[37] is a microarray-based dataset (Affymetrix U133 2.0 Plus), 

comprising 36 laser micro dissected prostate cancer samples and 14 normal prostate samples. 

Data files with probes values (.CEL files) and sample data were downloaded from NCBI Gene 

Expression Omnibus (GEO) database (GEO, http://www.ncbi.nlm.nih.gov/geo/) using getGEO-

function of GEOquery package_2.54.1[38]. Read count and samples clinicopathological 

information from The Cancer Genome Atlas (TCGA) PRAD dataset were downloaded from the 

TCGA database (http://tcga-data.nci.nih.gov/tcga/)[39] using Bioconductor package 

TCGAbiolinks_2.14.1[40]. We used TCGA level 3 data that comprise 52 normal, 498 cancer and 1 

metastasis samples excluded from the analysis. ARHGAP31 gene alteration (gain and 

amplification) information was downloaded from cBioPortal (cBioPortal, www.cbioportal.org). 

Data processing: Microarray raw data (.CEL files) were read and preprocessed by Oligo 

Bioconductor package_1.50.0[41]. Probe intensities were summarized using Robust Multi Array 

Average (RMA) algorithm. This step includes a background correction, a quantile normalization 

and a log2 transformation of the data. Probes with low intensity were filtered and batch effect 

was corrected using the ComBat-function of the sva Bioconductor package_3.34.0[42]. Hugo 

Gene Symbol were mapped to each probe in the platform using hgu133plus2.db annotation_3.2.3 

package[43] and genes with multiple probe sets were collapsed using CollapseRows-function 

(“MaxMean” argument) from WGCNA package_1.69[44]. TCGA RNA-seq sequencing read 

count were normalized for sequencing depth using the size factor method implemented in 

Deseq2_1.26.0 package[45].  

Survival analyses: To conduct survival analyses, expression data from Mortensen et al. 

(microarray based) studies were transformed to z-score while expression data from TCGA 

(RNA-seq based) datasets was transformed using the variance-stabilizing transformation 

implemented in the Deseq2_1.26.0 package[45]. Patients were divided into high expression and 

low expression groups by optimal cutpoint calculated by survcutpoint-function of 

survminer_0.4.6[46] package (Supplementary Figure 1a, b). Differences in patient’s 

recurrence‐free survival between groups were estimated by Kaplan-Meier survival analysis and 

log‐rank tests using R package survival_3.1-12[47] and survival curve were generated using 
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survminer_0.4.6[46] package. All data analysis and statistical tests were performed in R version 

3.6.2 (2019-12-12). 

 

Cell culture, DNA constructs, and transfection  

PC-3, LNCaP, 22Rv1 and DU-145 prostate cancer cells (ATCC) were cultured in RPMI 1640 

(Wisent: 350-000-CL) supplemented with 2 mM L-Glutamine, 10% fetal bovine serum (FBS), 

1% penicillin/streptomycin, and maintained in a humidified incubator at 37°C with 5% CO2. Cell 

lines were regularly tested for mycoplasma contamination but they have not been authenticated. 

Blasticidin-resistant PC-3 cells previously transfected with empty vector pcDNA6/A (Invitrogen, 

Carlsbad, CA, USA) were transduced for stable bicistronic co-expression of ZsGreen and 

luciferase (pHIV-Luc-ZsGreen, AddGene, Watertown, MA, USA). Fluorescence-activated cell 

sorting was used (BD FACSAria Fusion, San Jose, CA, USA) to select the ZsGreen and 

luciferase positive PC-3 cells for subsequent experiments. To generate stable CdGAP-

knockdown cell lines, PC-3 cells or luciferase-expressing PC-3 cells were infected with short 

hairpin RNA (shRNA) targeting CdGAP lentiviruses (5’-

CCTCATTTAGTTCACCTGGAACTCGAGTTCCAGGTGA 

ACTAAATGAGG-3’; Sigma: TRCN0000047639), and 22Rv1 cells were infected with shRNA 

targeting CdGAP lentiviruses (5’-CCGGCGGAGATCAGTAATTCTGGATCTCGAGATCCA 

GAATTACTGATCTCCGTTTTTG-3’; Sigma: TRCN0000047641) or control shRNA (Sigma: 

SHCON 001) purchased commercially. To select CdGAP-depleted PC-3 cells, puromycin (1 

µg/ml) (Sigma: P8833) was added to the medium 48 hours after infection. These cells were then 

plated in a 96-well plate at 1 cell/well and selected until single cell clones were obtained. To 

select CdGAP-depleted 22Rv1 cells, puromycin (1 µg/ml) was added to the medium 24 hours 

after infection. For CdGAP overexpression, DU-145, 22Rv1, and LNCaP cells were transfected 

with full-length pEGFPC1-mCdGAP or empty vector pEGFPC1 constructs using jetPRIME 

transfection reagent (Polyplus:114-07) following the manufacturer’s instructions. All 

experiments were carried out 24 hours post-transfection[13]. 

 

Immunoblotting  

Cells were lysed in RIPA buffer containing 50 mM HEPES pH 7.5, 0.1% sodium dodecyl sulfate, 

1% Triton X-100, 0.5% sodium deoxycholate, 50 mM sodium fluoride, 150 mM sodium 
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chloride, 10 mM EDTA pH 8.0, 50 mM sodium orthovanadate, 20 mM leupeptin, 20 mM 

aprotinin and 1 mM phenylmethylsulfonyl fluoride. Protein lysates were subjected to 

centrifugation at 10,000 x g for 15 min at 4°C to remove insoluble materials and protein 

concentrations were determined using the Bicinchoninic Acid Assay (BCA) protein kit (Thermo-

Scientific). Equal amounts of protein samples were resolved by SDS-PAGE, transferred to 

nitrocellulose membranes for immunoblotting with the indicated antibodies in Supplementary 

Table 3, and visualized by enhanced chemiluminescence (ECL) using ClarityTM
 
western ECL 

substrate (Bio-Rad: 1705061) and the ChemiDocTM MP imaging system. All quantitative 

densitometry analysis on the obtained images were carried out using Image Lab software. The 

optical density ratios were calculated as followed: CdGAP over tubulin; E-cadherin over tubulin; 

snail1 over tubulin; n-cadherin over tubulin; slug over tubulin; Rac1-GTP over total Rac1. The 

optical density fold change was calculated by normalizing the ratio of each condition to control 

ratio. 

 

Quantitative real time polymerase chain reaction (Q-PCR)  

Total RNA was extracted using Qiagen RNeasy kit (Qiagen: 74104). mRNA was reverse 

transcribed using the 5X All-In-One RT MasterMix kit (AbCAM: G485). Next, quantitative real 

time polymerase chain reaction (Q-PCR) was performed with SYBR Green PCR Master Mix 

(Applied Biosystems), using primers specific to the genes of interest: CdGAP (Qiagen: 

QT00076671), β-actin (Qiagen: QT00095431); other primers used are listed in Supplementary 

Table 4. Q-PCR reactions were carried out at 95°C for 3 min, followed by 40 cycles at 95°C for 

20 sec, then at 60°C for 30 sec and finally at 72°C for 30 min. Gene expression was normalized 

to β-actin RNA[7, 8] and the fold change was calculated by normalizing the ratio to control cells 

(shCon). 

 

Immunofluorescence  

Cells grown on glass coverslips were fixed for 30 minutes in 3.7% formaldehyde in PBS before 

permeabilization for 5 minutes with 0.25% Triton-X-100 in PBS. After blocking for 30 minutes 

in a solution of PBS with 1% bovine serum albumin (BSA), coverslips were incubated overnight 

at 4°C with anti-CdGAP antibodies, followed by a 45-minute incubation with Alexa Fluor 488-

conjugated anti-rabbit and rhodamine-conjugated phalloidin to stain for F-actin filaments. 4′,6′-
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diamidino-2-phenylindole (DAPI) was used to stain the nuclei. Between each step, coverslips 

were washed three times with PBS. Coverslips were mounted on glass slides using Prolong Gold 

antifade reagent (Invitrogen: P3696). Cells were examined with a motorized inverted Olympus 

IX81 microscope using a 40x Plan-S-APO oil objective lens and images were recorded with a 

CoolSnap 4K camera (Photometrics) and analyzed with Image J software[7, 8].  For actin staining 

and quantification analyses, cells were examined with a Zeiss LSM780 confocal microscope 

with a 63X/1.40 oil DIC Plan-Apochromat objective and analyzed with Zen2009 and Image J 

softwares. A minimum of 30 to 40 cells for control or shCdGAP cells per experiment were 

analyzed for quantification of the cell area and aspect ratio. Aspect ratio represents the ratio of 

the length over the width of the cell.   

 

Cell migration and invasion 

For migration assays, 100 000 PC-3 (shControl; shCdGAP) or DU-145 (EV; GFP-CdGAP) 

cells, 50 000 22Rv1 (shControl; shCdGAP) cells, 150 000 22Rv1 (EV; GFP-CdGAP) cells, 

100 000 LNCaP (EV; GFP-CdGAP) cells were resuspended in serum-free medium and seeded 

in the top chamber of transwell inserts (Falcon: 353097). For invasion assays, 150 000 PC-3 

or DU-145 cells, 250 000 22Rv1 or LNCaP cells were plated onto a 5% Matrigel 

(ThermoFisher: 356234) layered over the top chamber. Cells were incubated at 37°C 

overnight (PC-3, DU-145, 22Rv1 cells) or 48h and 60h for migration and invasion of LNCaP 

cells, respectively, which allowed migration towards the bottom chamber containing complete 

medium with 10% FBS. Cells on the bottom surface of the insert were fixed in 10% formalin 

(BioShop: 8G56294) and stained with a crystal violet solution. Five images were taken for 

each transwell insert using a Nikon inverted microscope camera with a 10X objective lens 

(Nikon Eclipse TE300 Inverted microscope). Quantitative analysis was assessed using Image J 

software. Data represent the fold change relative to that of shRNA control cells or empty vector 

control cells obtained from at least three independent experiments[8].  

 

Wound-healing assays 

96-well IncuCyte® ImageLock microplate (Sartorius: ImageLock 4379) was coated with 1mg/ml 

poly-D-Lysine (Sigma: P6407-5MG) for 1h at 37 ℃. Then, wells were rinsed once with calcium 

and magnesium-free PBS. 15 000 PC-3 (shCon;shCdGAP) cells or 60 000 22Rv1 
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(shCon;shCdGAP) cells per well were seeded in triplicates, and incubated overnight. The 

following day, confluency of each well was monitored. Then, IncuCyte® 96-well WoundMaker 

Tool (Essen Bioscience) was used to generate scratch cell monolayers, following manufacturer’s 

instructions. IncuCyte® S3 Live-Cell Analysis System was used for image acquisitions with a 3h- 

interval during a period of 27 hours. 

 

Cell adhesion 

An in vitro adhesion assay was performed by resuspending 40 000 cells in complete media 

and seeding them on 96-well plates coated with 10 µg/ml type 1 collagen (BD Bioscience: 

354246) or 10 µg/ml fibronectin (Sigma: F1141) for 30 min at 37 °C. Cells were fixed using 

3.7% formaldehyde in PBS for 15 minutes, washed twice with washing buffer (0.1% BSA in 

RPMI) and stained with a crystal violet solution. After washing the excess dye out, the plates 

were allowed to dry for 1 hour. Then the crystal violet stain absorbed by the cell nuclei was 

solubilized with 10% acetic acid and the optical density was measured at 570 nm[8]. 

 

Cell proliferation 

To assess cell proliferation, the cell growth determination MTT (3-(4,5-Dimethylthiazol-2-yl)-

2,5-diphenyltetrazolium bromide) kit (AbCAM: 211091) was used. Briefly, 250 PC-3 cells 

(shControl; shCdGAP) or 500 22Rv1 cells (shControl; shCdGAP) were seeded in triplicates in 

96-well plates and grown over a period of five days. MTT solution was added to each well for 

the last 4h of treatment on each day as per manufacturer’s protocol. Absorbance was measured 

at 590 nm[8]. Data represent the fold change in cell proliferation relative to that of Day 1 obtained 

from three independent experiments. 

 

Colony formation 

Two hundred and fifty cells per well in 6-well plates were resuspended in complete media for 10 

days at 37 °C in a humidified incubator. On day 10, the 6-well plates were washed with PBS, 

fixed in 10% formalin (BioShop: 8G56294) and stained with a crystal violet solution. The 

excess dye was washed out with water twice and the plates were then left to dry overnight. 

Images were obtained with a 10X objective lens using a Nikon Eclipse TE300 Inverted 
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microscope. Fifty cells were counted as one colony. The data represent the average of all the 

images per condition obtained from three independent experiments[48].  

 

Rac1 activation  

The CRIB domain of mouse PAK3 (amino acids 73–146) fused to glutathione S-transferase 

(GST-CRIB) was used to isolate GTP-bound Rac1 and was purified as follows[13]. Briefly, 

bacterial pellets were resuspended in the lysis buffer (buffer A) containing 20 mM HEPES pH 

7.5, 120 mM sodium chloride, 2 mM EDTA pH 8, 10% glycerol, and 1% Triton-X100, sonicated 

and centrifuged at 3000 RPM at 4°C. Then, 30 µg of purified GST-CRIB was coupled to 

glutathione–agarose beads (50%) (Sigma) for 3 hours at 4°C and centrifuged at 1000 RPM for 1 

minute, and the pellet was washed in buffer A twice. Cell lysates (1 mg of control or shCdGAP 

PC-3 total cell protein) were incubated with the GST-CRIB proteins coupled to the glutathione–

agarose beads for 45 minutes at 4°C on a rotator. The samples were centrifuged at 1000 RPM at 

4°C for 1 minute to collect the beads. After discarding the supernatant, beads were washed three 

times in cold RIPA buffer and resuspension in SDS sample buffer, heated at 95°C and then 

examined by immunoblotting. The levels of Rac1-GTP were assessed by densitometry and 

normalized to the total amount of Rac1 detected in the total cell lysates. 

 

Cell cycle  

Control or shCdGAP PC-3 cells were serum starved overnight followed by a 24-hour incubation 

in RPMI containing 10% FBS. 1 x 106 cells were harvested, counted, and washed twice in ice-

cold PBS and fixed in 70% ethanol for 1 hour at 4°C. Cells were then washed with PBS and 

incubated with RNase A for 1 hour at 37°C in a humidified incubator. Finally, cells were stained 

with 10 μg/ml propidium iodide (PI; Sigma: P4170). Cells were subjected to flow cytometry 

analysis with BD FACSCanto II system. The cell cycle distribution was analyzed using the 

FlowJo analysis software v10.7.1 (TreeStar, Inc.)[13].  

 

Apoptosis 

Apoptosis was assessed in control or shCdGAP PC-3 cells using the Alexa Fluor 488 annexin 

V/Dead cell apoptosis kit (Invitrogen: V13241). Briefly, cells we serum starved overnight in 

RPMI media supplemented with 0.25% FBS followed by a 12h treatment with doxorubicin (1, 2 
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and 5 µM) (Sigma: #D1515) or DMSO 0.05% as vehicle. Cells were subjected to flow cytometry 

analysis using the BD FACScanto II system. To determine the percentage of cell population 

distribution, we quantified the population of apoptotic cells with fluorescence in the green 

emission spectrum (520nm), necrotic cells with red fluorescence (620 nm), and late apoptotic 

cells with both green and red fluorescence. Data were analyzed using the FlowJo analysis 

software v10.7.1 (TreeStar, Inc.). 

 

RNA-sequencing 

RNA-sequencing was performed and analyzed as described below[7]. Briefly, total RNA from 

three independent samples of control shRNA PC-3 or CdGAP-depleted PC-3 (shCdGAP) cells 

was extracted using Qiagen RNeasy kit (Qiagen: 74104). Deep sequencing was performed using 

Illumina TruSeq RNA Sample Preparation Kit, Illumina TruSeq SR Cluster Kit v2, and Illumina 

TruSeq SBS Kit v2 (50 cycles) according to the manufacturer’s procedures. Sequencing was 

performed at the Génome Québec Innovation Centre (McGill University) using the Illumina 

HiSeq 2000 platform. Quality of the raw reads was assessed with FastQC_0.11.5 and reads were 

aligned to the GRCh38 genome with Star 2.5.1b. Raw alignment counts were calculated with 

featureCounts_1.4.6 and differential expression measurements were performed with 

DESeq2_1.12.3. Gene ontology analyses and Gene Set Enrichment Analyses (GSEA) were 

conducted using ClusterProfiler_3.14.3 R package[49]. Input genes for GSEA analysis were 

ranked in descending order according to moderated t-statistic and applied to Hallmark gene sets 

downloaded from the Molecular Signature Database (MSigDB) using msigdbr_7.1.1 R package. 

 

Xenograft and orthotopic injections 

To assess primary tumor growth of control or shCdGAP PC-3 cells, 1 x 106 cells were 

resuspended in 100 µl of serum-free RPMI containing 50% Matrigel (ThermoFisher: 356234) 

and injected subcutaneously using BD disposable syringe with Leur-Lok Tips (ThermoFisher: 

14-823-30) into the right flanks of 7-week-old male athymic mice. Tumors were measured every 

two days with a digital caliper and the tumor volume was calculated using the following formula: 

V = π (length × width2)/6. After 34 days, mice were sacrificed, and the tumors were harvested, 

fixed in 10% formalin (Cochiembec: F-5010Z) and subjected to analysis. Orthotopic injections 

of 7-week-old male athymic mice were performed as follows[50]. Briefly, male athymic mice 
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were anesthetized and an abdominal small incision was made to expose the prostate. 2.5 x 105 

control or shCdGAP PC-3-expressing luciferase cells were resuspended in 10 µl PBS with an 

equal volume of Matrigel and injected into the right dorsal prostate lobe. Mice were monitored 

daily for one week and wound clips were removed one-week post-surgery. Tumor growth was 

monitored weekly thereafter via in vivo bioluminescence imaging. On the day of imaging, a 15 

mg/ml luciferin solution (Perkin Elmer: #122799) was freshly prepared in PBS. Luciferin was 

injected intraperitoneally at a concentration of 150 mg luciferin/kg body weight. Bioluminescent 

imaging was performed using Bruker’s in vivo Xtreme system following the manufacturer’s 

instruction. Bioluminescence signals were normalized and presented in photons/sec/mm2. After 4 

weeks, mice were sacrificed, and the tumors and organs potentially containing metastatic foci 

were dissected for formalin fixation, paraffin embedding, and tissue analysis. Ex vivo 

bioluminescent imaging at the experimental end point was performed on each mouse exposed for 

4 minutes to identify the number of mice with local and distant metastasis. All animal protocols 

were approved by McGill University Animal Use and Care Committee, in accordance with 

guidelines established by the Canadian Council on Animal Care. 

 

Tissue microarray (TMA) 

Construction of TMA: The TMA TF123 series is composed of 300 radical prostatectomy 

specimens from patients participating in the Centre de recherche du Centre hospitalier de 

l’Université de Montréal (CRCHUM) prostate cancer biobank. These patients have undergone 

surgery at the CHUM between 1993 and 2006. For each patient, two cores (0.6 mm) of tumor (T, 

cancer) and two cores of benign adjacent (BA) glands were extracted from formalin-fixed 

paraffin-embedded (FFPE) radical prostatectomy specimens and arrayed on receiver blocks. A 

total of 285 prostate cancer treatment naïve specimens were used for this study (Supplementary 

Table 2), 15 cases were excluded due to pre-operative treatments[27]. 

Scoring of CdGAP in TMA: Using digitalized images, two different observers evaluated the 

nuclear frequency categorized in 0 (none), 1 (1-25%), 2 (26-75%) and 3 (76-100%), and both the 

nuclear and the cytoplasmic intensity (0 to 3 for negative, weak, moderate, high, respectively) of 

CdGAP within each tissue core. The average scores obtained from cores with the same histology 

(T or BA) were used for the statistical analyses.  
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Survival analyses: Patients were divided in two groups according to the median intensity of 

CdGAP in the cytoplasm. Bone metastasis-free survival was evaluated by Kaplan-Meier survival 

analysis and the log-rank test as described previously. Univariate Cox regression analyses were 

used to estimate the hazard ratios (HRs) for CdGAP using SPSS software 24.0 (SPSS Inc. 

Chicago, IL, USA). For univariate analyses, the serum PSA level prior to the radical 

prostatectomy, pathologic staging of the primary tumor (pT 2, 3, 4), Gleason Score category (6, 7 

(3+4), 7 (4+3), 8+), and margin status (negative/positive) were included in the model.  

 

Immunohistochemistry (IHC) 

IHC was performed as described below[7]. Briefly, primary tumors were fixed in 10% formalin 

and paraffin embedded. IHC was performed with Ki67 (Abcam: #ab15580; 1:300 dilution), 

CD31 (Abcam: # ab124432; 1:1200 dilution), and cleaved caspase-3 (Cell Signaling: #9661s; 

1:300 dilution) antibodies. All slides were counterstained using hematoxylin and eosin (H&E). 

Slides were scanned using a Scanscope XT digital slide scanner (Aperio, Leica Biosystems Inc., 

Concord, ON, Canada) and analyzed with Imagecope software (Aperio, Leica Biosystems Inc.). 

In human TMA staining, IHCs were performed on 4 µm-thick sections of each TMA blocks 

(n=6) using the Benchmark XT autostainer (Ventana Medical Systems). Antigen retrieval was 

performed for 60 minutes with Cell Conditioning 1 (#950-124, Ventana Medical System, Tucson, 

AZ) and sections were stained using a pre-diluted (1:50) anti-CdGAP polyclonal antibody 

(Sigma: HPA036380) manually added to the slides and incubated at 37˚C for 60 minutes. 

UltraView universal DAB detection kit (#760-500, Ventana Medical System) revealed CdGAP 

expression and counterstaining was achieved using hematoxylin and bluing reagents (#760-2021 

and #760-2037, Ventana Medical System). Tissues were dehydrated and mounted using SubX 

mounting media (Leica microsystems, Concord, ON, Canada). All sections were scanned using a 

VS-110 microscope with a 20x 0.75 NA objective and a resolution of 0.3225 µm (Olympus 

Canada Inc., Richmond Hill, ON, Canada). 

 

Statistics and reproducibility 

Statistical analyses in Figs. 2.2, 2.3, 2.4, 2.5E, F, 2.6, 2.7, 2.8A-C, 2.8F, supplementary Figs. 2.2-

2.4 were performed using GraphPad Prism 9 (GraphPad software, San Diego, CA, USA). A two-

sample unpaired Student’s t-test was used for comparisons between two groups. Data are 
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presented as the mean +/- SEM and a p-value of less than 0.05 was statistically significant. Data 

are representative of at least three independent experiments.  

 

Data availability 

Data are available from the corresponding authors upon request. The sequencing data reported in 

this paper (RNA-seq) were deposited on NCBI Gene Expression Omnibus (GEO; accession 

number GSE160399). The source data underlying the figures can be accessed in Supplementary 

Data 1. 
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Figure 2.1: High CdGAP expression is positively correlated with cancer recurrence. 

(A, B) Kaplan-Meier curves of biochemical recurrence (BCR) free survival for TCGA_PRAD (A; 

n=488 patients; p=0.053) and for Mortensen et al. dataset (B; n=36 patients; p=0.0064) based on 

ARHGAP31 transcript levels by using maximally selected rank statistics. 

(C) Kaplan-Meier curves of BCR-free survival based ARHGAP31 gene alterations (gain and 

amplification) in TCGA provisional data set (n=486 patients; analyzed through cBioPortal; 

p=0.0021). 
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Figure 2.2: Loss of CdGAP results in elevated Rac1-GTP levels in PC-3 cells. 

(A) Immunoblot analysis of CdGAP and E-cadherin in human prostate cancer cell lines DU-145, 

LNCaP and PC-3. Tubulin was used as a loading control. Graphs provide a densitometry analysis 

of CdGAP and E-cadherin protein levels represented as the fold change relative to DU-145 cells 

(n=3). 

(B) mRNA levels of CdGAP (n=4) and E-cadherin (n=3) represented as the fold change relative 

to DU-145 cells. 

(C) Immunoblot analysis of CdGAP levels in PC-3 cells infected with scrambled control (shCon) 

or shRNA targeting CdGAP (shCdGAP). Tubulin was used as loading control. Graph provides a 

densitometry analysis of CdGAP protein levels represented as the fold change relative to control 

(n=3). 

(D) mRNA levels of CdGAP represented as the fold change relative to control (n=3). 

(E) GTP-bound Rac1 was pulled down using GST-CRIB from control (shCon) or CdGAP-

depleted PC-3 (shCdGAP) cell lysates. TCL: total cell lysates. Graphs provide a densitometry 

analysis of GTP-bound Rac1/total Rac1 represented as the fold change relative relative to control 

(n=3). 

(F) Control and shCdGAP PC-3 cells were plated on coverslips coated with fibronectin. Actin 

filaments and nuclei were stained using phalloidin-TRITC and DAPI. Scale bar represents 10 μm. 

Cell aspect ratio and cell size were quantified (n=3). shCon: total number of cells=130; 

shCdGAP: total number of cells=166.  Two-sample unpaired Student’s t-test for comparison 

between two groups with Welch’s correction in f. Error bars indicate SEM. ****, p < 0.0001 ***, 

p < 0.001; **, p < 0.01; *, p < 0.05. 
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Figure 2.3: CdGAP promotes cell migration and invasion in CRPC cells. 

(A, B)  Quantification of transwell migration (a) and invasion (b) assays of CdGAP-depleted PC-

3 and 22Rv1 (shCdGAP) cells with corresponding controls (shCon) (n=3). 

(C, D) Representative images from the wound healing assays of CdGAP-depleted PC-3 (C) and 

22Rv1 (D) (shCdGAP) cells with corresponding controls (shCon). Scale bar, 400 μm.  

Quantification of the wound confluence over a period of 27 hours (n=3). 

(E, F) Quantification of transwell migration (E)  and invasion (F)  assays of DU-145, 22Rv1, and 

LNCaP cells transfected with either empty vector (EV) or GFP-CdGAP (22Rv1, LNcaP: n=3; 

DU-145: n=4). 

(G) Adhesion assays of CdGAP-depleted PC-3 (shCdGAP) and control cells (shCon) on 

fibronectin and collagen type 1 (n=4). Two-sample unpaired Student’s t-test for comparison 

between two groups. Error bars indicate SEM. ****, p < 0.0001 ***, p < 0.001; **, p < 0.01; *, 

p < 0.05. n.s. = not significant. 
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Figure 2.4: CdGAP promotes cell proliferation in CRPC cells. 

(A) MTT assays from control (shCon) or CdGAP-depleted (shCdGAP) PC-3 and 22Rv1 cells 

over a period of 5 days (PC-3, n=3; 22Rv1, n=8). 

(B) Representative images of an in vitro colony formation assay. Scale bar represents 100 μm. 

Colony forming efficiency is plotted relative to control PC-3 cells (n=3). Two-sample unpaired 

Student’s t-test for comparison between two groups (shCon;shCdGAP). Error bars indicate SEM. 

***, p < 0.001; **, p < 0.01; *, p < 0.05. 
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Figure 2.5: CdGAP controls a set of EMT, cell cycle, and apoptosis-related genes. 

(A) Volcano plot of the differentially expressed genes between shCdGAP PC-3 and shControl 

cells. Red dots represent genes with an absolute fold change >1 (log2FC=1) and adjusted p-value 

< 0.01. 

(B) Normalized enrichment scores (NES) of significantly enriched and depleted Hallmark gene 

sets identified via GSEA in shCdGAP vs. shControl cells (p-value < 0.05). 

(C) Enrichment plots depicting selected gene sets significantly enriched (apoptosis, EMT) or 

depleted (G2M Checkpoint) in CdGAP-depleted PC-3 cells. 

(D) Top modulated biological processes enriched in CdGAP-depleted cells. 

(E) qPCR analyses of the EMT-related genes after CdGAP downregulation. (CDH1, SNAI1, 

CDH2: n=4; SNAI2: n=6). 

(F) Immunoblot analysis of the EMT-related proteins after CdGAP downregulation. Tubulin was 

used as a loading control. Graphs provide a densitometry analysis of the indicated protein levels 

represented as the fold change relative to control. (Snail1, Slug: n=4; E-Cadherin: n=5: N-

Cadherin: n=6). Two-sample unpaired Student’s t-test for comparison between two groups 

(shCon;shCdGAP). Error bars indicate SEM. ****, p < 0.0001 ***, p < 0.001; **, p < 0.01; *, p 

< 0.05. 
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Figure 2.6: CdGAP regulates G1 cell cycle progression and apoptosis. 

(A) Heatmap depicting cell-cycle checkpoint genes altered in CdGAP-depleted cells. 

(B) p21 mRNA levels in shCon (control) and shCdGAP PC-3 cells (n=3). 

(C) Flow cytometry analysis of cell cycle distribution for CdGAP-depleted (shCdGAP) and 

control PC-3 cells. Cell cycle distribution is represented as the percentage of cells at each phase 

(n=3). 

(D) Flow cytometry analysis of cell death in CdGAP-depleted (shCdGAP) and control PC-3 cells 

treated with doxorubicin (1, 2 and 5µM) or vehicle (DMSO 0.05%) for 12h. The percentage of 

cell population distribution (live, apoptosis, necrosis, late apoptosis) is represented (n=3). Two-

sample unpaired Student’s t-test for comparison between two groups (shCon;shCdGAP). Error 

bars indicate SEM. ***, p < 0.001; **, p < 0.01; *, p < 0.05. 
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Figure 2.7: Loss of CdGAP delays subcutaneous tumor formation of PC-3 cells in vivo. 

Control (shCon) or CdGAP-depleted (shCdGAP) PC-3 cells were injected into the right flanks of 

7 weeks-old nude mice. 

(A) Kaplan-Meier analysis of tumor-free mice using tumor initiation as end point. Time of tumor 

initiation was defined as when a tumor reached a volume of 20 mm3. 

(B) Representative photographs of endpoint tumors that formed in control (n=12) and shCdGAP 

(n=11) groups of mice. 

(C) Growth curves of subcutaneously formed tumors. Tumor volume was measured three times a 

week up to 34 days and is presented as the mean volume of each group (control=12; 

shCdGAP=11). Error bars indicate standard deviation (SD). 

(D) Tumor weight was measured at endpoint from control (n=12) and shCdGAP (n=11) groups 

of mice. Error bars indicate SEM. Two-sample unpaired Student’s t-test for comparison between 

two groups (shCon;shCdGAP). **, p < 0.001; *, p < 0.05. 
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Figure 2.8: CdGAP controls metastatic progression. 

(A - D) Weight, volume, and density of primary tumors and representative photographs of 

primary tumors collected from control (shCon) or CdGAP-depleted (shCdGAP) PC-3 cells-

injected mice at experimental end point (28 days) (shCon: n=5; shCdGAP: n=6). Two-sample 

unpaired Student’s t-test for comparison between two groups (shCon;shCdGAP). Error bars 

indicate SEM. ns = not significant. 

(E) Representative images of H&E staining of primary tumors. 

(F) Quantification of apoptotic cells in primary tumors by assessing the percentage of cleaved 

caspase-3 positive cells (shCon: n=5; shCdGAP: n=6). Representative images of IHC staining of 

cleaved caspase-3 in primary tumors. Two-sample unpaired Student’s t-test for comparison 

between two groups (shCon;shCdGAP). Error bars indicate SEM. **, p < 0.01. 

(G) Representative images of metastases found in control or CdGAP-depleted PC-3 cells-

injected mice following ex vivo bioluminescent imaging at the experimental end point (28 days). 

Each mouse was exposed for 4 minutes after removal of the primary tumors. Yellow circle, 

intestine; orange circle, testis; red arrow, kidney; green arrows, legs. 

(H) Percentage (number; #) of mice with local and distant metastases quantified following ex 

vivo bioluminescent imaging at experimental end point (28 days). The average number (#) of 

intestine lesions was quantified in each control and shCdGAP mice with metastases. 

(I) Representative images of H&E staining of the kidneys from control (shCon) or CdGAP-

depleted (shCdGAP) PC-3 cells-injected mice. Black arrows show tumor lesions. 

(J) Violin plots of CdGAP intensity as scored in benign adjacent (BA) and matched tumor (T) 

tissue cores from the TF123 TMA (n=282; cytoplasm, p=1.2 X 10-21; nucleus, p=0.013; 

Wilcoxon rank-sum test). 

(K) Kaplan-Meier curves of bone metastasis-free survival (10 years) based on CdGAP 

cytoplasmic staining in tumor cores from the TF123 TMA (p=0.057). 

(L) Univariate analyses revealed that high CdGAP expression in tumor (CdGAP-T) cores is a 

prognostic factor for progression to bone metastasis (Supplementary Table 2). 
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Figure 2.9: Working model for the role of CdGAP in prostate cancer metastasis. 

High levels of CdGAP, a Rac1/Cdc42 inhibitor, are pro-oncogenic controlling cell invasion, 

metastasis, and proliferation. The mechanisms through which CdGAP promote cell growth and 

migration involve the regulation of G1 cell cycle progression, apoptosis, and EMT genes. High 

levels of CdGAP result in increased expression of the mesenchymal markers N-Cadherin and 

SLUG, promoting invasion and metastasis while reduced levels of the CDK inhibitor p21 induce 

G1 cell cycle progression and cell proliferation. In addition, CdGAP negatively regulates the 

levels of the E-cadherin transcriptional repressor SNAIL1 in PC-3 cells. 
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Supplementary Figure 1 

(A, B) Dichotomization of patients in the TCGA_PRAD (A) and Mortensen datasets (B) divided 

into high expression and low expression groups by optimal cutpoint. 
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Supplementary Figure 2 

(A) Immunoblot analysis of CdGAP in human prostate cancer cell lines 22Rv1, LNCaP and PC-

3. Tubulin was used as a loading control. Graphs provide a densitometry analysis of CdGAP 

protein levels relative to 22Rv1 cells (n=3). 

(B) ARHGAP31 transcript abundance in prostate cancer cell lines from the Prensner RNA-seq 

dataset. 

(C) PC-3 cells were fixed and then stained for CdGAP (green) or F-actin (red) with phalloidin. 

4′,6′-diamidino-2- phenylindole (DAPI) was used to stain the nuclei. CdGAP nuclear (top 

panels), cytoplasmic (middle panels), or both (bottom panels) localization is represented. Scale 

bar represents 10 μm. 

(D) Immunoblot analysis of CdGAP levels in PC-3 cells infected with scrambled control (shCon) 

or shRNA targeting CdGAP (shCdGAP) single clones. Tubulin was used as loading control. 

(E) Immunoblot analysis of CdGAP levels in 22Rv1 cells infected with scrambled control 

(shCon) or shRNA targeting CdGAP (shCdGAP). Tubulin was used as loading control. Graphs 

provide a densitometry analysis of CdGAP protein levels in CdGAP-depleted cells relative to 

shCon (n=3). Two-sample unpaired Student’s t-test for comparison between two groups 

(shCon;shCdGAP). Error bars indicate SEM. ****, p < 0.0001 ***, p < 0.001; **, p < 0.01. 
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Supplementary Figure 3 

(A, B) Representative images from transwell migration and invasion assays of CdGAP- depleted 

PC-3 and 22Rv1 cells with corresponding controls. Scale bar represents 100 μm. 

(C) Immunoblot analysis of CdGAP from protein lysates of DU-145, 22Rv1, and LNCaP cells 

transfected with pEGFP-C1 empty vector (EV) or pEGFP-CdGAP. Tubulin was used as loading 

control. 

(D, E) Representative images from transwell migration (D) and invasion (E) assays of DU-145, 

22Rv1, and LNCaP cells transfected with either empty vector (EV) or GFP-CdGAP. Scale bar 

represents 100 μm. 

(F) Immunoblot analysis of CdGAP from protein lysates of CdGAP-depleted PC-3 and 22Rv1 

cells with corresponding controls over a period of 5 days in culture. 
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Supplementary Figure 4 

(A, B) Quantification of Ki-67 (A) and CD-31 (B) positive cells by IHC staining in primary 

tumors from control (shCon) or CdGAP-depleted (shCdGAP) PC-3 cells-injected mice. Error 

bars indicate SEM. ns = not significant. 
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Supplementary Figure 5 

Ex vivo imaging of mice injected with control (shCon) or CdGAP-depleted PC-3 (shCdGAP) 

cells. At the experimental end date (28 days), mice were euthanized, primary tumors were 

removed and then immediately subjected to ex vivo imaging performed on post-mortem mice to 

visualize metastasis. Each mouse was exposed for 4 minutes. 
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Supplementary Figure 6 

Representative IHC of CdGAP expression on a panel of radical prostatectomy specimens from 

285 prostate cancer patients using the TF123 TMA. Nuclear and cytoplasmic CdGAP staining 

was scored with an intensity varying from weak to strong (0 to 3) in adjacent benign and 

matched tumor tissue cores. Magnification, 10X and 20X. Scale bar represents 100 μm. 
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Supplementary Figure 7: Representative western blots for each antibody used in the 

manuscript. 

Uncropped western blots. 
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Supplementary Table 1 

Clinico-pathological information of the cohort of 285 prostate cancer patients participating in the 

Centre de Recherche du Centre Hospitalier de l’Université de Montréal prostate cancer biobank 

and included to the TF123 TMA. 
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Supplementary Table 2 

Univariate analyses were used to estimate the hazard ratios (HRs) for CdGAP and other clinico-

pathological parameters. The serum PSA levels prior to the radical prostatectomy, pathologic 

staging of the primary tumor (pT 2, 3, 4), Gleason Score category [6, 7 (3+4), 7 (4+3), 8+], and 

margin status (negative/positive) were included in the model. 

  

Lower Upper Lower Upper
PSApreop <0.001 1.059 1.032 1.087 0.055 1.055 0.999 1.115
GleasonScoreCat1234 <0.001 1.837 1.537 2.195 <0.001 3.606 2.287 5.686
Margin <0.001 3.396 2.246 5.136 0.022 2.893 1.163 7.193
pTNM <0.001 2.735 2.027 3.688 <0.001 6.443 3.376 12.296

BA: adjacent benign; T: Tumor; bold p<0.05

BCR free survival (5 years)

0.714 0.685 0.09 5.192

0.005 2.416 1.31 4.453

0.292 0.624 0.259

Sig. HR
95.0% CI for HR

Bone Metastasis free survival (10 years)
Univariate Univariate

Sig. HR
95.0% CI for HR

1.501

0.615 1.097

Co
nt

inu
ou

s d
at

a 
Cl

ini
ca

l d
at

a

Parameter

CdGAP Cytoplasm intensity in BA

CdGAP Cytoplasm intensity in T 0.764 1.576
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Supplementary Table 3 

List of antibodies used in this study. 

  

Antibody name Company: Catalog number Dilution
CdGAP Sigma: HPA036380 1 in 1,000
E-Cadherin Cell Signaling: 3195 1 in 1,000
Snail 1 Cell Signaling: 3879 1 in 500
a -Tubulin Sigma: T5168 1 in 1,000
Rac1 AbCAM: 23A8 1 in 1,000
N-Cadherin BD Biosciences: 610920 1 in 1,000
Slug Cell Signaling: C19G7 1 in 1,000
Anti-rabbit IgG ThermoFisher: 45-000-682 1 in 10,000
Anti-mouse IgG ThermoFisher: 45-000-679 1 in 10,000
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Supplementary Table 4 

List of primers used in this study. 

 

  

Gene Name Forward Primer Reverse Primer

Snail1 CCCTCAAGATGCACATCCGAA GACTCTTGGTGCTTGTGGAGCA 

CDH1 CCCGCCTTATGATTCTCTGCTCGTG TCCGTACATGTCAGCCAGCTTCTTG

P21 AGGTGGACCTGGAGACTCTCAG TCCTCTTGGAGAAGATCAGCCG 

N-Cadherin CCTCCAGAGTTTACTGCCATGAC GTAGGATCTCCGCCCTGATTC

Slug TGTTGCAGTGAGGGCAAGAA GAGCCTGGTTGCTTCAAGGA
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Preface to Chapter 3 
 Currently, six genes associated with Adams-Oliver syndrome (AOS) pathogenesis have 

been identified, involving two critical signaling pathways: NOTCH and Rac1/Cdc42. Four 

identified CdGAP variants (pGln683X, p.Ser689X, p.Gln728X, and p.Lys1087Serfs*4) lead to a 

truncated form of CdGAP, yet their functional consequences vary significantly. Notably, the 

p.S689X variant only manifests as an isolated case of transverse terminal limb defects. 

Interestingly, multiple reports have emphasized that the placentas of AOS patients show signs of 

dysfunction. In women, a significant increase in CdGAP has been associated with late-onset 

severe preeclampsia. These observations led us to postulate that alterations in CdGAP expression 

or function could underpin placental dysfunction, contributing to AOS pathogenesis, aligning 

with the theory supporting the vascular origin of AOS. To test this hypothesis, we generated a 

CdGAP-AOS knock-in (KI) mouse model using the CRISPR/Cas9 strategy, introducing a 

truncating mutation after proline 670, corresponding to the glutamine residue at position 683 in 

humans. We observed an incompletely penetrant embryonic lethality at the weaning age (P21) 

among homozygotes (CdGAP KI/KI). Intriguingly, this phenotype mirrored the effects of a global 

CdGAP-knockout, as reported in a previous study. Moreover, a broad range of embryonic 

abnormalities, including edema, pale liver, and hypovascularization, were similarly observed. 

Upon characterizing placentas at various gestational ages, we found that the homozygous KI 

mutation led to a partly penetrant onset of placental dysfunction, precipitating embryonic 

lethality during late gestation (> E15.5). This was largely attributed to the significantly impaired 

growth of the labyrinth. Furthermore, we discovered that syncytial fusion between two SynT 

layers was defective in CdGAP KI/KI (severe) placentas, a defect observed concurrently with 

congenital heart anomalies, including reduced thicknesses of ventricular walls and 

interventricular septum. 
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Abstract 
 Six genes involved in the Rac1/Cdc42 and NOTCH pathways have been found associated 

with the Adams-Oliver syndrome (AOS), a rare inheritable congenital defect: ARHGAP31, 

DOCK6, DLL4, EOGT, NOTCH1, and RBPJ. ARHGAP31 encodes the Rac1/Cdc42 regulator 

CdGAP (Cdc42 GTPase-activating protein), which plays important roles in the control of cell 

adhesion, migration, invasion, and proliferation, central to cancer progression. Although several 

abnormalities, including intrauterine growth restriction, cutis marmorata telangiectatica 

congenita, and renal abnormalities are indicative of vascular defects, how mutations in 

ARHGAP31 affect vascularization in AOS patients is unknown. Four mutations (Gln683X, 

Ser689X, Gln728X, and Lys187Serfs*4) in ARHGAP31 are associated with AOS. While all 

mutations lead to truncated proteins, Gln683X leads to higher GAP activity in vitro but loss-of-

function in the transcriptional regulation of E-Cadherin. To better understand the molecular 

function of the CdGAP variant Q683X in AOS, a CdGAP (P668T P670X) knock-in (KI) mouse, 

corresponding to the human CdGAP-Q683X variant, was generated using a CRISPR/Cas9 

strategy. Here we show that CdGAP plays a role in placental development. We demonstrate that 

CdGAP KI mutation affects feto-maternal interaction, which leads to incompletely penetrant 

embryonic lethality. At E15.5, pale placentas and significant reductions in both fetal and 

placental weight have been identified in homozygous CdGAP KI embryos. Furthermore, 

embryonic abnormalities, including edema, pale liver, and hypovascularization of superficial 

vessels were frequently observed in homozygous embryos. Throughout late gestation, severely 

affected CdGAP KI/KI embryos were significantly growth-restricted, which occurred 

concurrently with reduced expansion of the labyrinth. By immunohistochemistry, we found 

significant changes in labyrinth organization, including reduced red blood cells found in vessels, 

enlarged vascular spaces, and defective syncytial fusion. Together, our data provide insights into 

understanding the vascular origin of AOS, revealing CdGAP as a major player in placental 

development and a candidate therapeutic target for the treatment of AOS. 
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Introduction 
 The small GTPases of the Rho subfamily play important roles in many diverse cellular 

functions, including cell morphology, cell migration, differentiation, and proliferation. They act 

as molecular switches, cycling between inactive GDP-bound and active GTP-bound states. This 

GDP/GTP cycle is tightly regulated by three classes of regulators, namely guanine nucleotide 

exchange factors (GEFs), GTPase-activating proteins (GAPs), and guanine nucleotide 

dissociation inhibitors (GDIs)[1]. Rac1 and Cdc42 variants have been associated with a wide 

spectrum of developmental disorders. In particular, dysregulation of the Rac1/Cdc42 pathways 

through genetic defects in either DOCK6, a Cdc42 GEF, and ARHGAP31 (also named Cdc42 

GTPase-activating protein (CdGAP)), is considered to play a role in the pathogenesis of Adams-

Oliver syndrome (AOS), a rare congenital disorder with familial inheritance or sporadic 

mutations. AOS is defined by aplasia cutis congenita (missing skin and skull tissue) and 

transverse terminal limb defects[2, 3]. Nevertheless, more than 50% of AOS patients remain 

molecularly ill-defined[4], which is largely attributed to the wide spectrum of phenotypic 

abnormalities seen among AOS patients. In fact, while important associated anomalies include 

cardiac and vascular defects[5], supporting the interruption of embryonic blood supply as a likely 

pathogenic mechanism for AOS[6, 7], research efforts with respect to placental dysfunctions in 

AOS patients have been largely deficient. 

 Four autosomal-dominant truncating mutations, Q683X, Ser689X, Gln728X, and 

Lys1087Serfs*4, in CDGAP have been found in families of patients with AOS[4, 8]. CdGAP 

comprises several functional domains: the N-terminal poly-basic region (PBR), GAP domain, 

basic-rich (BR) domain, proline-rich domain (PRD), and the C-terminus[9, 10]. Functionally, 

human CDGAP-Q683X truncating mutation leads to the loss of PRD and the C-terminus, which 

have been previously identified to play essential roles in transcriptional regulation of E-cadherin 

in breast cancer[11]. The C-terminus of CdGAP also consists of docking sites for 14-3-3β for 

cytoplasmic retention of CdGAP, and interaction with a scaffolding protein, Ajuba, which 

suppressed CdGAP activity in epithelia to maintain cell-cell contacts[10, 12]. Therefore, to better 

understand the molecular function of the CdGAP variant Q683X in AOS, we generated a CdGAP 

(P670X) knock-in (KI) mouse model, corresponding to the human CDGAP-Q683X variant, using 

a CRISPR/Cas9 strategy. Our data show that homozygous CdGAP KI embryos exhibited 

incompletely penetrant embryonic lethality, edema, pale liver, and vascular defects, which 
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resemble phenotypes that were observed in the systemic CdGAP knock-out (KO) mouse 

model[13]. Furthermore, we report important placental abnormalities associated with congenital 

heart defects. We demonstrate that CdGAP was highly expressed in the labyrinth region of E12.5 

placentas. We identified labyrinth defects, which were strongly pronounced during late gestation 

(> E15.5), due to impaired fusion of syncytiotrophoblasts (SynTs), leading to compromised feto-

maternal exchanges. CdGAP KI/KI embryos were associated with congenital heart defects, 

including a significant reduction in ventricular wall thickness as well as reduced myocardial 

compaction. Altogether, these findings support a role for CdGAP in placental development, 

providing novel molecular insights into the vascular origin of AOS.  
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Materials and Methods 
 

Generation of CdGAP (P668T P670X) knock-in (KI) mice  

The CdGAP (P668T P670X) KI mice were generated by McGill Integrated Core for Animal 

Modeling. CRISPR/Cas9 technology was used to generate the CdGAP P668T P670X allele, 

which encodes the truncated mutant form of CdGAP lacking the C-terminal of this protein.  For 

targeting CdGAP P668T P670X, three Guide RNAs (gRNAs) were designed following the 

instructions at (http://crispr.mit.edu/). 

Mice were generated by electroporation of the three gRNAs and Cas9 protein into single-cell FVB/N 

mouse zygotes. Live pups born from these females were genotyped by PCR amplification of genomic 

DNA extracted from the tail. The targeted region was amplified using the genotyping primers 

(5’CAGCCATGGTTACTGAGGC3’; 5’AGTAAGAGGGGGAGAGAGATTCC3’). The products 

were sent for direct Sanger sequencing (Génome Québec). Instead of 5’CCGATTCCT3’ in wild-type 

CdGAP sequence, two founder males had established 5’ACGATTTAA3’ mutations in their 

two CdGAP alleles. Founder mutants underwent at least 2 generations of backcrossing with wild-type 

FVB/N mice before establishing progeny. Heterozygous CdGAPwt/ki mice were crossed inter se to 

generate CdGAPwt/wt, heterozygous CdGAPwt/ki, and homozygous CdGAPki/ki animals. After producing 

10 generations of progeny from the mating of heterozygous mice, backcrossing was performed with 

wild-type FVB/N (Charles River) mice before continuing with further analysis. Mice were housed in 

IVC cages with 12-hour light-dark cycles under ambient temperature and humidity conditions. All 

experimental procedures (protocol no. 7665) were approved by the McGill University Animal Care and 

Use Committee. 

gRNA Name Forward  Reverse  

gRNA1 CACCGGATTCCTGAGTCA

AGCCCAG 

AAACCTGGGCTTGACTCAGG

AATCC 
gRNA2 CACCGGAGTCAAGCCCAG

CCCCATT 

AAACAATGGGGCTGGGCTTG

ACTCC 
gRNA3 CACCGATTCCTGAGTCAA

GCCCAGC 

AAACGCTGGGCTTGACTCAG

GAATC 
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Timed mating for collection of embryos 

7 to 12-weeks-old CdGAP WT/KI females were utilized for timed mating to collect embryos at 

different gestational ages (E12.5, E13.5, E15.5, E16.5, E17.5, and E18.5). To synchronize the 

estrous cycle utilizing the Whitten effect, an individual female mouse was introduced into the 

stud male’s (CdGAP WT/KI) cage, which had been containing soiled bedding for a minimum of 3 

days[14]. Signs of successful mating (i.e., observation of vaginal plug) were monitored the next 

morning, and E0.5 was designated when vaginal plugs were observed. Females positive for a 

plug were housed separately from males. Successful pregnancy was confirmed by a weight gain 

of > 1.75 g by E10.5[15]. When the desired gestational ages were reached, pregnant mothers were 

euthanized by CO2 asphyxiation followed by cervical dislocation. The tail of each mother was 

collected to reconfirm each mother’s genotype. 

 

Genotyping 

Small portions of tails from embryos following dissections or tail snips from P21 litters upon 

weaning were digested overnight at 55 °C by incubating with 300 µL of PCR-direct tail lysis 

buffer (Viagen; 102-T). Proteinase K was added at 0.2mg/mL (Bioshop; PRK403) to remove 

proteins. The next day, the proteinase K was inactivated by incubating the tail lysates at 95 °C 

for 10 minutes. After inactivation, the tail lysates were centrifuged at 14,000 rpm for 5 minutes at 

room temperature, and the supernatants were transferred to fresh 1.5 mL Eppendorf tubes. The 

PCR reaction was set up by preparing a master mix using 10X PCR buffer with 15mM MgCl2 

(Zmtech; T207029), 10 mM dNTP (Zmtech; TD-27010), 10uM forward and reverse primers 

(IDT), and DMSO. 5 µL of tail lysate supernatant was used for genotyping. The PCR cycle 

consisted of a total of 33 cycles with the following conditions: 95 °C for 2 minutes, 94 °C for 30 

seconds, 63 °C (WT primer), 60 °C (KI primer), or 58.8 °C for (Sex primer) for 30 seconds, and 

72 °C for 30 seconds, followed by a final extension at 72 °C for 10 minutes (Bio-Rad, T-100). 

WT-specific and KI-specific primers produced amplicons at 451 bp and 254 bp, respectively. 

Using sex primers, flanking an 84 bp deletion of the X-linked Rbm31x gene, two amplicons at 

269 and 353 bp were produced in male embryos, and a single amplicon at 269 bp was produced 

in female embryos[16]. PCR products were resolved on a 1% agarose gel (Wisent; 800-015-CG) 

containing Fluo-DNA/RNA gel staining solution (20,000X) (Zmtech; GS-301). Following 
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separation, the bands were visualized using a transilluminator (Bio-Rad, ChemidocTM Touch 

imaging system). 

 

Collection of organs from three-months-old mice 

Heart, lung, and brain tissues of three-month-old mice were collected as follows. Age- and sex-

matched CdGAP WT/WT, CdGAP WT/KI, and CdGAP KI/KI mice were euthanized by CO2 

asphyxiation followed by cervical dislocation. Prior to dissection, the abdominal fur was shaved 

from each mouse, and the exposed skin was cleaned with gauze soaked in 70% isopropyl alcohol. 

Subsequently, using sterile forceps and scissors, midline incisions were made along the abdomen. 

Using fine forceps, the heart, and lungs of each mouse were isolated and immediately snap-

frozen. For the removal of the brain, the skull of each mouse was carefully removed using 

forceps and scissors to expose the brain. Using a clean spatula, the exposed brain was scooped 

out and immediately snap-frozen in liquid nitrogen. The isolated and snap-frozen tissues were 

subsequently placed in 2.0 mL cryogenic vials (CLS430488; Corning®) and stored in liquid 

nitrogen. 

 

Frequency distribution curves of fetal weights 

Frequency distribution curves of fetal weights for CdGAP WT/WT, CdGAP WT/KI, and CdGAP KI/KI 

embryos at E12.5, E13.5, E15.5, and E18.5 were plotted from a minimum of 15 litters[17]. The 

following bin width (g) was used for each gestational age: 0.00875g for E12.5, 0.00975g for 

E13.5, 0.045g for E15.5, and 0.125g for E18.5. 

A non-linear regression (least squares regression with no weighting) fit of the histogram was 

generated for each genotype and was represented by different lines. The frequency distribution 

curves and R2 values (goodness of fit) were presented as follows: 

E12.5 and E13.5 curves: 

- CdGAP WT/WT: 0.9927 (E12.5), 0.9761 (E13.5) 

- CdGAP WT/KI: 0.9630 (E12.5), 0.9867 (E13.5) 

- CdGAP KI/KI: 0.9765 (E12.5), 0.9802 (E13.5) 

E15.5 and E18.5 curves: 

- CdGAP WT/WT: 0.9995 (E15.5), 0.9821 (E18.5) 

- CdGAP WT/KI: 0.9960 (E15.5), 0.9643 (E18.5) 
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- CdGAP KI/KI (moderate): 0.9885 (E15.5), 0.9931 (E18.5) 

- CdGAP KI/KI (severe): 0.9492 (E15.5), 0.9177 (E18.5) 

Solid vertical lines represent the 5th percentile of E15.5 and E18.5 CdGAP WT/WT embryos’ weight, 

calculated as: (- Z score x SD) + mean, where Z score = 1.645 and SD = standard deviation[18]. 

Embryos were considered growth-restricted if the fetal weight fell below the 5th percentile (solid 

vertical lines in Figure 3E)[17]. 

 

Tissue fixation, processing, and embedding 

Embryos and their matching placentas were dissected in sterile, ice-cold 1X PBS (pH 7.4) and 

fixed using either 4% PFA for 48 hours at 4 °C with rotation or 10% neutral buffered formalin at 

room temperature for RNAscope. After fixation, excess fixatives were discarded, and tissues 

were washed three times with an excess volume of 1X PBS (pH 7.4) for 5 minutes with rotation 

at 4 °C. Successfully fixed tissues were then stored submerged in sterile 1X PBS (pH 7.4) at 4 °C. 

Prior to processing, placenta tissues were longitudinally bisected using sterile surgical blades 

(No. 11) with the maternal side facing up. Similarly, the heads and lower body portions of E15.5 

embryos were trimmed using a sterile razor blade. Bisected placentas and trimmed E15.5 

embryos were placed in cassettes with their IDs clearly labeled on the front and sides using a 

pencil and subsequently submerged in a beaker containing 70% ethanol for 24 hours. 

Subsequently, the tissues were processed through the tissue processor (Leica; TP 1050) and 

embedded in paraffin blocks[19]. 

 

Microtome sectioning of FFPE blocks 

E12.5, E15.5, and E18.5 placentas were serially sectioned at 4 µm thickness using a rotary 

microtome (Thermo-Scientific; HM 355S), while E15.5 embryos were serially sectioned at 8 µm 

thickness. Individual sections were gently placed on a floatation bath (VWR; 97043-530), which 

was set at 42 °C and then mounted onto SuperfrostTM Plus positively charged slides (Fisher 

BrandTM; 12-550-15). The slides were placed vertically on a rack at an angle and allowed to air 

dry. The following day, after confirming the tissue sections were well-adhered to each slide, the 

slides were transferred to slide boxes and stored at 4 °C. 
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Immunostaining 

Slides with individual tissue sections were first incubated at 60 °C for 1 hour. Subsequently, the 

slides were placed in a 12-position vertical staining rack for Easy Dip slide staining system 

(Diamed; DLAN1810-12DGY), de-waxed and rehydrated in a series of 5-minute steps, starting 

with xylene and progressing through ethanol concentrations from 100% down to 50%. Tissues 

were further processed by heating at 95 °C for 15 minutes using a microwave oven in an 

unmasking solution (Vector Labs; H3300) for antigen retrieval. Following heat-assisted antigen 

retrieval, slides submerged in antigen retrieval solution were cooled for 20 minutes at room 

temperature. Subsequently, slides were placed back in the slide holder and washed three times 

for 5 minutes using 1X PBS (pH 7.4). Prior to incubation with primary antibodies, tissues were 

blocked with 5% goat (Sigma-Aldrich; G9023) or donkey serum (Sigma-Aldrich; D6993) 

prepared in 1X PBS (pH 7.4). Primary antibodies, diluted in 1X PBS (pH 7.4): rabbit anti-MCT4 

(EMD-Milipore; AB3314P, 1:200), chicken anti-MCT1 (EMD-Milipore; AB1286-I, 1:200), 

rabbit anti-E-Cadherin (Cell Signaling; 3195S, 1:100) and goat anti-CD31 (R&D Systems; 

AF3628, 1:20) were incubated overnight at 4 °C. As a negative control, ensuring the specificity 

of each antibody used, one of the slides was incubated in 5% serum overnight (18 hours) instead. 

On the following day, tissues were washed for 5 minutes three times in 1X PBS (pH 7.4). The 

respective fluorescent secondary antibodies were incubated with tissues for 45 minutes at room 

temperature. Secondary antibodies: goat anti-rabbit IgG Alexa Fluor 488 (Invitrogen; A11008, 

1:200), donkey anti-goat Alexa Fluor Plus 594 (Invitrogen; A32758, 1:200), and donkey anti-

chicken IgG Alexa Fluor 594 (Invitrogen; A78951, 1:200)[19]. Tissues were washed three times 

for 5 minutes then quenched to reduce autofluorescence for 2 minutes using TrueView with 

DAPI mounting medium, prepared as a 1:1:1 mix of reagent A, B, and C as per manufacturer’s 

instructions (Vector Labs; VECT8500). Quenched slides were subsequently washed for 5 

minutes with 1X PBS (pH 7.4), then slides were cover-slipped using the mounting medium with 

DAPI (Vector Labs; VECT8500). Cover-slipped slides were kept dark at 4 °C for 24 hours 

before image acquisition. 
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In situ hybridization 

In situ hybridization assay was performed using RNAscope (Advanced Cell Diagnostics, Inc.) 

with the target probe for mouse CdGAP mRNA (Advanced Cell Diagnostics, Inc., 569971) 

according to the manufacturer’s instructions[20]. 

 

Image acquisition 

For phenotypic characterization of embryos and placentas at different gestational ages, E15.5 

embryos and placentas, as well as E18.5 placentas, were imaged using a digital camera (Leica 

Microsystems Inc.; MC170) attached to a stereomicroscope (Leica Microsystems Inc.; M80). 

Embryos and placentas were placed on top of an Ergo transmitted light base (Leica 

Microsystems Inc.; TL5000) for illumination. H&E or fluorescently stained tissue sections at 

E15.5 and E18.5 were scanned with the help of Small Animal Imaging Labs (SAIL) (RI-MUHC). 

H&E-stained slides were scanned under a bright field using 10X objectives (Zeiss; Axioscan Z1). 

Similarly, fluorescent slides were imaged using 10X objectives. DAPI was used for initial 

focusing, where images were focused for every tile (Zeiss; Axioscan Z1). For fluorescent slides, 

images were further processed for correction of stitching of each tile with the following settings: 

use all channels for reference, edge detection, overlap (1%), and quality (best). H&E-stained 

E12.5 placenta sections were scanned with the help of the Histopathology Core (RI-MUHC). 

Slides were scanned using a Scanscope XT digital slide scanner (Aperio, Leica Biosystems Inc.). 

 

Histological analysis 

For histological analyses of placentas, every fifth section was routinely stained with 

Hematoxylin and Eosin (H&E). E12.5 placenta sections stained for H&E were analyzed using 

Imagescope software (Aperio, Leica Biosystems Inc.), and a freehand selection tool was 

employed to outline specific layers: maternal decidua, junctional zone, and the labyrinth or the 

entire placenta. For E15.5 and E18.5 placenta and E15.5 embryonic heart sections, analysis was 

conducted using QuPath for Mac (v0.4.3)[21]. Similar to E12.5 placenta sections, a closed 

polygon annotation tool was selected to outline the junctional zone and the labyrinth or the entire 

placenta. Labyrinth thickness was measured along the middle, from the base (chorionic plate), 

for all gestational ages, using a line tool. The thickness of the compact zone or trabeculae from 

both ventricles in each E15.5 embryo was measured using a line annotation tool. For the 
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ventricular non-compaction index, this tool was used to measure compact zone and trabecular 

layer thickness in a defined area (a square with a size of 100,000 µm2; width: 316.25 µm). The 

ventricular non-compaction index was calculated as the ratio between the compact zone 

thickness and the thickness of trabeculae. For each calculation, three consecutive sections were 

averaged for comparison. 

 

Immunoblot 

Whole E18.5 placental tissues or 100mg of heart, lung, and brain tissue from three-month-old 

mice were homogenized using a Biomasher (9790A; TaKaRa) with 500 µL RIPA buffer. The 

buffer contained 50 mM HEPES (pH 7.5), 0.1% sodium dodecyl sulfate, 1% Triton X-100, 0.5% 

sodium deoxycholate, 50mM sodium fluoride, 150mM sodium chloride, 10mM EDTA (pH 8.0), 

50mM sodium orthovanadate, 20mM leupeptin, 20mM aprotinin, and 1mM 

phenylmethylsulphonyl fluoride. Protein lysates were subjected to centrifugation at 10,000 x g 

for 15 min at 4 °C to remove insoluble materials, and protein concentrations were determined 

using the Bicinchoninic Acid Assay (BCA) protein kit (Thermo-Scientific; 23225). Equal 

amounts of protein samples were resolved by sodium dodecyl sulfate-polyacrylamide gel 

electrophoresis (SDS-PAGE) and transferred to nitrocellulose membranes for immunoblotting 

with the following antibodies: CdGAP (HPA036380; Sigma-Aldrich), CdGAP (14087S; Cell 

Signaling), and Tubulin (T5168; Sigma-Aldrich). The proteins were visualized by enhanced 

chemiluminescence (ECL) using ClarityTM western ECL substrate (Bio-Rad; 1705061) and 

ChemiDocTM Touch imaging system (Bio-Rad). 

 

Analysis of pre-existing single-cell RNA-Seq data 

Expression of CdGAP in the developing mouse placenta was analyzed at various embryonic days 

(E9.5, E10.5, E12.5, and E14.5) using a previously published dataset by Marsh et al. (2020)[22]. 

R object of the scRNAseq data was downloaded from the figshare 

(https://figshare.com/projects/Single_nuclei_RNA-

seq_of_mouse_placental_labyrinth_development/92354).  

FeaturePlot function from the Seurat R package was used to visualize cdGAP expression in the 

different trophoblast populations projected in the UMAP space. 
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Statistical analysis 

Student’s t-test was used to compare two groups, while one-way ANOVA, followed by 

correction for multiple comparisons, was used for the comparison of more than three groups. 

Two-way ANOVA was used to first assess differences due to the row factor, column factor, or 

their interactions. Subsequently, Tukey’s multiple comparisons tests were utilized for comparison 

between two genotypes within each row (simple effects within a row). For Student’s t-test and 

one-way ANOVA, the F-test, Brown-Forsythe, or Bartlett’s test were used respectively, to assess 

whether SDs were significantly different. When SDs were significantly different, an unpaired t-

test with Welch’s correction or Welch’s one-way ANOVA was performed, respectively. For the 

comparison of the number of healthy embryos in Figure 3.2D, where data did not follow 

Gaussian distribution, a non-parametric test (Kruskal-Wallis) followed by Dunn’s T3 correction 

for multiple comparisons was performed. Lastly, Fisher’s exact tests or Chi-square tests were 

used to assess whether sex distribution or genotypic distribution of CdGAP WT/WT, CdGAP WT/KI, 

and CdGAP KI/KI embryos during embryonic development or at wean (P21) significantly differed 

from expectation. All statistical analyses presented in this study were performed using GraphPad 

Prism v9.5.1. The results were considered not significant (NS) when P > 0.05, or significant 

when P < 0.05 (*); P < 0.01 (**); P < 0.001 (***) and P < 0.0001 (****). 
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Results 
P670X truncating mutation in CdGAP causes incompletely penetrant embryonic lethality 

 Despite four known causative mutations in CDGAP that share common traits – namely 

leading to a loss of the proline-rich domain (PRD) and C-terminal region, – clinical 

manifestations resulting from each mutation differed significantly in patients[4, 5]. Guided by 

these observations, we decided to examine in vivo the functional consequence of the p.Gln683X 

mutation in CDGAP, which leads to the two main AOS clinical manifestations[2, 3]: transverse 

terminal limb defects (TTLD) and aplasia cutis congenita (ACC) by generating a CdGAP 

(P670X) knock-in (KI) mouse model, corresponding to the human CDGAP-Q683X variant, using 

a CRISPR/Cas9 strategy (Figure 3.1A). In this study, CdGAP P670X knock-in (KI) mice were 

maintained by breeding heterozygotes. We only observed wild type (451 bp) and mutation-

specific (254 bp) amplicons among CdGAP WT/WT and CdGAP KI/KI pups, respectively, with both 

types present in CdGAP WT/KI pups (Figure 3.1B). Incompletely penetrant lethality (9.8% (KI) 

observed vs 25% (WT)) was observed among CdGAP KI/KI pups at weaning (P21) (Figure 3.1C). 

To determine whether the source of this lethality was due to embryonic (in utero) or post-natal 

complications, we collected embryos at embryonic day (E) 15.5. They did not deviate from the 

expected ratio (Figure 3.1C), even though abnormal embryos were frequently observed (Figure 

3.1D, E). Moreover, neither the genotype nor the sex distribution significantly differed from the 

expected 1:2:1 and 1:1 ratios, respectively, at any gestational ages examined from E12.5 

(Supplementary Figure 1A), a point at which rapid growth starts[23]. 

Notably, the percentage of grossly abnormal embryos between E15.5 and at E18.5 were 

comparable, with significantly increased abnormalities (> 40%) associated with CdGAP KI/KI, but 

not CdGAP WT/KI embryos (Figure 3.1D). This revealed that a significantly higher number of 

mutant embryos (CdGAP WT/KI and CdGAP KI/KI) were affected by various abnormalities 

including edema, pale liver, and hypovascularization of superficial vessels (Figure 3.1E). 

Together, these results show that the loss of CdGAP C-terminus severely impaired CdGAP 

function and leads to vascular defects and edema. 

  

Male CdGAPKI/KI mice show reduced body weights 

 To demonstrate the expression of the truncated CdGAP (1-669) protein in various tissues 

of three-month-old mice, we used two different commercial antibodies against CdGAP. One 
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antibody targeting the CdGAP-basic rich (BR) domain allowed the detection of the truncated and 

full-length CdGAP proteins whereas the anti-CdGAP antibody targeting the C-terminus of 

CdGAP can detect only the full-length protein. Truncated CdGAP was observed in the brain, 

heart, and lung tissues of mutant mice (CdGAP WT/KI and CdGAP KI/KI), while both the full-length 

and truncated CdGAP proteins were observed in CdGAP WT/KI mice (Supplementary Figure 1B). 

To investigate potential long-term physiological consequences amongst surviving CdGAP KI/KI 

pups, we measured the body weight of both male and female pups weekly from weaning until 

they reached three months of age. We observed significant body weight differences that were 

dependent not only on the genotype but also based on the sex. Male but not female CdGAP KI/KI 

pups showed a significant reduction in body weight compared to wild type littermates at all ages 

(Supplementary Figure 1C). This observation was reinforced by the smaller sizes of male three-

month-old CdGAP KI/KI mice (Supplementary Figure 1D). Together, these results demonstrate 

that the truncated CdGAP protein is expressed in the CdGAP WT/KI and CdGAP KI/KI mice and that 

the male homozygous CdGAP KI/KI mice show reduced body weights compared to the wild type 

or heterozygous CdGAP WT/KI mice. 

 

The P670X mutation in CdGAP mice leads to placental dysfunction 

 To determine whether placental dysfunction could underlie the embryonic lethality 

observed in CdGAP KI/KI embryos, we first crossed CdGAP WT/KI males with CdGAP WT/WT, 

CdGAP WT/KI, and CdGAP KI/KI female mice. This was performed to phenotypically characterize 

both the embryos and their corresponding placentas at E18.5 (Figure 3.2A). A gross 

morphological examination of the uterine horn revealed multiple abnormalities in the embryonic 

sacs of CdGAP KI/KI mothers. Specifically, the embryonic sacs were hemorrhagic (Figure 3.2B; 

white arrowhead) and were irregularly sized with reduced sizes (Figure 3.2B; white arrow). In 

addition to these morphological analyses, we observed a trend toward reduced body weight gains 

during late gestation (> E14.5) in CdGAP KI/KI mothers (Figure 3.2C). These trends were 

associated with a significant reduction in the number of total or healthy pups (those without 

phenotypic abnormalities, as defined in Figure 3.1E) from CdGAP WT/KI and CdGAP KI/KI mothers, 

respectively. Furthermore, pale placentas, which can be associated with placental dysfunction[24, 

25], were observed exclusively with abnormal embryos (Figure 3.2D). To assess whether CdGAP 

was expressed in the placentas, we performed immunoblot analyses of E18.5 placental protein 
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lysates. We determined that CdGAP was expressed in wild type placentas, while both full-length 

and truncated CdGAP were expressed in CdGAP WT/KI placentas. Only the truncated CdGAP 

protein was expressed in CdGAP KI/KI placentas. Importantly, paler placentas associated with 

CdGAP KI/KI embryos were observed compared to wild type or heterozygous embryos (Figure 

3.2E). Together, these results demonstrate that the incompletely penetrant embryonic lethality of 

CdGAP KI/KI embryos may be caused in part by placental dysfunction. 

 

Male CdGAP KI/KI embryos with placental dysfunction were severely growth-restricted during 

late gestation 

 During mouse gestation, the successful formation of the “definitive placenta” – comprised 

of maternal decidua, the junctional zone, and the labyrinth – by E12.5 (Figure 3.3A) is crucial. 

The intricate network of maternal and fetal blood vessels laid out in this structure supports the 

increasing demand for nutrient, gas, and waste exchanges, allowing for rapid fetal growth during 

late gestation[23, 26]. To understand the consequences of placental dysfunction, we collected both 

embryos and their placentas during late gestation (> E15.5) for phenotypic characterization. This 

highlighted considerable variability among CdGAP KI/KI placentas, with noticeable differences in 

placental morphology, such as paleness and poor vascularization (Figures 3.3B, C). As a result, 

we further categorized CdGAP KI/KI embryos into two groups of phenotypes for subsequent 

analyses: CdGAP KI/KI (moderate) and CdGAP KI/KI (severe) from E15.5 onward. 

 We investigated the functional impact of placental dysfunction on embryonic development 

by comparing the weights of embryos and placentas at E15.5 and E18.5. Our data showed a 

positive correlation between the weights of embryos and their placentas. In the CdGAP KI/KI 

(severe) group, a significant reduction of the placental weights was associated with significantly 

reduced fetal weights compared to CdGAP WT/WT embryos. Contrastingly, both fetal and placental 

weights of CdGAP KI/KI (moderate) embryos were comparable to those of CdGAP WT/WT and 

CdGAP WT/KI embryos (Figure 3.3D, Supplementary Figure 2A, C). Interestingly, despite the 

trend towards disproportionate sex distribution among CdGAP KI/KI (severe) embryos at E15.5 

(Supplementary Figure 2B) and at E18.5 (Supplementary Figure 2D), neither fetal nor placental 

weights at both gestational ages significantly differed between male and female embryos 

(Supplementary Figure 2A, C). Importantly, the effects of placental dysfunction resulted in 

dramatic shifts in the body weight distribution of CdGAP KI/KI (severe) embryos, which fell 
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below the 5th percentile of CdGAP WT/WT embryos’ body weight (Figure 3.3E). This indicated that 

CdGAP KI/KI (severe) embryos were severely growth-restricted (Figure 3.3F)[17]. Between E12.5 

to E13.5 – when the definitive placenta begins to function, leading to a shift toward 

“hemotrophic” nutrition[27] – the average fetal weight of CdGAP KI/KI embryos did not 

significantly differ from those of CdGAP WT/WT embryos (Supplementary Figure 2E ,F). 

 In human studies, the fetal-to-placental weight ratio has been used as an indicator of 

placental efficiency and as a marker of dysfunction[28, 29]. However, despite significant growth 

restriction in CdGAP KI/KI (severe) embryos, placental efficiencies were comparable to CdGAP 
WT/WT embryos both at E15.5 and at E18.5, when considering both embryonic sexes equally. 

Interestingly, the placental efficiency of both CdGAP WT/KI and CdGAP KI/KI (moderate) embryos 

was significantly increased at E15.5 (Figure 3.3G). Further segregation of placental efficiency by 

embryonic sex revealed differences among E15.5 embryos, where placental efficiencies of 

CdGAP KI/KI (severe) embryos were significantly increased among female embryos, whereas this 

showed a trend towards reduction compared to CdGAP WT/WT embryos among male embryos 

(Supplementary Figure 2A). Nevertheless, differences in placental efficiency between males and 

females among CdGAP KI/KI (severe) embryos were lost at E18.5, at which point placental 

efficiency was reduced in both sexes (Supplementary Figure 2C). A positive correlation between 

placental and fetal weights was also observed at E18.5 (Figure 3.3H). These findings suggest that 

placental dysfunctions observed in CdGAP KI/KI (severe) embryos cause severe growth restriction, 

which is limited to late gestation (> E15.5). 

 

CdGAP KI/KI placentas show reduced vascular complexity and defective labyrinth 

 We next conducted histological analyses of E15.5 and E18.5 placenta tissues. These 

analyses revealed that the vascular complexity in the labyrinth of CdGAP KI/KI (severe) placentas 

was significantly reduced at E15.5, but not in CdGAP KI/KI (moderate) placentas. These 

reductions were even more severe at E18.5, leading to visible cellular atrophy (Figure 3.4A; 

asterisk). Consistent with observations of pale and poorly vascularized placentas, we also noticed 

a significantly increased number of vacant vascular spaces in the labyrinth of CdGAP KI/KI 

(severe) placentas (Figure 3.4A; yellow arrowhead). Subsequent measurements revealed that the 

average area of the labyrinth, which comprises the majority of the definitive placenta[30, 31], was 

significantly reduced in CdGAP KI/KI (severe) placentas at both E15.5 and E18.5, leading to a 
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reduced total placental area (Figure 3.4B, C). However, the relative area of the labyrinth 

remained comparable between genotypes of both gestational ages (Supplementary Figure 3A).  

 Though the “definitive” placenta is established by E12.5, it continues to grow, reaching 

maximum labyrinth size by E14.5, maximizing feto-maternal exchanges[23]. We, therefore, 

assessed how the expansion of the labyrinth was affected in CdGAP KI/KI (moderate) and CdGAP 
KI/KI (severe) placentas during late gestation by measuring labyrinth thickness. Labyrinth 

thickness was also reduced in CdGAP KI/KI (severe) placentas at E15.5, but not at E18.5. 

Conversely, labyrinth thickness in CdGAP KI/KI (moderate) placentas was comparable to that in 

CdGAP WT/WT placentas at both gestational ages (Figure 3.4D). We further compared the average 

labyrinth area at E15.5 and at E18.5 to understand how its expansion was affected in CdGAP KI/KI 

(severe) embryos. This revealed severely compromised expansion of the labyrinth in CdGAP KI/KI 

(severe) placentas during late gestation, unlike in CdGAP KI/KI (moderate) placentas, which 

reached similar sizes to that in CdGAP WT/WT placentas by E18.5 (Figure 3.4E). 

 Considering the complexity of the placenta and the interdependence of each layer’s 

development[26], we determined the labyrinth-to-junctional zone area ratio differed between 

genotypes, to further elucidate the compromised labyrinth expansion. Contrary to the area 

measurements, this ratio was not significantly reduced in CdGAP KI/KI (severe) placentas at either 

E15.5 or E18.5 (Figure 3.4F).  Taken together, labyrinth defects, including reduced vascular 

complexity and limited labyrinth expansion, leading to poor placental maturation, are the 

primary placental dysfunctions in CdGAP KI/KI (severe) placentas, and likely contribute to 

embryonic lethality. 

 

CdGAPKI/KI placentas demonstrate a disorganized syncytium 

 In mouse placenta, the maternal and embryonic circulations are separated by 

“hemotrichorial” structures, which consist of sinusoidal trophoblast giant cells (sTGCs) and two 

continuous layers of multinucleated syncytiotrophoblasts (SynTs)[27, 30]. To investigate the causes 

of placental dysfunction in CdGAP KI/KI embryos, we visualized the organization of SynT layers 

in E18.5 placentas using immunostaining with antibodies against MCT1 and MCT4 lactate 

transporters, which are highly expressed on the apical membrane of the SynT-I layer, which faces 

maternal sinusoids, and on the basal membrane of the SynT-II layer, which faces fetal blood 

spaces, respectively[27, 30, 32] (Figure 3.5A, G). Upon fluorescent staining of the E18.5 CdGAP 
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WT/WT placentas, we could see intricately organized vascular networks alongside tightly apposed 

SynT layers within the labyrinth (Figure 3.5B, white arrows). However, vascular complexity and 

syncytial fusion were noticeably altered in both CdGAP KI/KI (severe) and CdGAP KI/KI (moderate) 

placentas. More specifically, the tight apposition between the two SynT layers was lost in small 

regions towards the periphery or throughout the labyrinth in CdGAP KI/KI (moderate) and CdGAP 
KI/KI (severe) placentas, respectively (Figure 3.5C-F, see white arrows; Figure 3.5G). Furthermore, 

in the regions where the syncytia were defective, the MCT1 and MCT4 transporters were 

abnormally expressed, with increased non-membranous localization (Figure 3.5D, F; white 

arrowheads). 

 To further analyze the functional consequences of a disorganized syncytium, we compared 

fluorescently stained placental tissue sections with sections stained with hematoxylin and eosin 

(H&E) for histological examination at E18.5 between CdGAP KI/KI (severe) and CdGAP WT/WT 

placentas. This juxtaposition revealed several defects in the labyrinth of CdGAP KI/KI (severe) 

placentas. This included cellular atrophy (Figure 3.5H-K; asterisk), an increase in deep-purple 

stained red blood cells, indicative of deficient circulation (Figure 3.5I, K; black arrowheads), and 

significantly enlarged vascular spaces (Figure 3.5J, K; #) compared to CdGAP WT/WT placentas 

(Figure 3.5M-P). These alterations ultimately resulted in embryonic lethality at E18.5 (Figure 

3.5L vs 5Q). Thus, these results suggest that defects in the labyrinth, particularly the impaired 

fusion of SynT cells, cause placental dysfunction in CdGAP KI/KI (severe) embryos. 

 

Defective organization of syncytium, but not placental angiogenesis is associated with 

labyrinth defects in E15.5 CdGAP KI/KI placentas 

 In CdGAP KI/KI (severe) embryos, which manifested apparent embryonic abnormalities, 

including edema and pale liver at E15.5, compared to CdGAP WT/WT embryos (Figure 3.6A vs F; 

red and blue arrowheads), their matching placentas were poorly vascularized and pale (Figure 

3.6B vs G). We next examined the labyrinth organization of E15.5 CdGAP KI/KI placentas (Figure 

3.6H-J vs Figure 3.6C-E). Similar to E18.5 placentas, the organization of the syncytium was 

defective in various regions of the labyrinth of CdGAP KI/KI (severe) placentas, in particular at the 

extremity (Figure 3.6I; white arrowhead), as compared to the tightly apposed SynT layers with 

thin, membranous expression of MCT1 and MCT4 transporters in CdGAP WT/WT placentas 

(Figure 3.6D). Thicker interhaemal membranes were observed in the labyrinth of CdGAP KI/KI 
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(severe) placentas (Figure 3.6K; yellow arrows), with markedly enlarged vascular spaces, filled 

with significantly fewer red blood cells (Figure 3.6E vs J). The increased non-membranous 

expression of MCT1 and MCT4 (Figure 3.6L; white arrows) and thicker interhaemal membranes 

(Figure 3.6K; yellow arrows) led to the significantly higher mean fluorescence intensity of 

MCT4, but not MCT1 transporters in CdGAP KI/KI (severe) placentas (Figure 3.6M). Furthermore, 

the mean fluorescence intensity of E-cadherin was significantly decreased, coinciding with the 

reduced complexity of vascular networks (Figure 3.6M). 

 Labyrinth defects, a common cause of embryonic death[33], may result from two main 

factors: 1) defects in placental angiogenesis[34, 35], and 2) defective syncytial fusion[32, 35]. To 

determine whether placental angiogenesis was impaired in CdGAP KI/KI (severe) placentas, we 

conducted immunostaining against endothelial cells (CD31+). Contrary to the defective syncytia 

and reduced vascular complexity, the lining of fetal blood spaces by fetal endothelial cells was 

unaffected, with comparable morphologies of fetal blood vessels in E15.5 CdGAP KI/KI (severe) 

placentas compared to wild type placentas (Figure 3.6N). Therefore, these results show that 

defective syncytial fusion, but not placental angiogenesis may be responsible for the labyrinth 

defects, and consequently placental dysfunction in CdGAP KI/KI (severe) embryos. 

 

E15.5 male CdGAP KI/KI embryos are “asymmetrically” growth-restricted 

 The placenta is a transient organ that forms during pregnancy and is unique in that it grows 

in parallel with the developing embryo, sharing several pathways[36]. Therefore, we measured the 

weights of the liver and brain in E15.5 embryos to examine whether organogenesis was 

differentially affected by placental dysfunctions. A comparison of liver and organ weights 

demonstrated that liver development was severely compromised in CdGAP KI/KI (severe) 

embryos. Interestingly, while the gross morphologies and weights of CdGAP KI/KI (moderate) 

embryos and their matching placentas were comparable to those of CdGAP WT/WT embryos at 

E15.5 (Figure 3.3B, D), the liver-to-fetal weight ratio was significantly reduced in CdGAP KI/KI 

(moderate) embryos, albeit to a much lesser degree than in CdGAP KI/KI (severe) embryos. 

However, neither the normalized liver weight nor the liver-to-fetal weight ratio significantly 

differed in CdGAP WT/KI embryos. Most notably, unlike the liver, overall brain development in 

mutant embryos appeared unaffected (Supplementary Figure 3B, C). 
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 We next investigated whether organogenesis differed between male and female embryos at 

E15.5. This analysis further indicated that the development of fetal livers was not differentially 

affected between males and females, although liver development in CdGAP KI/KI (severe) 

embryos was severely compromised (Supplementary Figure 3D). However, when considering 

sex-specific differences, brain development was found to be differentially affected between male 

and female CdGAP KI/KI (severe) embryos, with the effects being strictly observed in male 

embryos (Supplementary Figure 3E). Interestingly, a comparison of liver-to-fetal weight ratios 

showed that relative liver growth was significantly more impaired in male CdGAP KI/KI (severe) 

embryos (Supplementary Figure 3F). Most significantly, in alignment with trends towards 

reduced placental efficiency in male CdGAP KI/KI (severe) embryos (Supplementary Figure 2A), 

the brain-to-liver-weight ratio, widely accepted as a marker for “asymmetric” growth 

restriction[37], was significantly increased specifically in male CdGAP KI/KI (severe) embryos 

(Supplementary Figure 3G). Together, the development of organs, such as the liver and brain, 

was differentially affected between E15.5 male and female embryos (Supplementary Figure 3H). 

Most significantly, liver development was more severely compromised in male CdGAP KI/KI 

(severe) embryos, further underscoring the asymmetric growth restriction in CdGAP KI/KI 

embryos. 

 

Placental dysfunctions are further associated with congenital heart defects in E15.5 CdGAP 
KI/KI embryos 

 As E15.5 male CdGAP KI/KI (severe) embryos exhibited asymmetric growth restriction, 

with notably compromised liver development (Supplementary Figure 3G), we hypothesized that 

placental dysfunctions observed in CdGAP KI/KI (severe) placentas could also contribute to the 

pathogenesis of congenital heart defects (Figure 3.7A). Congenital heart defects comprise minor 

diagnostic criteria for AOS and affect approximately 20% of AOS patients[5]. We first examined 

CdGAP expression levels in mouse developing cardiomyocytes and whole hearts using a web 

interface built upon transcriptomic analyses of cardiomyocytes and proteomic analyses of whole 

heart lysates[38]. This analysis illustrated that ARHGAP31 expression in mouse cardiomyocytes 

significantly increased from E14.5 to E16.5, peaking at E18.5. A similar trend was observed at 

the protein levels (Figure 3.7B). 
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 Recently, placental defects have been identified as a common cause for congenital heart 

defects, which may begin to manifest at E14.5[32], coinciding with the peak period of feto-

maternal exchanges occurring in the labyrinth[23]. Thus, to assess whether the placental 

dysfunctions observed in CdGAP KI/KI (severe) embryos during late gestation could also 

contribute to the pathogenesis of congenital heart defects, we analyzed serial sections of E15.5 

embryos from the rostral-caudal axis. Histological analyses revealed significant structural 

changes in the hearts of CdGAP KI/KI (severe) embryos, including a reduced compact zone 

thickness and poor development of the interventricular septum, which separates the left and right 

ventricles compared to of CdGAP WT/WT embryos (Figure 3.7O - Q compared to Figure 3.7E - G 

and Figure 3.7R). Importantly, these changes were closely associated with placental dysfunctions, 

including a pale and poorly vascularized placenta (Figure 3.7M, N compared to Figure 3.7C, D). 

In contrast, despite the absence of dramatic structural changes in the hearts of CdGAP KI/KI 

(moderate) embryos (Figure 3.7J - L), the thickness of the compact zone was significantly 

reduced not only in CdGAP KI/KI (severe) but also in CdGAP KI/KI (moderate) embryos from both 

ventricles (Figure 3.7R). More importantly, the reduced compact zone thickness was inversely 

correlated with a trend toward increased trabeculae thickness (Figure 3.7R). In fact, the ratio 

between trabeculae and compact zone thickness was significantly increased in the right ventricle 

of CdGAP KI/KI (severe) embryos, along with a trend towards an increase in the left ventricle. 

Interestingly, similar trends indicative of reduced myocardial compaction were seen in both 

ventricles of CdGAP KI/KI (moderate) embryos (Figure 3.7S). 

 To provide insights into how cardiovascular functions might be affected in the long-term in 

“surviving” CdGAP KI/KI embryos, we further compared the thickness of the interventricular 

septum, a reduction or thinning of which has been shown to increase cardiovascular risks in 

humans[39]. Consistent with the reduced thickness of the compact zone from both ventricles 

(Figure 3.7R), the interventricular septum was significantly thinner in CdGAP KI/KI (moderate) 

embryos (Figure 3.7T). Despite this thinning, there were no apparent changes in the gross 

morphology of the embryo and the placenta (Figure 3.7H, I compared to Figure 3.7C, D), and no 

apparent structural abnormalities were observed (Figure 3.7J). In conclusion, our findings 

suggest that severe labyrinth defects (i.e., disorganized syncytium) as well as physiological 

changes, which do not result in apparent gross morphological changes but can still cause 
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placental dysfunction and thus hinder rapid fetal growth, may contribute to the pathogenesis of 

congenital heart defects in CdGAP KI/KI embryos during late gestation. 

 

Organization and the development of the labyrinth are specifically affected in CdGAP KI/KI 

placentas at E12.5 

 To address whether the development of the labyrinth was affected at earlier stages of 

gestation, we compared the area of each placental layer comprising the definitive placenta: 

decidua, the junctional zone, and the labyrinth[23], at E12.5, across genotypes. In contrast to late 

gestation, due to the lack of visible gross morphological abnormalities in embryos and their 

placentas, CdGAP KI/KI placentas at E12.5 were not further categorized. Nevertheless, 

histological analyses revealed reduced vascular complexity with enlarged vascular spaces in the 

labyrinth in CdGAP KI/KI placentas (Supplementary Figure 4A; yellow arrows). The total 

placental area across genotypes was comparable at E12.5. However, the area of the labyrinth, but 

not the junctional zone or the decidua, was significantly reduced in E12.5 CdGAP KI/KI placentas 

compared to wild type embryos (Supplementary Figure 4B). Interestingly, unlike at late gestation 

(Supplementary Figure 3A), the relative area of the labyrinth was significantly reduced in E12.5 

CdGAP KI/KI placentas, further highlighting that the growth of the labyrinth was specifically 

affected (Supplementary Figure 4C). No significant differences in the total placentas or the 

labyrinth areas between male and female embryos were observed (Supplementary Figure 4D). 

Moreover, junctional zone areas and the area of the decidua did not significantly differ between 

male and female embryos (Supplementary Figure 4E). Likewise, the labyrinth-to-the-junctional 

zone area ratio was comparable across genotypes and between both sexes (Supplementary Figure 

4F). As well, the labyrinth thickness did not significantly differ across genotypes and between 

both sexes at E12.5 (Supplementary Figure 4G). Taken together, these data demonstrate that 

labyrinth defects were present upon the establishment of the definitive placenta by E12.5, which 

progressively worsened throughout gestation. 

 

CdGAP is expressed in the labyrinth region of the placentas during early development and 

E12.5 CdGAP KI/KI placentas show labyrinth defects 

 To determine whether CdGAP is expressed in specific regions of the placenta during 

development, we examined the dataset from Marsh et al (2020), in which expression profiles in 
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developing placentas were analyzed by single-cell RNA-sequencing[22]. This revealed that 

ARHGAP31 was enriched in various cell types of the developing placenta, including SynT-I and 

SynT-II, whose expression continued to increase between E9.5 and E14.5 (Figure 3.8A; red and 

green arrows denote SynT-I and SynT-II). We then validated the expression of ARHGAP31 

through RNAscope, which showed high expression in the labyrinth of E12.5 placentas (Figure 

3.8B). We next examined the organization of vascular networks within the labyrinth between 

CdGAP WT/WT and CdGAP KI/KI placentas at E12.5. In line with a significant reduction in the 

labyrinth area (Figure 3.8D compared to Figure 3.8C; Supplementary Figure 4B), the 

organization of the vascular networks in CdGAP KI/KI placentas differed from that in CdGAP 
WT/WT placentas (Figure 3.8G compared to Figure 3.8E), showing a specific reduction in the 

contact surfaces between fetal blood spaces and maternal sinusoids in the labyrinth of CdGAP 
KI/KI placentas (Figure 3.8H compared to Figure 3.8F; white arrowheads). 

 We then compared the labyrinth occupancy by fetal blood spaces and maternal sinusoids 

between genotypes and sexes. This analysis revealed that labyrinth occupancy by fetal blood 

spaces, but not by maternal sinusoids, was significantly reduced in male CdGAP KI/KI placentas 

(Figures 3.8I, J). Occupancy by maternal sinusoids significantly differed between sexes, where a 

trend towards an inversely correlated increase was observed in male CdGAP KI/KI placentas 

(Figures 3.8I, J). Collectively, these data demonstrate that CdGAP is highly expressed in the 

labyrinth region during placenta development and that the C-terminus of CdGAP is required for 

the proper development of the vascular complexity in the labyrinth, leading to efficient feto-

maternal exchanges. 
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Discussion 
ARHGAP31, encoding CdGAP, is one of the six genes found associated with Adams-

Oliver syndrome, a rare familial disease[4]. Wide spectrum of how CdGAP may affect human 

lives therefore necessitates the need to understand the role of CdGAP beyond its pro-oncogenic 

roles in breast and prostate tumorigenesis[11, 40, 41]. Whereas several mutations in the ARHGAP31 

gene have been found associated with AOS, due to variable phenotypic expressivity, p.Gln683X 

mutation, which led to clinical manifestations of both transverse terminal limb defects and 

aplasia cutis congenita, two phenotypes used as the major diagnosis criteria for AOS[2, 3, 8], have 

been chosen to create a mouse model for AOS (CdGAP-P670X) using a CRISPR/Cas9 strategy. 

Incompletely penetrant embryonic lethality was apparent with significant changes in the 

genotypic distribution of CdGAP KI/KI adult mice (~10% vs 25%), which was positively 

correlated with elevated frequency of embryonic abnormalities including pale liver and edema. 

Attributable to incomplete penetrance as well as largely variable phenotypic expressivity among 

affected individuals, a wide spectrum of abnormalities, including congenital heart defects and 

pregnancy-associated complications (i.e., intrauterine growth restriction) have been further 

reported. Interestingly, whereas several findings were indicative of placental dysfunction as a 

plausible pathogenic origin of AOS[42, 43], in support of the original postulation by Fryns and 

Hoyme[6, 7], which may further underlie the pathogenesis of congenital heart defects seen among 

20% of AOS patients[5], research efforts were significantly deficient. Therefore, how truncating 

mutation of CdGAP affects the development of the placenta and exerts an effect on developing 

embryos was investigated in this study. 

In this study, we found that defects in placental development were associated with 

incompletely penetrant embryonic lethality seen among CdGAP KI/KI embryos. Indeed, vascular 

complexity as well as blood-filled spaces in the labyrinth of CdGAP KI/KI (severe) placentas were 

significantly reduced, despite pronouncedly enlarged vascular spaces. Additionally, while 

cellular atrophy and increased non-membranous expression of MCT1 and MCT4 lactate 

transporters were found in the labyrinth of CdGAP KI/KI (severe) placentas, where the fusion 

between syncytiotrophoblast (SynT) layers were defective, defects in placental angiogenesis did 

not further underlie placental dysfunctions attributable to labyrinth defects. In fact, despite sparse 

fetal blood spaces, which were enlarged in size, the lining of fetal blood spaces by fetal 

endothelial cells was comparable to wild-type placentas. Most importantly, compromised 



 168 

labyrinth function resulted in embryonic defects including asymmetric fetal growth restriction, 

with increased severity in the development of the liver and heart of E15.5 CdGAP KI/KI (severe) 

embryos. Although embryonic abnormalities reported in our study were apparent at late stages (> 

E15.5), vascular network organization was significantly altered at E12.5, where the “definitive” 

placenta completes its construction. Moreover, this change was further associated with reduced 

contact surfaces between fetal blood spaces and maternal sinusoids among male CdGAP KI/KI 

embryos. Feto-maternal exchanges might have been further compromised by the remarkable 

increase in interhaemal membrane thickness, which was apparent among CdGAP KI/KI (severe) 

placentas at E15.5, which further coincided with the manifestation of cardiac abnormalities, 

including increased myocardial non-compaction. While placenta sex-associated dimorphism was 

not observable from gross morphological analyses, specific evidence such as a noticeably 

smaller number of severely affected male CdGAP KI/KI embryos found at E18.5 and reduced 

occupancy of the labyrinth by fetal blood spaces, only among male CdGAP KI/KI placentas at 

E12.5, led us to speculate on an evolutionary perspective. Historically, evolutionary changes 

have driven males to prioritize rapid growth[44], thereby increasing their dependency on the 

placenta, and this adaptation may explain why male embryos are affected at an earlier stage of 

development. 

 In summary, our findings revealed labyrinth defects, attributable to defective organization 

of the syncytium, whose development is crucial for efficient feto-maternal exchanges[30, 31], were 

underlying incompletely penetrant embryonic lethality seen in CdGAP KI/KI embryos. However, 

as SynTs are constantly replaced throughout gestation as they get damaged from shear forces of 

blood transports, whether fusogenic defects were due to reduced proliferation of its progenitor, 

cytotrophoblasts, or due to accelerated cell death of SynTs, remains yet to be determined. 

Although further investigations are required, an increasing population of red blood cells, which 

were deep-purple in color, indicative of deficient circulation or poor oxygenation, were observed 

in E18.5 CdGAP KI/KI (severe) placentas, in support of the possibility that CdGAP KI/KI (severe) 

placentas during late gestation were poorly perfused. Besides, expression of E-cadherin was 

significantly reduced in E15.5 CdGAP KI/KI placentas, which might not only underlie fusogenic 

defects but also accelerated the loss of SynTs. In conclusion, we hereby present evidence in 

support of the prenatal origin of AOS, attributable to placental dysfunctions and defective 

syncytial fusion with a concomitant increase in interhaemal membrane thickness in placentas 
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with homozygous P670X truncating mutation of CdGAP. This results in compromised feto-

maternal exchanges, leading to poor congenital heart developments and cardiac abnormalities. 
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Figure  3 .1 :  P670X truncating mutation in CdGAP leads in incompletely penetrant 

embryonic lethality. 

(A) Schematic diagram illustrates how CdGAP-AOS KI mouse model was created by CRISPR-

Cas9 strategy. 

(B) Agarose gel-resolved PCR amplicons using WT or KI mutation-specific primers are shown. 

While only WT or mutation-specific amplicons, with amplicon sizes of 451 bp and 254 bp, were 

observed in CdGAP WT/WT and CdGAP KI/KI pups, both amplicons were observed in CdGAP WT/KI 

pups. 

(C) Graphic illustrations of the observed genotype distribution at weaning (P21) and at E15.5 are 

shown, compared against the expected distribution. The notion in superscripts indicates 

statistical significance. Chi-square tests were used to assess the significance for E15.5 and P21, 

respectively (ns: no significance, ****: p < 0.0001). 

The number of pups from each genotype at P21 was as the following: CdGAP WT/WT: 320, 

CdGAP WT/KI: 582, CdGAP KI/KI: 98. At E15.5, the following number of embryos was observed: 

CdGAP WT/WT: 62, CdGAP WT/KI: 155, and CdGAP KI/KI: 78. 

(D) Summary of gross abnormalities across different genotypes of embryos at E15.5 and at 

E18.5, gestational ages representative of late gestation. The gross morphology of each embryo 

was noted blindly, prior to genotyping. A notable population (> 40%) of CdGAP KI/KI embryos 

was abnormal. 

(E) Phenotypic characterization of E15.5 embryos is presented, using the stereomicroscope. The 

characterization was conducted blindly, prior to genotyping. Several embryonic abnormalities 

were observed including edema, seen behind the head and along the spine (red arrowhead), a 

pale or poorly developed liver (blue arrowhead), and hypovascularization of superficial vessels 

(white arrowhead). Frequently, embryos exhibiting several abnormalities were observed, and 

these abnormalities were strongly pronounced (#). 
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Figure 3.2: The P670X mutation in CdGAP mice leads to placental dysfunction. 

(A) Schematic diagram illustrates the mating of female mice with stud CdGAP WT/KI males for 

phenotypic characterization of embryos and their placentas at E18.5. 

(B) Representative images of embryonic sacs from wild type and CdGAP KI/KI mothers at E18.5 

are shown. Compared to embryonic sacs from a wild type mother, those from a CdGAP KI/KI 

mother appear hemorrhagic (indicated by the white arrowhead). Additionally, the sizes of the 

embryonic sacs are uneven and significantly reduced (denoted by the white arrow). 

(C) Changes in body weight gain among pregnant mothers of different genotypes are illustrated. 

Body weight gain was measured relative to the starting body weight of a virgin female mouse. 

The average weight gain is plotted for CdGAP WT/WT (n = 5), CdGAP WT/KI (n = 4), and CdGAP 
KI/KI (n= 7). Variations in body weight gain across genotypes were analyzed using one-way 

ANOVA at each gestational age. 

(D) Comparison of the total, healthy, or abnormal embryo count at E18.5 from different 

genotypes of pregnant mothers is presented. Embryos were categorized as healthy or abnormal 

based on the gross morphology, and any co-occurrence of embryonic abnormalities and placental 

morphological changes, such as paleness and reduced vascularity, marked an embryo as 

abnormal. Welch’s one-way ANOVA followed by Dunnett’s T3 multiple comparison tests were 

used for the total embryo count across genotypes. For healthy or abnormal embryo counts, the 

Kruskal-Wallis test followed by Dunn’s multiple comparison test and ordinary one-way ANOVA 

with Tukey’s multiple comparison tests were respectively applied. Horizontal lines represent 

significance across genotypes, while different letters indicate significance between genotypes for 

each comparison. 

(E) Immunoblot of whole placenta lysate (E18.5) shows the detection of both full-length and 

truncated forms of CdGAP using two different antibodies. Weak signals for the truncated and 

full-length CdGAP are observed in CdGAP WT/WT and CdGAP KI/KI placentas; these signals 

originate from the maternal placental tissue. Tubulin is used as a loading control. Beside the 

immunoblot, representative photographs of placentas from each genotype are shown, displaying 

noticeable changes in the gross morphology of the placenta (pale placenta) in CdGAP KI/KI 

embryos. 

For panels (C and D), data are presented as mean ± SEM (ns: no significance, *: p < 0.05, **: p 

< 0.01). 
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Figure 3.3: Male CdGAP KI/KI embryos with placental dysfunction were severely growth-

restricted during late gestation. 

(A) The schematic diagram illustrates mouse gestation, with a detailed graphic below that 

represents the observational plane used for the phenotypic characterization of placentas during 

late gestation (> E15.5.). 

(B and C) Representative images of embryos and corresponding placentas at E15.5 and at E18.5 

are shown, focusing on the fetal side of each placenta. 

(D) Comparisons of average fetal and placental weights are shown. For fetal weight comparisons 

at E15.5, the numbers of embryos were: CdGAP WT/WT = 44, CdGAP WT/KI = 115, CdGAP KI/KI 

(moderate) = 29, CdGAP KI/KI (severe) = 16. At E18.5, the numbers were: CdGAP WT/WT = 36, 

CdGAP WT/KI = 97, CdGAP KI/KI (moderate) = 21, CdGAP KI/KI (severe) = 14. For placental weight 

comparisons at E15.5, the numbers of embryos were: CdGAP WT/WT = 27, CdGAP WT/KI = 71, 

CdGAP KI/KI (moderate) = 12, CdGAP KI/KI (severe) = 7. At E18.5, the numbers were: CdGAP 
WT/WT = 26, CdGAP WT/KI = 69, CdGAP KI/KI (moderate) = 12, CdGAP KI/KI (severe) = 12. Ordinary 

one-way ANOVA followed by Tukey’s multiple comparisons tests were used for each 

comparison, except for the comparison of E15.5 placental weights, where Welch’s ANOVA 

followed by Dunnett’s T3 multiple comparisons test was used. 

(E) A non-linear regression fit illustrates the distribution of embryos' body weights across 

genotypes. Solid vertical lines mark the 5th percentile of CdGAP WT/WT embryos’ body weight at 

each gestational age. 

(F) Changes in the average fetal weight of embryos across genotypes during late gestation are 

shown. The number of embryos at different gestational ages was as follows: E15.5: CdGAP WT/WT 

= 44 CdGAP WT/KI = 115, CdGAP KI/KI (moderate) = 29, CdGAP KI/KI (severe) = 16; E16.5: 

CdGAP WT/WT = 5 CdGAP WT/KI = 6, CdGAP KI/KI (moderate) = 5, CdGAP KI/KI (severe) = 4; E17.5: 

CdGAP WT/WT = 4 CdGAP WT/KI = 12, CdGAP KI/KI (moderate) = 7, CdGAP KI/KI (severe) = 4; 

E18.5: CdGAP WT/WT = 36, CdGAP WT/KI = 97, CdGAP KI/KI (moderate) = 21, CdGAP KI/KI (severe) 

= 14. For comparisons at all gestational ages, ordinary one-way ANOVA was utilized, except for 

E15.5, where Welch’s ANOVA was applied. At all gestational ages, fetal weights significantly 

differ across genotypes. 
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(G) Comparison of average placental efficiency (defined as fetal/placental weight ratio) across 

genotypes is shown. Welch’s ANOVA followed by Dunnett’s T3 multiple comparisons test was 

conducted at both gestational ages. 

(H) A correlation plot of fetal and placental weight at E18.5 across genotypes is displayed. Data 

are presented as mean ± SEM, except in panels (E) and (H) (*: p <0.05, **: p<0.01, ****: p < 

0.0001). For panels (D and G), horizontal lines in each panel denote significance across 

genotypes, while different letters indicate significance between genotypes for each comparison. 
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Figure 3.4: Reduced vascular complexity as well as the expansion of the labyrinth underlie 

placental dysfunction among CdGAP KI/KI (severe) placentas. 

(A) Representative cross-sections of E15.5 and E18.5 placentas from different genotypes, stained 

with H&E, are shown. The labyrinth is outlined (dashed line), and abnormal features in E15.5 or 

E18.5 CdGAP KI/KI (severe) placentas are indicated (yellow arrows for vacant vascular spaces, 

asterisks for cellular atrophies). Scale bar: 200 μm (whole placenta), 50 μm (boxed area). 

(B and C) Total placental area or area of placental layers (labyrinth, junctional zone) from H&E 

stained sections at E15.5 or E18.5 is quantified. Differences in the total placental area across 

genotypes were assessed by ordinary one-way ANOVA followed by Tukey’s multiple 

comparison tests. For each gestational age, two-way ANOVA was utilized to examine differences 

by placental layer. Subsequently, Tukey’s multiple comparisons tests were applied to evaluate 

differences between genotypes for each placental layer. 

(D) The average labyrinth thickness across genotypes at E15.5 and at E18.5 is compared. An 

ordinary one-way ANOVA followed by Tukey’s multiple comparison tests was used at each 

gestational age to compare between genotypes. 

(E) Changes in the average labyrinth area across genotypes from E15.5 to E18.5 are shown, 

analyzed similarly to the methods described in (D). 

(F) The average ratio between the labyrinth and the junctional zone area across genotypes at 

E15.5 and at E18.5 is compared, following a similar method as described in (D). 

Data are presented as mean ± SEM (*: p <0.05, **: p<0.01, ****: p < 0.0001). At E15.5, the 

numbers of placentas were as follows: CdGAP WT/WT = 12, CdGAP KI/KI (moderate) = 9, CdGAP 
KI/KI (severe) = 7. At E18.5, the numbers were: CdGAP WT/WT = 10, CdGAP KI/KI (moderate) = 11, 

CdGAP KI/KI (severe) = 7. 

For panels (B) to (F), when one-way ANOVA was performed, lines above or beside represent 

significance across genotypes, while different letters denote significance between genotypes for 

each comparison. In the two-way ANOVA performed for (B and C), the horizontal line in each 

panel indicates significance due to the row factor (placental layer), while different letters denote 

significance between genotypes for each placental layer. 
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Figure 3.5: CdGAP KI/KI placentas demonstrate a disorganized syncytium. 

(A - F) Representative images of E18.5 placenta sections are shown, fluorescently stained for 

SynT-I (MCT1+; red) and SynT-II (MCT4+; green). The images include both whole and 

magnified views (indicated by white boxes in A, C, and E) of the labyrinth. Nuclei are visualized 

with DAPI staining (blue). The apposition of SynT layers is highlighted by white arrows, while 

areas showing defective syncytial fusion are marked by white arrowheads. The scale bar 

corresponds to 200 μm for the whole view and 50 μm for the magnified view. At least three 

samples were examined for each genotype. 

(G) Schematic diagram of SynT layer organization. The loss of tight apposition is highlighted by 

the black arrow. The white circle in each cell type represents the nucleus. 

(H - K) Representative images of peripheral tissue damage in E18.5 CdGAP KI/KI (severe) 

placentas are shown. H&E staining of corresponding regions of affected areas is provided for 

histological comparisons. Characteristic changes, such as cellular atrophy (marked by an 

asterisk), poorly oxygenated red blood cells (identified by black arrowheads), and enlarged 

vascular spaces (denoted by #), are emphasized. Their relative positions within the whole 

placenta are indicated by yellow boxes in (C). The scale bar represents 50 μm. 

(L) Representative images show lethal E18.5 CdGAP KI/KI (severe) embryos with severe placental 

defects. 

(M - P) Corresponding regions to those shown in (H – K) are presented in E18.5 CdGAP WT/WT 

placentas. The scale bar corresponds to 50 μm. 

(Q) Representative images of CdGAP WT/WT embryos at E18.5 are shown. 
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Figure 3.6: Defective organization of syncytium, but not placental angiogenesis is 

associated with labyrinth defects in E15.5 CdGAP KI/KI placentas. 

(A - J) Representative images of E15.5 placenta sections, fluorescently stained for SynT-I 

(MCT1+; red) and SynT-II (MCT4+; green), are shown in (D and I), along with corresponding 

embryos and placentas for CdGAP WT/WT (A, B) and CdGAP KI/KI (severe) (F, G). Notable 

embryonic abnormalities, such as edema and pale liver (comparing F to A), are marked by red 

and blue arrowheads, respectively. Regions, where tight apposition between SynTs is lost, are 

indicated by white arrowheads in (I). Corresponding regions that were stained with H&E for 

histological comparisons are presented in (E and J). The scale bar corresponds to 50 μm, and 

each genotype is represented by at least three samples. 

(K) Representative images comparing interhaemal membrane thickness between E15.5 CdGAP 
WT/WT and CdGAP KI/KI (severe) placentas. Increased thickness in the latter is denoted by yellow 

arrows, compared to CdGAP WT/WT placentas. The scale bar represents 50 μm. 

(L) Representative images of E15.5 placenta sections, stained for E-cadherin, SynT-II (MCT4+; 

green), and SynT-I (MCT1+; red) are shown. Non-membranous expression of MCT4 and MCT1 

transporters in CdGAP KI/KI (severe) placentas is highlighted by white arrows. The scale bar 

corresponds to 50 μm. 

(M) Mean fluorescence intensity between E15.5 CdGAP WT/WT and CdGAP KI/KI (severe) 

placentas for E-cadherin, MCT4, or MCT1 lactate transporters is shown. Differences were 

analyzed using two-way ANOVA and Šídak’s tests, with four placenta sections quantified per 

genotype. Per the placenta section, five measurements were performed throughout the whole 

labyrinth. Data are presented as mean ± SEM (****: p < 0.0001). The horizontal line represents 

significance due to the row factor (labeling target), while different letters denote significance 

between genotypes for each target. 

(N) Representative images of E15.5 placenta sections, stained for fetal endothelial cells (CD31+; 

red) and SynT-II (MCT4+; green) are shown. A representative region in E15.5 CdGAP KI/KI 

(severe) placentas and corresponding regions in CdGAP WT/WT placentas are presented. Nuclei 

were labeled with DAPI staining (blue). The scale bar corresponds to 20 μm, and for each 

genotype, at least three samples were examined. 
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Figure 3.7: Placental dysfunctions are further associated with congenital heart defects in 

E15.5 CdGAP KI/KI embryos. 

(A) Schematic diagram depicting the placental-cardiovascular axis. Compared to CdGAP WT/WT 

embryos, CdGAP KI/KI (severe) embryos exhibit dysfunctional placentas that may compromise 

rapid fetal growth and organogenesis, including heart development. 

(B) Graphic representation illustrates changes in CdGAP mRNA and protein expression in mice 

from embryonic stages (E10.5) to adulthood (8 weeks old), based on data from Gu et al. 

(2022)[38]. 

(C - Q) Representative images of E15.5 embryos’ transverse cross-sections along the rostral-to-

caudal axis are shown. Included are corresponding images of embryos and placentas (C, H, M), a 

magnified view of the labyrinth (D, I, N), overall views of E15.5 embryonic hearts (E, J, O), and 

magnified views (outlined by black boxes in E, J, O) of the left (F, K, P) and right ventricles (G, 

L, Q). The compact zone thicknesses of the left and right ventricles are marked by white lines. 

Scale bar: 200 μm (E, J, O) and 50 μm (D, F, G, I, K, L, N, P, Q). 

(R) Comparisons of compact or trabecular myocardial layer thickness across genotypes for left 

and right ventricles are shown. 

(S) Comparisons of myocardial compaction (represented by the ratio between trabeculae and 

compact zone thickness) across genotypes for left and right ventricles. 

(T) Comparisons of interventricular septum thickness across different genotypes are shown. 

Data are presented as mean ± SEM (*: p <0.05, **: p<0.01, ****: p < 0.0001). The number of 

E15.5 embryos examined were: CdGAP WT/WT = 4, CdGAP KI/KI (moderate) = 4, CdGAP KI/KI 

(severe) = 3. 

For panels (R and S), a two-way ANOVA is first applied to assess differences between left and 

right ventricles. Following this, Tukey’s multiple comparisons tests are used to evaluate 

differences between genotypes within the left or right ventricles individually. Horizontal lines in 

each panel represent significance due to the row factor (ventricles), while different letters denote 

significance between genotypes for each ventricle. 

For panel (T), differences are analyzed using an ordinary one-way ANOVA followed by Tukey’s 

multiple comparisons test. A horizontal line represents significance across genotypes, while 

different letters denote significance between genotypes. 
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Figure 3.8: CdGAP is expressed in the labyrinth region of the placentas during early 

development and E12.5 CdGAP KI/KI placentas show labyrinth defects. 

(A) Graphic illustration of changes in CdGAP expression in the developing mouse placenta from 

E9.5 to E14.5. Two types of SynTs, SynT-I and SynT-II, are highlighted by red and green arrows, 

respectively. 

(B) Representative images from RNAscope show ARHGAP31 probed in E12.5 CdGAP WT/WT 

placentas. Red dots indicate positive signals. Images include a whole view of the E12.5 placenta 

and a magnified view (white box in the whole view). Adjacent to these, a placental section 

probed against non-specific probes is shown. 

(C - H) Comparisons of vascular network organizations in E12.5 CdGAP WT/WT and CdGAP KI/KI 

placentas are depicted. Images of the whole placenta (C and D) and magnified views of the 

labyrinth (marked by the white box in C and D) are shown in (E and G). Pictographic 

illustrations of the vascular network organization in (E and G) are presented beside these in (F 

and H). E12.5 placenta cross-sections were fluorescently labeled to visualize SynTs, and nuclei 

were visualized using DAPI staining (blue). Contact points between two SynT layers are 

emphasized by white arrowheads. Scale bars are set at 200 μm for (C and D), and 50 μm for (E, 

F, G, H). At least three placenta sections for each genotype were examined. 

(I and J) Comparisons of fetal blood spaces or maternal sinusoid occupation in the labyrinth are 

presented. The areas of fetal blood spaces or maternal blood sinusoids within a square 

(62,500μm2 or a width of 250μm) were measured five times across the whole labyrinth per 

placental section. Student’s t-tests (unpaired) were utilized for genotype comparison for both 

sexes combined (total). In contrast, two-way ANOVA followed by Šídak’s multiple comparisons 

tests were employed to investigate significant differences in fetal blood spaces or maternal 

sinusoids occupancy by sex and between genotypes. Horizontal lines in each panel indicate 

significance due to the row factor (sex), while different letters denote significance between 

genotypes for each sex. Data are presented as mean ± SEM (ns: no significance; ****: p < 

0.0001). For CdGAP WT/WT placentas, 20 measurements from five placental sections were 

conducted for both sexes. For male and female CdGAP KI/KI placentas, 20 or 30 measurements 

were conducted from five or six placentas, respectively. 
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Supplementary Figure 1 

(A) Distribution of genotype and sex of embryos at various gestational ages (E12.5, E13.5, E15.5, 

and E18.5) or pups at weaning (P21) is summarized. The ratio [A/B] represents the sex 

distribution between males [A] and females [B], while the “total” refers to the number of 

embryos or pups of the corresponding genotype, including both sexes. The relative proportion 

(represented by %) of males and females, as compared to the total number at each stage, is 

indicated in brackets. Fisher’s exact tests or Chi-square tests were employed to analyze whether 

the distribution of sex or genotype significantly diverged from expectations, respectively. 

Notations in superscripts indicate statistical significance following Fisher’s exact tests, while 

Chi-square significances are summarized for each gestational age (ns: no significance, ****: p < 

0.0001). 

(B)  Representative immunoblots of brain, heart, and lung tissue lysates from 3-month-old mice 

of different genotypes are shown. The Sigma antibody was able to detect only the full-length 

CdGAP, approximately 250 kDa in size, while the Cell Signaling antibody could detect both the 

full-length and truncated forms of CdGAP. 

(C) Average body weight changes in male and female mice from 3 to 12 weeks of age are 

depicted. Pup body weights from weaning (P21) were recorded weekly, and the averages are 

plotted. For male mice, over 41 CdGAP WT/WT, 97 CdGAP WT/KI, and 20 CdGAP KI/KI mice were 

measured, while for female mice, over 39 CdGAP WT/WT, 68 CdGAP WT/KI, and 16 CdGAP KI/KI 

mice were measured. Ordinary one-way ANOVA was used for comparisons each week. 

Significant differences in body weights were found across genotypes for males at all time points, 

while for females, significance was only noted at week 4. 

(D) Representative photographs of 3-month-old male and female mice across different genotypes 

are shown. 

Data are presented as mean ± SEM (*: p <0.05, **: p<0.01, ****: p < 0.0001). 
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Supplementary Figure 2 

(A) Comparisons of fetal and placental weight or placental efficiency between sexes among 

E15.5 embryos across genotypes are shown. The initial assessment utilized two-way ANOVA to 

examine differences by sex. Subsequently, Tukey’s multiple comparisons tests were applied to 

evaluate differences between genotypes for each sex. Differences due to the row (sex) or column 

factor (genotype), as well as due to their interaction, are summarized. Different letters denote 

significance between genotypes for each sex. For fetal weights, the male and female embryo 

counts are (respectively): CdGAP WT/WT (n = 22, n =22), CdGAP WT/KI (n =63, n = 51), CdGAP 
KI/KI (moderate) (n =13, n = 16), CdGAP KI/KI (severe) = (n = 8, n = 7). For placental weights, the 

male and female embryo counts are (respectively): CdGAP WT/WT (n = 14, n = 13), CdGAP WT/KI 

(n = 36, n = 34), CdGAP KI/KI (moderate) (n = 4, n = 8), CdGAP KI/KI (severe) (n = 5, n = 2). 

Placental efficiency for male and female embryos is calculated by the ratio between average fetal 

weight and average placental weight. 

(B) Comparisons of sex distribution in CdGAP KI/KI (moderate) and CdGAP KI/KI (severe) 

embryos at E15.5 are shown. Fisher’s exact tests were used to examine whether the sex 

distribution in each group significantly deviated from the expected 1:1 ratio. 

(C) Comparisons of fetal and placental weight, along with placental efficiency, between sexes 

among E18.5 embryos across genotypes are shown. The analysis was performed in a manner 

similar to that described in (A). For fetal weights, the male and female embryo counts are: 

CdGAP WT/WT (n = 17, n = 19), CdGAP WT/KI (n = 46, n = 51), CdGAP KI/KI (moderate) = (n = 13, 

n = 8), CdGAP KI/KI (severe) = (n = 2, n = 12). For placental weights, the male and female 

embryo counts are: CdGAP WT/WT (n = 12, n = 16), CdGAP WT/KI (n = 31, n = 34), CdGAP KI/KI 

(moderate) (n = 6, n = 5), CdGAP KI/KI (severe) (n = 3, n = 9). 

(D) Comparisons of sex distribution in CdGAP KI/KI (moderate) and CdGAP KI/KI (severe) 

embryos at E18.5 are shown. Fisher’s exact tests were used to examine whether the sex 

distribution in each group significantly deviated from the expected 1:1 ratio. 

(E) Comparisons of average fetal weights at E12.5 and E13.5 are shown. The numbers of 

embryos studied were 61 for CdGAP WT/WT, 99 and 75 for CdGAP WT/KI, and 61 and 39 for 

CdGAP KI/KI, respectively, at these stages. An ordinary one-way ANOVA was followed by 

Tukey’s multiple comparisons tests for each gestational age. Horizontal lines represent 
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significance across genotypes, while different letters indicate significance between genotypes for 

each comparison. 

(F) A non-linear regression fit showcases the distribution of embryos' body weights across 

genotypes for each gestational age. 

Data are presented as mean ± SEM (ns: no significance, *: p <0.05, **: p<0.01, ***: p<0.001, 

****: p < 0.0001). 
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Supplementary Figure 3 

(A) Analysis of the relative area of the labyrinth and the junctional zone at E15.5 and at E18.5 is 

presented. Initial analysis with two-way ANOVA was performed to determine significant 

differences by placental layer, and then genotypic differences for each placental layer were 

compared using Tukey’s multiple comparisons tests. Horizontal lines for each gestational age 

indicate significance due to the row factor (placental layer), while different letters represent 

significance between genotypes for each placental layer. The numbers of placental sections 

examined at E15.5 for each genotype were as follows: CdGAP WT/WT = 12, CdGAP KI/KI 

(moderate) = 9, CdGAP KI/KI (severe) = 7. Similarly, the counts at E18.5 were: CdGAP WT/WT = 10, 

CdGAP KI/KI (moderate) = 11, CdGAP KI/KI (severe) = 7. 

(B – C) A comparison of normalized organ weights and organ-to-fetal weight ratios in E15.5 

embryos is presented. Analyses were conducted similarly to the method described in (A). 

Horizontal lines in each panel indicate significance due to the row factor (fetal organs), while 

different letters denote significance between genotypes for each organ. Fetal organ weights are 

normalized to those in CdGAP WT/WT embryos. Organ-to-fetal weight ratios are calculated by 

dividing the weight of the liver or brain by the corresponding fetal weight. The E15.5 embryo 

counts for fetal weights are as follows: CdGAP WT/WT = 12, CdGAP WT/KI = 28, CdGAP KI/KI 

(moderate) = 7, CdGAP KI/KI (severe) = 5. The counts for fetal brain weights are: CdGAP WT/WT = 

12, CdGAP WT/KI = 27, CdGAP KI/KI (moderate) = 7, CdGAP KI/KI (severe) = 5. 

(D - G) Comparisons of fetal liver weight (D), brain weight (E), liver-to-fetal weight ratio (F), 

and brain-to-liver weight ratio (G) across embryonic sexes are presented. Analyses were 

conducted similarly to the method described in (A). Horizontal lines in each panel indicate 

significance due to the row factor (embryonic sex), while different letters denote significance 

between genotypes for each sex. Male and female embryo counts for fetal liver weight and liver-

to-fetal weight ratio comparisons were, respectively: CdGAP WT/WT (n = 7, n = 5), CdGAP WT/KI (n 

= 14, n = 14), CdGAP KI/KI (moderate) (n = 5, n = 2), CdGAP KI/KI (severe) (n = 2, n = 3). Male 

and female embryo counts for fetal brain weight and brain-to-liver weight ratio comparisons 

were, respectively: CdGAP WT/WT (n = 7, n = 5), CdGAP WT/KI (n = 13, n = 14), CdGAP KI/KI 

(moderate) (n = 5, n = 2), CdGAP KI/KI (severe) (n = 2, n = 3). 

(H) Summary of the significance from sources of variation following two-way ANOVA analyses 

in (D - G). 
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Data are presented as mean ± SEM (ns: no significance, *: p < 0.05, **: p < 0.01, ***: p < 0.001, 

****: p < 0.0001). 
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Supplementary Figure 4 

(A) Representative images of E12.5 placentas, stained with H&E across genotypes, are shown. 

Magnified views of the labyrinth (marked by white boxes) are presented next to the whole view 

of the placenta. Enlarged vascular spaces in CdGAP KI/KI placentas are pinpointed by yellow 

arrows. Scale bars correspond to 200 μm and 50 μm. 

(B - C) Comparisons of the absolute area (B) or relative area (C) of placental layers (compared 

against the total placental area) in E12.5 embryos are shown. Initial analyses employed ordinary 

one-way ANOVA to assess differences across genotypes. Subsequent analyses used Tukey’s 

multiple comparisons tests to examine differences between genotypes. Horizontal lines in each 

panel represent significance across genotypes, while different letters denote significance between 

genotypes for each comparison. Placenta counts were as follows: CdGAP WT/WT = 20, CdGAP 
WT/KI = 15, CdGAP KI/KI = 24. 

(D – G) Comparisons of total placental area, the area of different placental layers, labyrinth to 

junctional zone ratio, and labyrinth thickness between placental sexes are shown. Two-way 

ANOVA was followed by Tukey’s multiple comparisons tests to evaluate differences by 

placental sex and differences between genotypes, respectively. Horizontal lines in each panel 

represent significance due to the row factor (placental sex), while different letters denote 

significance between genotypes for each sex. Placenta counts for males and females were as 

follows: CdGAP WT/WT (n = 11, n = 9), CdGAP WT/KI (n = 7, n = 8), CdGAP KI/KI (n = 13, n = 11). 

Data are presented as mean ± SEM (ns: no significance, *: p < 0.05, **: p < 0.01). 
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Supplementary Table 1 

List of antibodies used in this study. 

  

Antibody Company: Catalog number Dilution

Immunoblot

Rabbit anti-CdGAP (Polyclonal) Sigma-Aldrich: HPA036380 1 in 1,000

Rabbit anti-CdGAP (Monoclonal) Cell Signaling: 14087S 1 in 1,000

Mouse anti-α -Tubulin (Monoclonal) Sigma-Aldrich: T5168 1 in 1,000

Anti-rabbit IgG Thermo-Fisher: 45-000-682 1 in 10,000

Anti-mouse IgG Thermo-Fisher: 45-000-679 1 in 10,000

Immunostaining

Goat anti-CD31 (Polyclonal) R&D Systems: AF3628 1 in 20

Rabbit anti-E-Cadherin (Monoclonal) Cell Signaling: 3195S 1 in 100

Chicken anti-MCT1 (Polyclonal) EMD-Milipore: AB1286-I 1 in 200

Rabbit anti-MCT4 (Polyclonal) EMD-Milipore: AB3314P 1 in 200

Goat anti-rabbit IgG Alexa Fluor 488 Invitrogen; A11008 1 in 200

Donkey anti-goat Alexa Fluor Plus 594 Invitrogen: A32758 1 in 200

Donkey anti-chicken IgG Alexa Fluor 594 Invitrogen; A78951 1 in 200
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Supplementary Table 2 

List of primers used in this study. 

 

  

Gene Name Forward Primer Reverse Primer

CdGAP (wildtype) 5'-GGCTAAGGATGGGGGTCAGA-3' 5'-GGGCTTGACTCAGGAATCGG-3'

CdGAP (knock-in) 5'-GAAGACAAGCACGATTTAAG-3' 5'-TCTCAAACAGAAGCATTTCC -3'

Rbm31x/y (sex) 5'-CACCTTAAGAACAAGCCAATACA-3' 5'-GGCTTGTCCTGAAAACATTTGG-3' 
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4.1 Major Findings 

 

4.1.1 CdGAP functions as an oncogene in prostate cancer 

 CdGAP, through its proline-rich domain (PRD), has been implicated in the transcriptional 

repression of the E-cadherin gene in breast cancer cells, thereby promoting increased tumor 

growth and metastases to the lung[1]. This loss of E-cadherin, a well-established epithelial marker, 

and a hallmark of epithelial-to-mesenchymal transition (EMT), provides a convincing molecular 

mechanism indicating how CdGAP may function as an oncogene in a wide array of human 

cancers. However, this question remained unexplored. In the research presented in Chapter 2, we 

demonstrated that aberrantly elevated expression levels of CdGAP were associated with an 

increased likelihood of biochemical recurrence in prostate cancer (PCa) patients. Employing 

knockdown or overexpression approaches, we provided robust evidence of how CdGAP’s impact 

on cellular migration and invasion, which was significantly impaired upon knockdown. Further, 

using subcutaneous and orthotopic xenografts, we revealed that the loss of CdGAP severely 

impairs PCa, in terms of both tumorigenesis and its ability to metastasize to distant organs, such 

as the bone and intestine. Collectively, our data strengthen the argument that CdGAP acts as an 

oncogene in human cancer by conferring enhanced proliferative, migratory, and invasive 

capacities. 

 

4.1.2 CdGAP is crucial for mouse placenta development 

 Numerous compelling pieces of evidence prompted an investigation into the role of 

CdGAP during embryonic development. Previously, the knock-out of both Rac1 and Cdc42 was 

shown to result in severe embryonic deaths during the early stages of embryonic development[2-4]. 

Furthermore, ARHGAP31, the gene encoding CdGAP, has been identified as the first causative 

gene associated with the Adams-Oliver syndrome (AOS). Two distinct mutations initially 

discovered from pedigree analyses shared similarities regarding the partial loss of PRD[5]. While 

we underscored the essential role of CdGAP during mouse embryonic development using 

CdGAP-knock-out mouse models, which resulted in incompletely penetrant embryonic lethality 

and a wide range of embryonic abnormalities[6], the pathological mechanism linked to truncation 

mutations in CdGAP seen in AOS patients remained unexplored. In the study presented in 
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Chapter 3, we demonstrated that incomplete embryonic lethality occurred strictly among 

homozygous CdGAP-AOS knock-in (KI) mice, with significant defects in placental development 

localized to the labyrinth. Furthermore, we highlighted that the fusion of syncytiotrophoblast 

(SynT) layers in the mouse labyrinth was markedly affected, with frequent observation of areas 

where the tight apposition between two SynT layers was lost. Together, our data provide new 

insight into how CdGAP might influence embryonic development through the regulation of 

placental development. 

 

4.1.3 Homozygous CdGAP-AOS mice suffer from congenital heart defects 

 While AOS is frequently characterized by clinical manifestations of transverse terminal 

limb defects (TTLD) and aplasia cutis congenita (ACC)[7], the expanding list of phenotypic 

abnormalities further supports its vascular origin[8-10]. In fact, congenital heart defects, often co-

occuring with cutis marmorata telangiectatica (CMTC), are observed in around 20% of AOS 

patients[7]. Despite relatively sparse investigative efforts, several clinical reports have suggested 

the possibility of placental dysfunction contributing to the pathogenesis of AOS[11, 12]. Given the 

vital importance of the placenta, which grows in parallel with the embryo and shares numerous 

developmental pathways[554], we sought to investigate whether congenital heart development 

might be affected in homozygous CdGAP-AOS KI mice. In the study presented in Chapter 3, we 

demonstrated that homozygous CdGAP-AOS KI placentas, exhibiting pronounced histological 

abnormalities in the labyrinth, led to changes in congenital heart development. These changes 

included a significant reduction in the ventricular wall and interventricular septum thickness, as 

well as a pronounced reduction in the compaction of myocardial layers. Collectively, our data 

further support the placental-cardiovascular axis, providing new insights into how placental 

dysfunction – a factor that has been largely overlooked in clinical investigations among AOS-

affected families – can directly contribute to the pathogenesis of embryonic abnormalities 

observed in AOS patients. 

 

4.2 CdGAP functions as an oncogene in prostate cancer 

 In these studies, we spotlighted the oncogenic function of CdGAP in PCa, thereby 

reinforcing our earlier findings in breast cancer. Like breast cancer, PCa is the most frequently 



 209 

diagnosed cancer among men and stands as the fifth leading cause of cancer-related deaths[13]. 

Although localized PCa can be effectively treated with a 5-year survival rate exceeding 99%, the 

survival rate drops dramatically to approximately 32% when the tumor metastasizes to distant 

organs[14]. A notable characteristic of this transition is resistance against castration therapy, aimed 

at controlling androgen receptor signaling[15-18]. Thus, our investigation was focused on whether 

CdGAP plays an oncogenic role in PCa tumorigenesis and progression, which could greatly 

enrich therapeutic alternatives by targeting its function. 

 In PCa patients, we observed that both increased expression of ARHGAP31 and the 

presence of mutations were linked to higher risks of biochemical recurrence. This aligns with 

prior reports in which Rac1 mutations, analogous to KRAS mutation[19], were observed in PCa 

and a positive correlation between Cdc42 expression levels and PCa metastasis, via regulation of 

β1-integrin expression, essential for cancer cell and endothelial cell interactions[20]. Moreover, 

prior studies have identified the key role of CdGAP in regulating cellular migration[21, 22] and 

durotaxis[23]. Consequently, we investigated transcript levels of ARHGAP31 across various PCa 

cell lines and found the highest expression in the highly aggressive and metastatic PC-3 cell line. 

High protein-level expression was further confirmed in PC-3 cells, which were then selected as 

the model system for further exploration of oncogenic mechanisms of CdGAP in PCa. 

 In this study, we successfully employed short hairpin (shRNA) to knock down CdGAP, 

resulting in a significant decrease in the migratory and invasive potential of CRPC cells. 

Furthermore, we validated the oncogenic role of CdGAP in various PCa cell lines, including DU-

145, LNCaP, and 22Rv1. In these lines, overexpression of CdGAP substantially increased their 

migratory and invasive potential. However, at the molecular level, we observed a stark contrast 

to our earlier findings in breast cancer cells. Specifically, while CdGAP knockdown in ErbB2-

expressing breast cancer cells was inversely correlated with E-cadherin levels, which further 

correlated with reduced expression levels of Snail 1 and Zeb2[1], this was not the case in PC-3 

cells, where CdGAP knockdown did not result in an inverse increase in E-cadherin expression. 

Moreover, unlike in breast cancer cells, both mRNA and protein levels of Snail 1, a well-known 

E-cadherin repressor, increased in shCdGAP PC-3 cells. These findings suggested that the PRD 

of CdGAP-mediated transcriptional regulation of E-cadherin observed in breast cancer cells did 

not drive the regulation of E-cadherin gene expression in PC-3 cells. However, CdGAP did play 

an essential role in positive regulation of cell proliferation in CRPC cells, an ability that was 
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significantly compromised in both PC-3 and 22Rv1 cells when CdGAP was depleted. Therefore, 

we performed RNA-sequencing to capture changes in gene signature that underpin the oncogenic 

roles of CdGAP in PC-3 cells. 

 In the current study, we observed remarkable changes in numerous molecular pathways 

following CdGAP knockdown in PC-3 cells. Notably, there was a significant increase in genes 

related to EMT and apoptosis, concurrently with a significant decrease in genes associated with 

cellular proliferation. We further confirmed our findings from the transcriptomics analysis using 

quantitative PCR (qPCR) and immunoblotting. We demonstrated that expression levels of N-

cadherin and Slug, EMT mesenchymal markers, were reduced in shCdGAP PC-3 cells. Moreover, 

regarding changes in gene signatures indicative of reduced cell proliferation but increased cell 

death (i.e., apoptosis), we showed a significant increase in p21 mRNA levels, a cell cycle 

inhibitor. Importantly, we observed a higher proportion of shCdGAP PC-3 cells in the G1 phase, 

with a significant reduction in cells in S and G2 phases. Additionally, we evidenced a significant 

increase in cell death following CdGAP depletion, in response to doxorubicin, which increased 

not only apoptotic but also necrotic cell death. These observations further align with our previous 

findings in breast cancer, where CdGAP played vital roles in breast cancer tumorigenesis and 

lung metastasis by conferring increased proliferative, migratory, and invasive potential to breast 

cancer cells[1, 21]. To examine the therapeutic potential of inhibiting CdGAP to improve PCa 

patient survival, we initiated in vivo studies using xenograft mouse models. 

 In subcutaneous xenografts to male nude mice, we showed that both tumor initiation and 

growth were severely impaired when CdGAP was knocked down in PC-3 cells. Notably, nearly 

30% of mice (8/11) injected with shCdGAP PC-3 cells did not form tumors. In line with our in 

vitro observations, PCa tumorigenesis was significantly compromised, leading to a substantial 

reduction in tumor volume and primary tumor weight. This observation further aligns with our 

previous findings in breast cancer, where CdGAP depletion in ErbB2-expressing breast cancer 

cells led to a significant reduction in primary tumor volume, associated with reduced Ki-67 

hybridization, a proliferative marker[1]. Collectively, our findings from subcutaneous xenograft 

mice suggest that CdGAP depletion may inhibit CRPC progression by blocking cellular 

proliferation while increasing cell death via apoptosis and necrosis. 

 While no single cell line can fully mirror the complex heterogeneity of human cancer, our 

study faced constraints due to the CRPC cell line selection for in vivo experiment. Notably, 
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acinar adenocarcinomas make up over 90% of PCa cases, often originating from prostatic 

intraepithelial neoplasia (PIN) of the benign epithelium of the acini or ducts within the prostatic 

gland[24-26]. In contrast, the PC-3 cells used in our study, isolated from the bone metastasis of a 

CRPC patient, represent a rare, neuroendocrine cell type[27, 28]. Importantly, while CRPC emerges 

from androgen deprivation therapy (ADT)[16-18], ultimately leading to an androgen-independent 

growth[16-18, 29, 30], PC-3 cells lack androgen receptor (AR) expression[28]. As a result, additional 

validation using other PCa cell lines, which better represent the human PCa physiology, will be 

necessary for future studies to yield translational benefits enhancing patient survival. In this vein, 

the 22Rv1 CRPC cell line, exhibiting variable androgen sensitivity due to the expression of 

numerous AR splice variants, might provide valuable insights as it better portrays the PCa 

heterogeneity in patients[28, 31, 32]. Alternatively, LNCaP cells, derived from a lymph node 

metastasis of human prostate adenocarcinoma, could be employed to decipher the early stages of 

PCa tumorigenesis. These cells are not only androgen-sensitive but also retain functional AR 

signaling (Table 4.1)[28, 33]. Nevertheless, we found nearly undetectable mRNA and protein 

expression of CdGAP in LNCaP cells in our study, suggesting that a stable LNCaP cell line 

overexpressing CdGAP could be useful in future investigations. 

 Our study, utilizing subcutaneous xenograft models, faced an inherent limitations 

regarding the absence of tumor microenvironment, a pivotal factor in tumorigenesis and cancer 

metastasis[34]. Considering that metastases rather than the primary tumor, are largely responsible 

for cancer-related deaths[35], we further probed whether CdGAP depletion in the CRPC cell, PC-

3, would impede PCa metastasis. For our study, shCon and shCdGAP PC-3 cells were 

orthotopically injected into the right dorsal lobe of athymic nude mice. These cells were 

modified to express luciferase prior to injection, facilitating non-invasive bioluminescence 

imaging (BLI) of xenografted mice for PCa progression monitoring. 

 Interestingly, we observed comparable growth of primary tumors in mice injected with 

shCon and shCdGAP PC-3 cells, contrasting our findings from subcutaneous xenograft models. 

This observation was substantiated by the similar sizes of primary tumors collected at the 

experimental endpoint, with no significant disparities in tumor weight and volume. This finding 

from the orthotopic xenograft models diverged from our observations in the subcutaneous 

xenograft models of PCa and from breast cancer cells, where a notable Ki-67 signal reduction 

was observed upon immunohistochemistry (IHC)[1]. On the contrary, through ex vivo carcass 



 212 

imaging post-primary tumor removal, we demonstrated a substantial metastasis reduction when 

CdGAP was depleted in PC-3 cells. Specifically, we observed marked metastasis reductions to 

the intestine and bone in mice injected with shCdGAP PC-3 cells. These observations, 

underscoring the oncogenic role of CdGAP in CRPC cells, in conferring increased migratory and 

invasive potential leading to the enhanced ability to distantly metastasize, validated our findings 

from the TMA analysis where high levels of CdGAP were associated with an elevated bone 

metastasis risk. 

 Our study effectively illustrated numerous oncogenic roles of CdGAP underpinning PCa 

tumorigenesis, promoting cellular proliferation, facilitating cell death evasion (i.e., apoptosis), 

and increasing migratory and invasive potential. Despite our current findings underscoring the 

pivotal role of CdGAP in human cancer, where high expression levels have been linked to poor 

patient survival in breast cancer[1], the extent to which targeted CdGAP inhibition can benefit 

CRPC patients remains uncertain. This is mainly due to the absence of an ideal cell line that can 

accurately depict the complex and heterogenous nature of PCa[32]. Although PC-3 cells expressed 

significantly higher CdGAP levels compared to DU-145 and 22Rv1, they are cytologically 

distinct with their neuroendocrine origin[27], in contrast to the adenocarcinoma originating from 

epithelial origin, which represent over 90% of PCa patients[24-26]. This difference likely explains 

PC-3 cells forming osteolytic rather than the more common osteoblastic metastasis seen in in 

castration-resistant, metastatic prostate adenocarcinoma[28]. Hence, future studies employing 

orthotopic injection of a stable LNCaP cell line, modified to overexpress CdGAP and gain ADT 

resistance, may offer tremendous value. Despite the lengthy, time-consuming processes involved 

in these modifications, this approach would more accurately represent the molecular changes in 

human CRPC, validating our findings and assessing the therapeutic benefit of CdGAP targeting 

in PCa patients. 

  



 213 

 

Cell Line Origin 
Bone 

metastasis* 

Genetic 

ancestry 

AR 

expression 

(Protein) 

PSA 

expression 

(Protein) 

CdGAP 

expression 

(Protein) 

LNCaP 

Lymph 

node 

metastasis 

Osteoblastic EA Yes Yes Very low 

22Rv1 Xenograft Osteolytic N/A Yes Yes Low 

DU-145 
Brain 

metastasis 
Osteolytic EA No No Low 

PC-3 

Bone 

(vertebral) 

metastasis 

Osteolytic EA No No High 

 

Table 4.1: Characteristics of PCa cell lines utilized in Chapter 2. 

The origin of each cell line, mode of bone metastasis formed in vivo (mouse xenografts), 

ethnicity, and expression levels of AR, prostate-specific antigen (PSA), and CdGAP are 

summarized. The 22Rv1 cell line was initially reported to carry a mixed genetic ancestry, but a 

more comprehensive analysis performed later determined its European ancestry (EA). With the 

exception of LNCaP, CRPC cell lines utilized in our study have been reported to form osteolytic 

bone metastasis in mice. 

This table was created based on findings presented in this study as well as information from 

Cunningham et al. (2015)[28], Woods-Burnham et al. (2017)[36], and Hooker et al. (2019)[37]. 
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4.3 CdGAP is crucial for mouse placenta development 

 In this study, we highlighted the crucial role of CdGAP in development and its potential 

contribution to the pathogenesis of AOS in humans. Despite significant advancements in large 

cohort studies, the molecular diagnosis of AOS remains challenging due to a rising number of 

sporadic cases not attributable to mutations in the six known genes. Thus, we generated a 

CdGAP-AOS KI mouse model to investigate how truncation mutations in CdGAP, as seen in 

CdGAP-AOS patients, lead to a range of embryonic abnormalities that underpin the pathogenesis 

of AOS. 

 Heterozygous mating resulted in incompletely penetrant lethality, causing a significant 

deviation in the genotype ratio of homozygous litters at wean from the expected Mendelian ratio 

(~10% vs 25%). This finding is in line with our previous research, where a global knockout of 

CdGAP led to incompletely penetrant embryonic lethality[6]. In this study, we observed a trend 

towards reduced body weight gain in homozygous pregnant mothers carrying the CdGAP 

truncation mutation during late gestation (> E15.5). This trend correlated with a decreased 

number of total or healthy pups at E18.5. We also noted significant changes in the gross 

morphology of the placenta along with abnormal embryos (i.e., resorbing). 

 In humans, dysfunctional placentas often underpin the pathogenesis of prenatal 

complications, such as intrauterine growth restriction (IUGR), stillbirth, and neonatal death. 

Such dysfunction often accompanies marked changes in placental morphology, including color, 

diameter, and weight[38, 39]. Despite some evidence suggesting a link between AOS pathogenesis 

and placental dysfunctions[11, 12], research has largely overlooked the role of the placenta in AOS 

patients. Therefore, this study considered not only the fetal weights at various gestational ages 

but also the weights of placentas across genotypes. We also compared placental efficiency, 

represented by the ratio of the embryo to placental weight[40, 41]. Along with changes in the gross 

morphology of the placenta, which were pale and poorly vascularized, we found that the 

placentas of severely affected homozygous embryos were dysfunctional during late gestation (> 

E15.0). This dysfunction was evidenced by significant reductions in embryonic weights, 

indicating severe growth restriction, starting at E15.5 and worsening until E18.5. Although the 

truncation mutation in CdGAP in mice correlated positively with an increased frequency of 

embryonic abnormalities, including pale liver, hypovascularization of superficial vessels on the 

skin, and edema, TTLD, characterized by limb defects, and ACC, often associated with scalp 
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defects – both major diagnostic criteria of AOS and frequently observed in human CdGAP-AOS 

patients[5, 42, 43] – were not observed. However, the pathogenic changes underlying placental 

defects in homozygous embryos warrant further investigation, as a wide array of embryonic 

abnormalities affecting various sites and incomplete embryonic lethality among these embryos, 

which led to pale and poorly vascularized placentas, support the vascular origin of AOS. 

 Before this study, it was widely accepted that embryonic lethality in mutant mouse models 

was primarily due to labyrinth defects, often summed up by the simple phrase, “small 

labyrinth”[44, 45]. However, the definitive mouse placenta is a complex, multi-layered structure, 

and its layers are interdependent[46]. Prior findings have indicated that labyrinth defects could 

occur as a secondary result of primary defects in the junctional zone[47]. In this study, we 

examined late-gestation (> E15.5) placentas histologically to gain further insight into the 

pathological changes underlying placental defects. From this analysis, we demonstrated not only 

that the labyrinth area was significantly reduced in placentas from severely affected 

homozygotes, but also that the fusion of SynTs, a major constituent of the labyrinth, was 

defective. The hemotrichorial organization of the placenta was frequently disrupted, as evidenced 

by the loss of tight apposition between the two SynT layers. 

 Using RNAscope, we demonstrated that CdGAP was highly expressed in the placenta, 

particularly in the labyrinth. Interestingly, although neither embryonic nor placental 

abnormalities were apparent at E12.5 when the definitive placenta completes its construction and 

begins to function[46, 48], vascular complexity was significantly affected in the placentas of male 

homozygous embryos. In these placentas, occupancy of the labyrinth by fetal blood spaces was 

reduced. Collectively, these observations emphasize that a truncation mutation in CdGAP, 

leading to the loss of a functional PRD, compromises the development and maturation of the 

labyrinth. This failure to meet increasing demands from the embryo during late gestation leads to 

embryonic deaths. Given the complexity of these processes, future studies will be needed to 

unravel the molecular mechanism by which CdGAP governs syncytial fusion. One potential 

avenue to explore involves CdGAP’s role in regulating syncytin-2 expression. This regulation 

may be mediated by Glial Cells Missing Homolog 1 (GCM1) and p21, while p21 acting as a key 

player in ensuring that fusion occurs only in non-proliferative cells[49]. Our hypothesis gains 

credibility from our observation in Chapter 2 that p21 mRNA expression was significantly 

upregulated upon CdGAP knockdown in PC-3 cells. This led to increased apoptosis and cell 
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cycle arrests, highlighting the ability of CdGAP to modulate cell cycle regulation and apoptosis. 

The link between CdGAP and P21 presents an intriguing possibility, suggesting that CdGAP 

could be a crucial factor in guiding cellular decisions related to fusion through interaction with 

cell cycle regulators like p21. 

 The current consensus is that placental defects may arise from either defective syncytial 

fusion or defective placental angiogenesis. In previous studies, knocking out the fusogen syncytin 

led to severe placental defects during late gestation. These defects were due to not just defective 

syncytial fusion, but also to abnormal fetal endothelial cell morphologies, which suggest 

defective placental angiogenesis[50]. To better define the roles governed by CdGAP during 

placental development, we examined the distribution and morphologies of fetal endothelial cells 

in moderately or severely affected homozygous placentas in this study. However, contrary to the 

findings of Wang et al., we found the morphologies of fetal endothelial cells to be comparable 

between homozygous and wild-type placentas. Furthermore, we demonstrated that even with 

reduced vascular complexity and defective syncytia, the lining of each fetal blood space by fetal 

endothelial cells remained comparable. Taken together, these observations suggest that truncation 

mutations in CdGAP predominantly influence syncytial fusion, resulting in labyrinth defects 

during late gestation. 

 Last, but certainly not least, in the field of placenta research, the consideration of placental 

sex has largely been overlooked. However, numerous pieces of evidence emphasize its 

significance. For instance, evolutionary changes have led males to prioritize growth pathways, 

ensuring the greatest chance of reproductive success. Yet, this emphasis has made males less 

adaptable to changes in the in-utero environment[51]. This notion is further bolstered by a 

growing body of findings that reveal an increased risk of adverse outcomes for males in relation 

to pregnancy complications, including conditions like preeclampsia, which can lead to growth 

restriction, preterm birth, and neonatal deaths[52-54]. In the current study, despite observing 1) 

pronounced effects on the development of the liver and brain among male CdGAP KI/KI (severe) 

embryos, and 2) reduced vascular complexity solely in male placentas at E12.5, there were 

generally no dimorphic changes evident in the gross morphologies or weights of the embryos and 

placentas. Interestingly, while not reaching statistical significance, we did observe a noticeably 

lower count of severely affected homozygous male embryos at E18.5. 
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 Although additional research regarding placental sex may be beneficial, further 

investigation using our current experimental model, where embryos were obtained by crossing 

heterozygotes, will be challenging. This perspective aligns with previous findings from studies 

examining the association between changes in glycogen contents—a factor linked to prenatal 

complications like IUGR—and placental sex[44]. However, as noted by Roberts et al., since litters 

share the same maternal circulation, correlative studies targeting metabolic changes with respect 

to placental sex in affected embryos may be difficult as they could be masked by the placental 

functions of unaffected littermates, which may confound the interpretation[55]. Therefore, in the 

current study, it may be possible that dimorphic responses due to placental sex were obscured by 

the effects of homozygous embryos sharing the same maternal circulation with their wild-type 

littermates. 

 

4.4 Homozygous CdGAP-AOS mice show congenital heart defects 

 In humans, CdGAP-AOS patients demonstrate an autosomal-dominant mode of 

inheritance, reflecting similarities with NOTCH1, RBPJ, and DLL4[56]. In sharp contrast, 

phenotypic abnormalities associated with TTLD and ACC were largely absent from the embryos 

examined in our study. Despite the detection of several embryonic abnormalities in heterozygous 

embryos – such as a pale liver, hypovascularization of superficial vessels on the skin, and edema 

– we did not encounter embryonic lethality, unlike in homozygous embryos. Additionally, 

placental dysfunction resulting from labyrinth defects was mostly absent, barring a few isolated 

incidents. Although further studies are necessary to unravel the molecular roles of CdGAP in 

placental development, it is plausible that the differences in placental structures between humans 

and mice could be the root of these observed discrepancies. SynTs, which oversee nutrient, gas, 

and waste exchanges between the developing embryo and the mother in both species, play 

pivotal roles from the early stages of human embryonic development by aiding the implantation 

process[57-59], unlike in mice. Hence, the functional implications of a truncation mutation in 

CdGAP, leading to suboptimal development of the syncytia, could potentially result in late-onset 

embryonic lethality in mice, with fewer embryonic abnormalities compared to humans. 

 Historically, clinical investigations of AOS patients have largely overlooked the placenta. 

Nonetheless, a growing body of research continues to underline its significance, given that this 

temporary organ can exert long-lasting effects on both the baby and the mother[60-62]. We were 



 218 

particularly drawn to the existence of several axes between the placenta and the embryo, such as 

the extensively documented “placental-cardiovascular” or “placenta-heart” axis[63]. Similar to 

AOS, our molecular understanding of congenital heart defects, which are responsible for the 

majority of neonatal deaths, remains inadequate[64, 65]. This shortfall could be due to a limited 

research scope, primarily confined to the heart tissue[66, 67]. Therefore, we aimed to explore 

whether placental abnormalities, which are seldom reported among AOS patients, underpin the 

pathogenesis of congenital heart defects, impacting approximately 20% of AOS patients[7]. 

 Using E15.5 embryos, a point at which both embryonic and placental abnormalities 

become evident, we demonstrated that the development of congenital hearts in severely affected 

homozygotes, with identifiable severe placental defects, was compromised. The thickness of the 

left and right ventricular walls and the interventricular septum was reduced, alongside an 

increase in myocardial layer non-compaction. Intriguingly, similar congenital anomalies were 

observed in moderately affected homozygous embryos, despite the absence of any overt gross 

morphological or histological abnormalities in the placenta. This discrepancy might stem from 

changes in placental blood flow. Indeed, Thornburg et al., emphasized that since the direction of 

blood flow differs between the heart and the placenta, congenital hearts are exposed to shear 

stress from maternal blood flow[68]. 

 Our study provides evidence suggesting that the CdGAP mutation leads to defective 

syncytial fusion, a characteristic finding in preeclamptic placentas[69, 70]. As preeclamptic women 

often experience hypertension[71-73], physiological changes relating to maternal blood flow could 

potentially underpin the pathogenesis of congenital heart defects. Supporting this hypothesis, we 

demonstrated, using placentas at E15.5 and at E18.5, that syncytial defects in the placentas of 

homozygous embryos appeared as regional defects, often observed towards the periphery or 

outer extremities within the labyrinth. These defects became more pronounced with increasing 

cellular atrophy until E18.5. Collectively, these observations align with various research findings, 

where regional variations in placental perfusions were associated with congenital heart defects[74], 

and defective organization of syncytia was observed concurrently with congenital heart defects 

and embryonic abnormalities[66, 75, 76]. This supports the notion that placental defects due to 

truncation mutations in CdGAP could underlie congenital heart defects. However, further studies 

are necessary to fully elucidate whether physiological changes in the mother, such as the onset of 
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hypertension and damage to renal or cardiac tissues, also result from placental dysfunctions in 

mothers carrying homozygous embryos. 

 The findings of our study contrast with previous clinical findings, which reported an 

almost complete absence of clinical manifestations of cardiac anomalies among AOS patients 

with mutations in CDGAP and RBPJ[5, 77, 78]. This discrepancy could be attributed to the lack of 

thorough prenatal diagnosis of AOS, where prenatal deaths potentially resulting from fatal 

congenital heart defects may have been overlooked. Supporting this idea, a mother from an AOS 

family experienced a stillbirth and prior placental dysfunctions. Her newborn baby, who was 

diagnosed with AOS, also exhibited a congenital heart defect and a hypertrophic placenta[11]. 

However, our current experimental design does not allow for a clear determination of the 

causality of congenital heart defects. Although our findings strongly resemble those from 

ATP11a-KO mice, which result in congenital heart defects and display severely disrupted 

syncytia[66, 75], we cannot conclusively attribute the observed placental defects to the congenital 

heart defects without further investigations using trophoblast-specific and epiblast or 

cardiomyocyte-specific mutant mouse models. Another limitation of our experimental design is 

the lack of spatiotemporal regulation of mutant CdGAP. CdGAP expression levels vary in both 

the placenta and cardiomyocytes. In the placenta, CdGAP expression levels continue to increase 

until E14.5, while in cardiomyocytes, they peak at E15.5. The importance of spatiotemporal 

regulation may be highlighted by differential effects that could result from α-Major 

Histocompatibility Complex (MHC)-Cre and β-MHC-Cre-driven genetic ablation in 

cardiomyocytes. Compared to α-MHC-Cre, β-MHC-Cre affects earlier stages of congenital heart 

development, with expression occurring as early as E8.0[79]. Future studies could implement a 

conditional knock-in system to better define the window of pathogenic events, thereby 

significantly enhancing clinical interventions. 

 In examining embryos at various gestational ages, we found that embryonic abnormalities 

appeared during late gestation, leading to incomplete penetrance of embryonic lethality. This 

observation aligns with reports by Woods et al., who documented a common onset of embryonic 

lethality during the late stages of gestation (> E15.5), following the manifestation of labyrinth 

defects[44]. Whether earlier stages of placental development, such as chorioallantoic fusion, 

governing labyrinth formation through branching morphogenesis[80-82], were moderately 

comprised remains largely unknown. In light of this limitation, while E12.5 and E13.5 embryos 
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displayed comparable gross morphologies, pale yolk sacs were frequently observed among 

severely affected homozygous embryos at E15.5 (Figure 4.1). Though it is unlikely that 

chorioallantoic fusion was significantly comprised among homozygous embryos, as mouse 

models with defective chorioallantoic fusion exhibit embryonic lethality at earlier stages[83], 

further study, focused on understanding the role of CdGAP in chorioallantoic fusion may be 

beneficial. 

 Lastly, we have found that congenital hearts among moderately affected homozygotes 

exhibited similar issues, including a reduction in the thickness of the ventricular walls and 

interventricular septum. These changes often underpin cardiomyopathy[84]. Given that many of 

these moderately affected homozygotes often survive into adulthood, it becomes essential to 

delve deeper into the long-term physiological consequences of these abnormalities. Critically, it 

remains unknown whether these changes in the heart recover by adulthood or if they pose an 

increased risk for cardiac complications. Unearthing answers to these questions may be pivotal in 

identifying asymptomatic carriers, whose offspring could be at heightened risk. 
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Figure 4.1: Development of the yolk sac vasculature is defective among homozygous 

CdGAP AOS-KI embryos at E15.5. 

Dramatic changes in the gross morphology of the embryonic yolk sac are observed among 

CdGAP KI/KI (Severe) embryos at E15.5 (D - F). Compared to CdGAP WT/WT embryos (A - C), the 

blood vessels on the periphery of the yolk sac are markedly thinner (black arrowheads) or absent 

(E, F), leading to pale appearance of the yolk sac. 
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4.5 Conclusion and Perspectives 

 As technology continues to advance at an extraordinary pace, an expanding body of 

research underscores the vital roles that CdGAP plays in various aspects of human life, including 

cancer and embryonic development. This thesis has illuminated two primary biological functions 

of CdGAP, specifically focusing on its aberrant functions linked to PCa tumorigenesis and 

developmental anomalies. 

 Our research, through a combination of in vtiro and in vivo studies, has underscored the 

oncogenic roles of CdGAP in prostate cancer. This function spans diverse aspects such as 

cellular proliferation, survival, and the capacity for metastasis to distant organs, including the 

bone. Furthermore, we have revealed a novel function of CdGAP in placental development using 

the first humanized mouse model of AOS. Notably, we uncovered that CdGAP mediates the 

fusion of two SynT layers within the labyrinth of the mouse placenta. Despite these significant 

findings, further research is necessary to assess the therapeutic potential of targeting CdGAP in 

prostate cancer patients. Furthermore, more exploration is needed to unravel the molecular 

mechanisms through which CdGAP regulates syncytial fusion. In summary, this thesis has not 

only deepened our understanding of CdGAP as an oncogene in human cancer but also provided 

substantial insights into its role in placental development. 

 Considering that placental defects can lead to embryonic abnormalities, including 

congenital heart defects, a leading cause of neonatal deaths, our findings hold substantial 

promise. They may provide the foundation for discovering common treatments for a range of 

rare diseases and could also improve the molecular diagnosis of individuals affected by these 

conditions. Pursuing these research avenues could yield substantial benefits, advancing our 

understanding of these diseases and fostering the development of more effective therapeutic 

strategies. 
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