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ABSTRACT

The cell type specific binding of transcription factors is known to contribute to

gene regulation, resulting in the distinct functional behaviour of different cell types.

The genome-wide prediction of cell type specific binding sites of transcription factors

is crucial to understanding the genes regulatory network. In this thesis, a machine

learning approach is developed to predict the particular cell type where a given tran-

scription factor can bind a DNA sequence. The learning models are trained on the

DNA sequences provided from the publicly available ChIP-seq experiments of the

ENCODE project for 52 transcription factors across the GM12878, K562, HeLa, H1-

hESC and HepG2 cell lines. Three different feature extraction methods are used

based on k-mer representations, counts of known motifs and a new model called the

skip-gram model, which has become very popular in the analysis of text. Three dif-

ferent learning algorithms are explored using these features, including support vector

machines, logistic regression and k nearest neighbor classification.

We achieve a mean AUC score of 0.82 over the experiments for the best classi-

fier and feature extraction combination. The learned models, in general, performed

better for the pair of cell types that have a relatively large number of cell type spe-

cific transcription factor binding sites. We find that logistic regression and known

motifs based combination detect cell-type specific signatures better than a previously

published method with mean AUC improvement of 0.18 and can be used to identify

the interaction of transcription factors.
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ABRÉGÉ

Les facteurs de transcription spécifiques aux types de cellules contribuent à la

régulation de l’expression des gènes, contribuant ainsi à des comportements distincts,

propres à chaque type de cellule. La prédiction des sites de fixations des facteurs

de transcription spécifiques aux types de cellules à travers le génome est cruciale

pour comprendre le réseau régulatoire génétique. Dans cette thèse, une approche

d’apprentissage machine est utilisée pour prédire le dans quel type cellulaire une

région dADN donnée sera liée par un facteur de transcription spécifique. Les modèles

d’apprentissage sont entrainés sur des séquences d’ADN provenant d’expériences

Chip-Seq disponibles publiquement du projet ENCODE, pour 52 facteurs de tran-

scription qu’on retrouve dans les types de cellules GM12878, K562, HeLa, H1-hESC

et HepG2. Trois différentes méthodes d’extraction de caractéristiques sont utilisées,

basées sur les représentations par k-mer, le comptage de motifs connus, ainsi qu’un

nouveau modèle appellé skip-gram, qui est devenu très populaire dans l’analyse de

texte. Trois algorithmes d’apprentissage sont explorés en utilisant ces méthodes

d’extraction, notamment les machines à vecteurs de support, la régression logistique,

ainsi que la classification par les k plus proches voisins.

Nous atteignons un score AUC de 0.82 pour les expériences de classification et

d’extraction de caractéristiques. Les modèles appris, en général, performent mieux

pour les paires de types cellulaires qui ont un nombre relativement élevé de sites de

fixations des facteurs de transcription spécifiques à leur type. Nous trouvons que la
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régression logistique combinée au comptage de motifs connus détecte mieux les sig-

natures spécifiques aux types de cellules que des méthodes publiées précédemment

avec une amélioration moyenne de l’AUC de 0.18. Finalement, cette méthode peut

être utilisée pour identifier l’interaction des facteurs de transcription.
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CHAPTER 1
Introduction

The functional machinery of cells in an organism is encoded as genes present

in the deoxyribonucleic acid (DNA) sequences. Genes store the biological informa-

tion of all known living organisms and viruses in the form of genetic instructions.

The gene products, called proteins, are synthesized from these instructions through

the process of gene expression. The resulting gene products such as enzymes, hor-

mones, receptors have important roles in the functioning of living organisms. Gene

expression is a series of steps that include transcription, RNA splicing, translation

and post-translational modification of a protein. In the transcription stage, a gene

is transcribed from a DNA sequence when a particular type of protein, known as

transcription factor, binds to a specific DNA sequence called the binding site. An

interesting and intriguing phenomenon is that the same transcription factor might

be responsible for the expression of different genes in different cell types, even though

every cell type has essentially the same DNA sequence.

In this study, we explore the differential binding behavior of transcription factors

through machine learning approaches to predict the cell type where a transcription

factor can bind in the human genome. This would be useful in understanding the

regulatory behavior of transcription factors and about the diseases that are associated

with genetics disorders [67, 110].
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1.1 Thesis Outline

In this thesis, chapter 1 gives the biological overview of transcription process

and highlights the contributions made by this study. Chapter 2 reviews experimen-

tal and computational approaches to the prediction of TFBSs. Chapter 3 provides

an overview of machine learning approaches and related works. Chapter 4 describes

the methods developed in this study. Chapter 5 reports the data used for the exper-

iments and the results. Chapter 6 concludes our study and discusses some possible

extensions to the current work. Appendix A shows the learning parameter values

and the data we use, Appendix B details the top ten and bottom ten AUC scores

of our learned models. Appendix C lists the TF-TF interactions identified from our

experiments.

1.2 Biology of Transcription

Transcription is the process of transcribing a particular DNA segment into a

ribonucleic acid (RNA) molecule that has a major role in the synthesis, regulation and

processing of proteins. The DNA segment being transcribed has a coding sequence

that is used for transcribing RNA, and several regulatory sequences that help to direct

and regulate the transcription. The regulatory sequences include several regions of

the DNA, such as the promoter, enhancer and silencer.
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Figure 1–1: Description of transcription process. Figure is from § 7.3.3 of Tokre-
source [4]

The transcription start site (TSS) is the genomic region where the transcription

process starts. The promoter region of a gene is located near the TSS and its length

is in the range of 100-1000 base pairs [90]. The binding of particular transcription

factors to the promoter region initiates the transcription process. The bound tran-

scription factors help to bind the RNA polymerase enzyme to the promoter region,

which creates a transcription bubble. Until the termination, the transcription bubble
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moves along the DNA strand while dividing it and simultaneously forming the RNA

strand (Fig 1-1).

A gene may have many enhancers and silencers. The enhancer region of the

DNA is usually 50-1500 base pairs long [93]. It can be located in either direction

from the TSS and it can be as far as 1000,000 base pairs away from the TSS [93].

The binding of some transcription factors to the enhancer region can increase the

transcription rate [55]. The length and location of the silencer region of the DNA

is similar to that of the enhancer region [102]. The binding of some transcription

factors to the silencer region can decrease the transcription rate [74].

1.3 Biology of Transcription Factors

A protein that binds to a specific DNA sequence and regulates the transcrip-

tion process is known as a transcription factor (TF). A TF binds to specific DNA

sequences (such as promoters or enhancers) adjacent to the gene that they regulate.

A study by Vaquerizas et al. [134] suggests that there are as many as 1700-1900 TFs

in human genome. It should be noted that the number of genes observed in human

genome are of one order of magnitude higher ( ∼ 20,000 [94]) than the number of

TFs. The reason is because its not just one TF, but several TFs that work together

for the production of a gene.

1.3.1 Synthesis

Transcription factors (TFs) are transcribed from a DNA segment to an RNA

molecule and then translated from the RNA molecule to a protein. In eukaryotes,

the TFs are translated in the cell’s cytoplasm. In order to regulate the transcription
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process, the TFs need to be in the nucleus, where the DNA is located. The nuclear

localization signals from many other active proteins direct them to the nucleus [135].

1.3.2 Functioning

A TF can be in an active or an inactive state. An active TF can take part in

gene regulation and can even regulate itself by regulating the gene that encodes it.

A TF has a signal sensing domain that can activate or deactivate it in several ways.

For example, ligand binding can activate a TF. There are many TFs that need to

be phosphorylated in order to bind with DNA sequences [21]. The interaction with

other TFs and cofactors can activate a TF [84, 51].

1.3.3 Binding Domain

A TF has two main binding domains : the DNA-binding domain (DBD) and

the trans-activating domain (TAD). The DBD is used to bind with specific DNA

sequences such as promoter or enhancer. The TAD is used to bind with other proteins

such as coactivators or corepressors.

1.4 Biology of Transcription Factor Binding Sites

Transcription factor binding sites (TFBSs) are the specific DNA sequences to

which a TF binds. TFBSs are typically 5 to 15 base pairs long [25]. In most cases,

a TF binds to a TFBS in a sequence specific way and may not be binding to all

the bases of the TFBS. The binding strength of a TF with the different bases of a

TFBS can differ. A TF can bind with a subset of closely related sequences. Thus,

a TFBS can be degenerate i.e. the nucleotide occurring at a particular position in

the TFBS is not fixed. It has been observed that TFs binding to DNA is highly

clustered and TFBSs of many TFs are present in relatively same genomic regions
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[137]. Due to these complexities, prediction of TFBSs is an active research area

and numerous experimental and computational methods have been developed for it,

which we review in Ch. 2 and § 3.4.

1.5 Cell Type Specificity of Transcription Factor Binding Sites

It is well known that a TF binds to a pre-determined pattern of a specific length

in the TFBS, known as the motif. However, TF binding to a motif can be cell type

specific i.e. a TF can bind to a particular genomic region in one cell type but not in

the other. There are many factors that influence the binding of a TF to a motif in

a cell type, such as:

1. Presence of cofactors such as coactivators and corepressors, which play role in the

regulatory function of a TF [112, 111].

2. Cooperative binding with other TFs [85, 91, 131, 68].

3. Regulatory regions of DNA being accessible or inaccessible to TFs [97, 12].

4. Competition with other TFs and proteins [88, 89, 119].

5. Presence of pioneer TFs, which are capable of binding with nucleosomal DNA

that are generally inaccessible and can make DNA accessible to other TFs [52, 14].

6. Thermal fluctuations, which can partially unwrap the nucleosome and make DNA

temporarily accessible to TFs [34].

7. Histone methylation, i.e. the addition of methyl groups to histones; depending

upon the number and the location of methyl groups attached, histone methylation

can either increase or decrease the rate of binding of TFs. [71]

6



Figure 1–2: TF T selectively binds with region r1, r2 in cell type C1, C2, and non-
selectively binds with region r3 in both cell types. The regions r1 and r2 are known
as cell type specific TFBS. The region r3 is known as constitutive TFBS. In cell type
C2, the selective presence of other TFs might have helped T to bind with r2.

1.6 Thesis Contributions

Consider two cell types C1, C2 and a TF T , s.t. T is expressed in both cell

types (Fig 1-2 ). The DNA sequence of both cell types is essentially same. Thus, the

regions r1, r2 and r3 have same DNA sequence in both cell types. However, T binds

with genomic regions r1, r3 in C1 and r2, r3 in C2. The regions r1 and r2 are called

cell type specific TFBSs of T . This specificity could be due to several factors that

are described in § 1.4, for example the selective presence of several other TFs in C2

that could have helped T to bind with r2. We develop a machine learning approach

for analyzing the cell-type specific binding of a TF with a TFBS. For simplicity, we

phrase this as a binary classification problem in which, given a TF, we want to know

in which of two cell types it will bind to a given region. We build our learning models

only on the cell type specific genomic regions bound by a TF T , ignoring sites where

T binds constitutively i.e. regardless of the cell type. In order to perform the classifi-

cation, three different feature extraction methods are used to generate features from
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the given genomic regions: Known-motif, K-mer profile and Word2Vector methods

(§ 4.2). The last two methods do not require any prior information about motifs

of TFs, while the first one leverages known TFBS motifs. For each of the feature

sets, we experiment with several learning algorithms. We use logistic regression as a

linear classifier, and support vector machines and k-nearest neighbor classification as

non-linear classifiers (§ 3.2). All classifiers were trained with 3-fold cross validation

(§ 3.1) and evaluated using the AUC score (§ 3.3). For the k-fold cross-validation,

we set k = 3 because higher values of k would require larger computation time. How-

ever, higher values of k should give better results because it allows for finer tuning of

the parameters involved with the learning model. The proposed methods are able to

capture cell-type specific signatures better than state-of-the-art for predicting cell-

type specific TFBSs [10] (§ 5.2). The TF-TF interactions identified by one of our

models are validated from existing biological results (§ 5.4).
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CHAPTER 2
Review of Existing Approaches for TFBSs prediction

In this chapter, we summarize the main experimental approaches (§ 2.1), exist-

ing data sources available (§ 2.2) and computational methods (§ 2.3) proposed for

TFBS identification.

2.1 Experimental Approaches

Several experimental techniques based on the measurements of protein-DNA

interactions have been used to discover and analyze TFBSs [50, 80, 81]. Such ex-

periments can be performed in controlled environment outside (in vitro) or within

(in vivo) cells. The in vitro experiments produce PWM (§ 2.3.2) that can be used

to identify the location of TFBSs in a DNA sequence. The in vivo experiments

combined with computational techniques do not produce the exact locations of TF-

BSs, but the genomic regions where TFBSs can be present. We now describe the

commonly used in vitro and in vivo techniques.

SELEX-seq: Systematic Evolution of Ligands by Exponential Enrichment fol-

lowed by sequencing (SELEX-seq) is an in vitro method to identify DNA sequences

for which a given TF has affinity [38] (Fig. 2-1 A). TFs and random DNA sequences

are mixed in a solution in order to have binding reactions. Then, the high-affinity

binding sites from the DNA sequences are selected. After several rounds of binding

reactions, the bound DNA sequences get amplified and are then captured. Later,

9



these captured DNA sequences can be analyzed using sequencing techniques and the

corresponding PWM (§ 2.3.2) is derived [96].

Figure 2–1: Workflow of (A) SELEX and (B) PBM. Figures are from page 4 of
Geertz et al. [50]

PBM: The protein binding microarray (PBM) is an in vitro technique that uses

DNA microarray-based technology [122] to identify short DNA fragments that can

be bound by a given TF [18, 17] (Fig. 2-1 B). The TF of interest is injected into a

10



DNA microarray. The binding reaction of TFs in microarray can be detected using

TF specific fluorescent antibodies. The sequences identified from such antibodies are

transformed into PWM (§ 2.3.2).

ChIP: Chromatin immunoprecipitation (ChIP) is an in vivo technique used to

measure protein-DNA interaction in cells. First, DNA is cross-linked with the TF of

interest. Then, the DNA is fragmented into pieces of 500-700 base pairs by sonication

[108]. This is followed by the immunoprecipitation with protein-specific antibodies of

TF bound DNA fragments. After purification of the precipitated TF-DNA complex,

the TFBSs can be identified using DNA microarray (ChIP-chip) [122] or sequencing

techniques (ChIP-seq) [112, 140, 134], which are detailed below.

ChIP-chip: ChIP-chip is an in vivo technique that uses ChIP with microarray

hybridization to discover the TFBSs [43]. The TF-DNA complex obtained from ChIP

is purified and separated into single stranded DNA. Fluorescent dyes are used to label

each of these strands, which are then poured into a DNA microarray [122] consisting

of single stranded DNA oligos. The fluorescent tagged DNA strands hybridize with

complementary microarray strands to form double stranded DNA. The intensity of

the immunoprecipitated sample w.r.t. the DNA is used to locate the binding sites

by various ChIP-chip peak calling programs [63, 19].

ChIP-seq: ChIP-seq is an in vivo technique that combines ChIP with high-

throughput sequencing to discover the TFBSs [64, 43]. The precipitated TF-DNA

complexes are used to create a library of fragments, which is treated with PCR am-

plification. From the amplified library, 200-300 bp DNA fragments are selected and

sequenced, which produces sequences known as tags. These tags are aligned to a
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reference genome. The regions of enriched tag counts indicate TFBSs and can be

identified by peak-calling programs [103, 139, 45]. Fig. 2-2 describes the working

of ChIP-seq. ChIP-seq technology has several advantages over ChIP-chip as it can

detect repeated sequences that are usually undetectable in microarray and it is free

from hybridization noise. In order to detect cell type specific binding sites, ChIP-chip

and ChIP-seq are performed in a particular cell type chosen by the experimenter.

Repeating these experiments in multiple cell types and comparing the results yields

cell type specific and constitutive TFBS.

Some of the major drawbacks associated with experiments based on protein-DNA

interactions are:

1. These experiments are expensive and time consuming. For example SELEX-seq

require several repetition of TF-DNA binding reaction.

2. The TFBSs predicted from in vitro and in vivo experiments can differ from each

other [50]. For example SELEX approaches do not identify genomic positions that

are bound by a TF. They identify short DNA sequences (for example 8-mers) that

can be bound. The results of these experiments are often used to create PWMs that

can be used to scan actual genomic sequences (for example with HOMER [61] ). On

the other hand, in vivo experiments provide genomic regions that contain TFBSs.
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Figure 2–2: ChIPseq workflow. Figure is from page 2 of Liu et al. [76].

2.2 Database of TFBSs and TF-TF interactions

There are several public and private databases of different transcription factors

along with their TFBSs in different organisms that are created from experimental

reports and computational predictions of binding sites. TRANSFAC [136] is a private

database of experimentally identified mammalian binding sites and PWMs built from

them. RegulonDB [49] is a public database for Escherichia coli binding sites.

The Encyclopedia of DNA Elements (ENCODE) [31] is a public research project

whose objective is to determine all functional elements in the human genome by

systematically mapping regions of transcription, TF-DNA interactions, chromatin

structure and histone modifications. The ENCODE project has led to significant
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discoveries in biomedical research like novel DNA regulatory elements and relation-

ships between diseases and differences in the DNA sequence [82]. The ENCODE

project has associated 80% of human genome with at least one biochemical activity

[31, 95].

The Biological General Repository for Interaction Datasets (BioGRID) [117]

provides repositories of protein-protein interactions, genetic interactions, chemical

interactions and post-translational modifications. BioGRID data are publicly avail-

able in various formats and include over 770,000 biological interactions that are

derived from over 54,000 publications [2]. In our study, the predicted results of cell

type specific TFBSs are validated with the TF-TF interactions dataset available from

BioGRID.

2.3 Computational Approaches to Predict TFBS

Traditionally, computational approaches to predict TFBS use TFBS motif mod-

els that represent motifs using a consensus sequence or position weight matrix.

2.3.1 Consensus Sequence

A consensus sequence (CS) is formed by aligning all the related sequences ob-

tained from experimental methods (§ 2.1) and retaining the predominant bases at

each position (Fig. 2-3). The resulting CS can be degenerate i.e. positions with

no predominant bases can have multiple possible base pairs. A CS does not inform

about the relative frequency of nucleotides at each position [118]. Several methods

of generating CS with their strengths and weaknesses have been discussed by Day

and McMorris [35].
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Figure 2–3: Consensus sequence (CS) for a given set of 6 sequences. Each position
in CS corresponds to the predominant base pairs in the aligned sequences. Positions
with no predominant base pairs can be represented by multiple possible alternative.
Here, position 3 of the CS can be either C or G.

2.3.2 PWM

A position weight matrix (PWM) [118] represents motif as relative frequency

of bases (A,C,G,T) at each position of the motif. First, a position frequency ma-

trix (PFM) is created for the given set of related sequences that are obtained from

experimental methods. The PFM shows the frequencies of each nucleotide at each

position of the given sequences (Fig. 2-4(a)).The PWM W can be created from PFM

F in the following way:

Wi,j = log2

p(i, j)

p(i)

p(i, j) =
F (i, j) + s(i)

n+
∑
i′
s(i′)

where i ∈ {A,C,G,T}, j ∈ {1, ..., l}, l is the length of given sequences, p(i, j) is the

emperical probability of nucleotide i at position j, n is the number of sequences, p(i)

is the background probability of nucleotide i, s(i) is the pseudocount of nucleotide
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i ( usually used when the set of sequences is small in order to have non-zero p(i, j)

values.)

(a) Position Frequency Ma-
trix (PFM)

(b) Sequence logo

Figure 2–4: (a) PFM showing frequency of base pairs at different positions for the 6
sequences of fig. 2-3. (b) Sequence logo for the given sequences, created using the
weblogo tool [5]. The relative size of a base pair at a given position represents the
relative occurrence of that base pair in the aligned sequences.

The PWM is used to discover candidate TFBSs in new sequences. Any DNA

sequence S can be scanned and each of its positions can be scored in the following

way:

Score[j] =
l−1∑
i=0

PWMSj+i,i, j ∈ {1, ..., |S| − l} (2.1)

where Sj+i is the nucleotide at position j + i in S, l is the length of PWM matrix

and PWMx,y is the value of nuleotide x at position y in the PWM.

The list of scores for each position in S obtained from Eq. (2.1) can be filtered

out using a threshold to obtain the required TFBSs. There are several approaches

to create PWM that are discussed in [118]. There are several other efficient methods

to compute the PWM score, which do not depend upon the PWM computation
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[116, 29]. A PWM motif can be visualized as sequence logo [109] as shown in fig. 2-

4(b), in which the size of the characters at a position indicates the relative frequency

of the characters at that position in the given sequences.

The computational tasks to discover and analyse TFBSs can be divided into

three problems: building a TFBS model, motif discovery and site search.

Building a TFBS model: DNA sequences of length k bound by a TF are derived

from experiments (for example SELEX-seq, PBM) and are aligned to compute the

corresponding consensus sequence or PWM.

Motif Discovery: This method starts with a set S+ of larger DNA sequences (∼

200 bp) such that each contains a binding site for a TF T , at an unknown position,

these are derived from experiments (for example ChIP-seq). A background set of

sequences S− is formed from regions having no binding sites for T . The task is

to discover a motif of length k such that the corresponding consensus sequence or

PWM of length k all (or most) sequence matches in S+, and no (or few) matches

in S−. MEME (§ 2.3.3) and HOMER(§ 2.3.4) are motif model based tools that are

commonly used for discovering motifs from given sets of sequences.

Site search: One long DNA sequence S and a PWM are given. The task is to find

the set of all positions in S that match the PWM. A position is matched if its score

(Eq. 2.1) is greater than a user defined threshold. There are several other methods

to score a position in the given sequence [116, 29].

2.3.3 MEME

Multiple EM for Motif Elicitation (MEME) [13] is a motif discovery tool used

with DNA and protein sequences. MEME searches for repeated, ungapped sequence
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patterns in the DNA or protein sequences. MEME characterizes the motifs using

PWM. It uses batch EM algorithms [37] to compute the PWM. Major drawbacks of

MEME are that gaps/substitutions/insertions are not allowed in motifs and scales

poorly to large datasets [98].

2.3.4 HOMER

HOMER (Hypergeometric Optimization of Motif EnRichment) [61] is a differ-

ential motif discovery algorithm used for analysing genomic regulatory elements. It

distinguishes two sets of genomic sequences based on the relative enrichment of the

regulatory elements. For given PWMs, it can scan a DNA sequence and locate the

position of motifs. It is well suited for ChIP-Seq (§ 2.1.1) and promoter analysis

and it can be applied to any nucleic acids motif finding problem. However, HOMER

can miss many weak binding sites because of the threshold settings of the scoring

function (Eq. 2.1).

The motif models based on PWM are simple to implement and can be used with

various types of protein-DNA binding data [5,8]. However, these models assume that

the positions in the binding site are independent of each other, which is not always

true [26, 11, 66, 83, 121]. The computation of the PWM does not consider many

other factors responsible for the cell type specific TFBSs that are discussed in § 1.5

and often results into false motif discovery and false prediction of TFBSs [118].
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CHAPTER 3
Overview of Machine Learning Approaches

Machine learning is a collection of methods that can learn a function or model

of interest from a given data set. A typical procedure is to collect data and divide

it into disjoint training, validation and testing sets. Models are built by the selected

algorithms on the training set. A loss function is associated with a model and the

objective of the learning algorithms is to find a model that minimizes this loss func-

tion. The learned models are evaluated on the validation set and the best model

is selected. Section 3.7 discusses this methodology further. Machine learning tech-

niques are broadly divided into supervised and unsupervised learning. In the former,

inputs associated with labels are provided and the learning task is to identify the

general mapping from inputs to labels. In the latter, data sets without any labels

are provided and the learning task is to identify the structure and to uncover the

hidden patterns in the data sets. Classification and regression fall into the first cate-

gory, while clustering and dimensionality reduction fall in the second. In this study,

we use classification approach to solve the proposed machine learning problem (§ 4.1)

3.1 Bias vs Variance

Supervised learning algorithms are associated with two types of error: bias and

variance. Erroneous assumptions in the class of models used to map inputs to their

labels, result in systematic errors, which are called bias. Variance ocurs when the
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Figure 3–1: Bias-variance tradeoff for a model complexity, in terms of number of
learning parameters involved.

learning algorithm is too sensitive to training set, so that small changes in the data

lead to big changes in the model. Bias and variance can be traded off by varying the

complexity of the model. Fig. 3-1 shows an illustration of the bias-variance tradeoff.

Underfitting is the phenomenon of ignoring relevant patterns existing in the

dataset. A high bias leads to underfitting. Including more learning parameters

into the model can avoid underfitting. Overfitting is the phenomenon of learning

random noise in the data instead of the underlying pattern. In general, overfitting

occurs when there are too many learning parameters compared to the amount of

data available, leading to high variance. Regularization and cross validation are

techniques used to avoid overfitting. Commonly used cross validation technique is

k-fold cross validation, where data is partitioned into k equal parts. The models are
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trained using k−1 parts and validated with the remaining kth part. The model with

best performance w.r.t. the accuracy measurement is selected as the best model.

Regularization techniques penalize complex models. Let e(w) be the loss func-

tion of a learning algorithm that is fitting a model with parameter vector w, so the

objective is to minimize the loss function:

arg min
w

e(w)

The objective function with the regularization technique would be

arg min
w
{ e(w) + c||w|| } (3.1)

where c is the regularization parameter that penalizes the models with extreme

parameter values and can be tuned using cross validation techniques. || · || is either

l1-norm or squared l2-norm. The l1-norm gives sparse coefficients of w and serves

as a feature selection method i.e. to identify the relevant components of w. The

l2-norm can be computed efficiently and provides unique solution to Eq. (3.1).

3.2 Supervised Machine Learning Algorithms

In this section we describe the learning algorithms used for our experiments. In

order to explain the algorithms, consider a data set D, where data items are divided

into two groups of positive and negative examples s.t.

D = {(xi, yi) | xi ∈ Rp, yi ∈ {−1, 1} }ni=1 (3.2)
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where xi is a p-dimensional real vector, yi designates the label of xi, and n is the

total number of data items. The group with positive examples is called the positive

class and the group of negative examples is called the negative class.

3.2.1 k-Nearest Neighbor Classification

k-Nearest Neighbor classification (KNN) [9] is a non-parametric prediction al-

gorithm that predicts the class label of an object as the most common class among

its k nearest neighbors. Neighbors of an object are computed using a distance metric

such as the Euclidean or Manhattan distance. In general, higher values of k can

improve classification by reducing the effect of noise. However, the class boundaries

become less distinct with the higher values of k [41]. In other words, high k increases

bias and decreases variance.

3.2.2 Logistic Regression

Logistic regression [48] is a probabilistic classification model that uses the logistic

function for classification. The logistic function is defined as:

f(t) =
1

1 + e−t
, t ∈ R (3.3)

Given a dataset D (3.2), logistic regression computes the probability of a data item

xi belonging to positive class as follows:

P ( yi = 1 | xi, w) =
1

1 + e−( wT ·xi)
(3.4)

P ( yi = −1 | xi, w) = 1− p (3.5)
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where P (.) is a probability space, and w is the model parameter.

The parameter w for data set D (4.1), is estimated by solving the following opti-

mization problem

arg max
w

n∑
i=1

log p(yi | xi, w) − c ||w||22 (3.6)

where c is the regularization parameter and || · ||22 denoting the squared l2-norms.

Eq. (3.6) can be solved using Newton’s method [106]. The estimated model parame-

ters show the linear relationship between input features and the labels. For example

the log odds ratio of probabilities (Eq. 3.4 and 3.5) is linearly related to xi.

ln

(
P ( yi = 1 | xi, w)

P ( yi = −1 | xi, w)

)
= w0 + w1 · x (3.7)

If the dot product between w1 and xi in eq. 3.10 is expanded, i.e.

w1 · xi = w11xi1 + w12xi2 + ...+ w1jxij + ...+ w1pxip

then the value of parameter w1j determines the direction and strength of the linear

relation between xij and yi. If w1j > 0, then |w1j| dictates the strength of linear re-

lation between xij and yi = 1. Similarly, if w1j < 0, then ||w1j|| dictates the strength

of linear relation between xij and yi = −1.

3.2.3 Support Vector Machines

Support Vector Machines (SVMs) [32] are a class of supervised learning algo-

rithms that perform binary classification. Given a dataset D, a linear SVM finds a

hyperplane that maximally separates the data items having yi = 1 from those having
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yi = −1. Any hyperplane h separating the two classes of D could be represented as

w · x− b = 0 (3.8)

where w is the normal vector to h and b is a bias term.

Figure 3–2: SVM finds the maximal-separating hyperplane h. Here, m1 and m2 are
hyperplanes that are parallel to h, w is a normal vector to h and b is a bias term.
The region formed by h, m1 and m2 is known as margin.

The goal is to find a hyperplane h that separates the data items and has a

maximum distance to them. Then, the data items are labelled according to which

side of h they are. To achieve h, consider two other hyperplanes m1 and m2 parallel

to h such that the region R called the margin bounded by m1 and m2 contains no

data items and R is the widest possible (Fig. 3-2). The hyperplanes m1 and m2 can
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be represented as

w · x− b = 1 (3.9)

w · x− b = −1 (3.10)

The goal of finding the maximum margin can be formulated as the following opti-

mization problem

arg min
(w,b)

1

2
||w||2 (3.11)

subject to, yi (w · xi − b) ≥ 1 ∀ i ∈ {1, ..., n}

SVM solves the dual form of the maximum margin problem (Eq. 3.11) that depends

only on the support vectors, the data items that lie only on margins. The dual form

can be obtained using the lagrangian multipliers and KKT conditions [40] :

arg max
αi

n∑
i=1

αi −
1

2

∑
i,j

αiαjyiyjxi · xj (3.12)

subject to∑n
i=1 αiyi = 0, αi ≥ 0 ∀ i = 1, ..., n

where αi’s are lagrangian multipliers.

Eq. (3.12) can be solved using quadratic programming techniques such as the interior

point method [22] to get the value of αi’s, which are non-zero only for support vectors.

Then, w can be calculated from,

w =
n∑
i=1

αiyixi (3.13)
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Using Eqs. (3.9), (3.10) and (3.13), the label of any input data x is given by,

class(x) = sign(w · x− b) (3.14)

Now, there can be cases where no hyperplane exists that can separate the data items.

Even if the hyperplane exists, SVM may overfit the data items (for example due to

outliers [56]). To tackle these situations, SVM uses soft margin to find the separating

hyperplane [32]. The idea is to include some data items inside the margin and to find

a hyperplane that is at maximum distance possible from rest of the data items. Slack

variables ξi’s are used to determine the data items that should be included within

the margin. Slack variables meausure the degree of violation of linear constraint of

the data items mentioned in Eq. (3.11). The optimization problem of finding the

maximum margin is extended with a penalty function applied to slack variables. If

the penalty function is linear, then the optimization problem is,

arg min
(w,ξ,b)

{
1

2
||w||2 + C

n∑
i=1

ξi

}
(3.15)

subject to,

yi (w · xi − b) ≥ 1− ξi , ξi ≥ 0 ∀ i ∈ {1, ..., n}

where ξi is a slack variable that indicates the amount by which data item xi violates

the linear constraint of yi (w · xi − b) ≥ 1 and C is a constant that penalizes the

slack variables and determines the model complexity. For larger values of C, margin

would have smaller number of data items. The model would overfit the data items

and would be more complex. Similarly, for smaller values of C, margin would have

larger number of data items and the model would be less complex.
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The corresponding dual problem of Eq. (3.15) that the SVM solves is,

arg max
αi

n∑
i=1

αi −
1

2

∑
i,j

αiαjyiyjxi · xj (3.16)

subject to∑n
i=1 αiyi = 0, 0 ≤ αi ≤ C ∀ i = 1, ..., n

SVM can be used to perform non linear classification using what is known as the

‘kernel trick’. A data set with non linear decision boundary can be mapped into a

high-dimensional feature space where a suitable separating hyperplane can be found.

Let φ(·) be such a mapping for these datasets. Then, the inner product of data

items in Eq. (3.12) becomes φ(xi) · φ(xj). Instead of computing high dimensional

representation of data items, SVM computes a kernel function, k(·) that satisfies the

Mercer’s theorem [8] and k(xi,xj) = φ(xi) · φ(xj). Thus, Eq. (3.12) using a kernel

function, k(·), becomes,

arg max
αi

n∑
i=1

αi −
1

2

∑
i,j

αiαjyiyjk(xi,xj) (3.17)

subject to∑n
i=1 αiyi = 0, αi ≥ 0 ∀ i = 1, ..., n

Some of the examples of kernel functions are radial basis function [24], polynomial

[33] and hyperbolic tangent [30].

3.3 Area Under Curve

Accuracy is a measure to evaluate the predictive ability of learned models. For

a bianry classification task, accuracy could be computed from how often a model
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(in)correctly predicts the outcome. Sensitivity or true positive rate (TPR) and speci-

ficity or true negative rate (TNR) are commonly used accuracy measures that give

complete picture of the prediction errors. Let TP, TN, FP and FN be the number

of true positive, true negative, false positive and false negative predictions of the

classifier. Then,

Sensitivity = TPR =
TP

(TP + FN)

Specificity = TNR =
TN

(FP + TN)

The Receiver Operating Characteristic (ROC) curve is a Sensitivity vs Specificity

plot, which is used to evaluate the performance of a binary classification algorithm.

For example, fig 5-2 compares the performance of SVM, KNN and logistic regression

at different settings of the threshold used to determine the positive and negative

class. The area under the ROC curve (AUC) [60], is widely used in machine learning

for performance comparisons [58]. A higher AUC score means a better classification

algorithm. For our experiments, we report the AUC score of the learned models.

3.4 Related Work

Traditionally, machine learning techniques are applied to the prediction of TFBS

by discriminating k-mer profile (§ 4.2.1) patterns. This approach combined with a

SVM (§ 3.2.3 ) is used to solve and analyze different problems associated with the

TFBSs, which we discuss in this section.

Agius et al. [7] used a SVM with k-mer profiles to learn in vitro and in vivo

TF binding preferences. For in vitro experiments, authors predict binding intensities

from probe sequences of in vitro protein binding microarray data. The learned
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model outperformed motif based models for 81% of mouse TF data [11]. For in vivo

experiments, authors classify peak and non peak regions of ChIP-chip and ChIP-seq

experiments obtained from three cell types: ES cells of mouse and GM12878 and

HepG2 cell lines of human. The learned model performed better than motif based

models with sometimes improvement of 0.1 AUC score.

Arvey et al. [10] examined a SVM with k-mer profile, chromatin signatures and

Dnase signatures for the prediction of TFBSs. The authors classified peak and non

peak regions of 238 ChIP-seq experiments consisting of 67 transcription regulators for

three human cell types, GM12878, K562 and HeLa using SVM and k-mer profile. The

learned model performed better than motif based models for 90% of TFs with mean

AUC improvement of 0.07. The authors found that k-mer profile with chromatin

signatures and Dnase signatures improved prediction by mean AUC of 0.04 and 0.08

respectively. The previous model was trained on one cell line, used to predict TFBSs

on new cell line and the mean AUC improvement reported was 0.05. The authors

presented a machine learning approach to predict cell type specific TFBSs. Two

specific models, GM12878- and K562-specific were trained using multi task learning

[27]. GM12878- and K562-specific models would predict the cell type specific TFBSs

in GM12878 cell type and K562 cell type respectively. The peak regions of ChIP-seq

experiments specific to GM12878 and K562 were used for simultaneously training

the GM1278- and K562-specific models.

Previous studies related to TFBSs prediction have been conducted largely with

in vitro experiments and databases consisting of yeast and mouse transcription fac-

tors. However, in vivo protein-DNA interactions differ significantly from in vitro and
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such interactions could be distinct among different species. Moreover, a very little

amount of work is done on developing machine learning models that could detect

cell-type specific TFBSs. In our study, we focus on these shortcomings by develop-

ing machine learning techniques to identify cell-type specific TFBSs across multiple

cell types and to detect factors for cell-type specificity such as TF-TF interactions.
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CHAPTER 4
Methods

We represent the prediction of cell type for TFBSs as a binary classification ma-

chine learning task as discussed in § 4.1. We assume that TFBSs have the same bind-

ing affinity in different cell types. Given two sets of genomic sequences (one bound

in cell type A and the other bound in cell type B), we construct feature vectors using

three different feature extraction methods, namely K-mer Profile, Known-Motif and

Word2Vector methods. Then we use three types of classifiers (logistic regression,

SVM and KNN, § 3.2) to build our TFBS predictor models. We report the Area

Under Curve (§ 3.3) score as evaluation metric for the learned models. The machine

learning work flow used in our experiments is summarized in fig. 4-1. The follow-

ing sections state the machine learning problem and describe the feature extraction,

model selection and model evaluation stages.

4.1 Problem Definition

Consider cell types C1 and C2, as well as a particular TF T . A question of

interest to biologists is whether a given genomic region R will be bound by T in

(1) C1 only,

(2) C2 only,

(3) both C1 and C2, or
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(4) neither C1 nor C2.

Figure 4–1: Machine learning Work Flow. Three different methods - Kmer-Profile,
Known-Motif and Word2Vector, are used to extract features from the given DNA
sequence data. The extracted feature data is divided into training and testing. Three
different classifiers - SVM, KNN and logistic regression, are used to select best model
using 3-fold cross validation. Each model has same set of training and testing DNA
sequences. Best models are evaluated with AUC score on the test set.
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The question naturally generalizes to more than two cell types: Given C1, ..., Ck

predict in what subset of cell types, the genomic region R would be bound by T .

To keep the classification task as simple as possible, we concentrate on a version

of the k = 2 problem where region R under consideration is expected to be bound

in exactly one of the two cell types. This allows us to focus on the features that

determine cell type specific binding. More formally,

Definition 4.1.1. A cell type specific sequence S, is bound by a transcription factor

T in either cell type C1 or C2, but not in both.

Definition 4.1.2. A constitutive cell type sequence S, is bound by a transcription

factor T in both cell type C1 or C2.

Problem 4.1.1. Let T be a transcription factor expressed in cell types C1 and C2.

Given a set of cell type specific sequences of base pairs S1 and S2, bound by T in cell

types C1 and C2 respectively, the task is to find a predictor, f : S → {C1, C2}, that

predicts whether a cell type specific sequence S will be bound by T in cell type C1 or C2.

4.2 Feature Extraction

We develop three different methods to extract features from genomic sequences:

K-mer Profile, Known-Motif and Word2Vector methods. The genomic sequences

provided from lab experiments can be of varying length with the exact location of

TFBS unknown. As evident from ChIP-Seq data, for a given genomic sequence, the
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TFBS is most likely to be present somewhere in the middle of the region. We con-

sider the given genomic sequence is of 400 base pairs. The given genomic sequence

is reformed into a sequence of 400 base pairs, either by trimming or expanding from

both ends, so that the learning of side effects of lab experiments could be avoided.

We apply our feature extraction methods on these processed sequences, which return

fixed-length input vectors.

4.2.1 K-mer Profile Method

A k-mer is a contiguous sub-sequence of length k from a string or sequence.

In the context of predicting TFBS, k-mers are used to represent motifs. Certain

k-mers would be pre dominant in the sequences having TFBS as compared to the se-

quences not having TFBS. The k-mer patterns have been used with machine learning

techniques to explain the cell type specific binding of TFs [10].

The reverse complement of a DNA k-mer is the same k-mer in reverse order with

each of the base pair replaced with its complement (A,T and C,G are complement of

each other). For example, ATG is the reverse complement of CAT. In K-mer Profile

method, we use the number of occurrences of k-mers and its reverse complements

in a given sequence S as the feature vector for S. We consider reverse complements

because the TF can bind to either strand of DNA in TFBS.

If there are n possible characters for each position in the k-mer, then there are

nk possible k-mers. We typically consider DNA strings for which n = 4 (A,C,G,T),

giving 4k possible k-mers. We use the vector of length 4k representing the number

of occurrences of these k-mers in a given genomic sequence S as a feature vector
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for S. As mentioned in § 1.3, TFBS are typically of length 5 to 15 base pairs long,

which means motifs length would be in this range. The higher values of k require

more computation power. Therefore, we set k = 6 for our experiments. The K-mer

Profile method gives a feature vector of length (46 = ) 4096 for every given genomic

sequence.

Figure 4–2: Work flow of K-mer Profile method, with k = 3. It produces feature
vector of length 64, where only eight 3-mers have non-zero values.
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Fig 4-2 demonstrates the working of K-mer Profile method with a sample se-

quence S and k is set to 3. The input vector would be of length 43 = 64. Out of 64

k-mers, only 4 are present in S. K-mer Profile method counts the presence of k-mers

as well as their reverse complements. As a result, 8 k-mers are present in S, whose

counts are shown in last flow of Fig 4-2. The other 56 k-mers are mapped with 0.

4.2.2 Known-Motif Method

Known-Motif method uses the HOMER tool ( § 2.3.4 ) to extract a feature vec-

tor from a given genomic sequence. HOMER tool has a database of 321 TFs along

with their motifs and PWMs [1]. These motifs are termed as known motifs. HOMER

tool can scan through a given sequence and return the number of occurrences of these

known motifs. The vector of length 321 representing the number of occurrences of

these known motifs is used as a feature vector for a given sequence. We use the

following command with HOMER tool:

findMotifs.pl <target> fasta <output-dir> -fasta <background> -find <knownmotif>

<target> is the input sequence in fasta file format. <output-dir> is the output

directory for the results to be stored. <background> is the sequence file in fasta file

format that HOMER uses for differential motif finding. Here, we use both target

and background as same input sequence file. <knownmotif> is the list of 321 known

motifs.
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4.2.3 Word2Vector Method

The Natural Language Processing (NLP) deals with the interaction of computer

and human languages. One of the major NLP task is to make computer understand

the textual data, TD. NLP community often incorporates machine learning tech-

niques to solve the problem of computational understanding of TD [53, 114, 125,

124, 132]. In order to utilize machine learning techniques with TD, various feature

extraction methods have been developed. These feature extraction methods would

process TD and produce fixed-length input vectors. The Bag-of-words is one such

feature extraction method that is widely used in NLP community [59], owing to its

simplicity and efficiency. The Bag-of-words represents TD with the pair of unique

words and their frequencies in TD.

However, Bag-of-words can not reveal the semantic relations existing among the

words of TD efficiently, as the word order is not maintained. Similar Bag-of-words

representations are possible for different TD. The Bag-of-words is not compatible

with large sized TD and produces sparse feature matrix that degrades the perfor-

mance of learning algorithms. There exist many other techniques for feature extrac-

tion of TD, but to some extent, all of them suffer from similar disadvantages[16].

Mikolov et al. [86, 87] developed skip gram model to address these problems

associated with the feature extraction methods . In the skip-gram architecture, a

word w of TD is used to predict its surrounding word. In the process, this prediction

produces a continuous real vector, which is used as a feature vector for w. These

feature vectors are known as word vectors. It has been shown that such feature

37



vectors preserve the semantic relations involved among the words and has been used

to solve various NLP tasks efficiently [86, 87].

Fig 4-3 demonstrates the working of skip-gram architecture. Consider a text

sentence of n words, w1, w2, ..., wi, ..., wn. The word vector of wi can be computed

from its surrounding, determined by a context size c. Here, the surrounding words

of wi are wi−c, wi−c+1, ..., wi−1, wi+1, ..., wi+c−1, wi+c. A neural network model [57] is

build from wi as an input layer, surrounding words as a output layer, and one hidden

layer with user-defined p number of nodes. The weights of this neural network can

be computed using back-propagation algorithm [105]. The weights connecting wi to

the hidden layer nodes, gives word vector of length p for wi.
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Figure 4–3: w1,w2, ...,wi, ...,wn−1,wn is a text sentence of n words. For a context
size of c, surrounding words of wi are wi−c,wi−c+1, ...,wi+c−1,wi+c. A neural network
[57] is build with wi as input layer, surrounding words as output layer and a hidden
layer with p number of nodes. For clarity, not all weight edges are shown. The weight
edges v1, ...vp that connects input layer to hidden layer nodes, provide word vectors
for wi after the execution of back-propagation algorithm [105].

As mentioned in § 1.4, TFBSs can be clustered and degenerate. DNA sequences

involved in binding with TF can be lying close to each other having some relations

among themselves. Interestingly, this scenario is similar to that of continuous skip
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gram model where words in a sentence have relations with surrounding words (con-

texts). Therefore, we would like to use a model similar to the continuous skip gram

model to compute ’word’ vectors representing the subsequences involved in binding.

Figure 4–4: Work flow of Word2Vector method. Construction of word vectors for
a 3-mer, GAC is shown. In the second step, all the alphabetically higher ranked
3-mers w.r.t. their reverse complements are replaced with their lower ranking coun-
terpart, for example CGG is replaced with CCG. Context window is set to 3, so the
surrounding k-mers of GAC are ACG, CCG, GGA, ACA, CAA and CAA. All the
immediate four neighbors of GAC are excluded in skip-gram training as they overlap
with GAC.

However, there are stark differences between text data and DNA sequence data.

Text involves sentences having clear boundaries between words making them suitable

for the skip gram architecture. On the other hand, DNA sequences are contiguous

sequences of only four letters (A,C,G,T), with no clear boundaries. Therefore, we
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represent a DNA sequence as a sequence of overlapping k-mers. Fig 4-4 demon-

strates the computation of word vectors for a 3-mer GAC, present in the sequence

ACGGACAATC. Here, context size of 3 is used. So, the output layer of skip-

gram architecture consists of the 6 neighbors of GAC. However, the immediate four

neighbors (two on each side) are excluded, as they overlap GAC, originally. The

3-mers alphabetically ranking higher than their reverse complements are replaced

with their reverse complements. In the final step, the skip-gram model with 3 nodes

in the hidden layer is used to compute the word vector of length 3. Similarly, word

vectors of other 3-mers from the same input sequence are computed. The average of

these word vectors results into feature vector for the given sequence.

The Word2Vector method uses the above formulation to compute word vectors

for k-mers. We then obtain a feature vector for a sequence by averaging these word

vectors. Considering general range of motif lengths and computational power re-

quired, we set k = 6 for our experiments. After several experimental trials, we use

the context size of 200 and number of nodes in hidden layer as 500 for the skip-gram

architecture. This results into a feature vector of length 500 for each sequence. The

word2vec code available at [6] were used with the modifications discussed above, to

compute the word vectors.

4.3 Model Selection and Evaluation

Our proposed problem ( § 4.1.1 ) of cell type prediction is a supervised binary

classification machine learning problem. The decision boundary between the two
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classes could be either linear or non-linear. We develop our model for the classifica-

tion task using three different classifiers: logistic regression with `1 and `2 penalty,

SVM and KNN classifier and the three different feature extraction methods discussed

in § 3.2 and § 4.2. Logistic regression and SVM can learn linear and non linear deci-

sion boundaries respectively. We use KNN because it can learn a non-linear decision

boundary and it is a non-parametric classifier, which makes it less complex model

than SVM. Each combination of a classifier and a feature extraction method repre-

sents a model, so we have 12 models in total.

We keep 33% of data as testing and use the rest as training sets. We select the

best learning parameter values for each classifier using 3-fold cross validation over

training set and performing grid search over learning parameters. We use logistic

regression and SVM with a regularization parameter to avoid overfitting. After sev-

eral trials with different kernels and regularization techniques, we use SVM with a

radial basis kernel [24] and logistic regression with `1 and `2 penalties. The selected

parameter settings for the classifiers used are shown in table A1. The classifiers

available from scikit package are used [92]. The learned models are evaluated with

AUC score.
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CHAPTER 5
Data and Results

In this chapter, we discuss about the data used and the results obtained from

our experiments. We compare the learned models consisting of different classifiers

and feature extraction methods in terms of the AUC score and running time. We

find that the learned models perform better for cell-type pairs with relatively large

number of cell-type specific binding sites. Moreover, one of the model can be used

to identify TF-TF interactions associated with the cell type specific TFBSs.

5.1 Data

We use ChIP-seq data available from ENCODE to examine TFs across five hu-

man cell-lines: GM12878 (lymphoblastoid cells), H1-hESC (embryonic stem cells),

HeLa-S3 (epithelial cancerous cells), K562 (myelogenous leukemia cells) and HepG2

(human liver carcinoma cells). For each TF, we consider every pair of these five

cell lines to solve the proposed machine learning problem (Problem 4.1.1). Only

52 TFs of ENCODE bind in our chosen cell-lines pair. The combination of a cell

type pair {C1, C2} and a TF T constitute a machine learning experiment. In such

an experiment, C1 is chosen as a positive class and C2 as a negative class. The

genomic regions bounded by T in both C1 and C2 are excluded because we want

to study the differential binding behavior of TFs accross different cell-lines. This

would guide the learning algorithms to look for the patterns that caused T to bound
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at a particular location in C1, but not at the same location in C2 and vice versa.

For every experiment, in order to have an unbiased classification, both class sizes

are kept same by randomly downsampling the larger class to the size of the smaller

one. For computational efficiency reasons, the combinations that give large number

of positive and negative examples, we retain 6000 examples randomly sampled. This

led us to 165 machine learning experiments. Table A2 displays the combinations of

cell types and TFs used in these experiments along with the number of cell type

specific and constitutively bounded sequences.

5.2 Analysis of the accuracy of predictors

We evaluate each of classifiers (SVM, logistic regression with penalty `1 and `2,

and KNN) and each type of feature extraction methods using the AUC score (Fig.

5-1). The AUC score for each model varied across the datasets. On an average, the

learned models give better AUC score with logistic regression and SVM as compared

to KNN (Table 5-2 ). We find that the model m with the combination of Known-

Motif method and logistic regression (`1 penalty) gave the best mean AUC score

(0.8186). All learned models, except for two cases, perform much better than a

random classifier. We observe a weak correlation between size of training examples

and AUC scores. The top ten and bottom ten performances for each model are

reported in Tables B1-B12.
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Figure 5–1: Models performance. Each box represents the AUC score measures for
a classifier and a feature extraction method across the 165 experiments. The AUC
score of models varies across the dataset. Logistic regressions and SVM perform
relatively better than KNN. Logistic regression with `1 penalty and Known-Motif
method give best mean AUC score of 0.8186.

We conduct anova analysis [46] to determine whether the AUC scores are sta-

tistically significant or just random results. The AUC score is used as a response

variable and TFs, cell-type pairs, feature extraction methods and classifiers as inde-

pendent variables. Table 5-1 reports the F ratio [77] and their associated p-values

[70] of the independent variables. F ratio indicates the relevance of variance in re-

sponse variable due to an independent variable. Larger value of F ratio shows the

significant effect of an indpendent variable on the response variable. We find that
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all of the independent variables are significant for the resultant AUC score. In par-

ticular, classifiers have the most effect on AUC score.

The following command is used in RStudio [104] for anova analysis:

summary( aov ( AUC ∼ TF + Cell Type Pair + Feature Extraction

Method + Classifier, data=data))

Table 5–1: Anova Analysis
Independent Variable F value p-value
TF 46.44 < 2e-16 ***
Cell Type Pair 28.01 < 2e-16 ***
Feature Extraction Method 14.31 6.8e-07 ***
Classifier 283.08 < 2e-16 ***

We perform the Mann-Whitney-Wilcoxon Test (MWWT) [44] of the best model,

m with other models. Table 2 reports the mean AUC score of models and the asso-

ciated p-values of the MWWT test w.r.t. m. Based on the p-values, we observe that

m is comparable with models consisting of SVM, logistic regression (1, 2, 5, 9) and

perform much better than the models consisting of KNN (3, 6, 7, 8, 10, 11, 12) .

Table 5–2: Model Comparison

Model mean AUC p-value

1 KnownMotif with SVM 0.8179 0.882

2 KnownMotif with Log. Reg. (`2 penalty) 0.8161 0.696
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3 KnownMotif with KNN 0.7254 1.27× 10−24

4 KnownMotif with Log. Reg. (`1 penalty) 0.8186 NA

5 K-Mer with SVM 0.8057 0.0788

6 K-mer with Log. Reg. (`2 penalty) 0.8013 0.0184

7 K-Mer with KNN 0.7329 4.0× 10−21

8 K-Mer with Log. Reg. (`1 penalty) 0.7837 1.81× 10−5

9 Word2Vec with SVM 0.8056 0.0688

10 Word2Vec with Log. Reg. (`2 penalty) 0.8015 0.0199

11 Word2Vec with KNN 0.7493 3.73× 10−16

12 Word2Vec with Log. Reg. (`1 penalty) 0.7982 0.00664

Ideally, we would like to compare the performance of our models with the state-

of-the-art techniques. Traditionally, PWM-based approaches are used for the pre-

diction of TFBSs. However, these approaches do not take the cell-types where the

TF binds as input, thus, can not be used for the problem 4.1.1. The methodology

proposed by Arvey et al. [10] is the closest approach that could be adapted to our

task. Arvey et al. [10] proposed a Kmer based SVM model to predict TFBSs in a

given cell type, which is shown to outperform the traditional motif based approaches.

In order to evaluate our methods, we compare the AUC score of m with the Kmer

SVM model (Fig. 5-2). We use the code and datasets available from [3] to train

the Kmer SVM model. We select nine combinations of TF and cell-type pairs that

are common to datasets (§ 5.1) and [3]. In order to form Kmer SVM model for the

47



proposed problem 4.1.1, we made several additions. For example, to predict one of

the cell-types C1 and C2, where a TF T could bind in a given DNA sequence, C1-

and C2-specific Kmer SVM models are used. C1- and C2-specific models are trained

on binding and non-binding genomic regions of T in C1 and C2 respectively. We test

such cell-type specific models on our testing set for the common nine combinations.

Let s1, s2 be the score of C1-, C2-specific models for a given test sequence. Then,

(s1 − s2) is used as the final score. As the Kmer SVM models are trained on DNA

sequences of 100 bp length, we partition our test DNA sequences of 400 bp length

in four parts. The scores s1, s2 are the aggregate scores on these four parts. We find

that m gives better AUC score, with the mean improvement of 0.18 (p-value 0.0027,

MWWT test).
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Figure 5–2: Comparison of AUC scores between the Kmer SVM model as proposed
in [10] and the model based on KnownMotif method and logistic regression with `1
penalty.

A particular classifier can perform better than another depending upon sensitiv-

ity and specificity thresholds. The probability measures obtained from the classifiers

can be used to plot the ROC curves, and the models can be evaluated based on the

specificity and sensitivity values. Fig 5-3 shows four of the ROC curves from our

experiments. Due to space constraint, we do not report all of the 165 ROC plots.
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(a) TF: EZH2, pair: {H1-hESC, HeLa} (b) TF: IRF3, pair: {HeLa, HepG2}

(c) TF: FOSL1, pair: {H1-hESC, K562} (d) TF: ZZZ3, pair: {GM12878, HeLa}

Figure 5–3: ROC curves

5.3 Cases of Variability in Predictor’s Accuracy

We observe that the learned models do not perform consistently on the datasets.

For certain cases, the learned models detect cell-type specific signatures strongly,
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while weakly for several other cases. To understand the role of cell-type specific

content in model performance, we compute ’disjointness’ of the cell-type pairs.

Definition 5.3.1. For a cell-type pair C1, C2 and a TF T ,

disjointness = log10

# cell type specific TFBSs of T

# cell type constitutive TFBSs of T

Disjointness reflects the amount of differential binding of a TF across a cell-type

pair. Fig. 5-4 shows the relation between disjointness and AUC score of the model

m. We observe that m discriminates cell-type specific signatures much better for the

combinations of TF, cell-type pair having larger disjointness. With few exceptions,

we can conclude that the prevalent differential binding of TF across the cell-type

pair would result into easier detection of cell-type specific signatures.

5.4 TF-TF interaction

We use the model with Known-Motif feature extraction method and logistic re-

gression with `1 penalty to identify putative TF-TF interactions. For a particular

experiment with cell type pairs C1, C2 and TF T , the 321 features used with this

model are motifs that represent TFBSs. Thus, the weights assigned to these features

by the logistic regression with `1 penalty would indicate their relevance in classifying

C1 and C2 w.r.t. T . If C1 and C2 are assigned as positive and negative class, then a

feature f1 with a positive weight may suggest that T is interacting with the TF bind-

ing f1 in C1 and vice versa. We select only those features that are assigned weights of

absolute magnitude greater than or equal to 0.2. This results in 1451 TF-TF puta-

tive interactions from 165 experiments. Of those, 64 TF-TF interactions are present
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Figure 5–4: Effect of relative number of cell type specific binding sites on the per-
formance of model with Known-Motif method and SVM classifier. Each TF text
symbol represents one of the 165 experiments involving that TF and a cell type pair.

in the BioGRID database, which contains experimentally validated protein-protein

interactions (§ 2.2). The strongest TF-TF interaction observed is in between SP1

and HNF4A in cell type HepG2. The weight of the motif of HNF4A has the most

negative value ( - 0.337) for classifying H1-hESC as positive cell type and HepG2

as negative cell type w.r.t. SP1. Thus, the strongest TF-TF interaction observed

from our experiments is in between SP1 and HNF4A in cell type HepG2. It has

been shown that the interaction between HNF4A and SP1 in HepG2 has an impact

on differential transcription regulation of human eosinophil RNases [128]. Moreover,

several of the identified TF-TF interactions belong to the same TF family (Table

5-3), which shows the correctness of our model. Often, TFs from same family would
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form a complex and initiate the transcription process. Finally, we should note that

the BioGRID database is still not complete and many other of our identified TF-TF

interactions could be putative. Thus, our model can be used to search for TF-TF

interactions, which can be later experimentally verified and studied for biological

interests.

Table 5–3: TF-TF interaction

TF Family Observed in Cell Type

ATF GM12878, HepG2

CEBP H1-hESC, HeLa-S3, K562, HepG2

E2F HeLa-S3

STAT HeLa-S3, K562

USF H1-hESC, K562

In order to verify that the matches with BioGRID are not random, we create

a graph of 1451 TF-TF interactions identified by our experiments, where nodes are

TFs and edges are TF-TF interactions. Then we use algorithm 1 to randomize this

graph while preserving the degree of nodes.
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Algorithm 1 Randomization of Existing Graph with Preservation of node degree.
Steps 2-4 are repeated ten thousand times in order to have sufficient randomization.

1: Repeat steps 2-4 ten thousand times

2: Randomly select nodes n1, n2 s.t. n1 6= n2

3: Randomly select edges (n1, u), (n2, v) s.t. u 6= v and edges (n1, v), (n2, u) do

not exist in the graph

4: Remove edges (n1, u), (n2, v) and create edges (n1, v), (n2, u) in the graph

Figure 5–5: Histogram of the number of TF-TF interactions matched with the Bi-
oGRID database. The TF-TF interactions identified by the model with the Known-
Motif method and the logistic regression with `1 penalty are randomly shuffled as per
algorithm 1 and are matched with the BioGRID database. The red line shows the
number of interactions i.e. 64 that are identified by the model without any shuffling.

The TF-TF interactions from the graph obtained from algorithm 1 are matched

with the BioGRID database. We repeat this procedure thousand times. Fig. 5-5

shows the histogram of the number of TF-TF interactions matched with the BioGRID
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database. The p-value of the number of TF-TF interactions i.e. 64 matched from

the original graph is 0.0153, which is statistically significant. Thus, the observed

number of matched TF-TF interactions is unlikely to have occurred by chance. We

report these interactions in table C1.

5.5 Comparison of Running Time

Figure 5–6: Running time of feature extraction methods

We compare the running time of feature extraction methods to produce the in-

put vectors on 64 bit Intel machine with 16 processors (Fig 5-6). The skip-gram

model requires additional time for the training of word vectors that results into high

running time for Word2Vector method for the given sequences. The k-mer profile

and Known-Motif method build feature vectors of length 4096 and 321 respectively.

For smaller set of sequences k-mer profile runs fastest, but for larger set of sequences

it runs slower than Known-Motif, due to processing required for generating longer

feature vector.

55



CHAPTER 6
Conclusion

Transcription Factors play essential role in gene regulatory networks and their

functional behavior can be understood through their binding with genomic regions

[113]. For this reason, prediction of TFBSs has become an important research area

in bioinformatics. With the advent of experimental methods, such as ChIP-seq,

research has been focussed on genome wide mapping of TFBSs, an effort led in

particular by the ENCODE Consortium. However, these experiments are expensive

and time consuming. For example, ChIP-seq experiments need to be repeated for

each TF and in each cell type of interest in order to determine cell-type specific

TFBSs. Computational approaches to predict TFBSs have largely been depended

upon traditional motif based methods that have several drawbacks leading to high

false predictions and are unsuitable for making predictions about cell-type specific

TFBSs.

Our study is motivated by the remarkable results from the application of ma-

chine learning to TFBSs prediction [7, 10, 141, 62] and we emphasize on developing

models oriented toward cell-type specific TFBSs. For a range of cell type and TF

combinations, we are able to predict with the mean AUC score of 0.82. Our model

works well with the cell types that have relatively large number of cell-type specific
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TFBSs for a given TF. In comparison with state-of-the-art prediction of TFBS cell-

type specificity [10], our model captures the cell-type specific signatures better with

mean AUC score improvement of 0.18.

It has been shown that TF-TF interactions have an impact on transcription

process [85, 91, 131, 68]. Our predictive model with Known Motif as features and

logistic regression as predictor can be used effectively to identify TF-TF interactions.

Our results detect both previously known TF-TF interactions and putative known

ones.

There are many databases on TF and TFBSs (§ 2.2) that can be used with our

Known-Motif method for the TFBSs prediction. With the recent advances in tech-

nology, many species are being sequenced and their genomes are becoming available.

The binding behavior of TFs in these situations can be studied with K-Mer and

Word2Vector methods. While the former method represents motifs as k-mers, the

latter looks for the semantic context of k-mers in the genomic regions.

We should note that all of our machine learning methods developed for the

proposed problem (§ 4.1) are comparable. For most of the cases, SVM and logistic

regression performs better than KNN, but there is no clear winner.

There are many other factors that are responsible for specific binding of TFs

such as histone modifications and DNase accessibility, which are not considered here.

The methods developed in this study form a strong foothold for more generative ap-

proaches that could include such factors and comprehend the transcription process.
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6.1 Future Work

Although we made significant efforts in our work to maximize the accuracy and

usefulness of the predictors we proposed, additional avenues could be explored to

obtain further improvements. In order to counter lab experiment bias, we restricted

every sequence in our training and testing data to be 400 base pairs long. An

interesting potential alternative to deal with sequences of unequal lengths could be

to generate random sequence of same length as of the given sequence. Then, the

number of occurrences of a k-mer in the given sequence can be normalized w.r.t. the

number of occurrences of the same k-mer in the random sequence, which effectively

normalizes for sequence length and composition bias.

Second, in the Known-Motif method, the HOMER tool requires background

sequences to find the instances of known motifs in the given sequences. Currently,

we are using same input sequences as the background sequences. There are several

combinations that should be tried for background sequences, for example sequences

generated from a particular distribution can act as background sequences.

In our current K-Mer profile approach, the word vector of a given sequence is

computed by taking the average of the word vectors of the k-mers present in the

sequence. Two different sequence with same k-mers, but present in different order,

can result into the same word vector. For example, consider two sequences AACAA

and CAACA. Both have same set of 3-mers i.e. AACAA ={AAC, ACA, CAA}

and CAACA = {CAA, AAC, ACA}. Our current approach would assign same

word vectors to these different sequences. A possibly better approach could be to

concatenate the word vector of k-mers in the order of their presence in the sequence.
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This would result into a high-dimensional feature space for the given sequences. We

can use dimensionality reduction techniques such as principle component analysis [65]

to retrieve the desired number of features from this high-dimensional concatenated

word vectors.

Figure 6–1: Extension of current model for the prediction of cell types for TFBSs of
a particular TF T involving more than two cell types. C1, C2, ..., Ck are k cell types
and S1, S2, ..., Sn are n genomic regions. The binary value indicates whether the
region is bound by T or not with 0 and 1 being not bound and bound respectively.
The required model can be developed by learning a neural network [57] with genomic
region Si as the input layer and its k-length label vector Li as the output layer.

Finally, our machine learning approach is designed for the binary version (k = 2)

of the problem mentioned in § 4.1. We can extend our approach to k (> 2) number

of cells (Fig 6-1). We need to assign a binary vector Li of length k to a genomic

region i obtained from ENCODE. Value at position j of Li would indicate whether

the region i is bound in cell type j or not. Then we can train a neural network [57]

to find the function that maps the region i to their label Li. For the desired neural

network, region i and its label Li would be the input and output layer respectively.
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Appendix A

Table A1: Parameter Settings
Known-motif model regularization parameter gamma k
logistic regression with `2 penalty 0.001 NA NA
svm 1 0.001 NA
knn NA NA 20
logistic regression with `1 penalty 0.1 NA NA
k-mer profile model cost gamma k
logistic regression with `2 penalty 0.0001 NA NA
svm 1 0.0001 NA
knn NA NA 200
logistic regression with `1 penalty 0.1 NA NA
word2vector model cost gamma k
logistic regression with `2 penalty 0.01 NA NA
svm 10 0.0001 NA
knn NA NA 200
logistic regression with `1 penalty 0.1 NA NA
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Table A2: Dataset

TF Cell Type 1 Cell Type 2 # C1 specific # C2 specific # constitutive

C1 C2 TFBSs TFBSs TFBSs

ARID3A K562 HepG2 6896 15340 2071

ATF2 GM12878 H1-hESC 20371 3886 1769

ATF3 H1-hESC K562 1560 12698 3237

ATF3 H1-hESC HepG2 2810 1298 1987

ATF3 GM12878 H1-hESC 515 3642 1155

ATF3 GM12878 K562 443 14708 1227

ATF3 GM12878 HepG2 609 2224 1061

ATF3 K562 HepG2 13566 916 2369

BCL11A GM12878 H1-hESC 17768 2428 90

BCL3 GM12878 K562 14893 1252 331

BCLAF1 GM12878 K562 4610 2937 1396

BDP1 HeLa-S3 K562 221 283 287

BHLHE40 GM12878 K562 8379 16801 5521

BHLHE40 GM12878 HepG2 9655 10313 4245

BHLHE40 K562 HepG2 15781 8017 6541

BRCA1 H1-hESC HeLa-S3 773 6837 1246

BRCA1 H1-hESC HepG2 1162 635 857

BRCA1 HeLa-S3 HepG2 7029 438 1054

BRF1 HeLa-S3 K562 72 98 121
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BRF2 HeLa-S3 K562 281 1064 22

CEBPB H1-hESC HeLa-S3 7047 52336 8495

CEBPB H1-hESC K562 6769 29853 8773

CEBPB GM12878 H1-hESC 5230 15156 386

CEBPB GM12878 HeLa-S3 4487 59702 1129

CEBPB GM12878 K562 4845 37855 771

CEBPB GM12878 HepG2 4960 55925 656

CEBPB HeLa-S3 K562 42872 20667 17959

CEBPB HeLa-S3 HepG2 39307 35057 21524

CEBPB K562 HepG2 17979 35934 20647

CHD1 H1-hESC K562 4141 6124 1957

CHD1 GM12878 H1-hESC 5103 5010 1088

CHD1 GM12878 K562 4562 6452 1629

CHD2 H1-hESC HeLa-S3 2567 15669 4183

CHD2 H1-hESC K562 3277 4199 3473

CHD2 H1-hESC HepG2 4056 2402 2694

CHD2 GM12878 H1-hESC 11332 2951 3799

CHD2 GM12878 HeLa-S3 8416 13137 6715

CHD2 GM12878 K562 10922 3463 4209

CHD2 GM12878 HepG2 11923 1888 3208

CHD2 HeLa-S3 K562 15199 3019 4653

CHD2 HeLa-S3 HepG2 16227 1471 3625
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CHD2 K562 HepG2 4602 2026 3070

E2F4 GM12878 HeLa-S3 1934 1163 1470

E2F4 GM12878 K562 1142 5719 2262

E2F4 HeLa-S3 K562 667 6015 1966

E2F6 HeLa-S3 K562 779 19653 3482

ELF1 GM12878 K562 9280 14549 12790

ELF1 GM12878 HepG2 12620 8265 9450

ELF1 K562 HepG2 16345 6721 10994

ELK1 GM12878 HeLa-S3 2901 2173 2571

ELK1 GM12878 K562 3608 1041 1864

ELK1 HeLa-S3 K562 2948 1109 1796

ETS1 GM12878 K562 1452 7593 2638

EZH2 H1-hESC HeLa-S3 3009 1631 30

EZH2 H1-hESC HepG2 2384 1871 655

EZH2 GM12878 HeLa-S3 2184 1629 32

EZH2 HeLa-S3 HepG2 1593 2458 68

FOSL1 H1-hESC K562 764 10824 349

GTF2F1 H1-hESC HeLa-S3 1974 9718 1519

GTF2F1 H1-hESC K562 2316 2322 1177

GTF2F1 HeLa-S3 K562 9692 1954 1545

HDAC2 H1-hESC K562 5058 6080 581

HDAC2 H1-hESC HepG2 4558 17586 1081
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HDAC2 K562 HepG2 5446 17452 1215

IRF3 HeLa-S3 HepG2 1040 149 533

MAZ GM12878 HeLa-S3 10739 5586 6866

MAZ GM12878 K562 6713 20904 10892

MAZ GM12878 HepG2 11071 5034 6534

MAZ HeLa-S3 K562 3301 22645 9151

MAZ HeLa-S3 HepG2 6578 5694 5874

MAZ K562 HepG2 23515 3287 8281

MEF2A GM12878 K562 16250 4295 1330

NFIC GM12878 HepG2 23903 13071 1877

PML GM12878 K562 8794 9059 5425

RBBP5 H1-hESC K562 8091 5762 5352

RFX5 H1-hESC HeLa-S3 786 18285 897

RFX5 H1-hESC K562 1048 1544 635

RFX5 H1-hESC HepG2 704 5000 979

RFX5 GM12878 H1-hESC 3589 956 727

RFX5 GM12878 HeLa-S3 1940 16806 2376

RFX5 GM12878 K562 3414 1277 902

RFX5 GM12878 HepG2 2322 3985 1994

RFX5 HeLa-S3 K562 17882 879 1300

RFX5 HeLa-S3 HepG2 16242 3039 2940

RFX5 K562 HepG2 1031 4831 1148
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RPC155 HeLa-S3 K562 1662 573 571

RXRA H1-hESC HepG2 916 16611 389

RXRA GM12878 H1-hESC 1605 1208 97

RXRA GM12878 HepG2 1337 16635 365

SIN3A GM12878 H1-hESC 3871 13913 5278

SIX5 H1-hESC K562 883 1634 2503

SIX5 GM12878 H1-hESC 2244 863 2523

SIX5 GM12878 K562 1459 829 3308

SMC3 GM12878 HeLa-S3 7870 16918 22623

SMC3 GM12878 K562 11615 4705 18878

SMC3 GM12878 HepG2 10137 10425 20356

SMC3 HeLa-S3 K562 20323 4365 19218

SMC3 HeLa-S3 HepG2 17901 9141 21640

SMC3 K562 HepG2 5704 12902 17879

SP1 H1-hESC K562 10972 3122 4033

SP1 H1-hESC HepG2 10463 20678 4542

SP1 GM12878 H1-hESC 12596 9571 5434

SP1 GM12878 K562 13605 2730 4425

SP1 GM12878 HepG2 13027 20217 5003

SP1 K562 HepG2 3504 21569 3651

SP2 H1-hESC K562 456 1178 1913

SP2 H1-hESC HepG2 1667 1919 702
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SP2 K562 HepG2 2384 1914 707

SRF H1-hESC K562 3026 2638 2074

SRF H1-hESC HepG2 3340 3549 1760

SRF GM12878 H1-hESC 6432 2991 2109

SRF GM12878 K562 6076 2247 2465

SRF GM12878 HepG2 6544 3312 1997

SRF K562 HepG2 3005 3602 1707

STAT1 GM12878 HeLa-S3 1404 14734 307

STAT1 GM12878 K562 1661 2143 50

STAT1 HeLa-S3 K562 14682 1109 359

STAT3 GM12878 HeLa-S3 5782 13226 491

STAT5A GM12878 K562 6401 9122 597

TAF1 H1-hESC K562 8497 4595 8869

TAF1 H1-hESC HepG2 7782 4863 9584

TAF1 GM12878 H1-hESC 5008 9221 8145

TAF1 GM12878 HeLa-S3 5847 7150 7306

TAF1 GM12878 K562 5420 5731 7733

TAF1 GM12878 HepG2 5488 6782 7665

TAF1 HeLa-S3 HepG2 6521 6512 7935

TAF1 K562 HepG2 5028 6011 8436

TAF7 H1-hESC K562 8225 1512 1843

TBP H1-hESC HeLa-S3 9800 11265 6496
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TBP H1-hESC K562 8169 8350 8127

TBP H1-hESC HepG2 9241 6102 7055

TBP GM12878 H1-hESC 8675 10724 5572

TBP GM12878 HeLa-S3 8824 12338 5423

TBP GM12878 K562 8543 10773 5704

TBP GM12878 HepG2 9076 7986 5171

TBP HeLa-S3 K562 11080 9796 6681

TBP HeLa-S3 HepG2 11487 6883 6274

TBP K562 HepG2 9564 6244 6913

TCF12 H1-hESC HepG2 7713 1950 111

TCF12 GM12878 H1-hESC 18693 6209 1615

TCF12 GM12878 HepG2 20128 1881 180

TCF7L2 HeLa-S3 HepG2 2601 2101 231

TEAD4 H1-hESC K562 16719 27459 3108

TEAD4 H1-hESC HepG2 17159 12071 2668

TEAD4 K562 HepG2 27923 12095 2644

USF2 H1-hESC HeLa-S3 3729 9058 3217

USF2 H1-hESC K562 4941 1074 2005

USF2 H1-hESC HepG2 4180 3519 2766

USF2 GM12878 H1-hESC 5877 3815 3131

USF2 GM12878 HeLa-S3 5544 8811 3464

USF2 GM12878 K562 7108 1179 1900
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USF2 GM12878 HepG2 6265 3542 2743

USF2 HeLa-S3 K562 10336 1140 1939

USF2 HeLa-S3 HepG2 9152 3162 3123

USF2 K562 HepG2 1186 4392 1893

YY1 H1-hESC K562 9914 14941 8192

YY1 H1-hESC HepG2 10992 9952 7114

YY1 GM12878 H1-hESC 20613 8613 9493

YY1 GM12878 K562 18628 11655 11478

YY1 GM12878 HepG2 19651 6611 10455

YY1 K562 HepG2 13607 7540 9526

ZBTB33 GM12878 K562 962 2101 1164

ZBTB33 GM12878 HepG2 942 1670 1184

ZBTB7A K562 HepG2 15994 4580 4489

ZZZ3 GM12878 HeLa-S3 604 151 97
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Appendix B

Table B1: Model: Known-Motif + SVM
TF Cell type 1 Cell type 2 Testset Size Input Size AUC
FOSL1 H1-hESC K562 506 321 0.97
SP2 K562 HepG2 1264 321 0.94
SP2 H1-hESC HepG2 1102 321 0.94
EZH2 H1-hESC HeLa-S3 1078 321 0.94
CEBPB GM12878 HepG2 3274 321 0.94
CEBPB GM12878 H1-hESC 3452 321 0.94
TCF12 H1-hESC HepG2 1288 321 0.93
TCF12 GM12878 HepG2 1242 321 0.93
CEBPB GM12878 K562 3198 321 0.93
BCL11A GM12878 H1-hESC 1604 321 0.93
ELK1 HeLa-S3 K562 732 321 0.71
SP2 H1-hESC K562 302 321 0.7
RFX5 GM12878 HepG2 1534 321 0.7
MAZ HeLa-S3 HepG2 3760 321 0.7
ELK1 GM12878 HeLa-S3 1436 321 0.7
E2F4 GM12878 HeLa-S3 768 321 0.69
GTF2F1 H1-hESC K562 1530 321 0.66
BRF2 HeLa-S3 K562 186 321 0.66
BRCA1 H1-hESC HepG2 420 321 0.65
ELK1 GM12878 K562 688 321 0.63
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Table B2: Model: Known-Motif + logistic regression with `2 penalty
TF Cell type 1 Cell type 2 Testset Size Input Size AUC
FOSL1 H1-hESC K562 506 321 0.96
CEBPB GM12878 HepG2 3274 321 0.94
CEBPB GM12878 H1-hESC 3452 321 0.94
EZH2 H1-hESC HeLa-S3 1078 321 0.93
BCL11A GM12878 H1-hESC 1604 321 0.93
TCF12 H1-hESC HepG2 1288 321 0.92
TCF12 GM12878 HepG2 1242 321 0.92
SP2 K562 HepG2 1264 321 0.92
SP2 H1-hESC HepG2 1102 321 0.92
CEBPB GM12878 K562 3198 321 0.92
SIX5 GM12878 K562 548 321 0.71
RFX5 HeLa-S3 K562 582 321 0.71
SP2 H1-hESC K562 302 321 0.7
MAZ HeLa-S3 HepG2 3760 321 0.7
ELK1 GM12878 HeLa-S3 1436 321 0.7
E2F4 GM12878 HeLa-S3 768 321 0.7
GTF2F1 H1-hESC K562 1530 321 0.67
BRF2 HeLa-S3 K562 186 321 0.67
BRCA1 H1-hESC HepG2 420 321 0.67
ELK1 GM12878 K562 688 321 0.63
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Table B3: Model: Known-Motif + logistic regression with `1 penalty
TF Cell type 1 Cell type 2 Testset Size Input Size AUC
FOSL1 H1-hESC K562 506 321 0.97
SP2 H1-hESC HepG2 1102 321 0.96
CEBPB GM12878 HepG2 3274 321 0.95
SP2 K562 HepG2 1264 321 0.95
EZH2 H1-hESC HeLa-S3 1078 321 0.94
CEBPB GM12878 H1-hESC 3452 321 0.94
BCL11A GM12878 H1-hESC 1604 321 0.93
CEBPB GM12878 K562 3198 321 0.93
TCF12 GM12878 HepG2 1242 321 0.93
TCF12 H1-hESC HepG2 1288 321 0.93
ELK1 GM12878 HeLa-S3 1436 321 0.7
ELK1 HeLa-S3 K562 732 321 0.7
MAZ HeLa-S3 HepG2 3760 321 0.7
E2F4 GM12878 HeLa-S3 768 321 0.69
SIX5 GM12878 K562 548 321 0.68
SP2 H1-hESC K562 302 321 0.67
GTF2F1 H1-hESC K562 1530 321 0.66
BRCA1 H1-hESC HepG2 420 321 0.65
BRF2 HeLa-S3 K562 186 321 0.64
ELK1 GM12878 K562 688 321 0.61
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Table B4: Model: Known-Motif + KNN
TF Cell type 1 Cell type 2 Testset Size Input Size AUC
FOSL1 H1-hESC K562 506 321 0.92
EZH2 H1-hESC HeLa-S3 1078 321 0.89
SIX5 GM12878 H1-hESC 570 321 0.87
SP2 K562 HepG2 1264 321 0.86
SP2 H1-hESC HepG2 1102 321 0.86
TBP GM12878 H1-hESC 3960 321 0.85
TCF12 GM12878 HepG2 1242 321 0.84
TAF1 HeLa-S3 HepG2 3960 321 0.84
STAT1 GM12878 K562 1098 321 0.84
SIX5 H1-hESC K562 584 321 0.84
CHD2 H1-hESC HepG2 1586 321 0.62
BRF2 HeLa-S3 K562 186 321 0.61
ELK1 GM12878 K562 688 321 0.6
CEBPB H1-hESC K562 3960 321 0.6
EZH2 H1-hESC HepG2 1236 321 0.59
ELK1 GM12878 HeLa-S3 1436 321 0.59
E2F4 GM12878 HeLa-S3 768 321 0.59
MAZ HeLa-S3 HepG2 3760 321 0.58
GTF2F1 H1-hESC K562 1530 321 0.56
BRCA1 H1-hESC HepG2 420 321 0.56
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Table B5: Model: K-mer Profile + SVM
TF Cell type 1 Cell type 2 Testset Size Input Size AUC
EZH2 H1-hESC HeLa-S3 1078 4096 0.98
SP2 K562 HepG2 1264 4096 0.94
SP2 H1-hESC HepG2 1102 4096 0.94
FOSL1 H1-hESC K562 506 4096 0.94
CEBPB GM12878 H1-hESC 3452 4096 0.93
TCF12 H1-hESC HepG2 1288 4096 0.92
TCF12 GM12878 HepG2 1242 4096 0.92
SIX5 GM12878 H1-hESC 570 4096 0.92
CEBPB GM12878 HepG2 3274 4096 0.92
BCL11A GM12878 H1-hESC 1604 4096 0.92
MAZ HeLa-S3 HepG2 3760 4096 0.69
ELK1 HeLa-S3 K562 732 4096 0.69
ELK1 GM12878 HeLa-S3 1436 4096 0.69
USF2 K562 HepG2 784 4096 0.68
RFX5 HeLa-S3 K562 582 4096 0.68
BRCA1 H1-hESC HepG2 420 4096 0.68
E2F4 GM12878 HeLa-S3 768 4096 0.67
BRF2 HeLa-S3 K562 186 4096 0.67
GTF2F1 H1-hESC K562 1530 4096 0.63
ELK1 GM12878 K562 688 4096 0.6
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Table B6: Model: K-mer Profile + logistic regression with `2 penalty
TF Cell type 1 Cell type 2 Testset Size Input Size AUC
EZH2 H1-hESC HeLa-S3 1078 4096 0.97
CEBPB GM12878 H1-hESC 3452 4096 0.93
SP2 K562 HepG2 1264 4096 0.92
SP2 H1-hESC HepG2 1102 4096 0.92
FOSL1 H1-hESC K562 506 4096 0.92
BCL11A GM12878 H1-hESC 1604 4096 0.92
TEAD4 H1-hESC K562 3960 4096 0.91
TBP GM12878 H1-hESC 3960 4096 0.91
NFIC GM12878 HepG2 3960 4096 0.91
CEBPB GM12878 HepG2 3274 4096 0.91
RFX5 GM12878 HepG2 1534 4096 0.69
ELK1 HeLa-S3 K562 732 4096 0.69
RFX5 HeLa-S3 K562 582 4096 0.68
ELK1 GM12878 HeLa-S3 1436 4096 0.68
USF2 K562 HepG2 784 4096 0.67
E2F4 GM12878 HeLa-S3 768 4096 0.67
BRF2 HeLa-S3 K562 186 4096 0.67
BRCA1 H1-hESC HepG2 420 4096 0.67
GTF2F1 H1-hESC K562 1530 4096 0.63
ELK1 GM12878 K562 688 4096 0.6

74



Table B7: Model: K-mer Profile + logistic regression with `1 penalty
TF Cell type 1 Cell type 2 Testset Size Input Size AUC
EZH2 H1-hESC HeLa-S3 1078 4096 0.97
FOSL1 H1-hESC K562 506 4096 0.96
SP2 K562 HepG2 1264 4096 0.95
SP2 H1-hESC HepG2 1102 4096 0.95
SIX5 GM12878 H1-hESC 570 4096 0.92
CEBPB GM12878 H1-hESC 3452 4096 0.92
TCF12 GM12878 HepG2 1242 4096 0.92
BCL11A GM12878 H1-hESC 1604 4096 0.91
CEBPB GM12878 HepG2 3274 4096 0.91
TEAD4 H1-hESC K562 3960 4096 0.91
ATF3 GM12878 HepG2 402 4096 0.66
RFX5 HeLa-S3 K562 582 4096 0.65
USF2 K562 HepG2 784 4096 0.65
ELK1 HeLa-S3 K562 732 4096 0.65
ELK1 GM12878 HeLa-S3 1436 4096 0.64
ZZZ3 GM12878 HeLa-S3 100 4096 0.64
BRCA1 H1-hESC HepG2 420 4096 0.63
GTF2F1 H1-hESC K562 1530 4096 0.61
BRF2 HeLa-S3 K562 186 4096 0.6
ELK1 GM12878 K562 688 4096 0.55
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Table B8: Model: K-mer + KNN
TF Cell type 1 Cell type 2 Testset Size Input Size AUC
EZH2 H1-hESC HeLa-S3 1078 4096 0.96
TBP GM12878 H1-hESC 3960 4096 0.89
SP2 K562 HepG2 1264 4096 0.89
FOSL1 H1-hESC K562 506 4096 0.89
SIX5 GM12878 H1-hESC 570 4096 0.88
SP2 H1-hESC HepG2 1102 4096 0.87
SIX5 H1-hESC K562 584 4096 0.87
TCF12 H1-hESC HepG2 1288 4096 0.86
BCL11A GM12878 H1-hESC 1604 4096 0.86
TBP H1-hESC HeLa-S3 3960 4096 0.85
SIN3A GM12878 H1-hESC 2556 4096 0.62
RFX5 HeLa-S3 K562 582 4096 0.62
MAZ HeLa-S3 HepG2 3760 4096 0.62
E2F4 GM12878 HeLa-S3 768 4096 0.62
RBBP5 H1-hESC K562 3804 4096 0.61
ATF3 GM12878 H1-hESC 340 4096 0.61
USF2 K562 HepG2 784 4096 0.6
GTF2F1 H1-hESC K562 1530 4096 0.59
ELK1 GM12878 K562 688 4096 0.59
ZZZ3 GM12878 HeLa-S3 100 4096 0.5
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Table B9: Model: Word2Vector + SVM
TF Cell type 1 Cell type 2 Testset Size Input Size AUC
EZH2 H1-hESC HeLa-S3 1078 500 0.98
SP2 K562 HepG2 1264 500 0.95
SP2 H1-hESC HepG2 1102 500 0.94
FOSL1 H1-hESC K562 506 500 0.94
TCF12 GM12878 HepG2 1242 500 0.92
SIX5 GM12878 H1-hESC 570 500 0.92
CEBPB GM12878 H1-hESC 3452 500 0.92
BCL11A GM12878 H1-hESC 1604 500 0.92
TCF12 H1-hESC HepG2 1288 500 0.91
CEBPB GM12878 HepG2 3274 500 0.91
USF2 HeLa-S3 K562 754 500 0.69
ELK1 HeLa-S3 K562 732 500 0.69
E2F4 GM12878 HeLa-S3 768 500 0.69
BRCA1 H1-hESC HepG2 420 500 0.69
USF2 K562 HepG2 784 500 0.68
RFX5 GM12878 HepG2 1534 500 0.68
ELK1 GM12878 HeLa-S3 1436 500 0.68
BRF2 HeLa-S3 K562 186 500 0.67
ELK1 GM12878 K562 688 500 0.65
GTF2F1 H1-hESC K562 1530 500 0.62
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Table B10: Model: Word2Vector + logistic regression with `2 penalty
TF Cell type 1 Cell type 2 Testset Size Input Size AUC
EZH2 H1-hESC HeLa-S3 1078 500 0.97
SP2 K562 HepG2 1264 500 0.95
SP2 H1-hESC HepG2 1102 500 0.94
FOSL1 H1-hESC K562 506 500 0.94
SIX5 GM12878 H1-hESC 570 500 0.93
TCF12 GM12878 HepG2 1242 500 0.92
CEBPB GM12878 H1-hESC 3452 500 0.92
BCL11A GM12878 H1-hESC 1604 500 0.92
TCF12 H1-hESC HepG2 1288 500 0.91
CEBPB GM12878 HepG2 3274 500 0.91
USF2 K562 HepG2 784 500 0.68
USF2 HeLa-S3 K562 754 500 0.68
ELK1 HeLa-S3 K562 732 500 0.68
E2F4 GM12878 HeLa-S3 768 500 0.68
BRCA1 H1-hESC HepG2 420 500 0.68
RFX5 GM12878 HepG2 1534 500 0.67
ELK1 GM12878 HeLa-S3 1436 500 0.67
BRF2 HeLa-S3 K562 186 500 0.65
GTF2F1 H1-hESC K562 1530 500 0.61
ELK1 GM12878 K562 688 500 0.6
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Table B11: Model: Word2Vector + logistic regression with `1 penalty
TF Cell type 1 Cell type 2 Testset Size Input Size AUC
EZH2 H1-hESC HeLa-S3 1078 500 0.97
SP2 K562 HepG2 1264 500 0.94
SP2 H1-hESC HepG2 1102 500 0.94
FOSL1 H1-hESC K562 506 500 0.93
SIX5 GM12878 H1-hESC 570 500 0.92
CEBPB GM12878 H1-hESC 3452 500 0.92
BCL11A GM12878 H1-hESC 1604 500 0.92
TCF12 GM12878 HepG2 1242 500 0.91
TEAD4 H1-hESC K562 3960 500 0.91
CEBPB GM12878 HepG2 3274 500 0.91
USF2 HeLa-S3 K562 754 500 0.68
BRF2 HeLa-S3 K562 186 500 0.68
E2F4 GM12878 HeLa-S3 768 500 0.67
ATF3 GM12878 HepG2 402 500 0.67
RFX5 GM12878 HepG2 1534 500 0.67
ELK1 GM12878 HeLa-S3 1436 500 0.67
ELK1 HeLa-S3 K562 732 500 0.67
USF2 K562 HepG2 784 500 0.67
GTF2F1 H1-hESC K562 1530 500 0.61
ELK1 GM12878 K562 688 500 0.61

79



Table B12: Model: Word2Vector + KNN
TF Cell type 1 Cell type 2 Testset Size Input Size AUC
EZH2 H1-hESC HeLa-S3 1078 500 0.97
SP2 K562 HepG2 1264 500 0.89
FOSL1 H1-hESC K562 506 500 0.89
TBP GM12878 H1-hESC 3960 500 0.88
TAF1 HeLa-S3 HepG2 3960 500 0.88
SIX5 GM12878 H1-hESC 570 500 0.88
BCL11A GM12878 H1-hESC 1604 500 0.88
SP2 H1-hESC HepG2 1102 500 0.87
SIX5 H1-hESC K562 584 500 0.87
BRF1 HeLa-S3 K562 48 500 0.87
USF2 HeLa-S3 K562 754 500 0.64
CHD2 HeLa-S3 HepG2 972 500 0.64
BRCA1 H1-hESC HepG2 420 500 0.64
RFX5 GM12878 HepG2 1534 500 0.63
ELK1 GM12878 K562 688 500 0.63
USF2 K562 HepG2 784 500 0.62
MAZ HeLa-S3 HepG2 3760 500 0.62
ELK1 GM12878 HeLa-S3 1436 500 0.62
GTF2F1 H1-hESC K562 1530 500 0.59
ZZZ3 GM12878 HeLa-S3 100 500 0.48
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Appendix C

Table C1: TF1, Cell Type 1 and Cell Type 2 form a machine learning experiment and
TF 2 is identified as an important feature for prediction by the model consisting of
known method and logistic regresion with l1 penalty. The TF 1 and TF 2 interactions
are matched with the BioGRID database.

TF 1 Cell Type 1 Cell Type 2 TF 2 Interaction Reference

( + ) ( - ) Observed In

ATF2 GM12878 H1-hESC ATF3 + [100]

ATF3 H1-hESC HepG2 ATF4 - [130]

ATF3 H1-hESC HepG2 CEBP - [101]

ATF3 GM12878 H1-hESC ATF4 - [130]

ATF3 GM12878 K562 CHOP - [28]

ATF3 GM12878 HepG2 ATF4 - [130]

BRCA1 HeLa-S3 HepG2 GATA3 + [120]

CEBPB H1-hESC HeLa-S3 CEBP + [75]

CEBPB GM12878 H1-hESC CEBP - [75]

CEBPB GM12878 HeLa-S3 CEBP - [75]

CEBPB GM12878 K562 CEBP - [75]

CEBPB GM12878 HepG2 CEBP - [75]

CEBPB HeLa-S3 K562 CEBP - [75]

CEBPB HeLa-S3 HepG2 CEBP - [75]

CEBPB K562 HepG2 CEBP - [75]
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E2F4 GM12878 HeLa-S3 E2F1 - [20]

E2F4 HeLa-S3 K562 E2F1 + [20]

FOSL1 H1-hESC K562 ATF3 - [101]

HDAC2 H1-hESC K562 GATA4 - [123]

HDAC2 H1-hESC K562 GFI1B - [107]

HDAC2 H1-hESC HepG2 CEBP - [39]

HDAC2 K562 HepG2 CEBP - [39]

HDAC2 K562 HepG2 GFI1B + [107]

RXRA H1-hESC HepG2 CTCF + [133]

RXRA GM12878 H1-hESC THRA - [23]

RXRA GM12878 HepG2 CTCF + [133]

RXRA GM12878 HepG2 THRA - [23]

SIN3A GM12878 H1-hESC CTCF - [79]

SP1 H1-hESC K562 GATA4 - [47]

SP1 H1-hESC HepG2 HNF4A - [128]

SP1 GM12878 HepG2 HNF4A - [128]

SP1 GM12878 HepG2 MEF2C + [69]

SP1 K562 HepG2 GATA4 + [47]

SP1 K562 HepG2 HNF4A - [128]

SRF GM12878 K562 GATA4 - [15]

STAT1 GM12878 HeLa-S3 STAT1 - [72]

STAT1 GM12878 HeLa-S3 STAT3 - [115]
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STAT1 GM12878 K562 STAT1 - [72]

STAT1 GM12878 K562 STAT3 - [115]

STAT1 HeLa-S3 K562 STAT1 + [72]

STAT1 HeLa-S3 K562 STAT3 + [115]

STAT5A GM12878 K562 STAT5 - [129]

TAF7 H1-hESC K562 GATA1 - [100]

TBP H1-hESC HepG2 HNF4A - [54]

TBP GM12878 H1-hESC SPIB + [99]

TBP GM12878 HeLa-S3 SPIB + [99]

TBP GM12878 HepG2 HNF4A - [54]

TBP HeLa-S3 K562 ATF4 + [73]

TBP HeLa-S3 K562 SP1 - [78]

TBP HeLa-S3 HepG2 HNF4A - [54]

TBP K562 HepG2 HNF4A - [54]

TCF12 GM12878 H1-hESC RUNX1 + [138]

USF2 H1-hESC HeLa-S3 USF1 + [126]

USF2 H1-hESC HepG2 USF1 + [126]

USF2 GM12878 H1-hESC USF1 - [126]

USF2 GM12878 HepG2 USF2 - [42]

USF2 HeLa-S3 K562 USF1 - [126]

USF2 HeLa-S3 HepG2 USF2 - [42]

USF2 K562 HepG2 USF2 - [42]
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YY1 H1-hESC HepG2 YY1 + [127]

YY1 GM12878 H1-hESC YY1 - [127]

YY1 GM12878 K562 YY1 - [127]

YY1 K562 HepG2 YY1 + [127]

ZBTB33 GM12878 HepG2 TCF4 - [36]
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