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Abstract 
 

The ever-growing capacity demand for datacenter interconnects (DCIs), for intra- and inter-

datacenter networking, controls the development of the cutting-edge software/hardware 

technologies in data communications. However, the concern of these applications is not only the 

capacity, but also the cost, power consumption, complexity, and the form factor of the deployed 

transceivers. This makes investing in integrated optoelectronic devices important. Specifically, 

InP-based platform is a promising state-of-the-art technology to achieve high capacity 

transmission and build small form factor transceivers. Another challenge for intra-datacenter 

networking is to provide a full bisection bandwidth in core layer switching. Providing full 

bisection bandwidth using electronic switching is challenging due to limited bandwidth, wiring 

complexity, and power consumption. Accordingly, the use of optical switching is necessary not 

only to meet current challenges, but also to provide reliable solution for next generation intra-

datacenter networking.  

In this thesis, we aim at investigating and proposing possible optical solutions for DCIs 

operating in intra- and inter-datacenter networking. In intra-datacenter networking, we propose 

possible network architectures for practical implementation of optical core switching. More 

specifically, we address the system level and associated control plane requirements, and how the 

physical layer optical components operate within this proposed network architecture. Next, we 

move deeper into the physical layer and propose an optical solution that increases the capacity 

per wavelength taking into consideration system complexity. On the other hand for inter-

datacenter networking, we demonstrate the viability of deploying InP-based dual polarization in-

phase/quadrature (IQ) modulator (InP-based DP-IQM) in optical transceivers of high speed 

DCIs. The abovementioned DCI solution is a high-speed optical coherent transmission system 

enabled by the use of two successive generations of digital-to-analog converter (DAC) 

technology and digital signal processing (DSP) that handle transceiver impairments. In addition, 

we investigate a two-dimensional Stokes vector direct detection (2D-SV-DD) system as an 

alternate solution for inter-datacenter applications with reduced complexity at the expense of 

halving the capacity compared to coherent systems.  
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In the first part of this thesis, we focus on intra-datacenter networking including how optical 

switching can be implemented in terms of network architecture and switching paradigm. We 

propose an arrayed waveguide grating router based (AWGR-based) switching mechanism for 

passive optical switching in an optical burst switching (OBS) datacenter. In addition, we propose 

a contention resolution strategy that uses electronic assembly buffers at the transmitter for both 

burst construction and contention resolution. Next, we propose a self-homodyne system for intra-

datacenter interconnects using small form factor InP-based DP-IQM. The main idea of the 

proposed system is to benefit from the full duplex fibers connecting the optical transceivers 

within the datacenter to enable coherent reception with reduced complexity. We report data rate 

of 448 Gb/s and 320 Gb/s on a single wavelength below KP4 forward error correcting threshold 

at 2 km and 10 km, respectively. 

In the last part of the thesis, we focus on inter-datacenter interconnects deploying InP-based 

DP-IQM in optical coherent transmission and 2D-SV-DD system. We build a test bed for optical 

coherent transmission for InP-based DP-IQM and evaluate the viability of using this integrated 

technology for 400G and beyond next generation systems for DCIs. We demonstrate 

experimentally, using an InP-based DP-IQM on a single wavelength, 448 Gb/s (56 Gbaud PDM-

16QAM) and 770 Gb/s (77 Gbaud PDM-32QAM) transmission over 500 km and 320 km 

enabled by DACs operating at sampling rates of 65.7 GSps and 84 GSps, respectively. Next, we 

explore the use of the same InP device in the less complex 2D-SV-DD system. We demonstrate 

experimentally the transmission of single carrier 56 Gbaud 16QAM, 8QAM, and QPSK optically 

modulated signals over 320, 960, and 2,880 km, respectively, enabled by 64 GSps DAC and 

using chromatic dispersion (CD) pre-compensation at the transmitter side. In addition, we 

experimentally demonstrate using 84 GSps DAC, aided with mathematical analysis, two suitable 

methods for CD compensation, namely CD pre- and post-compensation for 2D-SV-DD system. 

Our findings reveal that CD pre-compensation can be used for any transmission distance, where 

we are able to report the highest throughput-times-distance product achieved in Stokes 

transmission systems. For example, 84 Gbaud QPSK and 64 Gbaud QPSK transmissions reached 

3,520 km and 4,800 km below the bit error rate (BER) of 2×10-2 achieving 591,360 Gb/s.km and 

614,400 Gb/s.km throughput-times-distance products, respectively. 
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Résumé  
 

La demande croissante de capacité pour les interconnexions dans les centres de données (ICD), 

pour les réseaux intra- et inter-centres de données, contrôle le développement des technologies 

logicielles / matérielles de pointe pour la transmission de données. Cependant, le focus de ces 

applications n'est pas seulement la capacité, mais aussi le coût, la consommation d'énergie, la 

complexité et le facteur de forme des émetteurs-récepteurs déployés. Il est donc important 

d'investir dans les dispositifs optoélectroniques intégrés. Plus précisément, la plate-forme basée 

sur InP est une technologie de pointe prometteuse pour la transmission à large capacité et la 

construction d’émetteurs-récepteurs à facteur de forme de petite taille. Un autre défi pour les 

réseaux intra-centres de données est de fournir une largeur de bande de bissection complète pour 

la commutation de la couche centrale. Fournir une largeur de bande de bissection complète en 

utilisant la commutation électronique est difficile en raison de la bande passante limitée, la 

complexité du câblage et la consommation d'énergie. En conséquence, l'utilisation de la 

commutation optique est nécessaire non seulement pour relever les défis actuels, mais aussi pour 

fournir une solution fiable pour la prochaine génération de réseaux intra-centres de données. 

 Dans cette thèse, nous visons à étudier et à proposer des solutions optiques possibles pour 

les ICD intra- et inter- centres de données. Pour les réseaux intra-centres de données, nous 

proposons des architectures de réseau possibles pour la mise en application pratique de la 

commutation optique de la couche centrale. Plus précisément, nous abordons le niveau système 

et les exigences associées pour le plan de commande, et comment les composants optiques de la 

couche physique fonctionnent sous cette architecture de réseau proposée. Ensuite, nous allons 

plus profond dans la couche physique et proposons une solution optique qui augmente la capacité 

par longueur d'onde en tenant compte de la complexité du système. D'autre part, pour les réseaux 

inter-centres de données, nous démontrons la viabilité du déploiement du modulateur en phase / 

quadrature (IQ) à double polarisation basé sur InP (MIQ-DP sur plateforme InP) dans les 

émetteurs-récepteurs optiques des ICD à grande vitesse. La solution ICD susmentionnée est un 

système de transmission optique cohérent à grande vitesse, rendu possible grâce à l'utilisation de 

deux générations successives de convertisseurs digital-analogique (CDA) et du traitement 

numérique des signaux (DSP) qui gèrent les dégradations de l'émetteur-récepteur. De plus, nous 
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étudions un système bidimensionnel de détection directe de vecteurs de Stokes (2D-DD-VS) 

comme solution alternative pour les applications inter-centres de données, avec une complexité 

réduite mais au détriment d’une réduction de la capacité par rapport aux systèmes cohérents. 

 Dans la première partie de cette thèse, nous nous concentrons sur les réseaux intra-centres 

de données, notamment sur la façon dont la commutation optique peut être mise en œuvre en 

termes d'architecture de réseau et de paradigme de commutation. Nous proposons un mécanisme 

de commutation basé sur un routeur réseau à guides d'ondes (AWGR) pour la commutation 

optique passive dans un centre de données avec commutation en rafale (OBS). De plus, nous 

proposons une stratégie de résolution de contention qui utilise des tampons d'assemblage 

électroniques à l'émetteur pour la construction de rafales et la résolution de contention. Ensuite, 

nous proposons un système auto-homodyne pour les interconnexions intra-centres de données, 

utilisant un MIQ-DP à petit facteur de forme basé sur InP. L'idée principale du système proposé 

est de bénéficier des fibres bidirectionnelles simultanées reliant les émetteurs-récepteurs optiques 

au sein du centre de données pour permettre une réception cohérente avec une complexité 

réduite. Nous rapportons un débit de données de 448 Gb / s et 320 Gb / s sur une seule longueur 

d'onde sous le seuil de correction d'erreur directe KP4 à 2 km et 10 km, respectivement. 

Dans la dernière partie de la thèse, nous nous intéressons aux interconnexions inter-centres de 

données qui déploient le MIQ-DP basé sur InP dans un système de transmission optique 

cohérente avec 2D-DD-VS. Nous construisons un banc d'essai pour la transmission cohérente 

optique avec le MIQ-DP basé sur InP et évaluons la viabilité de l'utilisation de cette technologie 

intégrée pour les systèmes de prochaine génération 400G et au-delà pour les ICD. Nous 

démontrons expérimentalement, en utilisant un MIQ-DP basé sur InP à une seule longueur 

d'onde, une transmission de 448 Gb / s (56 Gbaud PDM-16QAM) et 770 Gb / s (77 Gbaud PDM-

32QAM) sur 500 km et 320 km rendue possible par des CDA fonctionnant à des taux 

d'échantillonnage de 65,7 GSps et 84 GSps, respectivement. Ensuite, nous explorons l'utilisation 

du même MIQ-DP basé sur InP dans le système 2D-DD-VS, moins complexe. Nous démontrons 

expérimentalement la transmission de signaux optiques modulés à 56 Gbaud sur une seule 

longueur d'onde aux formats 16QAM, 8QAM et QPSK sur 320, 960 et 2 880 km respectivement, 

avec un CDA à 64 GSps et en utilisant la pré-compensation de dispersion chromatique (DC) au 

niveau de l'émetteur. De plus, nous démontrons expérimentalement, en utilisant un CDA à 84 

GSps et une analyse mathématique, deux méthodes appropriées pour la compensation de DC, à 
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savoir la pré et post-compensation DC pour le système 2D-DD-VS. Nos résultats révèlent que la 

pré-compensation de DC peut être utilisée pour toute distance de transmission, où nous sommes 

en mesure de rapporter le produit débit-distance le plus élevé atteint dans les systèmes de 

transmission Stokes. Par exemple, des transmissions de 84 Gbaud QPSK et 64 Gbaud QPSK ont 

atteint 3 522 km et 4 800 km en-dessous du taux d'erreur binaire (TEB) de 2 × 10-2, atteignant 

respectivement des produits débit-distance de 591 360 Gb / s.km et de 614 400 Gb / s.km. 
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Chapter 1  
Introduction 
1.1 Motivation 

 
The tremendous increase in global IP traffic, driven by cloud computing, Internet of Things 

(IoT), and data storage, reflects on capacity demand in the data-communication industry. 

According to the Cisco global cloud index forecast [1], the global datacenter IP traffic will 

experience more than three-fold increase in the period from 2015 to 2020 to reach almost 15.3 

Zettabytes (ZB) (1 ZB = 1021 bytes) by 2020. Out of the global datacenter traffic, about 77% is 

concentrated in the intra-datacenter networking, i.e., it stays within the same datacenter. This 

large percentage of intra-datacenter traffic can be explained in light of the huge amount of 

background data processing and associated applications, which generates much more traffic than 

what is delivered to the end users. Since intra-datacenter interconnects have traditionally relied 

on either electrical interconnects over copper links or optical interconnects over multimode fibers 

and utilizing vertical cavity surface emitting lasers (VCSELs), these current solutions can no 

longer provide the required capacity or reach (due to increasing datacenter sizes) [2]. Hence, in 

order to cope with the above-mentioned massive intra-datacenter traffic growth, there is an 

immense need for next generation low-cost and power efficient optical interconnects operating 

over single mode fiber to deliver higher capacities (> 100 Gb/s) over typical intra-datacenter 

reaches of up to 10 km [2].  

Along with the need for high speed optical interconnects operating over single mode fibers for 

intra-datacenter interconnects, the capacity increase of these transceivers, that are traditionally 

plugged into the faceplates of core/aggregate switches, will push the overall switching capacity 

to levels at which electronic switching is no longer a viable solution. Alternatively, all-optical or 

hybrid electronic/optical switching must replace conventional electronic switching in order to 

provide the desired future switching capacity while maintaining a reasonable power 

consumption [2]. In all-optical switching, the reduction in power consumption is attributed to the 

absence of optical-to-electrical (O/E) and electrical-to-optical (E/O) conversion at the core layer 

electronic switches. However, the optical switching technology still lakes maturity especially 
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with the absence of a practical methodology to resolve potential contentions by buffering packets 

all-optically. Along with the above challenges, another important aspect in intra-datacenter 

networking is the massive number of connections required by DCIs, which pushes the demand 

towards having small form factor solutions to enable compact pluggable interconnects and 

provide the high port density required. Photonics integrated circuits (PICs) provide promising 

solutions for integrated pluggable solutions where several optical components can be integrated 

on one host material beside the potential co-integration with CMOS electronic devices. Silicon 

photonics (SiP) and Indium Phosphide (InP) platforms are two candidates capable of hosting 

integrated solutions for DCIs [3-6].  

In parallel with the escalating traffic volume in intra-datacenter applications, there is also a 

growing capacity demand for inter-datacenter links, which interconnect geographically distant 

datacenters. According to the Cisco global cloud index forecast [1], the compound annual growth 

rate (CAGR) of inter-datacenter traffic over the five-year period from 2015 to 2020 is nearly 

32%, which is the highest compared to CAGR of intra-datacenter and datacenter-to-user traffic. 

This highlights the importance of addressing the increasing capacity demand over inter-

datacenter reaches, which are typically within few hundreds of kilometers. Over these reaches, 

we face additional challenges besides those encountered over intra-datacenter reaches. For 

example, optical propagation loss is hardly an issue for short-reach intra-datacenter interconnects 

because of the short propagation distance whereas for inter-datacenter reaches, propagation loss 

is a major impairment that affects the signal quality. Thus, optical amplifiers must be employed 

and C-band operation around 1550 nm is typically adopted due to the lower propagation loss 

coefficient of the optical fiber at this operating wavelength in addition to the availability of 

mature optical amplification technology by means of Erbium doped fiber amplifiers (EDFAs). 

Since inter-datacenter DCIs should operate in the C-band, they have to be capable of 

compensating fiber chromatic dispersion (CD). In addition, they must provide high spectral-

efficiency to achieve the desired aggregate capacity per link. Optical coherent system is a 

potential solution that achieves both requirements. The coherent detection at the receiver allows 

the full compensation of CD with digital signal processing, i.e., without the use of optical 

dispersion compensation which would add insertion loss to the total link loss if employed [7]. In 

addition, coherent transmission provides very high spectral efficiency with the use of advanced 

modulation formats, e.g., quadrature amplitude modulation (QAM) compared to On-Off keying 
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(OOK) adopted in legacy intensity modulation/direct-detection (IM/DD) transceivers. However, 

the cost of implementing a coherent transceiver is relatively higher than direct-detection 

schemes, which is typically not a concern for long-haul/metro applications but may prove 

prohibitive for implementation over some of inter-datacenter links. Hence, there is a need for 

alternative solutions that are: 1) capable of providing spectral efficiency higher than IM/DD, 2) 

able to combat chromatic dispersion, and 3) more cost efficient relative to coherent. 

1.2 Background summary and literature review 
In this section, we present an essential summary for the technical background of the topics 

covered in this thesis and the related literature review. In subsection 1.2.1, we introduce the 

concept of the optical burst switching and different physical realization methods for optical 

switching. In addition, we present approaches available in literature to implement optical 

switching in the intra-datacenter networking. Subsection 1.2.2 is dedicated to highlight the 

challenges associated with the DCIs in intra-datacenter networking and different approaches to 

meet those challenges. Finally, we continue addressing the DCIs, but in the inter-datacenter 

networking applications. In subsection 1.2.3.1, we provide a background to the optical coherent 

system used in inter-datacenter communication, and then we describe another potential solution 

in literature using Stokes vector direct detection system in subsection 1.2.3.2. 

1.2.1 Optical switching for high speed optical systems in intra-Datacenter 
networking 

1.2.1.1 Optical burst switching 

Optical burst switching (OBS) network architecture consists of three main network components: 

ingress node (source), egress node (destination), and core node. In the ingress node, the 

aggregation of the data packets into data bursts (the transmission unit in OBS) in assembly 

buffers takes place according to one of the assembly algorithms [8]. The three main assembly 

algorithms in the OBS are burst-length-based, time-based, and hybrid burst assembly algorithms 

[8-10]. Thus, the data burst has variable length that depends on the packet offered load and the 

threshold or thresholds of the used assembly algorithm.  

One of the main features of the OBS is the separation between the control plane and the data 

plane. The control packet is sent prior to the data burst on dedicated channels for the control 
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packets to configure the core nodes in the path [8, 11, 12]. There are three main types for 

signaling protocol:  

• Centralized signaling protocol which requires the existence of the ingress nodes, core 

nodes, and the egress nodes in a limited geographical area [8, 11]. 

• Two-way reservation protocol where the control packet is sent configuring the core 

nodes in the path between the ingress node and the egress node, meanwhile the ingress 

node waits for a response to send the data burst [8].  

• One-way reservation protocol where the control packet is sent followed by the data 

burst either immediately or with an offset. If the data burst is sent immediately after 

the control packet the data packet needs to be delayed using a fiber delay line (FDL) 

until the control packet is processed. This signaling protocol is called tell-and-go 

(TAG) signaling protocol [8]. If there is an offset between the control packet and the 

data burst, two other signaling protocols can be used namely; just-in-time (JIT), and 

just-enough-time signaling protocols [8]. In JIT, the core node reserve the required 

resources since the control packet arrival until it receives a release packet from the 

ingress node [13]. In JET, the control packet contains information about the burst 

length and the time offset between the control packet and the data burst [14]. The core 

node reserve the resources for duration equivalent to the data burst length, when the 

data burst reaches the core node. 

Finally, the core node uses one of the scheduling algorithms to assign a wavelength to the data 

burst. The used scheduling algorithm can depend on the voids (idle periods between the 

scheduled data bursts) or can depend only on the availability in the horizon. More details about 

the proposed scheduling algorithm for OBS can be found in [8, 10, 12]. 

 

1.2.1.2 Optical switching physical realization 

For all-optical switching physical realization, there are two methods; either the broadcast-

selective method or the space switching method. In the broadcast-selective method, the optical 

signal at each input port is split into multiple branches; each branch is dedicated to one of the 

output ports. After selection by ON-OFF elements like semiconductor optical amplifiers (SOAs), 

all branches that are dedicated to a certain output port are combined at this output port [15]. The 
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problem of this method is the degradation of the optical signal due to excessive power loss 

associated with the broadcast process, which limits the number of ports. In [16], the authors used 

EDFA to compensate for the power loss. On the other hand, the space switching method 

connects between an input/output pair without power splitting. There are different approaches for 

this method implementation like: 

• The use of MEMS. However, the configuration time of MEMS is relatively high, i.e. 

approximately 3-10 msec [17]. In [18], MEMS are used when appropriate along with 

electronic switching. 

• The use of MZI in an optical-cross-connect switch [19]. This implementation causes 

signal degradation and the realized switches are with small number of ports [20, 21].  

• The use of AWGR-based switching mechanisms [22-28]. This approach is scalable 

and signal quality at the output ports is sufficient for reception excluding cases where 

the signal passes through the AWGR several times as in [23], where authors need to 

use EDFA in some cases when they resolve the contention using fiber delay lines. 

The most important properties of the AWGR switching element can be summarized as 

follows: 

• The wavelength routing property: This property implies that the destined output port is 

dependent on the wavelength used at a given input port. The AWGR allows any input 

port to be connected to any output port using the appropriate wavelength as shown in 

Fig. 1.1.  

• The cyclic property: This property depends on a spectral range known as the free 

spectral range (FSR) where a wavelength, that is used to connect a given input-output 

port pair, can connect between other pairs in a cyclic fashion. Fig. 1.1 illustrates this 

cyclic property where, for example, inputs i = 1, 2, and 3 can communicate 

simultaneously with outputs o = N, 1, and 2, respectively, at same wavelength λN. 

• The periodicity of the cyclic property every FSR where within each FSR includes a 

number of wavelengths equal to the number of ports and the cyclic property is 

effective among these wavelengths. For example, if the number of ports is N, the first 

FSR contains N wavelengths. Each input port can use these wavelengths to 

communicate with the N output ports. The second FSR contains N wavelengths that 
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can be used in the same fashion as wavelengths in the previous FSR as illustrated in 

Fig. 1.2, which is taken from [27]. 
 
 

 

Fig. 1.1 AWGR wavelength routing feature where 𝜆𝑤
(𝑖,𝑜)means wavelength number w connects between input 

number i and output number o. 

 

 

 

Fig. 1.2 AWGR cyclic property periodicity. 

1.2.1.3 Optical switching implementation in intra-datacenter networking and contention 
resolution strategies 

As mentioned in section 1.1, the use of optical switching is necessary not only to meet current 

challenges, but also to provide a reliable solution for next generation networks in datacenters. 

Thus, all-optical switching implementation in intra-datacenter networking and high performance 

computing networks has become one of the cutting-edge technologies that concerns researchers 

in datacom [22, 23, 26, 29-33].  

One of the proposed solutions for optical switching is to use a single AWGR equipped with 

tunable wavelength converters (TWCs) at its input ports for switching [22]. Optical label 
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data packet is optically delayed in a FDL until the label is processed; scheduling is done and the 

TWC is configured by the control unit. If contention occurs, packets are buffered in a 

synchronous dynamic random access memory (SDRAM) after O/E conversion. When the 

contention is over, packets are retransmitted exhibiting another E/O conversion.  

Similarly in [23], an AWGR, equipped with TWCs at its input and output ports, is used as a 

single switch in a multistage switching system. FDLs are used instead of SDRAM for contention 

resolution. EDFA are used to make the signal level suitable as an input to the TWC. The TWC is 

adjusted such that the optical signal is kept circulating in the FDLs until the contention is 

resolved. 

In [33], authors used centralized control along with the burst assembly buffers to resolve the 

contention. Horizon scheduling algorithm is used based on a synchronous system to schedule the 

burst transmission based on prospective connection releases [8]. The centralized scheduler 

assigns the wavelength and the start time for burst transmission for the source pod. Although, the 

authors provided options for switches that can be used in the network architecture, they did not 

address the physical implementation of the optical switching and how it interacts with the control 

plane. 

1.2.2 High speed integrated optical solutions for datacenter interconnects in 
intra-datacenter networking 

As mentioned in section 1.1, the intra-datacenter networking where cloud services take place has 

the largest share of IP traffic. Thus, the implementation of high speed and cost effective DCIs is 

necessary not only for current data rate requirements, but also for next generation intra-

datacenter networking that requires 400G and beyond transmission. 100 Gb/s transmissions for 

short reach application has already been standardized [34]. The main idea is to have four fiber 

lanes or four wavelengths; each carrying a 25 Gb/s OOK signals. In the 400 GbE task force [35], 

a more advanced modulation format; namely 4-level pulse amplitude modulation (PAM-4), is 

adopted in two different configurations. First, four fiber lanes operating at a symbol rate of 50 

Gbaud is the configuration chosen for Ethernet frames transmission over 500 m of SMF links. 

The second configuration uses eight wavelengths on 800 GHz grid; each carrying 25 Gbaud 

PAM-4 signal, for transmission over 2 km and 10 km. However, capacity per wavelength shortly 

requires a significant increase to achieve 800 Gb/s and 1.6 Tb/s transmission [36].  
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Recently, high-speed experimental demonstrations for IM/DD transmission have been 

reported using various advanced modulation formats. The most common approach is increasing 

the symbol rate using PAM-4 modulation format [37-44]. Another proposed technique is the 

half-cycle Nyquist subcarrier modulated 16-ary quadrature amplitude modulation (16QAM) with 

polarization-division multiplexing (PDM) [45, 46]. However, the polarization demultiplexing 

was done using manual adjustment of the polarization controller. Similar approach called multi-

band carrierless amplitude phase modulation (multi-CAP) allows for QAM modulation in a 

direct detection system [40, 47-49]. Finally, another well-known candidate for high-speed 

IM/DD transmission is the discrete multi-tone (DMT) [40, 50, 51]. For example, 400 Gb/s 

transmission has been experimentally demonstrated as 4 × 100 Gb/s using DMT and 4 directly 

modulated lasers (DMLs) over 30 km in [50] in the O-band. 

Along with demonstrations for the future 400 Gbps and 1 Tbps short reach links, the 

technology of the used platform is investigated for integrated and cheap solutions for DCIs. SiP 

and InP devices are two candidates for integrated photonics platforms [3, 4]. Both are useful host 

material for fabricating photonic integrated devices (e.g., the modulator, photodiodes, etc.) 

because of large scale integration, and CMOS compatibility, enabling co-integration with SOA, 

lasers, and RF drive amplifiers [6, 52, 53]. Several demonstrations have been reported using SiP 

[37, 54-57] and InP devices [52, 53, 58-63] as potential integrated solutions in optical systems. 

InP modulators have the advantage of achieving high bandwidth at much lower Vπ which may 

be as low as 1.5 V [63, 64]. This reduces the driving RF requirements which reduce the overall 

power consumption in large-scale implementation like in intra-datacenter networking. 

1.2.3 High speed integrated optical systems for datacenter interconnects in 
inter-datacenter networking 

1.2.3.1 Optical coherent systems 

For intra-datacenter reaches (less than 40 km), intensity modulation at the transmitter and direct 

detection at the receiver (IM/DD) is adopted for cost efficient system and to enable small form 

factor devices. Although inter-datacenter networking has the same requirements in terms of 

deploying cost effective small form factor pluggable solutions, the inter-datacenter reaches 

(<1000 km) make the coherent detection be the current choice for inter-datacenter networking. In 
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this subsection, we present basics of optical coherent transmission and associated digital signal 

processing at the transmitter (Tx-DSP) and receiver (Rx-DSP). 

In classical single carrier dual polarization optical coherent system, the electric fields of the 

X-polarization and Y-polarization of a continuous wave laser source are modulated at the 

transmitter such that each polarization carries independent complex symbols using optical in-

phase/quadrature modulator (IQM) as shown in Fig. 1.3. The RF signals used by the IQM to 

modulate the optical signal are generated by four DACs followed by RF linear drivers. Next, the 

modulated optical signal is launched over the optical channel, which includes several spans of 

single mode fibers (SMFs). An inline EDFA follows each fiber span to compensate for the 

optical attenuation due to signal propagation in the SMF link. At the Rx, a coherent front-end 

shown in Fig. 1.3 uses a local oscillator (LO) with the same wavelength used by the laser source 

at the transmitter for coherent detection. Two polarization beam splitters (PBSs) are used to split 

X-polarization and the Y-polarization of the signal and the LO.  Each polarization is introduced 

to a 90o optical hybrid followed by four balanced photodetectors (BPDs) to provide four signals 

corresponding to the I and Q components on both polarizations of the received optical field. The 

analogy of beating between the LO and the signal on the photodetectors after the 90o hybrid is 

the same sense as RF mixing between the local oscillator (sin and cos) and the wireless signal 

with addition to the low pass filter effect. However, in optical detection, we have direct detection 

terms which are the signal instantaneous power and the LO power. That is why we use BPDs to 

remove the direct detection terms. The output baseband signals from the balanced detection are 

then sampled by ADCs and processed by the Rx-DSP.  
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Fig. 1.3 Coherent transmission system architecture. 

Before handling the DSP stack in the optical coherent system, we introduce the main system 

impairments affecting the used DSP algorithms. First, we review briefly impairments 

accompanied by the optical signal propagation in the optical fiber. Beside attenuation 

compensated by using the inline EDFAs, the optical signal undergoes: 
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• Chromatic dispersion (CD) or group velocity dispersion highlighted in section 1.1 [7]. 

The CD happens due to different propagation velocities of the wavelength 

components of the signal spectrum from the refractive index dependency on the used 

wavelength. In other words, an optical pulse will spread in the time domain during 

propagation. Fortunately, this impairment is a static impairment, where it can be 

compensated knowing the dispersion parameter and the dispersion slope that 

characterize the optical fiber through which the propagation occurs. 

• Polarization mode dispersion (PMD) and polarization rotation [7]. The PMD happens 

due to the imperfection of the cylindrical shape of the core fiber, i.e., the axes of the 

core fiber are not symmetric. This imperfection is known as fiber birefringence. The 

asymmetry in the fiber axes results in slight deviation in the velocity of the 

polarization modes on those axes leading to PMD effect on the propagating signal. In 

addition, the fiber birefringence axes randomly rotate along the fiber. The overall 

effect of this birefringence fluctuation is a polarization rotation of the input signal to 

the fiber such that the output signal has a random state of polarization that differ from 

the state of polarization of the input signal. 

• Nonlinear impairments [7]. If the signal is propagating in a single carrier 

transmission, it suffers from a nonlinear effect, called self phase modulation (SPM). If 

there is a WDM transmission, the signal on a specific channel is affected by the 

neighboring channels by another sort of nonlinear effect, called cross phase 

modulation (XPM). Those effects in general depend on the power profile and the 

power level of the propagating signals. There are other nonlinear effects on the 

optical signal depending on the scenario used in the system, e.g., four wave mixing 

(FWM), stimulated Raman scattering (SRS), and stimulated Brillouin scattering 

(SBS). More details about the nonlinear impairments can be found in [7]. 

Next, we review the basic DSP stack used in this thesis for coherent system. Indeed, all DSP 

tasks can be done at the receiver side. However, introducing some of this DSP at the transmitter 

side enhances the system performance. For example, performing pulse shaping at the transmitter 

side helps in mitigating the inter-symbol interference (ISI) and enhances the system 

performance. A raised cosine (RC) pulse shaping provides a band-limited spectrum and zero ISI 

[65]. Typically, the RC pulse shaping filter is split into two matched root-raised cosine (RRC) 
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filters at the Tx-DSP and Rx-DSP to maximize the signal-to-noise-ratio (SNR) assuming an 

additive white Gaussian noise (AWGN) channel. In addition to pulse shaping, the Tx-DSP may 

include equalization of the frequency response of the DAC, RF amplifier and IQM, and non-

linear compensation of the transfer function of the Mach-Zehnder I-Q modulator shown in Fig. 

1.4(a). The Rx-DSP compensates for imperfections in the Rx front-end, chromatic dispersion 

associated with the optical signal propagation in the fiber. In addition, Rx-DSP performs 

matched filtering if pulse shaping is done at the Tx-DSP, time recovery, frequency offset 

removal, phase noise mitigation and polarization de-multiplexing as shown in Fig. 1.4(b). A 

more detailed discussion for the mentioned DSP in addition to the used algorithms can be found 

in [66-76]. 
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Fig. 1.4 Basic DSP stack: (a) Tx-DSP, and (b) Rx-DSP. 

1.2.3.2 Stokes Vector Direct Detection (SV-DD) system 

In optical communications, there are two orthogonal state of polarizations (SOPs) that can carry 

two independent signals. The transmitted field of the optical signal can be represented either 

using Jones vector 𝐸𝑡 = �𝐸𝑥𝑡 𝐸𝑦𝑡�
𝑇
 or Stokes vector 𝑆𝑡 = [𝑆0𝑡 𝑆1𝑡 𝑆2𝑡 𝑆3𝑡]𝑇, where the four 

Stokes parameters are related to Jones vector by 𝑆0𝑡 =  |𝐸𝑥𝑡|2 + �𝐸𝑦𝑡 �
2
, 𝑆1𝑡 =  |𝐸𝑥𝑡|2 − �𝐸𝑦𝑡�

2
, 

𝑆2𝑡 = 2Re�𝐸𝑋𝑡𝐸𝑌𝑡
∗�, 𝑆3𝑡 = 2Im�𝐸𝑋𝑡𝐸𝑌𝑡

∗�, and T is the vector transpose. In this subsection, we are 

focusing on representing the signal in Stokes space where all Stokes parameters are real and can 

be directly detected using photodetectors (PDs). SV-DD system has emerged as a possible 

solution to increase the data rate on single carrier for short reach with respect to IM/DD systems 

and to simplify the complexity with respect to coherent detection [58, 77-83]. In short reach 

systems, it allows for polarization multiplexing and de-multiplexing for IM/DD system using 
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multiple-input-multiple-output (MIMO) DSP [83]. In another case, the second polarization may 

not be modulated such that it is used as a carrier for signal beating at the receiver [81]. However, 

the used receiver optical front-end is still the same for detecting the Stokes vector representation 

of the received signal and using the DSP the transmitted data is retrieved. 

In [82], possible transmitter configurations to transmit data that can be retrieved by SV-DD 

have been presented along with possible receiver optical front ends for SV-DD. The IM/DD is a 

unidimensional (1D) modulation where the intensity of a CW laser power is either modulated 

directly or using external modulator at the transmitter, and a PD is used at the receiver to detect 

the modulated power. The Stokes vector direct detection system using one hybrid and 3 BPDs at 

the receiver extends the modulation dimensions to 2D and 3D on a single carrier. The 2D 

modulation can be either IM on the two orthogonal polarizations [83] or complex modulation on 

one polarization using IQM and sending a reference carrier on the other polarization [81]. From 

the Stokes vector equations, the two IM signals in the first 2D modulation configuration can be 

retrieved by detecting 𝑆0𝑡 and 𝑆1𝑡. However, after optical signal propagation in the fiber, the 

received Stokes is rotated by a rotation matrix 𝑅, where 𝑆𝑟 = 𝑅𝑆𝑡. Thus, MIMO DSP needs to 

have access to the other two Stokes parameters to de-rotate the received Stokes and retrieve the 

two IM signals. In the second 2D modulation configuration can be retrieved by detecting 𝑆2𝑡 and 

𝑆3𝑡. In this configuration, after de-rotation 𝑆2 and 𝑆3 represent the electric field of the modulated 

polarization which allows for compensating the chromatic dispersion. It is worth noting that 

𝑆0𝑡 = 𝑆0𝑟 = �(𝑆12 + 𝑆22 + 𝑆32), where 𝑆0 is representing the total power of the signal. Thus after 

normalization of the transmitted and received signal powers the first row in the rotation matrix 𝑅 

is [1 0 0 0]. Thus, the maximum degree of freedom without any additional hardware is 3D 

which can be achieved by several configurations shown in [82]. An attempt to achieve 4D 

modulation using differential phase between two successive symbols in Stokes space is 

demonstrated in [84]. This requires additional delay and an additional 2×4 900 hybrid. In this 

thesis, we focus on using the second configuration of 2D modulation illustrated in Fig. 1.5 with 

the corresponding receiver configuration. 
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Fig. 1.5 Schematic for 2D configuration for SV-DD system. 

1.3 Problem statement and thesis objectives 
In this thesis, we aim at investigating and proposing possible optical solutions for DCIs operating 

in intra- and inter-datacenter networking. In the first part of this thesis, we address the intra-

datacenter networking regarding two important aspects; (i) the optical switching implementation 

in the core layer providing high-speed inter-pod communication, and (ii) the Ethernet frames 

transmissions speed evolution per wavelength with small form factor pluggable solutions.  

As aforementioned in section 1.1, optical switching is a potential solution to have switching 

mechanism that is transparent to the data rate at the input and output links and at the same time, 

reducing the power consumption significantly by reducing the number of required transceivers in 

the core layer. However, optical switching is immature in terms of buffering to resolve the 

contention problem, the required overhead associated with extracting the header to be processed 

by the control unit, and buffering the data packet while the header is processed. Thus, we aim at 

proposing possible network architecture for appropriate implementation of optical core 

switching. More specifically, instead of focusing on how to resolve those problems in the core 

layer, our objective is to utilize the network as a whole providing a complete solution for optical 

switching implementation. In other words, we focus on the system level design and associated 

control plane requirements, and on how the physical layer optical components serve within this 

proposed network architecture.  

Next, the evolution of the IP traffic in the intra-datacenter networking requires an equivalent 

revolution for the capacity per link. The proposed solutions for IM/DD system are limited in 

terms of spectral efficiency and the implementation of the IM/DD system requires operating at 

low symbol rates on multiple wavelengths or fiber lanes to achieve with the required data rate at 

low BER to minimize the FEC overhead. In this thesis, we target enhancing the spectral 

efficiency in the intra-datacenter networking by utilizing the four available dimensions for 

modulation in the optical communications. In parallel, we investigate the use of an integrated 
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solution at the transmitter; namely InP DP-IQM providing a potential compact transceiver for the 

proposed system. 

In the second part of this thesis, we address the challenges in inter-datacenter networking. As 

highlighted in subsection 1.2.3.1, despite some of the common challenges between the intra-

datacenter networking and inter-datacenter networking, the main challenges of reach and 

capacity lead to the adoption of the optical coherent system. As a first step in addressing one of 

the common challenges of having cost efficient integrated pluggable solution, we investigate the 

viability of the use of InP devices to achieve high-speed transmissions with integrated small form 

factor solutions. In addition, we address the limited bandwidth of the cascaded electro-optic 

components, which is considered as the bottleneck of high-speed transmissions. The main 

objective is to use the evolution of the DAC and ADC technology to provide high-speed 

transmission enabled by the cumulative algorithms used in the Tx-DSP and Rx-DSP to handle 

the transceiver impairments. As a second step, we investigate a 2D-SV-DD system as an 

alternate solution for inter-datacenter applications with reduced complexity at the expense of 

halving the capacity compared to coherent systems. The main objective is to extend the capacity 

and reach of this alternative solution compared to the available demonstrations in the literature 

for the same system. 

1.4 Original contribution 

In view of the discussed objectives, the original contribution of this thesis can be summarized as 

follows: 

• We propose a contention resolution strategy in optical burst switched intra-datacenter 

networking with centralized scheduling. The main idea is to use the electronic burst 

assembly buffer at the transmitter for burst construction and for contention resolution. 

In addition, we propose an AWGR-based switching mechanism, where tunable lasers 

are used at the transmitter side for both switching and optical transmission. Thus, we 

resolve the required complexity at the core switch by moving it to the source 

transmitter with the aid of the centralized scheduling. 

• We propose a self-homodyne system for intra-datacenter networking. The proposed 

system enhances the spectral efficiency of the modulated signal with respect to the 

IM/DD systems and uses DSP of reduced complexity from the conventional coherent 
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system. The concept of the proposed system is to send the coherent modulated signal 

and a tone originating from the same laser over the full-duplex fiber using circulators 

for coherent detection at the receiver.  

• We demonstrate experimentally 400G and 600G transmissions using an InP DP-IQM 

on a single wavelength. The demonstrations are done using two generations of high 

speed DACs. The first set of results show that a 56 Gbaud PDM-16QAM modulated 

signal can be transmitted over 500 km at a BER below the hard decision forward error 

correcting threshold of 3.8 × 10-3. The second set of results report a record breaking 

transmission of 770 Gb/s (77 Gbaud PDM-32QAM) over 320 km of standard single 

mode fiber (SSMF), which is suitable for low cost DCIs in inter-datacenter 

networking.  

• We propose to do the chromatic dispersion compensation at the Tx-DSP (CD pre-

compensation) in 2D-SV-DD system, where a pilot carrier is polarization-multiplexed 

with a single polarization complex modulated signal. Generally, the 2D-SV-DD 

system has reduced Rx-DSP complexity compared to coherent detection. The CD pre-

compensation allows the merge of two DSP steps required at the receiver in the 

MIMO DSP block, namely; (i) performing the polarization de-rotation and (ii) 

mitigating any residual ISI. Next, we extend our study by comparing, aided with 

mathematical analysis, two suitable methods for CD compensation, namely CD pre- 

and post-compensation in the above-mentioned 2D-SV-DD system. Results show that 

the CD pre-compensation can be used for any transmission distance, where we are 

able to report the highest throughput-times-distance product achieved in Stokes 

transmission systems. For example, 84 Gbaud QPSK and 64 Gbaud QPSK 

transmissions reached 3,520 km and 4,800 km below the BER of 2×10-2 achieving 

591,360 Gb/s.km and 614,400 Gb/s.km throughput-times-distance products, 

respectively. However, the use of CD pre-compensation degrades the output signal 

quality from the DAC, especially when the symbol rate is closer to the DAC sampling 

rate. For example, when an 84 Gbaud 16QAM signal is transmitted using a DAC 

running at sampling rate of 84 GSps and detected using a 2D-SV-DD receiver, BER 

after 640 km propagation is 1.67×10-2 and ~2×10-2 in case of CD post- and pre-

compensation, respectively. 
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1.5 Thesis organization 
After the introductory chapter, the rest of this thesis is organized as follows: 

• In Chapter 2, we present the first contribution of this thesis for the implementation of 

optical burst switching in intra-datacenters with the proposed contention resolution 

strategy. We present the proposed network architecture with centralized scheduling in 

two cases using active fast switching fabrics and using the AWGR-based switching 

mechanisms. We conduct simulations using OPNET to prove the effectiveness of the 

proposed contention resolution strategy. In addition, we investigate the effect of self-

similarity on the network performance and the scalability of the network resources in 

terms of number of switches and wavelengths required in case of not using the proposed 

contention resolution strategy to achieve the same throughput using the proposed 

contention resolution strategy with limited network resources. 

• Chapter 3 represents the second contribution in this thesis proposing the self-homodyne 

system for intra-datacenter networking. The principle of the proposed system is discussed 

and a summary of the system advantages is presented. We experimentally demonstrated 

the proof of concept of the proposed system using emulation of the bi-directional 

propagation of the tone and the modulated signal. We report, to the best of our 

knowledge, record breaking transmissions of 530 Gb/s, 448 Gb/s, and 320 Gb/s over 500 

m, 2 km, and 10 km of SMF fibers, respectively, below KP4 threshold  using integrated 

InP modulator. 

• In Chapter 4, we present the high-speed optical coherent transmissions enabled by DSP 

using InP DP-IQM for inter-datacenter networking. The experimental demonstrations 

show the viability of using the InP DP-IQM in a low cost DCIs solution for high-speed 

inter-datacenter communication. Digital pre-emphasis optimization is one of the most 

important DSP blocks that enhances the system performance. For the 84 Gbaud signals, 

slight IQ imbalance and IQ skew can affect system performance. Since the perfect 

matching cannot be achieved especially when using dicrete components, we used a 4×4 

real valued MIMO to compansate for any residual IQ skew and/or imbalance. 

• In Chapter 5, we present the last contribution in this thesis with a potential alternative 

solution for optical coherent system in inter-datacenter communications; namely 2D-SV-

DD system. We propose the use of CD pre-compensation at the transmitter allowing for 
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extended reach compared to recent demonstrations in the literature for similar 2D-SV-DD 

system. In addition, we investigate the impact of CD compensation methods on the 

system performance. 

• Finally, we conclude the thesis in Chapter 6 and introduce potentional avenues for future 

work related to the covered topics in this thesis. 
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Chapter 2  
Optical Burst Switching in Intra-Datacenter 
Networking 
2.1 Overview 

A large datacenter consists of a number of building blocks (modular containers) called pods 

(performance-optimized datacenters). Each pod contains around one thousand servers that are 

optimally connected to maximize connectivity, and minimize cost, cooling and power 

consumption [18, 85]. One of the main challenges in intra-datacenter networking is providing a 

full bisection bandwidth in core layer switching to achieve inter-pod communications. Many 

approaches aimed at handling this challenge by designing scalable topologies using electronic 

switching as in [29, 31, 86]. Unfortunately, providing full bisection bandwidth for all-to-all 

communication using electronic switching is difficult due to limited bandwidth, wiring 

complexity, and power consumption. 

The use of optical switching is necessary not only to meet current challenges, but also to 

provide reliable solution for next generation networks in datacenters. Optical switching can meet 

the ever-increasing bandwidth demand, provide data rate transparency [87], and reduce cost, and 

power consumption. The reduction in cost and power consumption is attributed to the absence of 

optical transceivers required for O/E and E/O conversion at the core layer electronic switches. 

One of the proposed solutions for optical switching implementation inside datacenters is to use 

optical switching side-by-side with electronic switching [18, 30, 88]. The main idea is to use 

optical or electronic switching whichever is appropriate according to traffic pattern. For example 

in [18], a hybrid electrical/optical architecture for datacenters has been proposed where they have 

used optical circuit switching (OCS) in the inter-pod switching. The choice between optical and 

electronic switching in that case depends on the aggregated traffic characteristics. However, 

these proposals are still using electronic switching, and need traffic prediction to choose between 

OCS and electronic switching. 

Recently, all-optical switching implementation in intra-datacenter communications and high 

performance computing networks has become one of the cutting-edge technologies that concerns 
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researchers in Datacom [15, 22-26, 29, 32, 33, 89]. In [22], a single AWGR equipped with 

TWCs at its input ports has been used for switching. Optical label switching has been used, 

where the optical label is extracted and forwarded to a central control unit while the data packet 

is optically delayed in a FDL until the label is processed; scheduling is done and the TWC is 

configured by the control unit. If contention occurs, packets are buffered in a SDRAM after O/E 

conversion. When the contention is over, packets are retransmitted. In [23], an AWGR equipped 

with TWCs at its input and output ports has been used as a single switch in a multistage 

switching system. FDLs are used instead of SDRAM for contention resolution. EDFA are used 

to make the signal power level large enough as an input to the TWC. In [32], labeled optical 

burst switching with home circuits (LOBS-HC) has been used where the burst is constructed 

according to minimal-size based (burst-length-based) algorithm. The system topology used is 

different from the conventional system where core switches are interconnected using a 

hypercube connection topology. In [33], a similar approach to what we proposed in [90] has been 

used without handling the physical layer concerns. The use of centralized control along with the 

burst assembly buffers to resolve the contention is adopted. A horizon scheduling is used based 

on a synchronous system to schedule the burst transmission based on prospective connection 

releases. The centralized scheduler assigns the wavelength and the start time for burst 

transmission for the transmitting pod. 

In the implementation of buffering in conventional switching, only first-in-first-out (FIFO) 

buffers are used at input ports which causes a problem called head of line (HOL) blocking 

problem [91]. A well-known approach to solve this problem is to use virtual output queues 

(VOQs), where there is a queue for each output port at each input port so that the packet at the 

head of the queue does not block the way to serve other packets destined to other output ports 

behind it. Thus, scheduling algorithms are developed to choose the packet to be served at each 

time slot. Different algorithms are reported in literature such as maximum size matching 

algorithm, parallel iterative matching algorithm, round robin matching algorithm, and iSLIP 

algorithm [92]. These algorithms are suitable for achieving high throughput with uniform traffic. 

There is another group of algorithms called maximum weight matching algorithms where each 

queue at the input is given an updated weight for service priority. Two algorithms that are special 

cases of this type are longest queue first (LQF) and oldest cell first (OCF) [93]. These two 
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algorithms achieve 100% throughput, however, only OCF is suitable for non-uniform traffic 

because LQF can cause starvation for some queues in some cases. 

In this chapter, we focus on switching between pods in intra-datacenter networking. We use a 

centralized signaling protocol in the control plane taking advantage of the co-locality of the pods 

in the datacenter [11] instead of the one-way reservation protocols [10, 12, 94]. The one-way 

reservation protocols have been used in most demonstrations of OBS in wide area networks 

(WANs) taking into consideration the impossible realization of centralized control and the two-

way signaling protocols [10]. OBS is adopted as the switching technique, where the burst is the 

basic data unit that is constructed by aggregating a group of packets that have the same 

destination using a certain assembly algorithm. We use hybrid burst assembly algorithm to 

construct the data bursts since it provides the least latency due to assembly compared with other 

algorithms with the same parameters [10]. Hybrid burst assembly algorithm is simple and 

suitable for datacenters where all pods are co-located in the same area. On the other hand, other 

complex and advanced burst assembly algorithms were mainly developed due to the 

geographical separation between the ingress nodes and the core nodes in conventional OBS 

WAN networks in literature [10, 95]. We propose a contention resolution strategy where we use 

the assembly buffers not only for the burst construction but also for contention resolution where 

the bursts are kept in the assembly buffers until the centralized scheduler sends a response for the 

corresponding burst transmission request [90]. The main idea is to benefit from one of the main 

concepts of OBS, which is not to go to the optical domain except when connection is guaranteed. 

The concept of this contention resolution strategy is primarily illustrated in a network assuming 

the availability of sufficient optical space switches to build the required switch banks in the 

proposed system. We will call this approach from now on “active approach” to address the 

specific assumptions in the simulation conducted for this phase and describing the associated 

network architecture [90]. Next, we propose a “passive approach” using AWGR-based 

mechanism where single or multiple AWGRs can be used as passive optical spine switches in the 

core layer. The active part where the configuration takes place is moved from core switches to 

the pod transmitter side where tunable lasers (TLs) are used in the E/O conversion at the pod-to-

core interface. This keeps the optical core switches passive by omitting the use of TWCs enabled 

by replacing the fixed wavelength lasers at the transmitter in the “active approach”, which are 

already active elements, with TLs that can be tuned according to the destination. It is worthy to 
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say that the existence of pods and switches in the same place enables complexity transfer from 

the optical switch to the transmitter and the centralized scheduler. In other words, the overhead 

required to extract the control header from the optical signal is omitted and the required delay for 

the data portion of the optical signal is not needed by having a centralized scheduler with 

dedicated links. Finally, employing the electronic assembly buffers replaces the role of the input 

queues in the conventional switching for resolving the contention. We use an oldest burst first 

(OBF) algorithm in case of contention, which is a modified version of the OCF algorithm. 

Simulation is done using OPNET to evaluate the performance of the proposed network. In the 

“active approach”, we assume that the traffic introduced by each pod has the same parameters. In 

addition, we consider that Ethernet packets arrive to the pod interface, such that packet inter-

arrival times follow a lognormal distribution [96]. In the “passive approach”, two cases are 

investigated for different traffic loads: 1) the inter-arrival time between packet arrivals to the pod 

interface follows an exponential distribution implying Poisson arriving traffic as generally 

assumed in most standard telecommunication networks, and 2) the packet inter-arrival time 

follows lognormal distribution, which agrees with the measurements in [96] that characterize 

datacenter traffic more accurately compared to exponentially distributed inter-arrivals. We 

investigate the impact on the network performance due to self-similarity when the traffic is 

generated for each source pod using lognormal distributed inter-arrival times. In addition, we 

investigate the effect of increasing the electronic buffer size on network performance. The 

increase of buffer size improves throughput at the expense of larger latency, which may reach ~1 

msec to achieve 100% throughput. 

The remainder of this chapter is organized as follows: In section 2.2, we propose the network 

architecture used in both aforementioned approaches. Section 2.3 is dedicated for describing the 

used burst assembly algorithm. Next, we discuss the self-similarity feature of traffic based on 

lognormal distribution in section 2.4. Section 2.5 describes the control plane including resource 

allocation and the modifications in the OBF algorithm. Finally, Section 2.6 presents the 

simulation results, and we finally conclude the chapter in section 2.7. 
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2.2 Network architecture approaches for OBS in intra-datacenter 
networking 

In this section, we show two different network architecture approaches to apply the proposed 

contention resolution strategy. The active approach discussed in subsection 2.2.1 assumes the use 

of fast fabric switch like in [97] as the basic switching element in the core layer. Next, we 

present the network architecture of the passive approach supporting the proposed AWGR-based 

switching mechanism in subsection 2.2.2. The two approaches adopt the same idea of using the 

electronic assembly buffers to resolve the contention. However, in the passive approach, we 

further simplify the requirements in the core layer switch where no communication is required 

between the centralized scheduler and the core layer to configure the switches. The tunable lasers 

are used at the transmitter for burst transmission, and are tuned at the appropriate wavelength for 

switching based on the scheduler response. 

2.2.1 Active approach for OBS network architecture in intra-datacenter 
networking 

A conventional network topology used in datacenters is shown in Fig. 2.1(a). In our proposed 

approach, the network topology in Fig. 2.1(a) is maintained except for minor modifications in the 

architecture of the pod-to-core interface and in the core switching as outlined in Fig. 2.1(b) and 

Fig. 2.1(c), respectively. Essentially, pod switches in the datacenter serve as ingress and egress 

nodes in the OBS network, whereas the core layer switches serve as core nodes in the OBS 

network. For the pod-to-core interface, a set of (N-1) electronic assembly buffers, corresponding 

to the number of possible destinations, are needed at each pod switch, where N is the number of 

pods. Packets arriving at the pod switches are buffered in one of the available buffers according 

to their destination pod for burst construction using hybrid burst assembly algorithm whose 

operation will be described later in section 2.3. In addition, an electronic switch controlled by the 

scheduler is used between the (N-1) buffers and the (𝑤 ×  𝑆) optical transmitters (inside the 

E/O). The E/O conversion process occurs after the burst is constructed in the electrical domain as 

shown in Fig. 2.1(b). Fixed wavelength lasers can be used for the E/O blocks in the active 

approach where either direct or external modulation can be employed. On the other hand, the 

core layer consists of S switch banks, each containing w (N x N) fast switch fabrics [97], N 

wavelength demultiplexers at the input of the switch bank, and N wavelength multiplexers at the 

 
 



 23 
 

output of the switch bank. The switch bank has N input ports and N output ports corresponding to 

the N pods. Each input/output port is connected to a wavelength demultiplexer/multiplexer. Each 

switch fabric in the switch bank is used to make a connection at a specific wavelength between 

input and output ports. When the optical signal arrives at the input port, it is demultiplexed to its 

w wavelengths. Then, each wavelength is directed to its corresponding switch fabric that is 

already pre-configured by the central scheduler according to the destination pod. After the 

switching process occurs, the optical signal is directed to the multiplexer dedicated to the 

destination pod. For example, when a burst is to be transmitted from pod n to pod m where n, m 

∊{1, 2, …N} and scheduled on wavelength k where k ∊{1, 2, …w}, the optical signal from pod n 

is demultiplexed at input link in. The wavelength λink is directed to the kth switch in the switch 

bank, which is configured by the scheduler to switch the signal to the destination pod m on λomk. 

The wavelength λomk is directed to be then multiplexed at the output link om. 
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Fig. 2.1 Active approach for OBS network architecture: (a) Main intra-datacenter network topology with 
centralized scheduling; (b) pod interface to core layer switching; (c) core switch bank based on active fast 
fabric switches. 

2.2.2 Passive approach for OBS network architecture in intra-datacenter 
networking using AWGR-based switching mechanism 

In the active approach introduced in subsection 2.2.1, fabric switches in switch bank aided with 

multiplexers/demultiplexers deployed at its input/output ports are used to connect between 

source pods and destination pods and this is done at each wavelength to scale up the bandwidth, 

i.e., each switch bank comprises w switch fabrics. In the active approach, the task of the switch 

bank is the ability to have multiple simultaneous connections on multiple wavelengths between 
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the input and output ports of the switch bank while using space switch fabrics as the basic 

switching units. In our proposed AWGR-based switching mechanism denoted hereafter by 

“passive approach,” we use the AWGR to perform this task benefiting from the AWGR 

properties described in subsection 1.2.1.2. Within the same FSR, switching can be performed 

from any input to any output of the AWGR, which is the task of a fabric switch in the switch 

bank. The repetition of the AWGR wavelength-based routing property every FSR allows for 

using several FSRs to multiplex several simultaneous connections at the input and output ports of 

the AWGR. Thus, the number of multiple FSR periods used in the passive approach replaces the 

number of wavelengths in the active approach. 

In [27], an AWGR switching mechanism is used such that the number of ports of the core 

switch can be increased while using AWGR with a smaller number of ports by using different 

FSRs in parallel. In our proposed mechanism, we use the FSR to scale up the bandwidth that can 

be used by each source pod to communicate with different pods through different FSRs. Thus, 

when an FSR is used to connect a source pod to a destination pod, this FSR cannot be used by 

either of them in another connection until a connection release. However, another FSR can be 

used in another connection with other pods. In summary, in our approach, the single AWGR acts 

as several space switches at different FSRs, while in [27] different FSRs are used to increase the 

number of physical ports at the core switch. 

Fig. 2.2 shows the proposed network architecture for the passive approach. Essentially, pod 

switches in the datacenter serve as ingress and egress nodes in the OBS network, whereas the 

core layer switches (AWGRs) serve as core nodes in the OBS network as shown in Fig. 2.2(a). 

Thus, a set of (N-1) electronic buffers, shown in Fig. 2.2(b), is needed for burst construction at 

each pod switch where N is the number of pods. In addition, an electronic switch controlled by 

the scheduler is used between the (N-1) buffers and the (𝑘 ×  𝑆) optical transmitters (inside the 

E/O), where k is the number of FSRs and S is the number of AWGRs. Packets arriving at pod 

switches are buffered into one of the available buffers according to their destination. For each 

burst transmission, the scheduler configures the electronic switch, shown in Fig. 2.2(b), 

according to the assigned FSR and AWGR (core switch) followed by E/O conversion. The E/O 

block described in Fig. 2.2(c) is a group of tunable transmitters with TLs. Each TL is dedicated 

to a certain FSR and is tuned to feed the modulator with a wavelength within the FSR according 

to the destination. This allows the transmitter to make several connections at the same time 
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according to the number of used TLs (used FSRs). After modulation, the signals are multiplexed 

into one fiber directed to the assigned AWGR. At the receiver side, the optical signal is 

demultiplexed to the k used FSRs, i.e., it behaves as a filter for the FSR at each branch. Then, 

O/E conversion is done only at the destination, which saves power in the core layer since the data 

plane operates optically. It is worthy to say that the network capacity or overall throughput can 

be scaled up in several ways: i) increasing the number of used FSRs, ii) increasing the number of 

AWGRs, or finally iii) increasing the data rate of the transmitted signal. 

 

Fig. 2.2 Passive approach for OBS network architecture: (a) Main intra-datacenter network topology with 
centralized scheduling (not connected to core layer); (b) pod interface to core layer switching; (c) AWGR-
based switching mechanism with E/O and O/E block description. 

2.3 Hybrid burst assembly algorithm 
The burst comprises a number of packets in OBS networks. Upon construction, the data burst 

constitutes the basic data unit to be switched optically by core network switches. The 

construction of the data burst follows a certain assembly algorithm according to which data 

packets are assembled into the data burst based on their destination. There are several burst 

assembly algorithms; time-based, burst length-based, and time/length-based (hybrid) assembly 

algorithms [8, 10]. In the time-based assembly algorithm, upon the first arrival of the packet to 

the assembly buffer, a timer is started and the arriving packets are assembled. The burst is 

constructed, when the timer reaches the time threshold (Tth). In the burst length-based assembly 

algorithm, a byte counter is started instead of the timer and when the burst size reaches the burst 

length threshold (Bth), the burst is constructed. In the hybrid algorithm, which is adopted in this 

work, a timer is started as packets are assembled. If the burst size reaches a burst length 
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threshold (Bth) before the time is up, the burst is constructed. Otherwise, the burst is constructed 

when the timer reaches the time threshold (Tth).  

The use of the hybrid algorithm gives the optimum latency compared to the other two 

assembly algorithms since it uses the earlier of the two thresholds. As shown in Fig. 2.3, which is 

a redraw taken from [8, 10], when the length-based assembly algorithm is used in high traffic 

scenario, the time at which the burst is constructed is t1, which is smaller than Tth at which the 

burst is constructed in case of the time-based assembly algorithm. However, in the light traffic 

scenario, the burst is constructed by using the time-based assembly algorithm at Tth, which 

occurs earlier than its construction by length-based assembly algorithm at time t2. On the other 

hand, a hybrid assembly algorithm picks the earlier of the two thresholds in either traffic case, 

i.e., it constructs the burst at t1 and Tth for the heavy and low traffic scenarios, respectively. We 

can conclude that the choice of the burst assembly algorithm and setting its thresholds has a great 

impact on the overall network performance (e.g., latency). In addition, it also impacts the shape 

and characteristics of the burst traffic generated by the ingress node which will then arrive at the 

core switches. This traffic shaping property of the burst assembly process is especially useful 

when the packet arrival process to the assembly buffers has self-similar characteristics, which 

can be smoothed via the assembly process generating a smoother burst traffic that is less self-

similar as will be pointed out later in the upcoming subsection. 

 

Fig. 2.3 Hybrid Burst Assembly Algorithm. 
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2.4 Self-similarity and burst assembly 
When traffic is said to be non-self-similar, this means that packet inter-arrival times follow a 

memoryless distribution like exponential distribution. In non-self-similar traffic, when time scale 

gets larger, the overall traffic behavior tends to give only the mean value, i.e., the randomness 

can be removed by averaging over longer time scales. On the other hand, when traffic is said to 

exhibit self-similarity, this means that traffic at different time scales has similar behavior, where 

correlation exists between different time scales. Thus, self-similar traffic exhibits randomness 

that does not get smoothed by averaging over longer time scales, i.e., the variance of the sample 

space is relatively high. This can be seen in the probability density function of the so-called 

heavy-tailed distributions. Leland et al. explained the self-similar characteristics of Ethernet 

traffic in [98]. 

 Benson et al. have made measurements on traffic traces over several datacenter networks 

[96]. They deduced that the datacenter traffic has ON/OFF periods that follow lognormal 

distribution. Here the ON period means that the entity produces traffic where data units are 

generated with random inter-arrival times. This random inter-arrival time follows lognormal 

distribution. On the other hand, the OFF period means an idle period where the entity does not 

produce any traffic for a period of time. In [99], Fernandes et al. tested several distributions that 

results in self-similar traffic among which is the lognormal distribution. They reported that every 

distribution has the so-called shape parameter, which controls the degree of self-similarity of the 

resulting generated traffic. For the lognormal distribution, there is a relation between the 

probability distribution function (PDF) and the associated normal distribution function. The PDF 

of the lognormal distribution 𝑃(𝑥) can be represented as follows: 

𝑃(𝑥) =
1

𝑥𝜎√2𝜋
𝑒
−(ln 𝑥−𝜇)2

2𝜎2  

where x represents the generated random variable, 𝜇 and 𝜎 are the mean and the standard 

deviation of the associated normal distribution. The standard deviation (𝜎) is the shape parameter 

that controls the degree of the self-similarity of traffic generated using the lognormal 

distribution. The shape parameter 𝜎 is related to the mean and variance of the lognormal 

distribution according to the following equation: 

𝜎 = �ln �
𝑣
𝑚2 + 1� 
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where 𝑣 and 𝑚 are the variance and the mean, respectively, of the generated samples following 

the lognormal distribution. 

Fig. 2.4 shows the lognormal PDF at different values of σ while the mean is kept the same at 

1.6487 (which is the value of m when 𝜇 = 0, and 𝜎 = 1 ). The larger the value of 𝜎,  the greater 

the probability of occurrence of smaller values of x below the sample mean (m). For example, in 

case of σ = 1.5, 75% of the sample values are below the sample mean (m). Thus, when the packet 

inter-arrival times follow a lognormal distributed sample with a shape parameter σ, the larger the 

value of σ, the higher the probability of having inter-arrival times smaller than the mean inter-

arrival time. In addition, the variance of the lognormal distribution will be higher such that a 

higher sample value compensate for the concentration of the sample values below the sample 

mean. This explains why the performance is not predictable based solely on the mean inter-

arrival time for self-similar traffic, i.e., lognormal distributed inter-arrivals, and it is generally 

worse than the performance in case of non-self-similar traffic, i.e., exponential distributed inter-

arrivals.  

 

 

Fig. 2.4 Probability Distribution function for lognormal distribution at different shape parameters. 

 

Although the shape parameter is important in self-similar traffic generation, it is not a direct 

metric to quantify the degree of self-similarity of the traffic. Another parameter called Hurst 

parameter (H) is used to measure the degree of self-similarity of the random process under test 

[98]. The random process (here the generated traffic) is said to be self-similar when 0.5 < 𝐻 <
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1. The least self-similarity happens when 𝐻 ≈ 0.5 and the maximum self-similarity occurs when 

𝐻 ≈ 1.  

To conclude this subsection, burst assembly is a way to regulate the inter-arrival time 

distribution, in other words, shape the traffic, where packets are aggregated in one data unit 

called burst. Clearly, the burst assembly delays the packet transmission due to the underlying 

assembly latency. The resulting inter-arrival times between bursts after traffic shaping due to 

assembly is generally larger than the packet inter-arrival time of the input traffic, i.e., the burst 

arrival rate at a core switch is less than the packet arrival rate at the assembly (edge) node. At 

this point, it seems the traffic load is decreased however although the burst arrival rate is 

typically less than packet arrival rate, the mean service time of a burst is longer than the mean 

service time of a packet because of the difference in their respective durations. Thus, the offered 

load will remain the same after burst assembly, however, the mean value of inter-arrival time 

will be more representative of the network performance due to the reduced self-similarity after 

the assembly because of the reduction of occurrence of values less than the sample mean. 

Intuitively, the larger the assembly thresholds, the smoother, i.e. less self-similar, the resulting 

burst traffic at the expense of additional latency due to burst assembly.  

2.5 Control plane layer for OBS in intra-datacenter networking 
As previously highlighted, a centralized signaling control is adopted taking advantage of the 

locality of pods within the datacenter. The centralized scheduler has a global knowledge of the 

status of the core layer switch banks/AWGRs in the datacenter. Also, it keeps track of which 

wavelengths/FSRs are used at the input and output links of those switch banks/AWGRs. Here, 

the centralized scheduler has three tasks: 1) the switch bank/AWGR assignment which is done 

using a round-robin algorithm, 2) the wavelength/FSR allocation which follows a first-fit 

algorithm at that switch bank/AWGR for this connection, and 3) the scheduling related to 

handling connection requests. The third task is concerned with how the scheduler deals with 

multiple connection requests queued in the control layer. We employ a first-come-first-served 

(FCFS) scheduling algorithm to handle new requests, while oldest-burst-first (OBF) scheduling 

algorithm is used for handling contending requests, which were queued, upon connection 

releases. 
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2.5.1 Resource allocation for new connection requests 

After burst construction, the source pod sends a control packet to the scheduler requesting burst 

transmission to a destination pod. Initially, the scheduler checks the request queue related to this 

source/destination pair. If this queue is not empty, this means that the connection between this 

pair cannot be setup and this new request will be buffered. For new request arrivals that are not 

buffered in the queues dedicated for contention, they are served using FCFS scheduling 

algorithm where priority is given to the request that first arrived to the centralized scheduler.  

2.5.1.1 Switch bank/AWGR allocation 

When a burst is constructed, the source pod sends a connection request to the central scheduler. 

This request contains three fields: source field, destination field, and burst length field. If S > 1, 

there is a need for a certain algorithm to be followed by the scheduler to assign a certain switch 

bank/AWGR to the new connection request. We adopt a round-robin algorithm for the switch 

bank/AWGR assignment, where the priority is given in the next assignment to the switch 

bank/AWGR that follows the last assigned switch bank/AWGR in the previous connection. This 

algorithm is useful for balancing the load over the S switch banks/AWGRs and minimizing the 

crosstalk in AWGRs used (passive approach). In the simulation conducted for the active 

approach, we used only one switch bank. Thus, we will describe the switch bank/AWGR 

assignment steps using the AWGR term used in the passive approach. However, the same steps 

can be used for the switch banks in the active approach if S > 1.  

The steps of the round-robin assignment algorithm can be summarized in the following steps: 

1. 𝐴𝑊𝐺𝑅_𝑠𝑐𝑎𝑛_𝑝𝑜𝑖𝑛𝑡𝑒𝑟 = 𝑙𝑎𝑠𝑡_𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑_𝑠𝑤𝑖𝑡𝑐ℎ ⨁ 1; where ⨁ is modulo-S addition. 

When the pointer reaches S, it resets again. The value of the 𝐴𝑊𝐺𝑅_𝑠𝑐𝑎𝑛_𝑝𝑜𝑖𝑛𝑡𝑒𝑟 is 

the switch index where the scheduler starts to check for connection possibility. We 

will refer to this switch in next steps as “switch under test” 

2. The scheduler searches using first-fit algorithm for free FSR (free FSR here means 

that it is not used by the source and destination pods in another connection) to make 

the connection through the “switch under test”. The FSR assignment according to 

first-fit algorithm will be shortly discussed in the next subsection. If a free FSR is 

successfully found, the scheduler sends a response (acknowledgment) to the source 
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pod with the switch index and the free FSR index allocated. Also, the scheduler will 

update the 𝑙𝑎𝑠𝑡_𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑_𝑠𝑤𝑖𝑡𝑐ℎ value with 𝐴𝑊𝐺𝑅_𝑠𝑐𝑎𝑛_𝑝𝑜𝑖𝑛𝑡𝑒𝑟 value. 

3. If the AWGR does not have a free FSR for this connection, the 𝐴𝑊𝐺𝑅_𝑠𝑐𝑎𝑛_𝑝𝑜𝑖𝑛𝑡𝑒𝑟 

is updated as follows: 𝐴𝑊𝐺𝑅_𝑠𝑐𝑎𝑛_𝑝𝑜𝑖𝑛𝑡𝑒𝑟 = 𝐴𝑊𝐺𝑅_𝑠𝑐𝑎𝑛_𝑝𝑜𝑖𝑛𝑡𝑒𝑟 ⨁ 1. 

4. If 𝐴𝑊𝐺𝑅_𝑠𝑐𝑎𝑛_𝑝𝑜𝑖𝑛𝑡𝑒𝑟 = 𝑙𝑎𝑠𝑡_𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑_𝑠𝑤𝑖𝑡𝑐ℎ, then the scheduler fails to setup a 

connection and the request is buffered in a queue dedicated to this source and 

destination pair. During the time the request is buffered in the scheduler, the data burst 

constructed at the source pod stays buffered in the assembly buffer until contention 

resolution is achieved. 

5. If 𝐴𝑊𝐺𝑅_𝑠𝑐𝑎𝑛_𝑝𝑜𝑖𝑛𝑡𝑒𝑟 ≠ 𝑙𝑎𝑠𝑡_𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑_𝑠𝑤𝑖𝑡𝑐ℎ, then the steps will be repeated 

from step 2. 

2.5.1.2 Wavelength/FSR allocation 

For wavelength/FSR allocation, the scheduler uses first-fit algorithm where the scheduler 

searches the wavelengths/FSRs in a fixed order to find a free wavelength/FSR at the AWGR to 

which the 𝐴𝑊𝐺𝑅_𝑠𝑐𝑎𝑛_𝑝𝑜𝑖𝑛𝑡𝑒𝑟 points. We will use the term “channel” to represent the 

wavelength in the active approach and the FSR in the passive approach. The steps of the first-fit 

allocation algorithm can be represented in the following:  

1. The scheduler starts with the first channel at the switch bank/AWGR, i.e. 

𝑐ℎ𝑎𝑛𝑛𝑒𝑙_𝑠𝑐𝑎𝑛_𝑝𝑜𝑖𝑛𝑡𝑒𝑟 = 0. 

2. The scheduler checks if the source pod is using this channel in another connection. 

Also, the scheduler checks if the destination pod receiver (O/E) dedicated for this 

channel is busy in another connection. If this FSR is free on both sides, the scheduler 

can successfully establish the connection at this channel under test. 

3. If this channel is not free, the 𝑐ℎ𝑎𝑛𝑛𝑒𝑙_𝑠𝑐𝑎𝑛_𝑝𝑜𝑖𝑛𝑡𝑒𝑟 is updated, i.e. 

𝑐ℎ𝑎𝑛𝑛𝑒𝑙_𝑠𝑐𝑎𝑛_𝑝𝑜𝑖𝑛𝑡𝑒𝑟 =  𝑐ℎ𝑎𝑛𝑛𝑒𝑙_𝑠𝑐𝑎𝑛_𝑝𝑜𝑖𝑛𝑡𝑒𝑟 + 1 

4. If 𝑐ℎ𝑎𝑛𝑛𝑒𝑙_𝑠𝑐𝑎𝑛_𝑝𝑜𝑖𝑛𝑡𝑒𝑟 = 𝑘, then the scheduler fails to make the connection 

through this switch bank/AWGR. 

5. If 𝑐ℎ𝑎𝑛𝑛𝑒𝑙_𝑠𝑐𝑎𝑛_𝑝𝑜𝑖𝑛𝑡𝑒𝑟 ≠ 𝑘, then the steps will be repeated from step 2. 
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2.5.2 Contention resolution and OBF algorithm 

In this approach, the contending requests are kept in queues within the scheduler according to the 

source and destination pods. The corresponding data bursts are kept in the electronic assembly 

buffers at the source pod until the source pod receives the response from the scheduler. If the 

assembly buffer is full, the oldest burst in the buffer is discarded. Each request (control packet) 

has a field that carries information about the size of the corresponding data burst. The scheduler 

uses this piece of information to keep track of the buffer size so that it discards the corresponding 

request when the buffer is full. Also, this field can be used by the scheduler to predict the 

reservation time for this burst transmission.  

In the active approach, the OBF scheduling algorithm is used for these contending bursts upon 

connection release. The scheduler searches for the oldest request at the head of line (HOL) of the 

contending requests queue that can be served and send a response for the corresponding source 

pod for transmission. 

In the passive approach, the OBF scheduling algorithm is slightly modified to speed up the 

operation and allow for two connections at maximum upon connection release rather than one 

connection in the active approach. The scheduler can have several processors equal to twice the 

number of pods. These processors share the status of the switches in the datacenter. When a 

connection is released, the processor related to the input port checks the head of the queues that 

holds requests from the corresponding source pod to different destinations. It checks if any of the 

requests can be served according to the status of the output links of the AWGR or, in other 

words, which O/E corresponding to the recently freed FSR and AWGR at the destination pods. 

The scheduler gives priority to the oldest request. This priority will be given to all requests in 

this queue and only one response will be sent to the source pod. The source pod will empty the 

corresponding assembly buffer and encapsulate all bursts into one jumbo burst.  This processor 

at the scheduler will set this served queue (if any) with the least priority for this input port. 

The procedure used by the input port processor is also done by the processor related to the 

output port. This time the processor checks the requests at the head of the queues that holds 

requests from different sources to this specific destination. Among those requests, it searches for 

the ones that can be served by the currently released O/E. It gives priority to the queue that holds 

the oldest request at HOL. The scheduler will send a response to the corresponding source pod 

that has sent this request. The source pod will empty the corresponding assembly buffer and 
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encapsulate all bursts in one jumbo burst. The processor will then set this queue (if any) with the 

least priority for this output port. 

2.6 Simulation results and discussion 

2.6.1 Active approach simulation assumptions, results and discussion 

Throughout simulations done using OPNET Modeler 16.1, we assume that the traffic introduced 

by each of the 10 pods (N = 10) to the core layer, with one switch bank (S = 1) that includes two 

switch fabrics (w = 2), has the same parameters. In addition, we consider that Ethernet packets 

arrive to the pod interface, such that packet inter-arrival times follow a lognormal 

distribution [96]. The data rate per wavelength is assumed to be 10 Gb/s. Finally, we assume that 

the packet length is exponentially distributed with a mean packet length of 850 bytes [96]. 

However, in the Ethernet standard, the packet length is limited by minimum and maximum 

lengths of 68 bytes and 1526 bytes, respectively. When a generated packet has a length less than 

the minimum packet length or greater than the maximum packet length, its length is adjusted to 

follow the Ethernet standard. The burst length threshold (Bth) used in the burst assembly 

algorithm is 8500 bytes, and the time threshold (Tth) is 50 µsec. The shape parameter is 𝜎 =

0.8326, which indicates low degree of self-similarity, where 𝐻 ≈ 0.51. The simulation considers 

three different cases; the network while not using a contention resolution technique, the network 

while using infinitely long buffers to achieve 100% throughput, and the network while using 

buffers with a size limit. 

Fig. 2.5 shows the packet transmission success probability versus traffic in the three cases. It 

is obvious that the use of buffers even with a size of a few kilobytes enhances the network 

performance considerably with respect to the case of not using a contention resolution technique. 

Thus, introducing a small buffer in the transmitter reduces the number of needed wavelengths 

(transceivers) to achieve the required quality of service (QoS), which reduces the system 

complexity in addition to reduction in power consumption. This enhancement in the network 

performance is at the expense of introducing some latency to the burst transmission in addition to 

the burst assembly latency for burst construction. Fig. 2.6 shows the latency introduced due to 

the use of buffers for contention resolution along with the latency introduced by the burst 

assembly. One curve shows the assembly latency for the employed hybrid assembly algorithm 

with Bth and Tth indicated above. The other four curves show the latency due to additional 
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buffering for contention resolution with different buffer sizes. It is obvious that for large buffer 

size, the latency introduced by contention resolution is dominant at high traffic scenarios, while 

at low traffic scenarios, the latency due to burst assembly is more dominant. This is because at 

low traffic scenarios the time taken for burst construction is relatively high. It is also worth 

mentioning that for the 25 kB buffer limit the total latency due to burst assembly and due to 

contention resolution is still less than the time threshold used by the hybrid assembly algorithm. 
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Fig. 2.5 Success probability versus mean packet inter-arrival times for different buffer limits (no contention 
resolution, infinite buffer limit and finite buffer limit). 
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Fig. 2.6 Latency versus mean packet inter-arrival times (latency due to single burst construction is common 
for all buffer limits, latency due to contention resolution for different buffer limits). 
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 Next, Fig. 2.7 shows the buffer utilization in the two cases; the 100% throughput case and the 

limited buffer size case. It is clear that at low and moderate traffic scenarios, the utilization of the 

low buffer sizes is more than larger buffer sizes. However, at high traffic scenarios, the 

utilization slope starts to change such that the 100 kB buffer has the highest utilization. This is 

attributed to the difference in latency order which is more apparent at high traffic scenarios 

making the same burst take a long time in the buffer to get served with respect to the case of the 

least buffer size. 
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Fig. 2.7 Buffer utilization versus mean packet inter-arrival times for different buffer limits. 

2.6.2 Passive approach simulation assumptions, results and discussion 

In order to assess the effect of self-similarity of the incoming traffic, we compare the 

performance of the network in the case of packet switching for two traffic scenarios: self-similar 

with lognormal distributed inter-arrivals (at different values of the shape parameter σ), and non-

self-similar Poisson traffic (inter-arrival times follow exponential distribution). The number of 

pods is 32 where each pod has 2 transceivers and the number of switches is 1. The assembly 

thresholds are 𝐵𝑡ℎ = 180,000 𝑏𝑖𝑡𝑠 𝑎𝑛𝑑 𝑇𝑡ℎ = 50 𝜇𝑠𝑒𝑐 at 𝜎 = 0.8326  and 𝜎 = 3, but Tth at 

𝜎 = 3.7169 is 70 µsec. This change in time threshold at 𝜎 = 3.7169 gives better throughput 

performance compared to that when 𝑇𝑡ℎ = 50 𝜇𝑠𝑒𝑐. Buffer size limit of single electronic burst 

assembly buffer is 100 kB. Fig. 2.8 and Fig. 2.9 show clearly the effect of increasing the self-

 
 



 36 
 

similarity where the performance of the network degrades with this increase. Each value of the 

shape parameter (𝜎) has a corresponding value for the Hurst parameter (H). There are several 

methods for Hurst parameter calculation introduced in literature [100]. We used the absolute 

value method using a MATLAB function by passing the traces exported from OPNET as inputs 

to this function [101]. At 𝜎 = 0.8326, 𝐻 ≈ 0.51 which is the least degree of self-similarity, the 

performance is close to that of the exponential distribution. For burst switching, the performance 

of the network also degrades with increasing H. Burst switching at both low traffic scenarios and 

low degree of self-similarity is not effective because of latency induced from burst assembly. 

However, the burst switching is effective at high traffic scenarios where there are enough packets 

to affect the traffic characteristics as shown in Table 2-1. The self-similarity after burst assembly 

has been reduced especially at high traffic values.  

 

Fig. 2.8 Normalized throughput versus packet offered load for both burst and packet switching in both cases; 
exponential case and lognormal case (at different degrees of self-similarity). 
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Table 2-1 Hurst parameter of traffic at different scenarios 

 Traffic Load Packet 
Generator 

After Burst 
Assembly At Scheduler 

𝜎 = 3 

High Traffic ≈ 0.75 0.662 0.582 

Medium 
Traffic ≈ 0.75 0.711 0.627 

Low Traffic ≈ 0.75 0.737 0.675 

𝜎 = 3.7169 

High Traffic ≈ 0.86 0.786 0.621 

Medium 
Traffic ≈ 0.86 0.806 0.662 

Low Traffic ≈ 0.86 0.848 0.711 
 

 

Fig. 2.9 Latency versus packet offered load for both burst and packet switching in both cases; exponential 
case and lognormal case (at different degrees of self-similarity). 

 

From Fig. 2.9, it is obvious that the main advantage of burst switching appears in the latency 

especially when the latency due to contention resolution is dominant over the latency due to 

burst assembly. At high traffic and high degree of self-similarity, the latency due to contention in 

burst switching is less than that of packet switching. However, when we add the latency due to 

assembly (which is the price paid to reduce the traffic self-similarity) to the latency due to 

contention, the total latency approaches that of packet switching though burst switching still 
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slightly achieves less latency for high traffic loads. Thus, the main advantage of the OBS over 

OPS in this case is the reduction of the computational complexity at the scheduler due to the 

reduction in the connection requests. 

In the next test scenario, we have the same datacenter under test where 𝑁 = 32, 𝑆 =

1, 𝑎𝑛𝑑 𝑘 = 2, but we only study an example for the medium degree of self-similarity where 

𝜎 = 3 (𝐻 ≈ 0.75 at the source pod packet generation) while varying the buffer size limit of the 

electronic assembly buffers. Fig. 2.10 shows the network throughput versus packet offered load 

at different limits of assembly buffer size. When the assembly buffers are used in contention 

resolution, it can be seen as moving the VOQs from the core switch inputs to the transmitters. 

The use of buffers enhances the network performance at the expense of introducing some latency 

to the burst transmission in addition to the burst assembly latency for burst construction. Thus, 

increasing the assembly buffer size in the transmitter will reduce the number of needed FSRs 

(transceivers) to achieve the required quality of service (QoS) in terms of throughput, which 

reduces the system complexity in addition to reduction of power consumption.  

 

 

Fig. 2.10 Normalized throughput versus packet offered load at different buffer size limits. 
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Fig. 2.11 shows the latency introduced due to the use of buffers for contention resolution 

along with the latency introduced by the burst assembly (which can be seen in case of no 

contention resolution). It is obvious for large buffer size that the latency introduced by 

contention resolution is dominant at high traffic scenarios, while at low traffic scenarios the 

latency due to burst assembly is more dominant. This is because at low traffic scenarios the time 

taken for burst construction is relatively high.  

 

Fig. 2.11 Latency versus packet offered load at different buffer size limits. 

 

Finally, we illustrate the tradeoff between network resources scale up and increasing the 

buffer size. In other words, we determine how much the network resources, i.e., number of 

AWGRs (S) and FSRs (k), need to be increased in case no contention resolution is used in order 

to achieve the same throughput as the case when contention resolution is used.  Fig. 2.12 shows 

the throughput (the served portion of the traffic) versus the traffic load per pod, i.e., the load per 

link between a pod and an AWGR, in case of using the contention resolution strategy. In case of 

absence of the contention resolution strategy, the available bandwidth is scaled up by scaling up 

the network resources (AWGRs and FSRs). The normalization here differs to match the case of 
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using the contention resolution strategy for fair comparison. The required network resources, in 

case of absence of the contention resolution strategy, are eight times the required network 

resources, in case of using the contention resolution strategy with buffer size 50 kB, to reach 

almost the same throughput. However, when the network resources are just doubled, in case of 

using the contention resolution strategy with buffer size 50 kB, the throughput matches the case 

of using infinite buffer. 

 

Fig. 2.12 Normalized average throughput (average over all switches going to a single pod and normalized 
w.r.t. data rate) versus normalized average traffic load offered from a single pod. 

2.7 Conclusion 

We proposed a new contention resolution strategy in OBS networks for intra-datacenter 

networking. The use of contention resolution enhances the network performance and gives the 

advantage of reducing the system complexity, and power consumption by reducing the required 

bandwidth, i.e., number of wavelengths. This leads to a reduction in the number of switches and 

transceivers and leads consequently to a reduction in power consumption. The tradeoff between 

latency, throughput, complexity, and power consumption can be made by adjusting the 

appropriate thresholds in the burst assembly, and choosing the appropriate buffer limit and 

system bandwidth.  

In addition, we have proposed an AWGR-based switching mechanism that allows for parallel 

transmission from each pod at the same input port. The proposed architecture has the advantage 
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that the core switch is passive and the fixed continuous wave lasers are replaced by fast tunable 

lasers at the transmitter to be used for burst transmission and for wavelength routing at the same 

time. Furthermore, this mechanism avoids the buffering problem of optical switches by using the 

electronic burst assembly buffers at the transmitter instead of VOQs at the input of each switch 

for contention resolution.  

Regarding the control plane, the centralized scheduler is realizable in case of intra-datacenter 

networking because of the locality of its entities. The centralized scheduling is used to control 

connections between pods not at the granularity of servers. In addition, the asynchronous service 

based on events and the separation between the scheduling for new requests and the scheduling 

of the contending requests, allows for parallel distributed processing at the scheduler while 

sharing the status of switches.  

The advantage of using OBS is the reduction or smoothing of self-similar characteristics of 

the network traffic and the reduction of the number of requests to be handled by the scheduler. 

Also, the flexible size of the burst allows forming a jumbo burst that contains several bursts 

when the request of the head of line burst is served. This also reduces the scheduling time at high 

traffic.  

The tradeoff between OBS and OPS changes according to the degree of self-similarity of the 

traffic. However, both can be simultaneously implemented as a hybrid solution, especially if 

software defined network (SDN) is used over the centralized scheduler, where traffic analysis 

can take place. Based on traffic analysis/prediction, the network can switch from OBS to OPS or 

vice versa by adjusting Bth in the assembly algorithm. This hybrid approach would benefit from 

both OBS and OPS depending on the traffic scenario. 
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Chapter 3  
Self-Homodyne System for Datacenter 
Interconnects in Intra-Datacenter 
Networking 
3.1 Overview 

Cloud computing services and Internet of Things (IoT) impose a huge traffic growth in intra-

datacenter networking. This in turn pushes the data rate requirements of DCIs in intra-datacenter 

networking to unprecedented extent. In the last few years, 100 Gb/s Ethernet has been 

standardized for short reach applications over 2 km and 10 km to use four wavelengths in the 

1300 nm wavelength window with 800 GHz channel spacing. Each wavelength carries 25 Gb/s 

on-off-keying (OOK) signal in an IM/DD system [102]. For ~100 m fiber links, four fiber lanes 

are used to enable 25 Gb/s transmission in the 850 nm wavelength window with common form-

factor pluggable transceivers (CFP and CFP2) [102].  

In order to limit the number of used wavelengths and fiber lanes, several approaches have 

been proposed to increase the capacity per wavelength on a single polarization in an IM/DD 

system including 4-level pulse amplitude modulation (PAM-4) [37, 42-44, 103], discrete multi-

tone technique (DMT) [47, 50, 51, 104], and multi-band carrierless amplitude phase (multi-CAP) 

modulation [47, 49, 105, 106]. Advanced solutions are also proposed where polarization-division 

multiplexed (PDM) intensity modulation transmission is achieved using the Stokes space 

representation of the optical signal to realize Stokes vector direct detection receiver [78, 83]. 

Also, a self-coherent approach for short reach applications has been proposed in [81] where a 

complex modulated signal using orthogonal frequency division multiplexing (OFDM) is 

polarization multiplexed with a tone originating from the same laser at the transmitter. The 

Stokes vector direct detection receiver is also adopted to retrieve the OFDM modulated signal. 

Most of these approaches are enabled by high speed DACs, ADCs and digital signal processing 

(DSP) at the transmitter and receiver sides.  

Recently, efforts are directed towards standardizing of 400G networks for short reach 

applications (<40 km), i.e., IEEE 400GbE Task force [35]. The proposed solution for 500 m fiber 
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links is four fiber lanes, where each lane operates at 50 Gbaud using PAM-4 modulation format. 

On the other hand, the adopted solution is a WDM transmission using 8 wavelengths for 2 km 

and 10 km on 800 GHz grid where each wavelength carries ~25 Gbaud signal using PAM-4 

modulation format. In addition, it is expected that standardization will be required for 800 Gb/s 

and 1.6 Tb/s transmission for short reach applications [36]. This motivates finding robust 

solutions that cope with the endless increase of data rate requirements of DCIs in intra-datacenter 

networking. 

In parallel to capacity considerations while maintaining reduced system complexity, 

developing cost effective small form factor pluggable transceivers is desired for the massive 

number of DCIs in intra-datacenter networking. Thus, technology of integrated photonics is 

investigated to realize cheap small form factor solutions. As mentioned in 1.2.2, Si and InP 

platforms are useful hosts for integrated photonics devices, e.g., modulators and photodetectors 

[3, 4]. 112 Gb/s experimental demonstration using SiP modulator for short reach applications has 

been reported for PAM-4 transmission on a single polarization [39]. Also, PDM transmission in 

a Stokes vector direct detection system has been reported using SiP modulator and polarization 

multiplexed emulation [83].  In [107], SiP Stokes vector transmitter using IQ modulator 

polarization-multiplexed with a carrier is tested against SiP Stokes vector receiver on another 

chip. For InP modulators, experimental demonstrations have been reported for inter-datacenter 

networking using IQ modulation [52, 53, 58-60, 62]. The integration of the InP modulators with 

RF drivers and lasers has been demonstrated in [53] and [52], respectively. The InP modulators 

have the advantage of operating at low values of Vπ with high 3-dB bandwidth relative to SiP 

solutions [63, 64].  

In this chapter, we propose a self-homodyne system for next generation DCIs in intra-

datacenter networking [108]. This enables the full utilization of the four degrees of freedom 

available for modulation in optical transmission. The main concept is to utilize the full-duplex 

fibers deployed in intra-datacenter networking to connect between optical transceivers to send 

the tone and the modulated signal from the transmitter to the receiver for coherent reception. 

Optical circulators are used to launch/extract the tone and the modulated signal to/from the full-

duplex fiber. An InP DP-IQM, with 35 GHz 3-dB bandwidth and 2.5 V Vπ, is used at the 

transmitter side for coherent transmission. This self-homodyne system has reduced Rx-DSP 

complexity compared to conventional coherent system approaching the Stokes vector direct 
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detection systems complexity. We report for the first time to the best of our knowledge 530 Gb/s 

transmission over 500 m fiber on a single wavelength using 53 Gbaud PDM-32QAM signal 

below the KP4 FEC threshold (bit error rate (BER) of 2.2×10-4) [34]. In addition, we 

demonstrate a 448 Gb/s transmission over 2 km fiber using 56 Gbaud PDM-16QAM at BER of 

8.5×10-6 which is below the KP4 threshold with more than an order of magnitude. Finally, 

transmissions over 10 km at bit rates of 320 Gb/s and 360 Gb/s are realized at symbol rates of 40 

Gbaud and 45 Gbaud below BERs of 2.2×10-4 and 2.8×10-4, respectively, using 16QAM 

modulation format. 

The rest of this chapter is organized as follows: In section 3.2, we describe the principle of the 

proposed self-homodyne system. Section 3.3 is dedicated to the experimental setup description 

of the system emulation. The reduced DSP stack from the conventional coherent system is 

discussed in section 3.4. Finally, the experimental results are presented in section 3.5 and we 

conclude in section 3.6. 

3.2 Principle of the proposed self-homodyne system 

The main concept of any self-homodyne system is to send the complex modulated signal and a 

copy of the tone originating from the same laser multiplexed in a specific domain from 

transmitter to (Tx) to the receiver (Rx) to be used for coherent reception. For example, the tone 

can be sent on a different fiber core or mode in a space-division multiplexed system [109, 110]. 

Another approach is to send the tone polarization-multiplexed with the modulated signal as in 

Stokes vector direct detection (SV-DD) system [81].  This tone essentially replaces the local 

oscillator (LO) in a conventional coherent system. The benefit of this homodyne system is that 

the DSP for both frequency offset removal and phase noise mitigation can be omitted which 

reduces the DSP complexity for such system. Hence, power consumption will be reduced 

compared to conventional coherent systems, which is crucial for intra-datacenter applications. 

The proposed self-coherent system uses the full-duplex fiber deployed in short reach 

applications by transmitting the modulated signal on one fiber and the tone on the other fiber. 

Fig. 3.1 shows a schematic of the proposed system including two transceivers. Each transceiver 

has a coherent transmitter and receiver (CRx) with the required digital-to-analog and analog-to-

digital converters (DAC and ADC) to enable transmitter and receiver digital signal processing 

(Tx-DSP and Rx-DSP), respectively. We add two circulators at each transceiver side to use the 
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two fibers (colored in red and green in Fig. 3.1) of the full-duplex fiber as bidirectional fibers 

instead of unidirectional fibers in conventional systems. The circulators C1 and C3 couple the 

modulated signal from each transceiver to the full-duplex fiber for transmission, and extract the 

tone sent on the same fiber by the other transceiver for coherent reception. Likewise, circulators 

C2 and C4 are used to couple the tone from each transceiver to the full-duplex fiber, and extract 

the transmitted signal from the other transceiver. The tone path includes a polarization stabilizer 

to ensure having tone-signal beating on both state of polarizations. This polarization stabilizer 

can be realized using integrated optoelectronics using the polarization controller design proposed 

in [111, 112]. Matched fibers are used to match the delay between the signal and the tone to 

ensure that they have the same laser phase noise at CRx to be canceled during the tone-signal 

beating. In addition, matching the tone and the signal paths enables the system implementation 

using uncooled lasers where the drift (∆𝑓) in the center frequency (𝑓𝑐) of the laser affects the 

center frequency of the tone and the modulated signal simultaneously. This drift in the center 

frequency shall be omitted during the tone-signal beating process where the center frequency of 

the tone and the signal are the same after the drift (𝑓𝑐 + ∆𝑓).  
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Fig. 3.1 Schematic of the proposed self-homodyne system (PS: polarization stabilizer, MDL: matched delay 
line). 
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3.3 Experimental setup 
Fig. 3.2 shows the experimental setup used to emulate the system described in the previous 

section. To do this emulation, we connected the red fiber link shown in Fig. 3.1 between optical 

circulator C1 and optical circulator C2. This provides the effect of the counter propagating tone 

in the opposite direction of the optically modulated signal propagation direction.  

The transmitter side, shown in Fig. 3.2, starts with an AC-coupled 8-bit DAC, operated at 84 

GSps. The four differential outputs of the DAC are connected to a quad linear amplifier with 30 

GHz 3-dB bandwidth. The quad linear driver generates four single-ended RF signals used to 

drive the fully packaged 35 GHz 3-dB bandwidth InP-based DP-IQM [59]. A 100 kHz linewidth 

external cavity laser (ECL) operating at 1565 nm with 15.5 dBm optical power is used as the 

origin optical source for the tone and the optical data signal. The continuous wave (CW) light 

from the ECL is split using 70/30 polarization maintained (PM) coupler to provide the DP-IQM 

with the input CW light through the 70% port.  
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Fig. 3.2 Experimental setup for the proposed system emulation (MF: matching fiber, and PC: polarization 
controller). 

After optical modulation, an Erbium doped fiber amplifier (EDFA) is used to boost the signal 

power level followed by a variable optical attenuator (VOA) which is mainly used for power 

adjustments to keep the received power at different symbol rates constant. The received signal 

power levels in the back-to-back (B2B) case, and at 500m, 2 km, and 10 km are 6.5 dBm, 6.3 
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dBm, 6 dBm, and 4.5 dBm, respectively, at the input ports of the optical hybrid. The amplified 

signal is then launched to the SMF 28e+ fiber spool through circulator C1. For the tone, the 

output of the 30% port of the PM coupler is connected to circulator C2 after matching the delay 

between paths to launch the tone to the fiber spool. Thus, the tone and the modulated optical 

signal are counter-propagating on the same fiber link. The fiber spools’ lengths used in our 

demonstration are 500 m, 2 km and 10 km which are the standard lengths used in short reach 

applications with full-duplex fibers. In the B2B case, we replace the fiber spool with 30 cm patch 

cord, to keep the effect of the circulators and also maintain the matched paths that include the 

circulators’ pigtail lengths. 

At the receiver side, the tone and the modulated optical signal are extracted after propagation 

using circulators C1 and C2, respectively, for coherent reception. The tone and the modulated are 

then directed to the LO and signal input ports of the optical hybrid, respectively. The path of the 

tone includes a polarization controller, which replaces the polarization stabilizer in Fig. 3.1, to 

manually adjust the state of polarization of the tone. The tone power levels, after the PC, equal to 

7.4 dBm, 7.25 dBm, 7 dBm, and 5.4 dBm in the B2B case and at 500 m, 2 km, and 10 km, 

respectively. The eight outputs of the optical hybrid are connected to four balanced 

photodetectors (BPDs) feeding 8-bit real time oscilloscope (RTO) with four 33 GHz input 

channels operating at 80 GSps for offline signal processing. 

It should be noted that the EDFA is used to compensate for the 10 dB loss of the optical 

hybrid at the receiver and the 2 dB loss of the circulators set providing sufficient received optical 

power to the balanced photo-detectors where no transimpedance amplifiers follow. Hence, in a 

real system, the EDFA is not needed when high bandwidth transimpedance amplifiers (TIAs) are 

used after the balanced photodetectors following the optical hybrid. We used the EDFA at the 

transmitter side to avoid the induced optical noise when the input signal level is reduced by the 

circulators set loss besides the propagation attenuation loss, if the EDFA is deployed at the 

receiver. 

3.4 DSP stack 
Fig. 3.3 illustrates the offline DSP stack used at the transmitter and the receiver. The transmitter 

DSP (Tx-DSP) starts with N-QAM symbol generation followed by pulse shaping at two samples 

per symbol as shown in Fig. 3.3(a). The pulse shaping filter is a root raised cosine (RRC) pulse 
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shaping filter with roll-off factor dependent on the operating symbol rate. The roll-factor values 

used at symbol rates of 28 Gbaud, 35 Gbaud, 40 Gbaud, 45 Gbaud, 50 Gbaud, 53 Gbaud, and 56 

Gbaud are 1, 0.82, 0.6, 0.42, 0.28, 0.2, and 0.15, respectively. Next, the pulse shaped signal is 

resampled at DAC sampling rate of 84 GSps. After resampling, clipping and non-nonlinear 

compensation are performed where the transfer function of the used modulator [59] is inverted to 

insure equally spaced QAM constellation points after optical modulation. Then, we pre-distort 

the signal using an experimentally optimized digital pre-emphasis filter to partially equalize the 

limited bandwidth of the transmitter components [59].  

The receiver DSP (Rx-DSP) in the proposed self-homodyne system is a reduced version of 

the conventional coherent Rx-DSP where frequency offset removal and phase noise mitigation 

are omitted. The chromatic dispersion (CD) compensation is also omitted since short fiber links 

are deployed and the compensation can be included within subsequent adaptive filtering. As 

shown in Fig. 3.3(b), Rx-DSP starts with IQ imbalance compensation [75] followed by 

resampling where the rest of the Rx-DSP operates at double the symbol rate. It should be noted 

that we use the same reference clock for the DAC and the RTO due to the co-locality of the 

system. Thus, the clock recovery DSP block is not required in our demonstration. Next, 

synchronization is done to find the training symbols within the captured frame for initial 

polarization tracking. The polarization tracking is performed using 4×4 real valued multiple-

input-multiple-output (MIMO) DSP block [60] shown in Fig. 3.3(b). Initially, we use training 

symbol least mean squares algorithm (TS-LMS) for initial polarization tracking. Then, we switch 

to decision directed least mean squares algorithm (DD-LMS) after convergence for steady state 

operation. In addition to the polarization tracking, the 4×4 real valued MIMO includes adaptive 

filter taps that (1) remove any residual inter-symbol interference (ISI), (2) include the RRC 

matched filtering, and (3) compensate for CD induced from short distance propagation. It is 

worth noting that if the operating wavelength is in the O-band window, the CD effect will be 

minimal, which is the case in most of the DCIs used for intra-datacenter networking. 
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Fig. 3.3 DSP stack for a self-homodyne system; (a) Tx-DSP, and (b) Rx-DSP. 

3.5 Results and discussion 
Fig. 3.4 shows the BER versus distance at different symbol rates using 16QAM modulation 

format. Below 10 km which is the longest distance that uses full-duplex fibers according to the 

IEEE 400GbE task force [35], we are able to achieve data rate of 448 Gb/s at a BER 8.5×10-6 

below the KP4 FEC threshold using a symbol rate of 56 Gbaud on a single wavelength in the 

B2B case. Also, if we consider the hard decision forward error-correcting threshold (HD-FEC) 

of 3.8×10-3 at 10 km, 400 Gb/s payload rate after overhead removal can be achieved. For 40 

Gbaud, 45 Gbaud, 50 Gbaud, and 56 Gbaud 16QAM signals, data rates of 320 Gb/s, 360 Gb/s, 

400 Gb/s, and 448 Gb/s are achieved below BER of 2.2×10-4, 2.8×10-4, 4.1×10-4 and 7.5×10-4 at 

10 km, respectively.   
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Fig. 3.4 BER versus distance at different symbol rates using 16QAM modulation format. 
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The main reason for the system performance degradation at 10 km is the stimulated Brillouin 

scattering (SBS), which is an inelastic scattering mechanism that occurs when a continuous wave 

(CW) light propagates in the fiber with high power [7]. The backward reflection (in direction 

from C1 to C2) due to SBS generated by the tone propagation from C2 to C1 pollutes the signal 

propagating from C1 to C2 at optical frequency 𝑓𝑐 − 10.73 GHz where 𝑓𝑐 is the optical 

frequency of the CW tone in GHz. This backward reflection due to SBS is then downconverted 

by coherent reception to ~ 10.73 GHz polluting the spectrum of the received signal due to the 

unwanted tone at 10.73 GHz which has ~55 MHz bandwidth as shown in Fig. 3.5. This is 

another important reason why we used the EDFA at the transmitter not at the receiver to avoid 

amplifying the SBS reflection effect. In a real system, this can be totally avoided in the real 

system when transceiver 1 and transceiver 2, shown in Fig. 3.1, use different wavelengths 

(separated by more than the Brillouin shift of 11 GHz) such that the counter-propagating tone 

from transceiver 2/1 generates a reflected light away from the data signal from transceiver 1/2. 

Since our purpose is to demonstrate the idea of implementing the self-homodyne systems in short 

reach DCIs, we believe that the current emulation, though it is SBS limited, adequately proves 

the viability of the system. 
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Fig. 3.5 56 Gbaud 16QAM spectrum from the captured data at the receiver. 

 
 



 51 
 

 

Fig. 3.6 shows the BER versus distance at different symbol rates using 32QAM modulation 

format. At 500 m, BERs of 1.78×10-4 and 3.2×10-4 are achieved with symbol rates of 53 Gbaud 

and 56 Gbaud at 32QAM modulation format, respectively. This shows how the proposed system 

enables for very high data rate that exceeds 0.5 Tb/s achieving 530 Gb/s on a single wavelength 

at 500 m. At 2 km, 500 Gb/s and 450 Gb/s are achieved at BERs of ~2.6×10-4 and ~ 1×10-4 using 

50 Gbaud and 45 Gbaud signals with 32QAM modulation format, respectively. 
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Fig. 3.6 BER versus distance at different symbol rates using 32QAM modulation format. 

 

It is expected that the paths of the signal and the tone are not exactly matched at the receiver. 

Thus, in Fig. 3.7, we investigate the effect of this mismatch on the system performance for a 56 

Gbaud 16QAM signal at 2 km. BER versus the mismatch length curves are generated by adding 

patch cords at different lengths in the tone path. It can be seen that the system performance is not 

affected by a mismatch less than 2 m. Phase noise mitigation is required to compensate for a 

mismatch more than 2 m as in [113] without the second order phase locked loop (PLL). It should 

be noted that the performance degradation due to path mismatch depends on the linewidth of the 

used laser, where the use of a laser with higher linewidth makes the system performance more 

sensitive to the mismatch between the tone and the signal paths. Also, another problem for the 
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path mismatch is the frequency drift of the laser, especially if the target is to realize uncooled 

systems. However, results show that the system performance is immune to the path mismatch to 

a reasonable extent given the current laser technology.  
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Fig. 3.7 BER versus path mismatch length between the tone and the modulated signal using phase noise 
mitigation and without using phase noise mitigation. 

 

Finally, we show the effectiveness of having digital pre-emphasis at the transmitter in case of 

56 Gbaud 16QAM signal at 2 km in Fig. 3.8. The digital pre-emphasis filter is optimized at 121 

taps. In order to reduce the number of taps, we apply Kaiser Window to smooth the energy of the 

filter taps before truncating them. It can be seen that the increase in the number of the digital pre-

emphasis filter taps enhances the system performance up to approximately 17 taps where no 

improvement in the BER is achieved with further increases in the pre-emphasis taps. Also, it is 

worth noting that we can pick a suboptimal point where we reduce the number of filter taps at the 

transmitter and the receiver achieving the required performance. For example, if the required 

BER is 2.2×10-4 at 2 km, we can use several (Tx taps at 84 GSps, Rx taps at 112 GSps in case of 

56 Gbaud) pair to achieve this performance such as (25, 23),  (17,33) and (9, 45). 

 

 
 



 53 
 

Rx Number of Taps
0 20 40 60 80 100 120 140 160 180

B
E

R

No Pre-emphasis
Pre-emphasis 9 taps
Pre-emphasis 17 taps
Pre-emphasis 25 taps
Pre-emphasis 33 taps
Pre-emphasis 41 taps
Pre-emphasis 61 taps
Pre-emphasis 121 taps

10-1

10-2

10-3

10-4

10-5

10-6

 

Fig. 3.8 BER versus receiver number of taps used in the real valued 4×4 MIMO at different number of taps 
used in the digital pre-emphasis at the transmitter. 

3.6 Conclusion  

 We proposed a self-homodyne system for next generation DCIs in intra-datacenter networking 

and we experimentally demonstrated an emulation for the proposed system using integrated InP 

DP-IQM. The proposed system has several advantages beside the direct reduction of the Rx-DSP 

complexity compared to conventional coherent system by omitting both the frequency offset 

removal block and the phase noise mitigation process. In addition, the system has the advantage 

of achieving high bit rates with low bit error rates on a single wavelength compared to direct 

detection systems. This reduces the number of used components, e.g., lasers, modulators, and 

drivers, required by the direct detection system to achieve the same data rate. For example, the 

accepted solution in the 400GbE task force for 2 km reach is the use of 8 wavelengths; each 

carrying PAM-4 modulated signal operating at a symbol rate of ~25 Gbaud (8 lanes with 8 

lasers, 8 modulators, 8 drivers, 8 PDs, and associated 8 TIAs). On the other hand, the proposed 

system achieves 448 Gb/s at 2 km using a single wavelength operating at symbol rate of 56 

Gbaud with 16QAM modulation format (1 laser, 4 drivers, 4 BPDs (8 PDs), and associated 4 

TIAs). In addition, it is a good candidate to realize a solution for uncooled lasers where the 
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proposed system achieves the required data rates on a single wavelength and is more immune to 

drifts in the laser frequency. These drifts in the center frequency are omitted during the tone-

signal beating on the photodetectors of the BPDs since it affect the center frequency of the tone 

and the signal simultaneously provided that the tone and the signal paths are matched. This a 

significant advantage compared to WDM solutions, where a robust design for a flat top 

Mux/Demux must be used to be able to tolerate the frequency drift by the uncooled lasers. 

Furthermore, the transmission in the C-band is possible since the compensation of the CD can be 

done within the adaptive filtering without a noticeable impact on the used number of taps, 

because the signal propagates over short distances in the SMF fiber. Finally, we reported, to the 

best of our knowledge, record breaking transmissions of 530 Gb/s, 448 Gb/s, and 320 Gb/s 

signals on a single wavelength over 500 m, 2 km, and 10 km of SMF fibers, respectively, below 

KP4 threshold using integrated InP modulator. 
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Chapter 4  
High Speed Coherent Optical System Using 
InP Integrated Modulator 
4.1 Overview 

Evolution of internet services such as online video streaming and cloud computing has 

tremendously increased network capacity demand, especially for datacenter interconnects (DCIs) 

particularly for intra- and inter-datacenter applications. Optical coherent systems are used in 

inter-datacenter applications to achieve the highest possible capacity for reaches less than 1000 

km. 400 Gb/s coherent transceivers based on high symbol rates and spectrally efficient 

modulation formats are anticipated to be widely deployed soon for short distance DCI 

applications to satisfy their requirements for high capacity and low cost [114]. One approach to 

achieve 400 Gb/s solution is to use high symbol rates and low order modulation formats. For 

example, a super-Nyquist filtered 110 Gbaud PDM-QPSK signal is used to reduce the signal 

bandwidth to 100 GHz [115]. Another approach is to use higher order modulation formats 

including 16QAM [116, 117] or 64QAM [118], and operate at lower symbol rates. All of these 

approaches require digital signal processing (DSP) at the transmitter and the receiver (some is 

done in the optical domain as in [117]). Another approach is to use either wavelength-division 

multiplexing, for example dual-carrier 32 Gbaud PM-16QAM [119], or time-division 

multiplexing [120].  

Recently, several demonstrations have been reported for high-speed single carrier 

transmissions beyond 400 Gb/s solution [41, 121-124]. For example, WDM transmission of 72 

Gbaud PDM-64QAM single carrier signals over 400 km of ultra large area fiber (ULAF) with 

hybrid Erbium doped fiber amplifier (EDFA)/Raman amplification at a bit error ratio (BER) of 

3×10-2 was demonstrated in [121]. An optical filter was used to shape the spectrum to 

compensate for the limited bandwidth of the transmitter and a calibrated pre-distortion was 

implemented to mitigate for inter-symbol interference (ISI). Another approach is to operate at 

very high symbol rates by using digital bandwidth interleaving method to generate 140 Gbaud 

BPSK signal which can be translated to 140 Gbaud signal in coherent transmission [41]. 
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Electrical time-division multiplexing (ETDM) is another approach to perform high speed 

transmission by increasing the symbol rate. For example, 120 Gbaud ETDM PDM-16QAM 

signal is demonstrated over 1200 km of TeraWave fiber spans with Raman amplification [122]. 

The real challenge in single-carrier high speed transmission especially using high modulation 

order formats is the overall limited bandwidth at the transmitter due to cascaded limited 

bandwidth electro-optic components [123]. In [123], authors have demonstrated 400G per 

channel WDM transmission with PDM-64QAM signal over 328 km of large area pure silica core 

fiber with hybrid EDFA/Raman amplification at BER of 5×10-2. The data is generated using 88 

GSps digital-to-analog converter (DAC) and 80 GSps analog-to-digital converter (ADC).  

In parallel, the deployment of integrated photonics in several applications to achieve cost-

effective, pluggable coherent transceivers has captured a lot of interest for manufacturers, 

researchers and designers [4]. The InP-based IQ modulator is a good candidate to realize 

integrated pluggable coherent transceivers with relatively higher 3-dB bandwidth at lower values 

of Vπ compared to other integrated solutions [6, 52, 53, 61-64, 125]. Also, InP-based devices can 

be integrated with lasers [52], RF amplifiers [53] and SOAs [6]. Several single carrier 

transmission demonstrations have been reported that utilize InP-based IQ modulators operating 

over varying distances, data rates, and modulation formats. For example, the authors 

demonstrated long haul transmission at 32 Gbaud PDM-QPSK and PDM-16QAM with dual 

polarization emulation over 8000 km, and 960 km, respectively [52]. Also, a 28 Gbaud 64QAM 

modulated signal is transmitted over 40 km at a BER of 1.0 x 10-2 [62]. In [61], InP segmented 

Mach-Zehnder modulators (segmented MZMs) are used to realize a single polarization IQ 

modulator with DAC-free operation. Dual polarization emulation is done to demonstrate 32 

Gbaud PDM-64QAM transmission over 80 km at BER of 9.1×10-3. 

In this chapter, we first demonstrate 400G transmission using a 2.5V Vπ InP packaged dual-

polarization IQ modulator (DP-IQM) with 35 GHz 3-dB bandwidth on a single carrier using 

16QAM at 56 Gbaud, and 64QAM at 38 Gbaud, and 43 Gbaud [59]. These modulation schemes 

enable 400G transmission after overhead removal. To achieve this result, we implement DSP at 

the transmitter and the receiver, as will be discussed later, including transmitter frequency 

response equalization, non-linear compensation for MZM response, and other DSP algorithms. 

Also, an experimental comparison is performed between an InP-based and a LiNbO3 based DP-

IQM. This demonstration was enabled using a DAC operating at 65.7 GSps and 33 GHz real 
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time oscilloscope (RTO) operating at 80 GSps. Then, we further approach the bandwidth limit of 

the same InP DP-IQM and demonstrate payload rate flexible upto 600 Gb/s transmissions as a 

cost-effective solution for next generation DCIs and backbone networks. In particular, we 

demonstrate various symbol rates and modulation formats including 77 Gbaud PDM-32QAM 

(770 Gb/s), 84 Gbaud PDM-16QAM (672 Gb/s), 84 Gbaud PDM-8QAM (504 Gb/s), and 84 

Gbaud PDM-QPSK (336 Gb/s), all enabled by a four-channel DAC operating at 84 GSps that 

drives the InP DP-IQM in the transmitter and two RTOs operating at 160 GSps in the receiver 

[60]. The transmission distance is 320 km, 960 km, 1980 km, and 4480 km for the four signals at 

a BER of 2×10-2, respectively. The payload rate is about 600 Gb/s, 525 Gb/s, 400 Gb/s and 260 

Gb/s, respectively, after the overall 28% overhead removal. Digital pre-emphasis is used to 

compensate for the transmitter limited bandwidth. A 4×4 real valued multiple-input-multiple-

output (MIMO) adaptive equalizer is used at the receiver for simultaneous polarization tracking 

and transceiver distortion mitigation instead of a 2×2 complex MIMO filter used in the first 

demonstration. 

The remainder of the chapter is organized as follows: Section 4.2 is dedicated to the DP-IQM 

description. The experimental setups are discussed in section 3.3. In section 3.4, details on the 

used DSP functions are presented. Section 3.5 presents the experimental results, and we conclude 

in section 2.7. 

4.2 Description of the deployed InP-based DP-IQM 
InP-based modulators offer a significant size reduction compared to LiNbO3 modulators due to 

larger phase-voltage efficiency per unit length attributed to the Quantum Confined Stark Effect. 

The DP-IQM used in this experiment is packaged in a 41 mm by 19 mm module and uses two 

InP chip-on-carriers as described in [64]. Fig. 4.1 shows a schematic illustrating the DP-IQM 

design. The input optical power is collimated and split between the two InP chips using a free-

space micro-optic 3 dB splitter. A standard aspheric lens is used to focus the light into the InP 

waveguide and a spot size converter integrated into the modulator was designed to reduce the 

coupling losses at the waveguide interface. Each InP chip has two nested MZ structures having 

co-planar slot-line, series push-pull travelling-wave electrodes designed for high-speed RF 

modulation. Phase bias and substrate bias controls are also required to set operating points and 

maintain constant modulation voltage over wavelength, respectively. The optical modulated 
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signal coming out of the Y-polarization chip is rotated by 90° before being combined with the X-

polarization signal using a micro-optic polarization combiner. The X-polarization path shows an 

optical delay component necessary to equalize the optical path between both polarizations to 

limit the skew to less than 5 ps. The combination of the X and Y signals is collimated and 

focused inside a standard SMF fiber at the output. 

 

 

Fig. 4.1 InP-based DP-IQM schematic (CB-CPW: Conduction-backed coplanar waveguide). 

 

The modulator exhibits an insertion loss below 10 dB and a X/Y imbalance of better than 1 

dB over the C-band. The Vπ for this design is 2.5V and the 3 dB bandwidth is greater than 35 

GHz for all the MZ structures. 

4.3 Experimental setup 

4.3.1 Experimental setup for 400G coherent transmission demonstration 

Fig. 4.2 shows the experimental setup deployed to demonstrate the performance of the DP-IQM. 

An AC-coupled 8-bit digital-to-analog converter (DAC), operated at 65.7 GSps, generates four 

1.2 Vpp differential outputs at the maximum output voltage swing. The four differential outputs 

are connected to four differential inputs of a quad linear amplifier which produces four 5 Vpp 

single-ended signals used to drive the DP-IQM. The optical source is a 100 kHz linewidth 

external cavity laser (ECL) operating at 1550.12 nm with 15.5 dBm optical power.  
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Fig. 4.2 Experimental setup used for 400G coherent transmission demonstration. 

 

After modulation, the optical signal is amplified with a booster to a fixed average power of 

approximately 23 dBm. The booster is followed by a variable optical attenuator (VOA) used to 

adjust the launched power of the signal to its optimum value according to the modulation format 

and symbol rate used. The signal is then launched into an optical recirculating loop containing 

four spans. Each span contains 80 km of SMF-28e+ followed by an inline erbium-doped fiber 

amplifier (EDFA) with 5 dB noise figure. The second span is followed by a tunable filter with 

the center wavelength at 1550.12 nm and bandwidth of 2 nm. 

The output signal from the recirculating loop is coupled with a noise signal using a 3-dB 

coupler for characterization purposes. The noise loading is done using an amplified spontaneous 

emission (ASE) noise source followed by a VOA to control the OSNR. The output of the 3-dB 

coupler is followed by a 99% coupler with the 1% port connected to an optical spectrum analyzer 

(OSA) for OSNR measurements. The 99% port is connected to a 0.8 nm filter followed by pre-

amplifier and a second VOA. The optimum received power determined experimentally is 7.4 

dBm. This high input power is required in order to compensate for the 10 dB loss of the optical 

hybrid, thus ensuring adequate received optical power. A 15.5 dBm, 100 kHz linewidth ECL 

operating at 1550.12 nm is used as a local oscillator laser. The optical hybrid is followed by four 

balanced detectors feeding a 33 GHz, 8-bit RTO operating at 80 GSps for offline signal 

processing. 
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4.3.2 Experimental setup for 600G coherent transmission demonstration 

In this subsection, we detail the differences between the 400G demonstration and the 600G 

demonstration test-beds at the transmitter and the receiver sides. The recirculating loop and the 

noise loading blocks are kept the same, as shown in Fig. 4.3. Four AC-coupled 8-bit DACs 

operating at 84 GSps are used to generate the four RF electrical signals, which are the base RF 

driving signals for optical modulation. The four RF electrical signals are then amplified by four 

discrete RF amplifiers with single-ended input and output, 50 GHz 3-dB bandwidth and a 

constant power gain of 26 dB with maximum output voltage of 8 Vpp. The actual output swing 

from the RF amplifiers is around 1.9 Vpp. at 84 Gbaud and 2.2 Vpp. at 77 Gbaud. Next, RF delay 

lines (DC-63 GHz phase adjustable adaptors) are used to compensate for the skew between the 

four RF signals at the input of the DP-IQM due to RF cabling and other RF components. The 

DP-IQM is used for electro-optic conversion where the electric fields of two orthogonal 

polarizations of the continuous wave (CW) input light are optically modulated with the four RF 

signals. The CW light source is an external cavity laser (ECL) with 100 kHz linewidth operating 

at 1550.12 nm with an optical power of 15.5 dBm. The DP-IQM is a 2.5V Vπ InP DP-IQM 

which has a 35 GHz 3-dB bandwidth, 10 dB insertion loss and less than 5 ps skew between X 

and Y polarization paths as detailed in section 4.2. 
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Fig. 4.3 Experimental setup used for 600G coherent transmission demonstration. Inset: B2B optical spectrum 
with 0.05 nm resolution bandwidth for 84 Gbaud signal with digital pre-emphasis (red curve) and without 
digital pre-emphasis (blue curve). 

 

For the receiver side, the output of the noise loading block is connected to an 0.8 nm filter to 

remove the out of band noise followed by pre-amplifier and another VOA to optimize the 
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received power. The optimized received power is found to be 6 dBm at the signal input port of 

the optical hybrid. Another ECL operating at 1550.12 nm is used as a local oscillator feeding the 

optical hybrid for coherent detection. The optical hybrid is followed by four balanced detectors 

with 40 GHz 3-dB bandwidth which are feeding two 62 GHz, 8-bit, RTOs operating at 160 GSps 

followed by offline signal processing. 

4.4 DSP stack 

4.4.1 DSP stack used for 400G coherent transmission 

Fig. 4.4 illustrates the DSP stack used at the transmitter and receiver. The transmitter DSP (Tx-

DSP) starts with N-QAM symbol generation, generating four random streams for dual 

polarization transmission. Each stream is uniformly distributed over M levels where 

M = log2(N). Next, the generated symbols are pulse shaped using a root-raised-cosine (RRC) 

filter at 2 samples per symbol. The roll-off factors used in the RRC filter for 56, 43, 38 Gbaud 

signals are 0.1, 0.4, and 0.5, respectively. Next, the four streams are re-sampled to the 65.7 GSps 

sampling rate of the DAC. This is followed by clipping and non-linear compensation for the 

MZM transfer function, which is needed in order to have equally-spaced constellation points 

after optical modulation. Then, digital pre-emphasis is used to compensate for the frequency 

response of transmitter components including (i) the DAC (3-dB bandwidth of 13 GHz), (ii) the 

quad linear driver (3-dB bandwidth of 30 GHz), and (iii) the DP-IQM (3-dB bandwidth of 35 

GHz). Compensation of the overall frequency roll-off of the transmitter minimizes the RF swing 

out of the DAC. This results in a lower RF signal swing applied to the DP-IQM via the quad 

linear driver. Therefore, there is a trade-off between the amount of transmitter frequency 

response compensation applied at the transmitter versus the RF input swing applied to the DP-

IQM. The transmitter equalizing filter is experimentally optimized at each symbol rate. The 

transmitter frequency response compensation is followed by signal quantization to 256 levels for 

the 8-bit DAC. 

The receiver DSP (Rx-DSP) starts with IQ power imbalance compensation and quadrature 

error correction using Gram-Schmidt orthogonalization [75]. Next, the data is re-sampled from 

80 GSps to double the symbol rate. After re-sampling, frequency domain chromatic dispersion 

(CD) compensation is performed [76] followed by frequency offset removal using the 

periodogram method [67]. Then, matched filtering is done followed by a timing recovery to 
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select the appropriate sampling instance [68]. Clock recovery is not required because a common 

reference clock is supplied to the DAC and RTO. Next, synchronization is performed using a 

cross-correlation between the received symbols captured by the RTO and the training symbols. 

Initial polarization tracking is done using the training symbol least mean squares (TS-LMS) 

algorithm [71]. After initial convergence, decision directed LMS (DD-LMS) for steady-state 

operation is used. Finally, phase noise and residual frequency offset are mitigated by a second 

order phase locked loop (PLL) [113] that is included within the TS- and DD-LMS algorithms. 
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Fig. 4.4 DSP stack used for 400G coherent transmission demonstration: (a) Tx-DSP; (b) Rx-DSP. 

4.4.2 DSP stack used for 600G coherent transmission 

In this subsection, we highlight differences in the Tx-DSP and Rx-DSP between the 400G 

demonstration and the 600G demonstration DSP stacks. As shown in Fig. 4.5, the Tx-DSP 

depends on the operating symbol rate after symbol generation. At 84 Gbaud, which corresponds 

to operating the DAC at 1 sample per symbol, the generated symbols are pre-distorted by digital 

pre-emphasis followed by clipping and quantization processes. At 77 Gbaud, the Tx-DSP is the 

same as in subsection 4.4.1. The generated symbols are initially pulse shaped using RRC filter at 

2 samples per symbol with a roll-off factor of 0.09. Then re-sampling from 154 GSps to 84 GSps 

and digital pre-emphasis are applied on the data samples for equalization. Digital pre-emphasis is 

achieved using a finite-impulse-response (FIR) filter that is optimized experimentally to give 

minimum BER in the B2B case. The used number of taps for the FIR filter is 81 taps; however, 

99% of the filter energy is confined in 15 taps only. Next, the equalized samples undergo non-

linear compensation process to pre-invert the nonlinear transfer function of the MZMs of the DP-

IQM and clipping procedure to minimize the peak-to-average-power-ratio. Finally, the samples 

are quantized and uploaded to the DAC memory. 
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Fig. 4.5 DSP stack used for 600G coherent transmission demonstration: (a) Tx-DSP for 84 Gbaud at one 
sample per symbol (sps); (b) Tx-DSP for 77 Gbaud; (c) Rx-DSP. 

The receiver DSP (Rx-DSP) is similar to the one in subsection 4.4.1 except for timing 

recovery and polarization demultiplexing blocks. The timing recovery is done during the 

synchronization process for the captured data from both RTOs. For the polarization 

demultiplexing block, training symbol least mean squares (TS-LMS) and decision directed LMS 

(DD-LMS) are used for initial polarization tracking and steady state operation, respectively. 

However, we use a 4×4 real valued MIMO, similar to [66, 126], instead of the conventional 2×2 

complex MIMO for polarization tracking and adaptive filtering. The 2×2 complex MIMO can be 

described employing Jones space representation of the signal as follows: 

�
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�                                                     (4.1) 

where 𝑬𝑿𝒐𝒖𝒕 and 𝑬𝒀𝒐𝒖𝒕 are the recovered complex electric fields after polarization tracking and 

adaptive filtering of the received complex electric fields 𝑬𝑿𝒊𝒏 and 𝑬𝒀𝒊𝒏 using the filter taps 

𝒉𝒙𝒙,𝒉𝒙𝒚,𝒉𝒚𝒚, and 𝒉𝒚𝒙. Similarly, the 4×4 real valued MIMO can be described by decomposing 

Eq. (1) into its real valued form and adjusting the real and imaginary parts of the filter taps to be 

independent as follows: 
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where, hθθ has been decomposed to 𝒉𝜽𝜽,𝒊𝒊, 𝒉𝜽𝜽,𝒊𝒒, 𝒉𝜽𝜽,𝒒𝒒, and 𝒉𝜽𝜽,𝒒𝒊 and 𝜽𝜽 can be any of 𝒙𝒙, 

𝒙𝒚, 𝒚𝒙, and 𝒚𝒚. The computational complexity required for multiplications and additions of the 

real valued MIMO scheme is the same as the complex MIMO, however, it requires more 

memory for storing the additional independent filter taps. 

The advantage of using the 4×4 real valued MIMO over the 2×2 complex MIMO in our setup 

is its higher ability to mitigate transmitter and receiver impairments namely: IQ imbalance and 

IQ skew, which are significant impairments for high symbol rates with high order modulation 

formats. This ability is due to filtering both signal quadratures independently in case of the 4×4 

real valued MIMO, which allows the MIMO to correct any time skew or power imbalances 

between the two quadratures. It is worth noting that the 4×4 real valued MIMO was discussed 

before for compensating the receiver imperfections in [66, 126]. However, it can be used for 

transmitter impairment compensation especially for high symbol rate systems that are sensitive 

to any residual IQ skew or imbalance. In [127], the authors investigated the impact of the 

transmitter impairments on system performance and introduced a DSP block to compensate for 

those impairments. This DSP block included a 2×2 real-valued MIMO applied on each 

polarization separately where polarization tracking is done prior to the transmitter impairments 

compensation block. In our DSP stack, polarization tracking, carrier phase recovery and the IQ 

imbalance and IQ skew compensation are combined in one DSP block: the 4×4 real valued 

MIMO. 

4.5 Results and discussion 

4.5.1 400G coherent transmission demonstration results 

Fig. 4.6 shows the BER versus transmission distance for a 56 Gbaud 16QAM signal at different 

launched powers. After sweeping the launched power, we found that the optimum launched 

power is 3 dBm for all transmission distances. At the optimum launched power, 448 Gb/s can be 

transmitted over 500 km while operating below the HD-FEC threshold. In addition, at 0 km, 

which is a back-to-back (B2B) configuration with no noise loading, we measure a non-zero BER 

floor of 2.4 × 10-4. 
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Fig. 4.6 BER versus distance at 56 Gbaud 16QAM per launched power in 400G coherent transmission 
demonstration with B2B constellation as an inset 

 

Next, Fig. 4.7 shows the BER versus OSNR in 0.1 nm bandwidth for the 56 Gbaud 16QAM 

signal measured using noise loading in B2B configuration. In addition, we plot the theoretical 

BER vs. OSNR curve, which assumes white Gaussian noise is added on an otherwise noise free 

undistorted optical signal. We also include the measured B2B BER floor of 2.4 × 10-4 at an 

optimum launch power of 3 dBm taken from Fig. 4.6. Because of the presence of this BER floor, 

we conclude that the experimental OSNR curve at large OSNR values (~> 40 dB) will converge 

to this 2.4 × 10-4 BER value. Furthermore, at these high OSNR values the system is operating 

with very low optical noise because there is no optical noise loading in this configuration. Hence, 

we conclude that this BER floor is caused by the electrical noise in our system, and that the 

dominant contribution to this noise is the in-band transmitter electrical noise power. The result is 

the observed 5 dB implementation penalty between measured and theory curves at HD-FEC. 

This measured implementation penalty is consistent with recent reports of 16QAM systems 

operating at similar symbol rates [128, 129]. 
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Fig. 4.7 BER versus OSNR for 56 Gbaud 16QAM in 400G coherent transmission demonstration 

 

Regarding the origins of the transmitter electrical noise, the dominant contributions to this 

electrical noise lying within the signal bandwidth are the DAC, and the RF amplifiers. 

Contributions to the noise generated by the DAC include: digital waveform clipping, 

quantization noise, and decreasing effective number of bits (ENOB) with increasing frequency. 

Further, the RF amplifiers generate thermal noise. In addition generating the IQM drive signals 

requires pre-emphasis DSP at the transmitter in order to pre-compensate the linear system 

responses of the components which have limited bandwidths [129, 130]. The resulting signal 

swing from the DAC post DSP is reduced significantly. Hence, the separation between the four 

levels used to generate 16QAM signals is very small. This separation will be further reduced 

when generating eight level signals used in 64QAM formats. This low amplitude signal, which 

includes excess electrical noise as per above, is amplified by the high gain RF amplifier which 

adds additional noise. Finally, the large bandwidth of a 56 Gbaud signal integrates large amounts 

of in-band electrical noise. 

Next, Fig. 4.8 shows the BER versus transmission distance at optimum launched power of 2 

dBm for both 38 Gbaud 64QAM and 43 Gbaud 64QAM signals both delivering 400G with HD-

FEC and SD-FEC overheads, respectively. We observe that using 64QAM modulation format 
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limits the transmission distance compared to 16QAM. Using 38 Gbaud 64QAM, the maximum 

reach is limited to 150 km at HD-FEC. The shorter reach for 64QAM compared to 16QAM can 

be explained by comparing the required OSNR in B2B at HD-FEC in Fig. 4.9 and Fig. 4.7 for 

both 38 Gbaud 64QAM and 56 Gbaud 16QAM, respectively. We observe that an OSNR of 

around 32 dB is required at HD-FEC for 38 Gbaud 64QAM (Fig. 4.9) as opposed to only 27 dB 

for 56 Gbaud 16QAM (Fig. 4.7). 
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Fig. 4.8 BER versus distance for 38 Gbaud and 43 Gbaud 64QAM in 400G coherent transmission 
demonstration with B2B constellations as an inset. 

 

Finally, in Fig. 4.9, the B2B BER versus OSNR system performance while operating at 38 

Gbaud 64QAM is reported for a 35 GHz InP and a 27 GHz LiNbO3 DP-IQM. This head-to-head 

comparison between the two DP-IQMs is performed by removing the InP-based DP-IQM in Fig. 

4.2 and installing LiNbO3 DP-IQM and then optimizing the pre-emphasis filter. We choose this 

symbol rate, which ensures 400G raw data rate, in order to make a proper comparison between 

the two platforms such that the impact of the difference in the bandwidth between the two 

modulators on the system performance is minimized (we use an RRC pulse at 38 Gbaud with a 

roll-off factor 0.5 which ensures that approximately 91% of the signal energy is confined below 

19 GHz). We observe in Fig. 4.9 a difference of approximately 0.3 dB between the performance 

of the InP modulator and the LiNbO3 modulator in favor of the InP modulator. In addition, we 
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observe ~6 dB implementation penalty relative to theory for both modulators, the explanation for 

which is given above when detailing the 56 Gbaud results. 
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Fig. 4.9 BER versus OSNR for 38 Gbaud 64QAM system performance as a function of modulator platform. 

 

4.5.2 600G coherent transmission demonstration results 

As mentioned in subsection 4.4.2, we used 4×4 real valued MIMO instead of the conventional 

2×2 complex MIMO to further improve the system performance at these very high symbol rates, 

which is very sensitive to transceiver I/Q impairments.  Fig. 4.10 shows the BER versus 

transmission distance using the conventional 2×2 complex MIMO and the 4×4 real valued 

MIMO for 77 Gbaud PDM-32QAM and 84 Gbaud PDM-16QAM, PDM-8QAM and PDM-

QPSK signals at optimum launched power of ~3 dBm and received power of 6 dBm. In all cases, 

the 4×4 real valued MIMO provides better performance than the conventional 2×2 complex 

MIMO due to being more tolerant to residual IQ imbalance and IQ skew of the transceiver. 

These transceiver impairments can be attributed to the use of discrete electronic components 

between the DAC and the DP-IQM. For instance, in the 84 Gbaud 16QAM case, the maximum 

reach at SD-FEC threshold using 2×2 complex MIMO is 640 km, while the maximum reach 
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using 4×4 real valued MIMO is 960 km. As per Fig. 4.10, 77 Gbaud PDM-32QAM, 84 Gbaud 

PDM-16QAM and 84 Gbaud PDM-8QAM signals are propagated and operated below SD-FEC 

threshold at maximum distances of 320 km, 960 km and 1980 km, respectively. In addition, the 

84 Gbaud PDM-QPSK signal is successfully transmitted over 2880 km, operating below the hard 

decision FEC (HD-FEC) threshold of 3.8 x 10-3.  
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Fig. 4.10 BER versus distance for 77 Gbaud PDM-32QAM signal, 84 Gbaud PDM-16QAM, PDM-8QAM 
and PDM-QPSK signals for two cases; using 2×2 complex MIMO in Rx-DSP and using 4×4 real valued 
MIMO in Rx-DSP 
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Fig. 4.11 Payload rate after overall overhead removal versus achieved reach (Note: overall overhead 28% in 
case of SD-FEC). Inset: B2B constellations. 
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The achieved payload rate after overhead removal versus distance is deduced in Fig. 4.11. A 

payload rate of 600 Gb/s single carrier transmission over 320 km of SMF is achieved using 77 

Gbaud PDM-32QAM modulation format at SD-FEC threshold. Payload rates of 525 Gb/s and 

390 Gb/s signals are transmitted at 84 Gbaud over 960 km and 1920 km using 16QAM and 

8QAM modulation formats, respectively, at SD-FEC threshold. For 84 Gbaud symbol rate QPSK 

modulation format, long haul transmission is achieved for payload rates of 300 Gb/s and 260 

Gb/s over 2880 km and 4480 km at HD-FEC and SD-FEC thresholds, respectively. 

Next, Fig. 4.12 shows the BER versus OSNR in 0.1 nm bandwidth measured by noise loading 

in B2B configuration for the 77 Gbaud 32QAM, 84 Gbaud 16QAM and 84 Gbaud QPSK signals 

using the 4×4 real valued MIMO in the Rx-DSP. In addition, we plot the theoretical BER vs. 

OSNR curves corresponding to these symbol rates and modulation formats assuming additive 

white Gaussian noise (AWGN) channel. We also include in dotted lines the corresponding 

measured B2B BER floors taken from Fig. 4.10, i.e. when there is zero loaded ASE noise. 

Because of the presence of this noise floor, we conclude that by increasing the OSNR, the 

experimental BER-OSNR curves will converge to the B2B BER values that were achieved in 

absence of noise loading. These B2B BER floor values result mainly from the in-band electrical 

transmitter noise as discussed in subsection 4.5.1 and reported in [123, 130].  
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Fig. 4.12 BER versus OSNR for 77 Gbaud 32QAM signal, 84 Gbaud 16QAM and QPSK signals. Dotted 
lines represent B2B BER floors for each scenario which are taken from the BER curves at 0 km. 

 
 



 71 
 

It can be noted that the 77 Gbaud 32QAM signal has ~7 dB implementation penalty at SD-

FEC threshold, which is higher than the implementation penalty (~5 dB) of the 84 Gbaud 

16QAM at SD-FEC threshold despite the fact that the latter has higher symbol rate. This is 

because the 32QAM signal requires more levels to represent the in-phase and quadrature 

electrical signals that are generated by the DACs compared to the 16QAM signal. More 

specifically, higher order modulation formats require higher ENOB for the DACs since they are 

more sensitive to quantization noise due to the larger number of required levels to represent the 

underlying drive signals. The same observation can be made for the 84 Gbaud QPSK and 

16QAM signals at HD-FEC threshold. The QPSK signal, which has the least ENOB 

requirement, has ~3 dB implementation penalty at HD-FEC threshold while the implementation 

penalty for the 16QAM signal is ~8.5 dB at HD-FEC. 

4.6 Conclusion 

We demonstrated 400G transmission using a 65.7 GSps DAC and an InP-based DP-IQM on a 

single carrier including the required overhead at different modulation formats and symbol rates, 

namely 16QAM at 56 Gbaud and 64QAM at both 38 and 43 Gbaud. Transmission of the 56 

Gbaud 16QAM signal needs lower OSNR and can propagate over longer distances (more than 

500 km) compared to 64QAM signals at lower symbol rates.  

Moreover, we demonstrated 770 Gb/s transmission using a 84 GSps DAC and the same InP-

based DP-IQM on a single carrier at a symbol rate of 77 Gbaud and PDM-32QAM modulation 

format over 320 km below SD-FEC threshold. In addition, transmissions are demonstrated at a 

symbol rate of 84 Gbaud, where bit rates of 504 Gb/s and 672 Gb/s are achieved using 8QAM 

and 16QAM modulation formats over 960 km and 1920 km, respectively below SD-FEC 

threshold.  

Results in both demonstrations show that the OSNR implementation penalty is highly 

dependent on the order of the modulation format due to its sensitivity to the transmitter noise. 

Finally, the viability of using InP DP-IQM is proved to meet up to payload rate of 400 Gb/s and 

600 Gb/s transmission system requirements for DCI applications. 
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Chapter 5  
Stokes Vector Direct Detection System for 
Inter-Datacenter Interconnect Applications 
5.1 Overview 

Data center interconnects (DCIs) are growing significantly due to the massive increase in data 

services such as cloud computing, social media and virtualization. This growth is driving the 

demand for faster, compact and cost-effective optics for DCI traffic in metro applications [131]. 

Amongst the various solutions, coherent transmission deploying dual-polarization IQ modulators 

(DP-IQM) and coherent receivers is used for 100G signal transmission with QPSK modulation 

format in long haul applications. Coherent systems are also used for 200G signal transmission 

with the 16QAM modulation format for metro applications. These applications have been 

recently standardized [132, 133]. Metro applications for distances less than 1000 km, found in 

inter-datacenter interconnects, represent intermediate systems between long haul applications 

and short reach applications. The transceiver design for metro networks is utmost challenging 

because of the need of capacity-reach, footprint and cost [131].  

Nowadays, there is a growing interest in finding alternative solutions for short reach and 

metro applications using Stokes vector modulation and detection [78, 79, 81-83, 107, 134, 135] 

rather than unidimensional intensity modulation/ direct detection (IM/DD) system or complex 

coherent system. Although the concept of a Stokes vector receiver (SVR) has been described in 

the 1990s [77, 136], SVR systems with advanced modulation formats have only been 

demonstrated recently. For instance, 100 Gb/s per wavelength over 480 km for metro 

applications was demonstrated in [79] using a complex IQ modulation on the X polarization and 

transmitting the carrier on the orthogonal polarization. This modulation scheme presents a hybrid 

solution between coherent and direct detect systems.  

The two-dimensional Stokes vector direct detection (2D-SV-DD) system and single 

polarization coherent system have a simpler transmitter when compared to that of the dual 

polarization coherent system. Since only one polarization is modulated, the transmitter in 2D-

SV-DD requires half the number of electronic and electro-optic devices including the number of 
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digital-to-analog converters (DACs), amplifiers, Mach-Zehnder modulators compared to the dual 

polarization coherent system transmitter. This is at the expense of halving the spectral efficiency 

that can be achieved by the dual polarization coherent system. On the other hand, the SVR, 

which has several configurations shown in [82], has a simpler receiver compared to the single 

polarization coherent system. The common feature in SVR configurations compared to coherent 

systems is that SVR does not employ a local oscillator (LO) laser with its associated 

thermoelectric cooler (TEC) and driving circuitry. The deployed SVR in this demonstration 

comprises a 2×4 hybrid, two balanced photodetectors (BPDs) and two single-ended 

photodetectors (SE-PDs) instead of two 2×4 hybrids and 4 BPDs in coherent detection. It is 

worth noting that the single polarization and the dual polarization coherent receivers share the 

same configuration to avoid the deployment of a polarization stabilizer in single polarization 

coherent receiver [73]. Moreover, 2D-SV-DD systems require less complex digital signal 

processing (DSP) at the receiver compared to a coherent system since there is no frequency 

offset removal, laser phase noise mitigation or cycle slip detection.  

In parallel to the interests in 2D-SV-DD systems, researchers, designers, and manufacturers 

use photonic integrated devices fabricated on various platforms such as silicon (Si) [39] or 

indium phosphide (InP) [52] to supply the demand for DCI applications. 2D-SV-DD systems 

have been demonstrated using Si photonics modulators in [78, 83] and using Si photonics IQ 

modulator (IQM) and Si photonics SVR in [107].  

In this chapter, we first demonstrate, using an InP IQM described in section 4.2, a single 

carrier transmission using a 2D-SV-DD system at symbol rate of 56 Gbaud with QPSK, 8QAM, 

and 16QAM modulation formats corresponding to payload rates of 100G, 150G and 200G, 

respectively [58]. The system operates below the 7% overhead BCH hard-decision forward error 

correction (HD-FEC) threshold of 4.5 × 10-3 [137] over distances of 2880, 960 and 320 km, 

respectively. These modulation schemes enable 100G transmissions and 200G transmissions for 

long haul and metro applications after removal of the FEC and encapsulation overhead. To 

achieve this result, we optimize the carrier-to-signal-power ratio (CSPR) and implement DSP at 

the transmitter and the receiver including digital pre-emphasis, non-linear compensation for the 

Mach-Zehnder modulator (MZM) transfer function, and chromatic dispersion (CD) pre-

compensation. The results of this phase of 2D-SV-DD demonstration is enabled by a DAC 
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operating at 64 GSps in the transmitter side and real time oscilloscope (RTO) with 33 GHz 3-dB 

bandwidth operating at 80 GSps at the receiver side. 

We then investigate the effect of the used CD compensation method on the 2D-SV-DD 

transmission system performance. We discuss the limitations of both CD pre- and post-

compensation methods and we identify the transmission scenarios in which either method 

outperforms the other as well as the potential reasons for the performance discrepancy between 

the two compensation methods. In addition, we show mathematically the importance of 

performing the polarization tracking prior to CD post-compensation. Specifically, we compare 

the transmission performance of CD pre-compensation and CD post-compensation at symbol 

rates of 64 Gbaud and 84 Gbaud using 16QAM modulation format enabled by a DAC operating 

at a sampling rate of 84 GSps. Results show that the CD post-compensation gives better 

performance than the CD pre-compensation at 84 Gbaud. On the other hand, CD pre-

compensation outperforms CD post-compensation when the symbol rate is dialed down to 64 

Gbaud. Also, we show the system performance for different modulation formats at 64 Gbaud and 

84 Gbaud using CD pre-compensation showing the maximum reach of each format. We show 

that using 2D-SV-DD combined with CD pre-compensation, the maximum reach can extend to 

thousands of kilometers at BER below the soft decision forward error correcting threshold (SD-

FEC) of 2×10-2 especially for the less dense modulation formats. For instance, 84 Gbaud QPSK 

and 64 Gbaud QPSK transmissions reached 3,520 km and 4,800 km below SD-FEC achieving 

591,360 Gb/s.km and 614,400 Gb/s.km throughput-times-distance products, respectively, which 

are the highest throughput-times-distance products reported using Stokes transmission. 

The rest of this chapter is organized as follows: In section 5.2, we present the principle of the 

2D-SV-DD system under study and the effect of the polarization rotation due to propagation on 

CD compensation. The experimental setup is discussed in section 5.3 for the two phases of our 

study. In section 5.4, the applied DSP functions in both phases are detailed and differences in 

DSP are highlighted when either CD pre- or post-compensation is used. Section 5.5 presents the 

experimental results, and we finally conclude the chapter in section 5.6. 
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5.2 Principle of 2D-SV-DD system and CD limitations 

5.2.1 Principle of 2D-SV-DD system transceiver 

A schematic diagram of the 2D-SV-DD system is shown in Fig. 5.1. After the transmitter 

DSP (Tx-DSP) which will be detailed in the next section, the processed samples are loaded to the 

DAC followed by RF amplifiers to drive a single polarization IQ modulator. The IQ modulator 

performs complex modulation on the electric field of one of the two orthogonal SOPs originating 

from a single laser (X-polarization) that is denoted by EXt .  The power level of optical carrier (C) 

on the other SOP (Y-polarization) is adjusted for the optimization of the carrier-to-signal power 

ratio (CSPR). Then, both optical signals (the modulated signal and the optical carrier) are 

combined using a polarization beam combiner (PBC). The co-propagating reference carrier 

allows for the retrieving of the modulated signal during the self-beating process at the SVR. It is 

noted that a SV-DD system shares identical transmitter architecture and almost similar receiver 

architecture with a self-homodyne coherent detection system that uses a polarization-multiplexed 

pilot carrier. However, by adding two single-ended photodetectors, SVR does not require a 

polarization stabilizer to separate the pilot tone and the signal that is essential for a self-

homodyne coherent detection system [138, 139].  
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Fig. 5.1 Schematic diagram of the 2D-SV-DD system. 

 

The transmitted field can be equivalently represented in the Jones space 𝐉 = [𝐸𝑋𝑡 𝐶]𝐓 or in 

the Stokes space 𝑺𝒕 = [𝑆0𝑡 𝑆1𝑡 𝑆2𝑡 𝑆3𝑡]𝐓, where both representations can be related by 

𝑆0𝑡 = |𝐸𝑋𝑡 |2 + 𝐶2, 𝑆1𝑡 = |𝐸𝑋𝑡 |2 − 𝐶2, 𝑆2𝑡 = 2𝑅𝑒{𝐸𝑋𝑡 .𝐶∗}, 𝑆3𝑡 = 2𝐼𝑚{𝐸𝑋𝑡 .𝐶∗}. T denotes a vector 

transpose, the superscript ‘*’ stands for the complex conjugate and Re and Im represent the real 

and imaginary parts of a complex number. Without loss of generality if we assume that 𝐶 = 1 

and 𝐸𝑋𝑡 = 𝐼 + 𝑗𝑄, we get 𝑆0𝑡 = |𝐸𝑋𝑡 |2 + 1, 𝑆1𝑡 = |𝐸𝑋𝑡 |2 − 1, 𝑆2𝑡 = 2𝐼, 𝑆3𝑡 = 2𝑄. This means that 
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the valuable information is available on 𝑆2𝑡 and  𝑆3𝑡. After propagation in the fiber, the SOP of 

transmitted signal is randomly rotated due to fiber birefringence. This rotation is modeled in 

either the Jones space by an unknown unitary 2×2 complex valued matrix that multiplies the 

transmitted Jones vector 𝐉 or the Stokes space by the matrix multiplication of an unknown 4×4 

real valued matrix and the transmitted Stokes vector 𝑺𝒕. Due to random SOP rotation along the 

fiber, each of the received electric fields on X and Y polarizations (𝐸𝑋𝑟 and 𝐸𝑌𝑟) is a linear 

combination of the transmitted polarizations 𝐸𝑋𝑡  and C. 

The received Stokes vector 𝐒𝒓 = [𝑆0𝑟 𝑆1𝑟 𝑆2𝑟 𝑆3𝑟]𝐓 can be measured using the Stokes 

vector receiver (SVR) illustrated at the right hand side of Fig. 5.1. A PBS is initially used to split 

the received signal into two orthogonal SOPs. Each SOP is further split using 67/33 polarization 

maintaining couplers. This coupling ratio ensures that the system performance is independent 

from the SOP of the signal before the PBS [83]. At the 33% output port of the couplers, |𝐸𝑋𝑟|2 

and |𝐸𝑌𝑟|2 are detected separately using single-ended photodetectors to obtain the intensity on 

both polarizations giving the terms required for calculating 𝑆0𝑟 = |𝐸𝑋𝑟|2 + |𝐸𝑌𝑟|2, and 𝑆1𝑟 =

|𝐸𝑋𝑟|2 − |𝐸𝑌𝑟|2. At the 67% output ports of the coupler, the two orthogonal SOPs are introduced 

to a 90o optical hybrid after SOP alignment using a 90o polarization rotator on one branch. After 

balanced detection at the output of the hybrid, the beating provides the received Stokes 

parameters 𝑆2𝑟 = 2𝑅𝑒{𝐸𝑋𝑟 .𝐸𝑌𝑟
∗}, 𝑆3𝑟 = 2𝐼𝑚{𝐸𝑋𝑟 .𝐸𝑌𝑟

∗}. Since 𝑆2𝑡 and 𝑆3𝑡 are the only transmitted 

Stokes parameters that are required to be retrieved, they can be found via the following 3×2 

MIMO filter that performs the SOP de-rotation, 

�
S2t

S3t
� = �

m11 m12 m13
m21 m22 m23

� �
S1r
S2r
S3r
�                                                 (5.1) 

where 𝑚11, … ,𝑚23 are coefficients of the inverse rotation matrix that are found adaptively at the 

receiver via DSP, and are used to recover the Stokes parameters 𝑆2𝑡 and  𝑆3𝑡 which in turn fully 

describe the complex field of the modulated signal. 

5.2.2 CD limitations in 2D-SV-DD system 

In this subsection, we discuss the CD limitations in this 2D-SV-DD system. Specifically, we 

show how the CD compensation is performed by analyzing the Jones space and Stokes space 

representations of the 2D-SV-DD system. After propagation in the fiber, CD distorts the signal 
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besides the random rotation of the SOP of the propagated signal due to fiber birefringence. If we 

assume a general rotation around the Poincaré sphere, it can be modeled together with CD in the 

Jones space as follows: 

𝐽𝑟 = �𝐸𝑋
𝑟

𝐸𝑌𝑟
� = 𝐷� � 𝑎 𝑏

−𝑏∗ 𝑎∗� 𝐽
𝑡                                               (5.2) 

where Jris the received Jones vector, a and b are the complex entries of the general polarization 

rotation matrix [140] and D� = −j β2L
2

∂2

∂t2
 is a linear operator representing CD encountered by the 

signal along fiber of length L and dispersion parameter β2. It is clear that CD affects both 

polarizations of the propagating lightwave similarly. Also, since the carrier C (the Y-component 

of Jt) represents CW light that is nearly constant with time, it is not largely impacted by CD 

whereas D� only distorts EXt leading to intersymbol interference besides polarization rotation. In 

the absence of polarization rotation Eq. (5.2) is rewritten as 

Jr = D�Jt = D� �EX
t

C
� = �D�EXt

C
� 

in which case 

S2r + jS3r = D�{2EXt . C∗} = D�{S2t + jS3t } 

Hence in the absence of polarization rotation, CD can be easily post compensated by applying 

the inverse operator 𝐷�−1 on the received 𝑆2𝑟 + 𝑗𝑆3𝑟 after which 𝑆2𝑡 + 𝑗𝑆3𝑡, i.e., the complex data 

symbols, are recovered. However in the presence of polarization rotation, applying 𝐷�−1 to 

𝑆2𝑟 + 𝑗𝑆3𝑟 does not recover the transmitted data symbols. This can be deduced by writing 

𝑆2𝑟 + 𝑗𝑆3𝑟 as follows 

𝑆2𝑟 + 𝑗𝑆3𝑟 = 2𝐸𝑋𝑟𝐸𝑌𝑟
∗ = 𝑎2𝐷�{𝑆2𝑡 + 𝑗𝑆3𝑡} − 𝑏2�𝐷�{𝑆2𝑡 + 𝑗𝑆3𝑡}�

∗
+ 2𝑎𝑏 ��𝐷�𝐸𝑋𝑡 �

2
− |𝐶|2� 

to which applying 𝐷�−1 clearly does not only inverse the CD, but also adds noisy terms that affect 

the polarization de-rotation to recover the transmitted data 𝑆2𝑡 + 𝑗𝑆3𝑡. From the above analysis, we 

conclude that if CD post-compensation is to be used at the receiver, polarization rotation has to 

be initially corrected at the receiver before 𝐷�−1 is applied. However, if CD pre-compensation is 

adopted, 𝐷�−1 is simply applied to 𝑆2𝑡 + 𝑗𝑆3𝑡 or 𝐸𝑋𝑡  prior to transmission which is then canceled by 

the 𝐷� operator of the CD induced by the propagation along the fiber. 

In summary, CD can be either post- or pre-compensated in a single carrier 2D-SV-DD. If CD 

post-compensation at the receiver is the chosen method, it should be performed after the 
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polarization tracking to have a correct implementation that is independent of the SOP of the 

received signal. On the other hand, CD pre-compensation is performed at the transmitter by 

applying the inverse CD operator on the complex data symbols before propagation. In the 

following sections, we will clarify how the CD compensation method affects the Tx-DSP and 

Rx-DSP stacks and how each compensation method performs depending on operating system 

parameters. 

5.3 Experimental setup 

5.3.1 First phase of 2D-SV-DD system demonstration 

Fig. 5.2 shows the experimental setup deployed to demonstrate the performance of the SV 

transmission system. An AC-coupled 8-bit digital-to-analog converter (DAC) operating at 

64 GSps generates two 1.2 Vpp differential outputs. These two differential outputs are amplified 

with a linear amplifier. The linear driver produces two 5 Vpp single-ended signals that drive one 

half of the DP-IQM. This represents the complex modulation on the X-Pol of the DP-IQM. The 

InP DP-IQM has a 35 GHz 3-dB bandwidth, less than 10 dB of insertion loss, a Vπ of 2.5V, and 

less than 5 ps skew between both polarization paths [59]. To control the carrier power on Y-pol 

relative to the fixed modulated signal power on the X-pol, the MZM on the Q component of Y-

pol is biased at null and the bias for the MZM on the I component of Y-pol is swept to produce 

the desired CSPR. The optical source is a 100 kHz linewidth external cavity laser (ECL) 

operating at 1550.12 nm with 15.5 dBm optical power.  

Before transmission, the optical signal is amplified using a booster EDFA to compensate for 

subsequent switches and couplers loss used in the recirculating loop and to enhance the signal 

power level for better optical signal to noise ratio during transmission. The optimization of the 

total launched signal power depends on the optimization of the CSPR and launching sufficient 

power for the modulated signal on the X polarization according to the used modulation format to 

have the required OSNR for the achieved reach. This dependency on CSPR value is because of 

the booster which has a fixed output power of 23 dBm, so the increase in the CSPR value is 

accompanied by a decrease in the modulated signal power on the X polarization. Thus, the 

launched signal power is optimized using a variable optical attenuator (VOA) along with the 

CSPR for different modulation formats by minimizing the bit error rate at the maximum reach 

according to the used modulation format. The signal is then transmitted into a four-span optical 
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recirculating loop. Each span comprises 80 km of SMF-28e+ followed by an in-line EDFA with 

5 dB noise figure. A tunable optical filter is used after the second span with its center wavelength 

set to 1550.12 nm and bandwidth set to 2 nm. 
 

 
Fig. 5.2 First phase of 2D-SV-DD demonstration (a) Experimental setup (b) SVR details (c) B2B optical 
spectrum with 0.05 nm resolution bandwidth. 

 
The output signal from the recirculating loop is connected to a 0.8 nm filter followed by a pre-

amplifier and a second VOA. The optimum received power, as determined experimentally, is 

16.6 dBm. This high required received optical power along with the use of 90/10 coupler instead 

of 67/33 coupler are needed to compensate for the large insertion loss of all passive discrete 

optical components that are connected on the optical bench to realize the middle section of an 

SVR. In particular, the use of a 2×8 dual polarization optical hybrid (which has a theoretical 

insertion loss of 9 dB) instead of a 2×4 single polarization hybrid to realize an SVR (see Fig. 5.1) 

accounts for an additional 3 dB insertion loss that could have been avoided if a single 

polarization device is available for the experiment. To operate only one half, i.e., one 

polarization, of the dual polarization hybrid, two polarization controllers (PC1 and PC2 in Fig. 

5.2) at its inputs are adjusted such that the two input fields beat in one half of the device. At the 

input of the SVR, a PBS initially splits the incoming signal into two received orthogonal 
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polarizations. Each polarization is then split using a 90/10 polarization maintaining coupler 

where the 10% port is connected directly to a single-ended photodetector to detect the intensity 

on each received polarization(|𝐸𝑋𝑟|2𝑎𝑛𝑑|𝐸𝑌𝑟|2). The 90% ports are connected to the hybrid, with 

one of its inputs rotated by 900 as shown in Fig. 5.1. A variable optical delay line (VODL) is 

used to match the optical delay between the two polarization tributaries of the signal before 

entering the optical hybrid to have correct signal beating. The optical hybrid is followed by 

balanced detection which provides the received Stokes parameters(𝑆2𝑟and 𝑆3𝑟). The direct 

detection terms (|𝐸𝑋𝑟|2𝑎𝑛𝑑|𝐸𝑌𝑟|2)and the Stokes parameters (𝑆2𝑟and 𝑆3𝑟) are then sampled for 

offline signal processing using a real time oscilloscope (RTO) having four synchronized 

channels each is running at sampling rate of 80 GSps and having an analog bandwidth of 

33 GHz. 

5.3.2 Second phase for CD impact on 2D-SV-DD demonstration 

In this subsection, we highlight the differences in the second phase experimental setup from that 

of the first phase. Fig. 5.3 shows the experimental setup deployed for the second phase 2D-SV-

DD system demonstration. An AC-coupled four-channel 8-bit digital-to-analog converter (DAC) 

operating at 84 GSps generates two 0.6 Vpp single-ended outputs. These two single-ended 

outputs are amplified with two RF amplifiers with 50 GHz 3-dB bandwidth. One of the RF 

amplifiers is followed by an RF delay line with 63 GHz 3-dB bandwidth for adjusting the RF 

skew between the two RF paths. It is worth noting that the skew is divided into two parts; one 

part is an integer number of samples, which is resolved in the Tx-DSP by simply shifting the 

samples on one of the DAC channels. The second part, which is a fraction of a sample, is 

adjusted using the RF delay line to avoid unnecessary effect on the signal quality if the total 

skew was to be adjusted in the Tx-DSP. After amplification and skew adjustment, these two RF 

signals are used to drive one half of the InP DP-IQM which represents the complex modulation 

on the X-polarization of the DP-IQM. The CSPR is controlled by adjusting the bias of the MZMs 

on the Y-polarization of the DP-IQM. The DP-IQM is fed by external cavity laser (ECL) 

operating at wavelength of 1550.12 nm with 100 kHz linewidth and 15.5 dBm optical power. 

After optical modulation, the optical signal is amplified using a booster EDFA with a fixed 

output power level of 23 dBm followed by a variable optical attenuator (VOA) to optimize the 

total launched power. Also, the booster EDFA allows for compensating the loss of the optical 
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recirculating loop front end (switches and couplers). The recirculating loop is the same as the one 

used in subsection 5.3.1. 
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Fig. 5.3 Second phase of 2D-SV-DD demonstration experimental setup showing the following insets: (i) 
SVR details, (ii) recirculating loop details, (iii) B2B optical spectrum with 0.05 nm OSA resolution 
bandwidth in case of the 84 Gbaud signal, and (iv) RTOs configuration according to the operating symbol 
rates.  

 

The output signal from the recirculating loop is filtered using 0.8 nm filter to remove the out-

of-band noise. The filter is followed by a pre-amplifier and a second VOA to optimize the 

received signal power which is determined experimentally to be 16 dBm. The deployed SVR in 

this subsection is identical to the one used in Fig. 5.2(b) except for using an 80/20 polarization 

maintaining coupler instead of 90/10 coupler. Since the optical hybrid accounts for the main loss 

in the SVR, the 80% ports are directed to the middle part of the SVR shown in Fig. 5.3(i) which 

includes the optical hybrid. The 80% ports of the couplers are connected to two polarization 

controllers which are adjusted such that the two input fields beat in one half of the hybrid. A 

variable optical delay line (VODL) is used to match the optical delay between the two paths 

before entering the optical hybrid to have correct signal beating. The optical hybrid is followed 

by balanced detection which provides the received Stokes parameters (𝑆2𝑟and 𝑆3𝑟). The 20% ports 

are connected directly to SE-PDs to detect the direct detection terms (the square of the electric 

fields) on both orthogonal SOPs (|𝐸𝑋𝑟|2 and |𝐸𝑌𝑟|2). The direct detection terms 

�|Ex|2and�Ey�
2
�and the Stokes parameters (S2andS3) are then sampled for offline signal 
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processing. In the case of the 64 Gbaud signal transmission, a real-time oscilloscope (RTO) is 

used serving as a four-channel ADC running at sampling rate of 80 GSps with analog bandwidth 

of 33 GHz as shown in Fig. 5.3(iv). In the case of the 84 Gbaud signal transmission, two RTOs 

are used for sampling. Each RTO has two real edge channels running at sampling rate of 

160 GSps with analog bandwidth of 62 GHz. 

5.4 DSP stack 

5.4.1 First phase of 2D-SV-DD system DSP stack 

Fig. 5.4 illustrates the DSP stack used at the transmitter and receiver. The offline transmitter DSP 

(Tx-DSP), shown in Fig. 5.4(a), starts with the N-QAM symbol generation. Next, the generated 

symbols are pulse shaped using a raised-cosine (RC) filter having a roll-off factor of 0.1 at two 

samples per symbol. Afterwards, the signal is pre-distorted for chromatic dispersion (CD) pre-

compensation depending on the propagation distance and fiber type. The chromatic dispersion is 

fully pre-compensated at the transmitter side which allows combining the polarization tracking 

and receiver equalizer in one DSP block.  

In this 2D-SV-DD system with complex modulation, CD can also be compensated at the 

receiver. Applying the CD post-compensation can be done perfectly when the state of 

polarization (SOP) of the input signal is adjusted such that the transmitted carrier is on one input 

port of the hybrid and the modulated complex signal is on the other port. However, when the 

SOP is random, severe penalties arise when attempting to do CD post-compensation in the 

presence of the two power terms |𝐸𝑋𝑡 |2 and |𝐶|2appearing in the 𝑆2𝑟 and 𝑆3𝑟 received Stokes 

parameters. This prevents CD post-compensation before polarization tracking or at least will 

affect the performance considerably as detailed in the next subsection. Another method is to do 

CD-post-compensation after the MIMO filter which performs polarization tracking. This method, 

however, requires the use of slow training symbols to obtain the Stokes vector MIMO de-

rotation matrix prior to doing CD post-compensation, as was done in [81]. Details about using 

different methods of CD compensation and its impact on the DSP stack will be presented in the 

next subsection. 

After CD pre-compensation, the I and Q streams of the N-QAM symbols are re-sampled to 64 

GSps to match the sampling rate of the subsequent DAC as shown in Fig. 5.4(a). The inverse of 

the non-linear transfer function of the MZM is then applied to the resampled symbols such that 
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the constellation points are equally spaced after optical modulation. Afterwards, an 

experimentally optimized FIR filter is used in the digital pre-emphasis block to partially equalize 

for the frequency response of the transmitter components including the DAC, the linear driver, 

and the InP DP-IQM. Finally, the equalized samples are quantized to 256 levels and uploaded to 

the memory of the 8-bit DAC. 
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Fig. 5.4 DSP stack used for the first phase of 2D-SV-DD demonstration: (a) Tx-DSP; (b) Rx-DSP. 

 
The offline receiver DSP (Rx-DSP) starts by re-sampling the captured patterns from 80 GSps 

to twice the symbol rate because all Rx-DSP operates at two samples per symbol. After re-

sampling, a timing recovery to select the appropriate sampling instance is performed using the 

same algorithm as in [59]. After constructing the 𝑆1𝑟 parameter from the two direct detection 

terms (|𝐸𝑋𝑟|2 and |𝐸𝑌𝑟|2), the 3×2 real valued MIMO adaptive filtering is used for two roles: (i) it 

tracks the polarization rotation and inverts it according to Eq. (5.1) to recover the transmitted 

Stokes parameters 𝑆2𝑡 and 𝑆3𝑡 S3t and (ii) it equalizes for any residual inter-symbol interference 

(ISI). In the 3×2 MIMO, training symbol least mean squares (TS-LMS) algorithm is used 

initially to track the polarization rotation and determine the adaptive filter tap coefficients. After 

the training symbols, decision directed LMS (DD-LMS) replaces TS-LMS where symbol 

decisions in the steady-state operation are used to slowly adapt the taps of the 3×2 MIMO. 

Finally, the received symbols are de-mapped into bits for BER counting. The BER counting is 

done over 13,762,560 bits, 10,321,920 bits, and 6,881,280 bits, in case of 16QAM, 8QAM and 

QPSK, respectively. 
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5.4.2 Second phase DSP stack for CD impact on 2D-SV-DD 

Fig. 5.5 illustrates the DSP stack used at the transmitter and receiver in two cases depending on 

which CD compensation method is adopted: CD pre-compensation shown in Fig. 5.5(a) and CD 

post-compensation shown in Fig. 5.5(b). The offline transmitter DSP (Tx-DSP) stack in Fig. 

5.5(a) depends on the oversampling factor used at the transmitter, i.e., the DAC sampling rate 

relative to the symbol rate. In our experiment, the DAC sampling rate is fixed at 84 GSps and 

two different symbol rates are tested: 84 and 64 Gbaud representing oversampling factors of 1 

and 1.3125, respectively.  
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Fig. 5.5 Transmitter and receiver DSP stacks for two CD compensation methods: (a) CD pre-compensation, 
and (b) CD post-compensation. The inset on the right shows one long Stokes training pulse in B2B and after 
320 and 640 km in case of a 84 Gbaud signal. 
 

In the 64 Gbaud case, the Tx-DSP is the same as the Tx-DSP used in subsection 5.4.1 where 

the RC pulse shaping filter has roll-off factor of 0.03. Also, the resampling process is done at 

new sampling rate of 84 GSps after CD pre-compensation block. Digital pre-emphasis is applied 

after non-linear compensation block where the samples are pre-distorted using an FIR filter 

optimized experimentally to enhance the system performance by properly balancing the amount 

of intersymbol interference (ISI) pre-compensated at the transmitter and the residual ISI left to be 

post-compensated at the receiver [59]. Finally, the pre-distorted samples are quantized to 256 
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levels and uploaded to the memory of the 8-bit DAC. In the 84 Gbaud case, the yellow shaded 

blocks in the Tx-DSP stack of Fig. 5.5(a) are not used since neither pulse shaping nor resampling 

is needed. Also, the nonlinear compensation block is not used in the 84 Gbaud case because the 

output swing (Vpp) from the RF amplifiers is less than 2 V which almost lies in the linear region 

of the MZM.  

When CD post-compensation is adopted, the Tx-DSP, shown in Fig. 5.5(b), differs from the 

one shown in Fig. 5.5(a) when CD pre-compensation is used in one block: the CD pre-

compensation block is removed and replaced by the block in which Stokes training symbols are 

added. These training symbols are used by the Rx-DSP to perform the Stokes polarization de-

rotation before applying the CD post-compensation, which is essential as pointed out in section 

5.2.2. In the 64 Gbaud case, the training rate is one Gbaud, i.e., the duration of a training symbol 

is 64 times the data symbol duration. The structure of the training sequence is such that (S1, S2, 

S3) are sent in the following sequence (1,0,0), (0,1,0), (0,−1,0), (0,0,1), and (0,0,−1). This 

sequence is repeated 40 times, and the sign inversion used in the S2 and S3 parameters is due to 

the AC coupled nature of the DAC. In the 84 Gbaud case, the same training sequence explained 

above is used while the training rate is changed to 1.3125 Gbaud, when the transmitted distance 

is less than 960 km. The training rate is lowered to 0.6525 Gbaud, when the transmitted distance 

is 960 km. This reduction of the training rate is to ensure the training sequence is CD tolerant to 

this long distance. 

The offline receiver DSP (Rx-DSP) stacks in both Fig. 5.5(a) and Fig. 5.5(b) start by 

resampling the captured patterns from 80/160 GSps to twice the data symbol rate. The next block 

in the stack of Fig. 5.5(a) is a synchronization process in order to locate the training symbols 

(TS) required to start the tap adaptation of the subsequent 3×2 MIMO equalizer using training 

symbol based least mean squares algorithm (TS-LMS). It is noteworthy that these training 

symbols are transmitted at the same symbol rate of the data payload since CD pre-compensation 

is employed. After the TS period, decision directed LMS (DD-LMS) replaces TS-LMS in 

steady-state operation. The 3×2 MIMO equalizer is a bank of real valued adaptive filters, each 

having N taps, that performs two roles in one stage: it tracks the polarization rotation to retrieve 

the transmitted Stokes parameters 𝑆2𝑡 and 𝑆3𝑡 S3t and equalizes for any residual inter-symbol 

interference (ISI). On the other hand, if CD post-compensation is used, a synchronization block 

is also required in the stack of Fig. 5.5(b) in order to locate the special slow Stokes training 
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symbols that are used to estimate the polarization de-rotation matrix. The right inset plot in Fig. 

5.5 shows the training pulse experimentally captured in case of 84 Gbaud at twice the symbol 

rate, i.e., the pulse is represented in 128 samples after transmission of 320 km (in red) and 640 

km (in green). The B2B pulse is overlaid inverted in blue to clarify the effect of the CD on the 

pulse. It can be seen that the middle samples of the Stokes training symbol pulse are not affected 

by CD and can be used to estimate the Stokes de-rotation matrix. The number of these CD-

tolerant samples decreases with the increase of the transmission distance to the point that the 

training symbol rate may need to be reduced for better estimation. The next block applies this 

estimated de-rotation matrix, which can be viewed as a 3×2 MIMO of single tap filters, to 

perform polarization de-rotation. Only at this point of the Rx-DSP is where CD can be post-

compensated. Subsequently, residual ISI can be mitigated by via a complex valued 1×1 SISO 

equalizer that provides an estimate of 𝑆2𝑡 + 𝑗𝑆3𝑡. Finally, the received symbols are de-mapped into 

bits for BER counting. 

In summary, there are three advantages of the CD pre-compensation over the CD post-

compensation: (1) it omits the need of slow Stokes training symbols per frame, (2) the 

performance of the polarization tracking is independent from the transmitted distance, and (3) it 

allows the merging of two DSP stages in one stage at the Rx-DSP. On the other hand it CD pre-

compensation suffers from the following two disadvantages: (1) it requires prior knowledge of 

the transmission distance, and (2) it increases the PAPR of the driving electrical signals at the 

transmitter due to pre-distortion which may degrade the resulting signal quality. 

5.5 Results and discussion 

5.5.1 First phase of 2D-SV-DD system demonstration 

Fig. 5.6 shows the BER versus transmitted distance for a 56 Gbaud signal at optimum CSPR 

values for QPSK, 8QAM and 16QAM formats. The optimum launch power, which is 

experimentally found, is 5 dBm for QPSK and 6 dBm for 8QAM and 16QAM. At the optimum 

launch power and CSPR values, we achieve the following three key transmission results with 

BER below the HD-FEC threshold using the 2D-SV-DD: i) 320 km with 224 Gb/s 16QAM, ii) 

over 1000 km with 168 Gb/s 8QAM, and iii) 2880 km with 112 Gb/s QPSK. 
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Fig. 5.6 BER versus transmission distance at the optimum CSPR and the optimum launch power for QPSK, 
16QAM, and 8QAM modulation formats at 56 Gbaud using 2D-SV-DD. 

 

Next, Fig. 5.7 shows the CSPR optimization results for all three modulation formats. More 

specifically, it depicts the BER versus CSPR at the maximum reach where BER hits the HD-FEC 

threshold for a given format. The CSPR measurement is done by measuring the output power 

from the modulator before and after loading the waveforms into the DAC for each format with 

corresponding CD pre-compensation. The measured output power from the modulator gives 

either: a) the carrier power going through the Y polarization of the DP-IQ modulator when the 

modulating RF waveforms of the X-polarization are zero, b) the total power for the signal and 

carrier when the modulating RF waveforms are loaded into the DAC. In this SV-DD 

configuration, the carrier on Y polarization is the phase diversity reference for the modulated 

signal on the X polarization, which is equivalent to the role of the local oscillator (LO) in a 

coherent system. Thus, CSPR is an important parameter to investigate, similar to LO-to-Signal-

Power-Ratio (LSPR) at the receiver in coherent transmission [54, 141]. From Fig. 5.7, as the 

QAM order increases, the optimum CSPR value decreases, giving more power on the “signal” 

polarization. This is because the total launch power from the booster for the modulated signal 

and the carrier is constant and increasing the QAM order, i.e., having a denser constellation, 

requires inherently larger OSNR for detecting the signal itself. This means that the required 

modulated signal launch power increases which results in a lower optimum CSPR value. 
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Fig. 5.7 BER versus CSPR of various format at fixed transmitted distance with constellations. 

Finally, Table 5-1 compares system requirements (hardware and DSP functions) and achieved 

performance of this current work against several recent demonstrations of SV-DD systems 

targeting short reach and metro applications [78, 79, 83] as well as a comparison with a recent 

InP IQM enabled 400G coherent system demonstration for metro applications [59] for 

benchmarking purposes. Coherent systems enable modulation of four available dimensions for 

modulation, namely the amplitude and phase of the electric field on two orthogonal 

polarizations. However, it has the highest system complexity in terms of required DSP and 

transceiver components as indicated in Table 5-1. On the other hand, though sharing the same 

capacity as SV-DD system, single polarization (SP) coherent transmission requires either a 

polarization stabilizer to align the randomly varying SOP in the fiber to that of the LO, or a 

polarization diversity configuration consisting of a 2×8 dual polarization hybrid and four BPDs 

[73].  

In [83], a dual polarization intensity modulation (DP-IM) system is demonstrated for short 

reach applications enabling two-dimensional modulation (2D modulation) which doubles the 

number of bits per symbol compared to conventional IM/DD with one dimensional modulation. 

This approach is suitable for short reach applications where reach is less than 20 km and 

operating in the O-band is essential to avoid the effects of CD. In [79], the authors used an 

OFDM modulation technique in SV-DD system where a single polarization IQ modulator (SP-

IQM) is used on one polarization and the carrier is transmitted on the orthogonal polarization. 

Thus, CD post-compensation can be done in such a system after the polarization rotation is 
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inverted following the method described in [81] which extends the reach of SV-DD systems. In 

our work, we use the same configuration in [79] (complex modulation on one polarization and 

carrier transmission on the other polarization), but instead we use single carrier modulation with 

CD pre-compensation at the transmitter replacing CD post-compensation. Our 2D-SV-DD 

scheme shows a significant reduction in terms of system complexity (hardware and DSP 

functions) compared to coherent systems while maintaining an almost similar performance of a 

SP coherent system. 

Table 5-1 Schemes for SV-DD compared to 400G coherent system demonstration (SP-IQM: single 
polarization IQ modulator, IFFT: inverse fast Fourier transform) 

 DP coherent system SV-DD system  
(DP-IM) 

SV-DD system 
SP-IQ modulation Our work 

Tx main 
components 

• DP-IQM (6 MZMs)  
• 4 DAC channels 
• 4 RF amplifiers  

• 2 MZMs 
• 2 DAC channels 
• 2 RF amplifiers 

• SP-IQM (3 MZMs) 
• 2 DAC channels 
• 2 RF amplifiers 

• SP-IQM (3 MZMs) 
• 2 DAC channels 
• 2 RF amplifiers 

Rx main 
components 

• Dual Pol. Hybrid 
• 4 BPDs 
• 4 ADCs 
• LO 

• Single Pol. Hybrid 
• 2 SE-PDs and 2 

BPDs 
• 4 ADCs  

• Single Pol. Hybrid 
• 2 SE-PDs and 2 

BPDs 
• 4 ADCs 

• Single Pol. Hybrid 
• 2 SE-PDs and 2 

BPDs 
• 4 ADCs (3 ADCs if 

balanced detection 
used to construct of 
S1 parameter) 

Main use of DSP at 
transmitter and 

receiver 

• Digital Pre-
emphasis 

• 2×2 complex 
MIMO 

• CD post-comp 
• Freq. Offset 

Removal 
• Phase noise 

mitigation 

• Digital Pre-
emphasis 

• 4×2 real MIMO 

• OFDM synch 
• Stokes training (4×2 

real MIMO) 
• IFFT / FFT 
• Channel equal. 
• CD post-comp 

• Digital Pre-
emphasis 

• CD pre-comp 
• 3×2 real MIMO 

Modulation format DP-16QAM DP-PAM4 OFDM 16QAM 
Modulated 
dimensions 4 2 2 2 

Throughput-times-
distance (Gb/s.km) 143,360 2,240 48,000 71,680 

Bit rate (Gb/s) 448 224 100 224 
Reach (km) 320 10 480 320 

BER at specified 
reach 1.5×10-3 3.8×10-3 ~2×10-2 2.8×10-3 

Reference [59] [83] [79] [58] 
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5.5.2 Second phase for CD impact on 2D-SV-DD demonstration 

Fig. 5.8 shows the BER versus the transmitted distance to compare the CD pre-compensation and 

the CD post-compensation at 84 Gbaud and 64 Gbaud 16QAM cases. In case of the 84 Gbaud 

16QAM, the CD post-compensation has a better performance than the CD pre-compensation 

where the BER is ~1.67×10-2 and ~2×10-2 in case of CD post- and pre-compensation, 

respectively. In case of the 64 Gbaud, the situation is inverted where the CD pre-compensation 

performs better than the CD post-compensation where the BER at 960 km is ~1.61×10-2 and 

~9.8×10-3 in case of CD post- and pre-compensation, respectively. This can be attributed to two 

reasons; first, in case of 64 Gbaud, we use a small roll-off factor (0.01) to confine the signal 

bandwidth in the 33 GHz bandwidth of the RTO. This means that the 64 Gbaud signal bandwidth 

is also less than Nyquist frequency at the transmitter which is half the DAC sampling rate (42 

GHz). Thus, we can fully pre-compensate for the CD at the Tx-DSP over the entire bandwidth of 

the 64 Gbaud signal in the frequency domain. However, in case of 84 Gbaud signal, the symbol 

rate equals to the DAC sampling rate and pulse shaping is not possible to have a band limited 84 

Gbaud signal. Consequently, there will be some spectral content above the 42 GHz for which CD 

pre-compensation is not possible, i.e., CD pre-compensation operates properly only up to the 

Nyquist frequency and any information content above this will be impacted by CD. On the other 

hand, the higher sampling rate of the RTO allows for higher oversampling factor enabling the 

CD post-compensation to compensate CD over a larger signaling bandwidth and hence 

outperform CD pre-compensation. Second, the effect of the pre-distortion on the output electrical 

signal quality of the DAC in case of CD pre-compensation while operating at the DAC sampling 

rate increases the PAPR of the output signal from the DAC increasing the DAC requirements in 

terms of ENOB and quantization noise to fully represent the pre-distorted signal.  
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Fig. 5.8 BER versus distance (CD pre-compensation and post-compensation comparison at 84 Gbaud and 64 
Gbaud 16QAM cases). 

 

Fig. 5.9 shows the BER versus CSPR optimization for the 64 Gbaud 16QAM and 84 Gbaud 

16QAM in case of the CD pre-compensation at 960 km and 640 km, respectively. The optimum 

total launched power is 6.5 dBm and 5.5 dBm and the optimum CSPR is 7.2 dB and 8 dB, in 

case of 64 Gbaud 16QAM and 84 Gbaud 16 QAM, respectively. 
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Fig. 5.9 BER versus CSPR for 84 Gbaud 16QAM and 64 Gbaud 16QAM using CD pre-compensation. 
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As mentioned in the DSP stack subsection 5.4.2, one more advantage of the CD pre-

compensation is the extended reach where in case of the CD post-compensation the Stokes 

training symbols has to be slower as the reach increases. Fig. 5.10 shows the BER versus 

distance to evaluate the 2D-SV-DD system performance using CD pre-compensation at symbol 

rates of 84 Gbaud and 64 Gbaud using different modulation formats (16QAM, 8QAM and 

QPSK) at optimized launched power and CSPR. The maximum reach is 640 km, 1280 km, and 

3520 km at SD-FEC threshold in case 84 Gbaud 16QAM, 8QAM, and QPSK, respectively. This 

extended reach especially for 8QAM and QPSK cannot be achieved by CD post-compensation 

using the Stokes training at 1 Gbaud and slower training will be affected by the AC coupling of 

the transmitter electronics. This will be more difficult In the case of 64 Gbaud where the 

maximum reach is 1280, 2240, and 4800 km at SD-FEC threshold using the modulation formats 

16QAM, 8QAM, and QPSK, respectively. 
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Fig. 5.10 BER versus distance in case of CD pre-compensation for signals with symbol rates of 64 Gbaud 
and 84 Gbaud at different modulation formats 

5.6 Conclusion  

We demonstrated 100G and 200G Stokes-Vector transmission using an InP DP-IQM and an 

SVR DD on a single carrier using different modulation formats, namely QPSK, 8QAM, and 

16QAM. For 56 Gbaud 16QAM signal, the total throughput-times-distance product is 
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71,680 Gb/s.km at an optimized CSPR value of 6 dB. For 56 Gbaud QPSK signal, the total 

throughput-times-distance product is 322,560 Gb/s.km at an optimized CSPR value of 8 dB. 

These results show the viability of using SVR DD and small form factor integrated InP IQM to 

meet 100G and 200G transmission system requirements for inter-datacenter applications. 

In addition, we demonstrated the 2D-SV-DD system at symbol rates of 84 Gbaud and 64 

Gbaud with different modulation formats using CD pre-compensation. We showed analytically 

the importance of performing the Stokes de-rotation before applying the CD post-compensation 

on the S2 and S3 parameters. The CD pre-compensation omits the need of the Stokes training 

symbols which reduces the overall data rate, allows for merging the Stokes de-rotation with the 

ISI mitigation in single stage 3×2 real valued MIMO at Rx-DSP, and is more suitable for 

extended reaches with respect to the CD post-compensation method. On the other hand, CD pre-

compensation affects the transmitted signal from the DAC, where this pre-distortion increases 

the PAPR of the transmitted samples which increases the quantization noise and requires high 

ENOB to sufficiently represent the CD pre-compensated samples. This effect can be noticed at 

high symbol rate, i.e., at one sample per symbol, and high order of modulation format as in the 

case of 84 Gbaud 16 QAM. Despite this effect, the CD pre-compensation outperforms the CD 

post-compensation in the 64 Gbaud case. Also, the CD pre-compensation method allows for 

extended reach where we are able to demonstrate the highest reported throughput-times-distance 

products of 591,360 Gb/s.km and 614,400 Gb/s.km in Stokes transmission using QPSK 

modulation format and symbol rates of 84 Gbaud and 64 Gbaud, respectively. 
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Chapter 6  
Conclusion and Future Work 
6.1 Summary of presented work 

In Chapter 2, we have proposed a new contention resolution strategy in OBS networks for intra-

datacenter networking, where we have used the electronic assembly buffer to provide two tasks; 

(i) constructing the bursts from the aggregated traffic of packets having the same destination, and 

(ii) resolving any potential contention by keeping the bursts in the electronic assembly buffer 

until the contending burst is served. This omits the need of virtual output queues (VOQs) at the 

core switch. In addition, we have proposed an AWGR-based switching mechanism that achieves 

with the aid of the centralized scheduling and locality of pods inside a datacenter totally passive 

core switching where fast TLs are used at the transmitter for burst transmission and for 

wavelength routing at the same time. Finally, we have investigated the impact of the self-similar 

characteristics of the network traffic on the intra-datacenter network performance. OPS provides 

lower latency at low degree of self-similarity and/or at low traffic load because of the additional 

latency due to assembly needed in OBS. OBS shows only slight improvement in terms of latency 

over OPS at high traffic loads and high degree of self-similarity.  Thus, the main advantage of 

OBS is the reduction in the number of requests received by the scheduler due to lower number of 

bursts compared to the number of packets at the same offered load. 

In Chapter 3, we have proposed a self-homodyne system for next generation DCIs in intra-

datacenter networking. The proposed system takes advantage of the target application to send the 

tone and the modulated signal on two different fiber lanes of a duplex fiber where the tone can be 

used for coherent reception. The proposed system have several advantages that can be outlined 

as follows: 

a. The reduction of the Rx-DSP relative to a conventional coherent system.  

b. The capacity offered by the proposed system per wavelength is higher than that of 

the IM/DD system.  

c. Given the same overall target capacity required, the physical complexity of the 

proposed system approaches the corresponding IM/DD system. 
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d. The ability of operation in C-band and O-band without noticeable additional 

complexity due to CD. 

e. The proposed system is colorless, i.e., it is immune to laser frequency drifts. This 

enables the deployment of uncooled lasers. 

In addition, we have demonstrated the proposed self-homodyne system in a proof-of-concept 

experiment using an integrated InP DP-IQM. We report, to the best of our knowledge, record 

breaking transmissions of 530 Gb/s, 448 Gb/s, and 320 Gb/s signals on a single wavelength over 

500 m, 2 km, and 10 km of SMF fibers, respectively, below KP4 threshold using integrated InP 

modulator. These bit rates reported align well with the next generation target capacities of intra-

datacenter interconnects. 

In Chapter 4, we have investigated the viability of using the InP DP-IQM for 400G system 

inter-datacenter reaches. We demonstrated experimentally 400G transmission using 65.7 GSps 

DAC and an InP DP-IQM on a single carrier including the required overhead at different 

modulation formats and symbol rates, namely 16QAM at 56 Gbaud and 64QAM at both 38 and 

43 Gbaud. Transmission of the 56 Gbaud 16QAM signal needs lower OSNR and can propagate 

over longer distances (more than 500 km) compared to 64QAM signals at lower symbol rates. 

Moreover, we pushed the limits of the device under test and demonstrated 770 Gb/s transmission 

using 84 GSps DAC on a single carrier at a symbol rate of 77 Gbaud and PDM-32QAM 

modulation format over 320 km below SD-FEC threshold. In addition, transmissions are 

demonstrated at a symbol rate of 84 Gbaud, where bit rates of 504 Gb/s and 672 Gb/s are 

achieved using 8QAM and 16QAM modulation formats over 960 km and 1920 km, respectively 

below SD-FEC threshold. Results in both demonstrations show that the OSNR implementation 

penalty is highly dependent on the order of the modulation format due to its sensitivity to the 

transmitter noise.  

In Chapter 5, we have investigated the 2D-SV-DD system as a potential alternative to 

conventional coherent system for inter-datacenter interconnects. We experimentally 

demonstrated 100G and 200G Stokes-Vector transmission using an InP DP-IQM and an SVR 

DD on a single carrier. For 56 Gbaud 16QAM signal, the total throughput-times-distance product 

is 71,680 Gb/s.km at an optimized CSPR value of 6 dB. For 56 Gbaud QPSK signal, the total 

throughput-times-distance product is 322,560 Gb/s.km at an optimized CSPR value of 8 dB. 

These results show the viability of using SV-DD and small form factor integrated InP IQM to 
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meet 100G and 200G transmission system requirements for inter-datacenter applications. In 

addition, we have demonstrated the 2D-SV-DD system at symbol rates of 84 Gbaud and 64 

Gbaud with different modulation formats using CD pre-compensation. Using CD pre-

compensation allows for extended reach where we are able to demonstrate the highest reported 

throughput-times-distance products of 591,360 Gb/s.km and 614,400 Gb/s.km in Stokes 

transmission using QPSK modulation format and symbol rates of 84 Gbaud and 64 Gbaud, 

respectively. In addition, we have shown analytically the importance of performing the Stokes 

de-rotation before applying the CD post-compensation on the S2 and S3 parameters. The CD pre-

compensation omits the need of the Stokes training symbols which reduces the overall data rate, 

allows for merging the Stokes de-rotation with the ISI mitigation in single stage 3×2 real valued 

MIMO at Rx-DSP, and is more suitable for extended reaches with respect to the CD post-

compensation method. Finally, we deduced from the CD post- and pre-compensation comparison 

results that the CD pre-compensation affects the transmitted signal quality from the DAC, where 

this pre-distortion increases the PAPR of the transmitted samples which increases the 

quantization noise and requires high ENOB to sufficiently represent the CD pre-compensated 

samples. This effect can be highly noticed at large symbol rate, i.e., at one sample per symbol, 

and high order of modulation formats like in the case of 84 Gbaud 16 QAM.  

6.2 Future research avenues 

In this section, we explore the potential research directions that can be pursued in each of the 

topics covered by the thesis. Also, we highlight the possible applications in the future for next 

generation networks in datacenters. 

6.2.1 Potentional research extension for presented work 

Optical switching for intra-datacenter networking 

• Extend the work to investigate the physical layer performance of the proposed AWGR-

based system. This is important because the AWGR will not receive and retransmit the 

data while electronic switching can be considered as a regenerating station in addition to 

the switching task. Also, if neighboring channels are used at the same time, the 

probability of the cross talk will increase. In the proposed network architecture, only one 
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case will be available when the last channel in an FSR and the first channel of the next 

FSR are used at the AWGR input/output.  

• Propose an intelligent adaptive solution to allow for hybrid OPS/OBS implementation. 

The main objective is to realize this adaptive solution without traffic pattern analysis. As 

concluded in section 2.7, the OPS has a better performance than OBS at low traffic loads. 

The OBS slightly improves the network The main advantage of the OBS is the reduced 

number of requests to be handled at the scheduler relative to OPS especially at high 

traffic loads. Thus, the potential of having hybrid solution to realize optical switching 

motivates the research in that direction. 

• Investigate a solution to combine the proposed self-homodyne system in Chapter 3 with 

the proposed AWGR-based switching mechanism in Chapter 2. This needs investigation 

in terms of network architecture to do the switching not only for the data available on the 

modulated signal, but also for the transmitted tone used for coherent detection. Also, the 

system performance of the self-homodyne system needs to be evaluated along double the 

distances demonstrated in Chapter 3 because the AWGR switch is a passive optical 

switch. 

Self-homodyne system for Intra-datacenter networking   

• After the proof of concept using emulation, the second logical step is to investigate a real 

system with full-duplex fiber deployment. This will enable the flexible use of 

wavelengths at both transceivers, i.e., we can study when both transceivers use the same 

wavelength for transmission or different wavelengths. This study should include the fiber 

nonlinear effects on the system performance in two cases when the counter-propagating 

tone and signal have the same wavelength and when they operate at different 

wavelengths at different channel spacing.  

• In the emulation described in Chapter 3, we used a linear driver with limited bandwidth. 

The performance of this system can be further enhanced using amplifiers with higher 

bandwidth. This will enable the increase of the used symbol rates while keeping the use 

of the KP4 threshold as a target BER after transmission. 

• Investigate an integrated solution for the polarization stabilizer required at the receiver. 

The main target is to design a polarization stabilizer that does not require any feedback 
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circuits to control the polarization stabilizer, i.e., a passive polarization stabilizer is 

desirable with low delay and compact in size.  

Optical solutions for inter-datacenter networking 

• Since the InP modulator is characterized by low values of Vπ, we can investigate the 

performance of a driverless transmitter, i.e., removing the RF amplifiers prior to the DP-

IQM, which would improve the RF signal quality and reduce the power consumption. 

• The digital pre-emphasis we used up till now is dedicated to each channel. We can 

investigate the viability of allowing for MIMO digital pre-emphasis per polarization (two 

2×2 MIMO blocks). 

• Investigate the viability of 3D-SV-DD transmission system over extended distances with 

respect to available solutions in literature [78]. All of the available 3D-SV-DD systems 

are proposed for short reach applications. We can use the DP-IQM in 3D-SV-DD system 

enabling the CD pre-compensation on both polarizations. This may increase the capacity 

per wavelength relative to 2D-SV-DD and keep the reduced complexity of the receiver 

relative to coherent system. 

6.2.2 Roadmap for future implementation 

Finally, we would like to highlight what we are expecting regarding the implementation of the 

work presented in this thesis. 

The work presented in Chapter 2 can be considered as a milestone that utilizes the 

collaboration of the system entities for the implementation of all-optical switching in the core 

layer in datacenters. It is not expected that all-optical switching can be used in the access layer 

level within the next ten years. However, there is a promising avenue to apply all-optical 

switching in the core layer switching. Several aspects need to be considered replacing electronic 

switching in terms of port count, latency, and throughput. The electronic switching is more 

advanced than optical switching in several aspects including the multi-stage switching, the 

adaptation with traffic conditions with multiple routing options. When these important aspects 

are handled, the implementation of optical switching will be considered. I believe that this can 

only happen when the industry starts to invest towards this research with collective 
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specializations. This investment will be a must after 2020, when the required data rates reach 

beyond 1.6 Tb/s according to [36]. 

The work presented in Chapter 3 is highly promising work especially with the continuous 

increase in the data rate demands. I believe within the next few years the coherent system will 

migrate from transport layer applications to the short reach applications in the 2 km and 10 km 

reaches as it has dominated the long-haul applications. The commodity of integrated coherent 

transceivers is related to the demand of its implementation in short reach applications. If it is 

applied in the short reach applications, the mass production of the coherent transceivers with 

reduced complexity will make this system realizable in the next five years. Research needs to be 

done to further reduce the system complexity like realizing a coherent receiver with a front-end 

that omits the need of the polarization demultiplexing DSP block which can be considered as the 

only remaining DSP block that is different from the DSP stack used in the IM/DD system. 

Regarding the inter-datacenter reaches, the coherent system presented in Chapter 4 is already 

deployed in those reaches. Thus, our work in that chapter is already relevant in terms of 

enhancing the capacity specific to the inter-datacenter reaches with the deployment of integrated 

solutions with high symbol rates and advanced modulation formats. The work presented in 

Chapter 5 has a potential application in distances with moderate reaches like 80 km and few 

hundreds of kilometers [81]. This is because it has almost the same capacity of a single 

polarization coherent system with reduced system complexity. However, I believe that the full 

dual-polarization coherent system will be dominant in most of the inter-datacenetrs reaches due 

to double the capacity that is provided over the 2D-SV-DD system. 
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