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ABSTRACT 
 

Background: Adolescence is a critical phase in a person's life since it might affect behaviors and 

conditions that impact physical and mental health and contribute to adulthood illnesses. Primary 

care physicians (PCPs) are increasingly acknowledged for their critical role in detecting and 

managing adolescents' mental health problems. PCPs however face several challenges when 

providing mental healthcare to this population. Artificial Intelligence (AI) interventions may 

provide some solutions if they are adapted for primary care use. Given the rise and importance of 

mental health problems among adolescents, it is critical to identify such interventions and assess 

PCPs potential interest in using them.  

Objective: Two studies were conducted to respond to these objectives. The first sought to 

identify AI interventions tested and/or implemented in adolescents’ mental healthcare. The 

second explored perceived challenges of primary care physicians in providing adolescents’ 

mental healthcare, along with their perceived needs for AI interventions that would be helpful in 

dealing with adolescents’ mental health issues. 

Methods: In the first study a systematic scoping review was conducted to identify AI 

interventions tested and/or implemented in adolescents’ mental healthcare. Using the Levac et al. 

framework, we searched five electronic databases (MEDLINE, Embase, Web of Science Core 

Collection, Compendex, INSPEC) from inception date until February 2020. Two independent 

reviewers identified articles based on title and abstract, and full text. Inclusion criteria were 

patients aged 10 to 19 receiving mental healthcare from healthcare professionals (HCPs) and any 

HCP that provides for this demographic and listing of AI interventions that were tested and/or 

implemented. Outcomes were any related to patients, HCPs, or the healthcare system. Setting: 

any healthcare setting. 
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The second study was a qualitative descriptive, based on focus group (FG) discussion with a 

sample of PCPs in the Montreal, Canada. Through purposeful sampling, we recruited four PCPs 

with specific interest in adolescent mental healthcare and AI interventions. FG discussions were 

conducted and audio-visually recorded through Zoom software and lasted 1 ¼ hours. The 

discussion was transcribed verbatim, followed by thematic analysis using A-priori and inductive 

coding. 

Results: Scoping review: 30 papers were retained for analysis from 1044 retrieved. AI 

interventions were most commonly reported for Autism Spectrum Disorder (n=3), Unspecified 

Outcomes of Psychological Stress/Pressure Level (n=3), Substance Use Disorder (n=2) and 

Dysfunctional Behavior (n=2). The application of AI within the continuum of mental healthcare 

for adolescents was used for the mediation of diagnostic processes (n=23), monitoring and 

evaluation (n=8), treatment (n=5), and prognosis (n=2). Focus Group study: PCPs saw AI 

interventions as potentially cost-effective, able to handle large amounts of data, and relatively 

credible. They envisioned AI to assist in collecting patients' data, suggesting a diagnosis, and 

establishing a treatment plan. However, they were concerned about these interventions' 

performances and outcomes and feared losing clinical competency. Participants highlighted 

systematic challenges PCPs face while giving care to adolescents, including parental 

involvement and psychosocial influences. PCPs desired interventions that were user-friendly.  

Conclusion: To implement AI appropriately, greater participation and critical understanding of 

patients', physicians', and data scientists' opinions on AI use in clinical processes is required, 

resulting in a feedback loop of co-designing future AI initiatives. It is predominantly believed 

that the promise of AI in adolescents' mental health was considerable. These first stages and 
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analyses provide the foundation for future work examining the practical usability, application, 

and effectiveness of these interventions in adolescents' mental healthcare.  
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RÉSUMÉ 
 

Contexte : L'adolescence est une phase critique dans la vie d'une personne, car elle peut affecter 

les comportements et les conditions qui ont un impact sur la santé physique et mentale et qui 

contribuent aux maladies à l'âge adulte. Les problèmes de santé mentale des adolescents peuvent 

entraîner une déficience fonctionnelle, une susceptibilité à la stigmatisation, des préjugés, de la 

discrimination, un risque accru de mortalité précoce et des dépenses de santé plus élevées. Les 

médecins de soins primaires (MSPs) sont de plus en plus reconnus pour leur rôle essentiel dans 

la détection et la gestion des problèmes de santé mentale des adolescents. Les MSPs sont 

cependant confrontés à plusieurs défis lorsqu'ils fournissent des soins de santé mentale à cette 

population. Les interventions d'intelligence artificielle (IA) peuvent apporter des solutions si 

elles sont adaptées à une utilisation en soins primaires. Compte tenu de l'augmentation et de 

l'importance des problèmes de santé mentale chez les adolescents, il est essentiel d'identifier de 

telles interventions et d'évaluer l'intérêt potentiel des MSPs à les utiliser. 

Objectif : Deux études ont été menées pour répondre à ces objectifs. La première visait à 

identifier les interventions d'IA testées et/ou mises en œuvre dans les soins de santé mentale des 

adolescents. La seconde a exploré les défis perçus des médecins de soins primaires dans la 

prestation de soins de santé mentale aux adolescents, ainsi que leurs besoins perçus en matière 

d'interventions d'IA qui seraient utiles pour traiter les problèmes de santé mentale des 

adolescents. 

Méthodes : Dans la première étude, une revue systématique de la portée a été menée pour 

identifier les interventions d'IA testées et/ou mises en œuvre dans les soins de santé mentale des 

adolescents. 
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En utilisant le Levac et al. Cadre, nous avons effectué des recherches dans cinq bases de données 

électroniques (MEDLINE, Embase, Web of Science Core Collection, Compendex, INSPEC) de 

la date de début à février 2020. Deux examinateurs indépendants ont identifié des articles en 

fonction du titre et du résumé, et du texte intégral. Les critères d'inclusion étaient les patients 

âgés de 10 à 19 ans recevant des soins de santé mentale de la part de professionnels de la santé et 

tout professionnel de la santé qui fournit cette démographie et la liste des interventions d'IA qui 

ont été testées et/ou mises en œuvre. Les résultats étaient liés aux patients, aux professionnels de 

la santé ou au système de soins de santé. Milieu : tout milieu de soins de santé. Nous avons 

évalué le risque de biais pour les études de pronostic et de diagnostic à l'aide de l'intervention 

PROBAST (Prediction model Risk Of Bias Assessment Intervention). 

La deuxième étude était une étude descriptive qualitative, basée sur une discussion de groupe 

avec un échantillon de médecins de soins primaires (abréviation) à Montréal, Canada. Grâce à un 

échantillonnage ciblé, nous avons recruté quatre médecins de soins primaires ayant un intérêt 

particulier pour les soins de santé mentale des adolescents et avec des technologies innovantes 

telles que l'IA. Les discussions du groupe de discussion ont été menées et enregistrées de 

manière audiovisuelle via le logiciel Zoom et ont duré 1 heure et quart. La discussion a été 

transcrite textuellement, suivie d'une analyse thématique avec une combinaison de codage A-

priori et inductif. 

Résultats : Revue de cadrage : 30 articles ont été retenus pour analyse sur 1044 extraits. Les 

interventions d'IA ont été le plus souvent signalées pour les troubles du spectre autistique (TSA) 

(n = 3), les résultats non spécifiés du niveau de stress/pression psychologique (n = 3), les 

troubles liés à l'utilisation de substances (n = 2) et les comportements dysfonctionnels (n = 2). 
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L'application de l'IA dans le continuum des soins de santé mentale pour les adolescents a été 

utilisée pour la médiation des processus de diagnostic (n = 23), le suivi et l'évaluation (n = 8), le 

traitement (n = 5) et le pronostic (n = 2). Étude de groupe de discussion : les MSPs considéraient 

les interventions d'IA comme potentiellement rentables (temps, argent et ressources), capables de 

traiter de grandes quantités de données et relativement crédibles. Ils ont envisagé l'IA pour aider 

à collecter les données des patients, suggérer un diagnostic et établir un plan de traitement. 

Cependant, ils étaient préoccupés par les performances et les résultats de ces interventions et 

craignaient de perdre leur compétence clinique. Les participants ont souligné les défis structurels 

et systématiques auxquels les MSPs sont confrontés lorsqu'ils prodiguent des soins aux 

adolescents, notamment l'implication des parents et les influences psychosociales telles que le 

sexe et le genre, la famille, la culture, les pairs et les habitudes. Les MSPs souhaitaient des 

interventions conviviales (simples à utiliser, facilement opérationnelles, transparentes et 

soutenues par un support technique « juste à temps »). 

Ils étaient disposés à aider à concevoir et à développer des interventions d'IA si cela relevait de 

leur champ de pratique, et ils étaient rémunérés par des incitations externes (crédits d'études de 

développement financier ou professionnel). Ils ont également souligné la nécessité pour les 

organismes de réglementation de traiter les aspects médico-légaux et éthiques des interventions 

d'IA (par exemple, la confidentialité et la responsabilité des données) pour la création de lignes 

directrices/cadres clairs pour réduire/éliminer les préjudices (le cas échéant) pour les patients 

résultant de l'utilisation de telles interventions. 

Conclusion : Cette recherche fournit des informations pertinentes sur : (1) l'étendue et la variété 

des interventions d'IA testées et/ou mises en œuvre dans les soins de santé mentale des 

adolescents. Nous avons examiné de manière critique ces interventions et découvert des 
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incohérences dans les rapports sur les participants, les formes de techniques d'IA, les analyses et 

les résultats, ainsi qu'une lacune importante dans le développement et la mise en œuvre réussis 

des soins de santé mentale des adolescents IA. (2) Besoins et défis perçus par les MSPs dans les 

soins de santé mentale des adolescents utilisant l'IA. 

Pour intégrer et mettre en œuvre l'IA de manière appropriée, une plus grande participation et une 

compréhension critique des opinions des parties prenantes (patients, médecins et scientifiques 

des données) sur l'utilisation de l'IA dans les processus cliniques sont nécessaires. Cela se traduit 

par une boucle de rétroaction de co-conception de futures initiatives d'IA dans les soins de santé 

mentale des adolescents. 

En combinant les deux études, on pense principalement que la promesse de l'IA dans la santé 

mentale des adolescents était considérable. Ces premières étapes et analyses fournissent la base 

de travaux futurs examinant la facilité d'utilisation pratique, l'application et l'efficacité de ces 

interventions dans la prise en charge des problèmes de santé mentale des adolescents et aident 

également les futurs chercheurs dans ce domaine à savoir quels sont les besoins et où investir. 
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1.1  Importance of adolescence in the human life span 

The World Health Organization defines adolescence as a period of the life span that addresses 

individuals between ages of 10 and 19 (1). It is a period of dramatic psychological and social 

transition that occurs concurrently with puberty's hormonal and biological changes (2).  It is a time 

when one is more vulnerable to mental health issues, with 75 percent of adults who have ever had 

a mental health problem reporting that symptoms initially appeared within adolescence (2, 3). It is 

associated with rapid physical growth, learning, adaptability, psychosocial, emotional, and 

formational neurobiological development (4). The brain’s architecture, functions, and connectivity 

unique to this phase of life allow for a high level of developmental flexibility, making adolescents 

vulnerable to change (5). Such normal processes are necessary for the brain to prepare for the 

demands and difficulties of adolescence and adulthood, but they may also increase sensitivity to 

risk behavior and psychopathology (5). Adolescents' lives might take dramatic turns for worse or 

better in this period of fast development (6). As a crucial transitional period between childhood 

and adulthood, adolescence offers a unique chance for growth and transformation (7) ); yet 

adolescents who do not get adequate mental health support are at a higher risk of developing mental 

health problems (1).  

 

1.2  Mental health and its importance 

The World Health Organization (WHO), views  mental health as “a state of well-being in which 

the individual realizes his or her abilities, can cope with the normal stresses of life, can work 

productively and fruitfully, and can make a contribution to his or her community”(8). In the WHO 

model there are two essential components, positive emotions and positive functioning (9). Keyes 

(2014) has classified mental health into three categories: emotional, psychological, and social well-
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being (9). Emotional well-being is defined as the ability to generate pleasant emotions, moods, 

thoughts, and sentiments, and adaptation in the face of adversity and challenging conditions (9, 

10). Psychological well-being contributes to positive connections, personal mastery, autonomy, a 

sense of purpose and meaning in life, and personal growth and development (9, 10). Social well-

being is defined as a feeling of belonging to a community and contributing to society while 

maintaining a sense of self-coherence (9, 10). Mind, organism, and environment are all 

intertwined, and one's total sense of being in the world is inextricably bound up with how one's 

body feels in connection to the rest of its surroundings (11). Under certain situations disruptions 

in these connections may result in psychotic experiences, eating disorders, self-harm, body 

dysmorphic disorder, and poor physical health (11). 

Mental health issues may significantly impact on a person's capacity to function normally in 

many aspects of life, including school or job performance, personal connections with loved ones, 

and community engagement (12). The consequences of ignoring and treating mental problems 

reach well beyond the person affected by the condition. As a result, when community members' 

mental health needs are satisfied, communities have greater potential to thrive (13). 

 

1.3  Manifestations of adolescents’ mental health problems 

Mental health problems among adolescents are on the rise, and represent significant causes of 

morbidity and mortality (14, 15). This is increasing demand for mental health services (from 

11.7% in 2011 to 17.0% in 2018 in Canada), along with an increase in the incidence of mental 

health consultations (same period) (16). However, there are inadequate services for these young 

people (17, 18). Around 20% of the world's children and adolescents have a mental health 

problem, with suicide being the second most significant cause of mortality among those aged 15 
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to 19 (19). In 2016, an estimation of 13.6% of 15­to 19-year-olds worldwide engaged in 

excessive episodic drinking, with males being the most engaged (20).  

Since 2010, comprehensive screening studies in the United States on adolescents' psychological 

well‐being (21) and suicide trends (22) have shown reductions in reported levels of happiness, 

life satisfaction, along with rises in loneliness, anxiety, and depressive symptoms (23). 

Hospitalizations for self-harm behaviors, suicidal thoughts, and attempts by poisoning have 

increased during the past two decades, as have severe depressive episodes (23). Given their age 

at the beginning of such problems, the delays and lost possibilities for care are concerning. 

Therefore, a pervasive need exists for early intervention and proper care of adolescents' mental 

health problems (24, 25). 

 

1.4  Sources of adolescents’ mental health care 

The high prevalence of adolescents with poor mental health puts burdens on health care 

delivery at primary, secondary, and tertiary levels worldwide (26). The primary level refers to 

the work of healthcare professionals who serve as the initial point of contact for patients 

throughout the healthcare system (27, 28). Despite the importance of primary care in detecting 

and treating adolescents with mental health problems, few adolescents get it at least once a year 

(29). Further, most primary care physicians have limited training in recognizing or treating 

mental health problems in adolescents, while time restrictions for in-office visits limit their 

capacity to screen such patients for problems (30). Even though not all adolescents will need 

extra care, the limited identification of mental health problems may impede or delay receiving 

appropriate care for those who do (30). 
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Secondary care comprises acute care, specialists’ necessary treatment for a critical disease , 

injury, or complex health condition (27). This type of service is frequently encountered in 

hospitals and/or emergency rooms.  Between 2006–2007 and 2013–2014, adolescent emergency 

department visits and inpatient admissions for mental health problems rose 45% and 37%, 

respectively (29). Early referral is sometimes necessary to recognize and address their mental 

health problems to provide enough treatment and management to avoid a negative spiral of 

problems that may be more difficult to address in adulthood (31, 32). However, given that not all 

adolescents with mental health problems require secondary care, of those who need it, only a 

minority get specialized treatment (32) due to the high demand for expert services, limited 

available provision, and extensive waiting lists (31). 

Tertiary care refers to the specialized health care, usually for inpatients and on referral 

from a primary or secondary health professional, in a facility that has personnel and facilities for 

advanced medical investigation and treatment, such as tertiary referral hospitals (27). For 

complex mental health needs of adolescents some may require highly specialized trauma- and 

attachment-informed, multi-agency, collaborative services (33-35), and there is growing 

international evidence for the effectiveness of tertiary-level mental health intervention and 

program models for adolescents in care (35-37). 

The alarming prevalence of adolescents with poor mental health affects all three levels of 

healthcare and can impose further damage beyond the healthcare system. This result in a cascade 

of short and long-term consequences such as learning problems (e.g., problems with inattention 

and deficits in executive functions), educational difficulties, social exclusion (e.g., peer 

rejection), internalizing symptoms (e.g., depression, anxiety, oppositional defiant disorder, 

conduct disorder, aggression), and post-traumatic stress disorder (PTSD) discrimination, stigma 
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(affecting readiness to seek help), risk-taking behaviors, physical ill-health, and human rights 

violations (38, 39).  

 

1.5  Adolescents’ mental health care at the primary care level  

Primary care (PC) is defined as "the provision of integrated, accessible healthcare services by 

clinicians who are accountable for addressing a large amount of individuals’ healthcare needs, 

developing a sustained partnership with patients, and practicing in the context of family and 

community" (40). PC should prioritize strengthening health systems and accelerate progress 

towards achieving universal health coverage. Adolescents utilize a range of primary care 

services, including family medicine, maternal and child health outpatient clinics, immunization 

and growth monitoring outreach programs, HIV counseling and testing outpatient services, and 

family planning services (41). In adolescent medicine, physical issues appear to be addressed 

more often and more effectively than mental issues (42).  

Primary care physicians (PCPs), including family doctors and primary care pediatricians, 

have the benefit of developing longitudinal and family-based views on adolescent patients that 

other providers might not have (43). Incorporating mental health into primary care is critical for 

adolescents since family doctors are commonly the only health care providers that potentially 

follow patients intermittently over their lifetime (43). While PCPs are often the first point of 

contact when early signs of mental health problems emerge among adolescents (29), often-busy 

PCPs may fail to recognize them correctly (44). Commonly perceived barriers for PCPs, who 

frequently act as 'gatekeepers' between families and specialist services, include difficulties 

identifying and managing mental health problems (e.g., confidence, time, lack of specific mental 
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health knowledge) and making successful referrals for treatment (e.g. lack of providers and 

resources) (31). 

Adolescent care may be problematic when they do not regularly seek out or attend medical 

care services (45). They may need help as they approach important developmental milestones, 

and adolescents gain a better understanding of who they are as they begin to form their own 

identities (46, 47). They grow increasingly self-sufficient and autonomous (47). They begin to 

recognize societal demands and seek ways to reconcile them with their desires, motivations, and 

sense of self (48, 49). As a result, some gradually begin to believe they are invincible and deny 

problems (50). They  may not trust medical services or the individuals who provide such care 

(50). Adolescents may be hesitant historians therefore, making access to health-care services, 

adolescent-clinician dialogue, and clinical decision-making even more difficult (50). 

There are inequities in access to primary care, and many adolescents confront hurdles that 

limit their access to services and raise their likelihood of poor health outcomes: barriers to 

scheduling appointments and complaints about long waiting lists to see PCPs (51); medical 

services not easily accessible geographically or temporally (50), with transportation-related 

barriers when adolescents want to visit PCPs (52); and a shortage of PCPs (53). 

 

1.6  Role of Artificial Intelligence in health care 

Artificial Intelligence (AI) is a field of engineering and computer science which focuses on 

creating intelligent machines (54). AI has become an integral part of modern life, to a great 

extent, with diverse applications, including media and entertainment, e-commerce, finance, and 

marketing (55).  
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AI is deemed an approach that might facilitate and/or enhance human work (56). It is 

generally shown that AI use has the potential to provide valuable improvements in many areas 

and levels of healthcare services (56). It may assist a range of tasks in forming automating 

medical devices, administrative planning, resource management to support prevention, 

screening, diagnostics, management and treatment (57).  

Although healthcare, in general, has been slow in adopting/implementing AI compared to 

other service industries, AI technology gradually started to become more prevalent in primary 

care for physical health applications (58). AI has begun to demonstrate numerous intriguing 

applications in health care (59, 60). Researchers have suggested and developed many clinical 

decisions support systems since the mid-twentieth century (59). For example, rule-based AI 

approaches have shown promise in ability to read electrocardiograms, diagnose illnesses, 

identify suitable medications, offer interpretations of clinical reasoning, and help clinicians 

generate diagnostic hypotheses in difficult patient situations (61-64). Further, with  AI 

visualizing live-cell biomarkers,  risk stratification of prostate and breast cancer patients may be 

more easily accomplished in pathology assessments (65). AI has also shown promise in 

supporting primary care physicians with triage through tele-dermatology (66, 67).  

 

1.7  Role of Artificial Intelligence in adolescents’ mental health care 

Within the mental health discipline, AI has been used at a slower pace and has yet to become 

commonly accepted (58, 68). However, newer technologies are emerging for adolescents’ mental 

health care, showing potential in helping primary care providers take charge of adolescents’ 

mental health care (53).  
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1.8  Medical manpower and AI 

Studies have shown that increased investment in primary care physicians (PCPs) may 

alleviate workloads for existing clinicians (69). However, World Health Organization data 

suggests that there will be a global deficit of 18 million healthcare professionals by 2030 (69). 

As a result, to facilitate PCPs’ services to adolescents with mental health problems, there may be 

a need to familiarize and consider new approaches, such as the use of AI interventions. 

 

1.9  Exploring AI for adolescent’s mental health in a primary care setting  

In this manuscript-based thesis, we sought, through a scoping literature review, evidence-

based AI s that have been implemented and/or tested in the mental health care of adolescents. 

This served, in part, as the foundation for a qualitative study aimed at looking at (1) perceived 

challenges for primary care physicians (PCPs)—specifically family physicians and general 

pediatricians—in providing adolescents' mental health care; and (2) primary care physicians' 

attitudes to, and knowledge of AI use in supporting adolescents' mental health, along with 

perceived needs in order to make this work.  

 

1.9.1 Scoping review 

A literature scoping review is a critical initial step in effectively identifying, integrating, and 

mapping existing information. Our review revealed gaps in the literature concerning tested 

and/or implemented AI interventions in adolescents' mental health care. We found no research 

that attempted to identify primary care physicians' (PCPs') perceived needs and challenges for AI 

interventions supporting adolescents' mental health. We therefore aimed to fill this gap in 

knowledge by conducting exploratory qualitative research to investigate this. 
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Together, both manuscripts add to the evidence-based potential use of AI interventions in 

adolescents' mental health care and identify PCPs ‘perceived needs and challenges for AI 

interventions. These first steps and assessments provide the groundwork for future research 

dedicated to assessing the practical utility, applicability, and effectiveness of AI interventions in 

adolescents' mental health care practice. 
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2.1 Abstract  

Background: Approximately 1 in 7 (14%) who do not see HPCs experience mental health 

problems, and of concern to public health is that some are either inadequately or never addressed. 

Artificial Intelligence (AI) interventions are potentially seen as useful in enhancing access to, and 

engagement with, services that facilitate diagnosis, treatment, and optimally improvement in 

mental health problems at all healthcare levels (primary, secondary and tertiary). There is a lack 

of evidence on the impact of AI in adolescents’ mental healthcare.  

Objective: To identify Artificial Intelligence (AI) interventions that have been tested and/or 

implemented for use in adolescents’ mental healthcare. 

Methods: We conducted a scoping review using Levac et al. and the Joanna Briggs Institute 

scoping review framework and followed PRISMA scoping review reporting standards. An 

information specialist conducted a comprehensive search of five electronic databases from 

inception date to February 2020 during the identification step. We included all adolescents (age 

10-19) and any HCPs who provide care to adolescents with mental health problems. All AI 

interventions tested and/or implemented. Comparators: No restrictions. Outcome: Outcomes 

related to patients, HCPs and healthcare systems. Setting and study design: Studies in any 

healthcare setting and countries published in English. All research that used qualitative, 

quantitative, or mixed method studies were included. Two independent reviewers carried out the 

selection of studies and the subsequent data extraction, including study type, nature of population, 

AI interventions, mental health and outcomes characteristics. A third reviewer validated and 

resolved any AI-related data disagreements. We extracted data focusing on the characteristics of 

population and intervention. We used a narrative technique to synthesize data regarding studies' 
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populations, interventions, and outcomes. We evaluated the risk of bias for prognosis and 

diagnosis-related studies using the Prediction model Risk of Bias Assessment Tool (PROBAST). 

Results: The search  process resulted in 1,044 records. After the removal of duplicates, 804 papers 

were screened for potentially relevant studies based on titles and abstracts and 30 peer-reviewed 

publications met our inclusion criteria. We found that the most frequently reported methods were 

Support-Vector Machines (n=10), Neural Networks (n=6), and Gaussian Mixtures and k-means 

(n= 6). Six studies specified mechanisms of AI delivery, with an fMRI scanner computer software 

being the most common. AI was used for the mediation of diagnostic processes (n=23), monitoring 

and evaluation (n=8), treatment (n=5), and prognosis (n=2). Diagnoses for which AI was used 

were as follows. Autism Spectrum Disorder (n=3) and Unspecified Outcomes of Psychological 

Stress/Pressure Level in adolescents (n=3), followed by Substance Use Disorder (n=2) and 

Dysfunctional Behavior in Adolescents (n=2). The most commonly reported AI performance 

metric was "Accuracy" (n=20, 70%-100%). The “overall” risk of bias for diagnosis/prognosis 

related models was unclear (84%), followed by high risk (16%) and low risk (0%). Although end 

users (adolescents and/or HCPs) were reported to be slightly/inadequately involved in testing AI 

interventions, (n = 1, 3%) no research was found describing their engagement in validating these 

interventions. 

Conclusion: We found differences in how participants, types of AI models, analyses, and 

outcomes were reported, highlighting a considerable gap in AI's successful development and use 

in adolescent mental healthcare. More research is required to: (1) include meaningful and active 

involvement of end-users (patients and/or HCPs) in the design, development, and validation of AI 

interventions; (2) ensure the inclusivity and diversity of their population in data collection and 

analysis; and (3) provide better reporting of AI methods, data collections, and analyses. 
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2.2 Introduction 

2.2.1 Mental health among adolescents 

According to the World Health Organization adolescents are defined as the age interval 

between 10 and 19 (1). It is a pivotal time of life when vulnerability to mental health issues 

increases (2) as it encompasses critical years for mental, social, and emotional growth (3). It is a 

period when questioning of one’s identity is common, along with gradual assertion of 

independence (4). This may be accompanied by rebellion against parents, while self-expression 

within the world at large begins. During adolescence there are important hormonal shifts, and the 

brain undergoes significant developmental changes in neural pathways and behavioural patterns 

that will remain throughout adulthood and may impact on mental health (5). Certain mental 

diseases that begin in adolescence continue into adulthood, causing long-term morbidity and a 

significant burden on society (5, 6).  

Globally, it is estimated that 1 in 7 (14%) 10-19 year-olds experience mental health 

problems, yet these remain largely unrecognized and untreated (7). Approximately 20% of all 

adolescents suffer from mood and behavioral disorders (2, 8). Worldwide Anxiety disorders, 

Depression, Attention deficit hyperactivity disorder are reported to affect 3.6%, 1.1%, and 3.1%  

of 10–14-year-olds, and 4.6%, 2.8% and 2.4% of 15–19-year-olds respectively (7, 9, 10). Eating 

disorders, such as Anorexia Nervosa, which has a peak occurrence around the age of 15–19 years 

(11), have a more remarkable fatality than any other mental condition, typically owing to 

medical problems or suicide (7). Suicide is the fourth most significant cause of death among 

older adolescents (15–19 years old) (12)  accounting for 9.1% of all mortalities in this age range 

(13). In 2016, the incidence of excessive episodic drinking among adolescents aged 15 to 19 

years was 13.6% globally, with men being the most vulnerable (14). Mental health problems that 
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begin early mostly continue through adult life (15). Therefore, there are serious consequences 

from such illnesses during the adolescent period and later in life (16). This supports the need for 

early intervention and appropriate management of adolescents’ mental health problems (15, 17). 

2.2.2 General role of AI in healthcare 

Artificial Intelligence (AI) is a field of engineering and computer science that focuses on 

creating intelligent machines and is deemed an approach that might facilitate and/or enhance 

work (18, 19). AI has been proven to have the ability to deliver significant benefits in a variety of 

sectors and levels of healthcare services (20), including automating medical devices (20), 

administrative planning (21), resource management (22), and prevention (23), screening (24), 

diagnostics (25), and treatment(26, 27). In oncologic radiology AI has transformed image 

analysis in oncology/radiology, resulting in the successful classification of organ lesion images 

(28). In pathology AI-based breast cancer and lung cancer subtype diagnostic interventions have 

been tried to analyze fine needle aspiration cytology images to distinguish presence or absence of 

malignancy (29). In cardiology, since echocardiogram interpretation is heavily reliant on 

operator skill, it is felt to be a suitable situation for use of AI to harmonize, unify and standardize 

medical diagnosis (30). Hence with increased life expectancy and heavier caseloads AI may be 

one solution to inadequate healthcare manpower. 

2.2.3 Role of AI in adolescents’ mental healthcare 

Adolescents as a collective are deeply engaged with utilizing technology, particularly social 

media, and perceive it as a mainly positive experience (31). In light of this engagement, technology 

is often seen as a possible avenue for developing solutions to health problems (32). For example, 

it has been suggested that AI interventions at various levels of healthcare might aid adolescents 
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who are suffering from conditions such as depression and anxiety, and suicide as a possible 

outcome (33): 

1)  Adolescents’ level: A socialization intervention for autistic adolescents that combined 

wearable AI-assisted Google Glass helped them reflect on their moods and emotions, resulting 

in better socializing skills (34). Furthermore, when it comes to adolescent depression, AI-

powered chatbots like Weobot may be able to help by expanding access to care and reducing 

depressive symptoms via self-management cognitive behavioral therapy techniques 

customized to its users (19). 

2)  Healthcare professional (HCP) level: Professional bodies recommend that people aged 11–21 

be visited regularly for various health and lifestyle concerns (35). These recommendations, 

however, are being met by less than 2% of the targeted population (35), and underprivileged 

adolescents may fare worse (36). Early screening, diagnosis, treatment, and management, on 

the other hand, are acknowledged as critical aspects in limiting the effect of any potentially 

significant health problem. This occurs despite the fact that early screening, diagnosis, 

treatment, and management, are acknowledged as critical aspects in limiting the effect of any 

potentially significant health problem (37). AI interventions may open up the potential for 

earlier intervention for vulnerable adolescents, increased access to and engagement with 

therapeutic services, and greater awareness of mental health problems (38). AI interventions 

are being designed, tested, and deployed to address HCPs concerns for adolescents— 

particularly in the context of mental health — in the form of diagnostic interventions, 

therapeutic chatbots, and public health interventions, etc. (39). 

3)  A Healthcare system level: At the healthcare system level, AI could aid in the improvement 

of insufficient data systems for following patients through screening and surveillance 
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procedures, particularly in non-integrated healthcare settings (40). Colorectal cancer screening 

may be provided programmatically through integrated healthcare systems using AI, in which 

individuals who are at risk are approached and given screening from a population health 

management standpoint (40). In certain countries, such as Canada and the United Kingdom, 

national AI programmes have begun to be combined with goals to promote digital health 

technologies under provincial/territorial healthcare systems (41). For instance, the “Clinical 

governance” is a systematic approach to maintaining and improving the quality of patient care 

within the National Health Service (NHS) in England.  AI could help address the health and 

mental wellbeing gap by predicting which individuals or groups of individuals are at risk of 

mental illness and allow the NHS to target treatment more effectively towards them (39). 

Furthermore, AI has broad usefulness to present practices and approaches in health systems 

throughout the globe in essential areas of the "infostructure," such as " patients' trust and 

privacy," and is seen as a viable instrument for safeguarding personal data privacy (41). 

 

The goal of our research has therefore been to conduct a scoping review that addressed this 

topic to provide a focal point for understanding how AI is being tested and/or implemented to 

address adolescent mental health, and ultimately to serve as a stimulus for further work in this 

domain. 

 

2.3 Method 

2.3.1 Study design 

Scoping review methodological framework was proposed by Levac et al. (42) and the 

Joanna Briggs Institute (JBI) methodological guidance for scoping reviews (43). The draft protocol 
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was revised upon receiving feedback from the research team. We followed five steps: (1) defining 

the review topic, objective, and research questions; (2) identifying relevant publications; (3) 

choosing studies that matched our eligibility criteria; (4) extracting and charting data from included 

studies; (5) aggregating, summarizing, and reporting the findings, and (6) consult the findings with 

relevant stakeholders (HCPs and AI developers) .This protocol is registered and accessible on the 

Open Science Framework (OSF) website and can be accessed here.   

Figure 2.1 depicts the screening process. We used the PRISMA-ScR (Preferred Reporting 

Items for Systematic Reviews and Meta-Analysis-Scoping Reviews) reporting guideline for 

reporting the study (44) (Appendix 1). 

We deployed the PROBAST (Prediction Model Risk of Bias Assessment Tool) tool to 

examine the risk of bias. This tool evaluates the risk of all sorts of bias (ROB) and usability of 

diagnostic and prognostic predictions from studies that used AI models (45). PROBAST is 

classified into four domains: participants, predictors, outcomes, and analysis (45). The risk of bias 

is judged as low, high, or unclear (46).  

 

2.3.2 Eligibility criteria 

We used the Population, Intervention, Comparison, Outcomes, Setting, and Study (PICOS) 

design components to develop our search approach for peer-reviewed papers from all countries 

and settings published in English (47).  

Population: Studies about 1) individuals between 10-19 years of age and 2) healthcare 

professionals (HCPs) who provide care to adolescents with mental health problems (e.g., nurses, 

social workers, dietitians, public health practitioners, Family physicians, (unregulated) 

https://osf.io/k4xy3/?view_only=e3ec69aeffe84d8ab1478533684e818b
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community-based workers, clinical psychologists, pediatricians, psychiatrists, pediatric 

psychiatrists).  

Intervention: Any AI intervention (AI is defined according to McCarthy) (48). We 

included studies that “tested” or “implemented” or “tested and implemented” AI methods, such as 

computer heuristics, expert systems, fuzzy logic, knowledge representation, automated reasoning, 

data mining, and machine learning (e.g., support vector machines, neural networks, and Bayesian 

networks) were included. We excluded studies related to robot-assisted care and simulated data 

(which is the use of to replicate real world situations) (49). 

Comparators/control: No restriction, 

Outcome: Our outcome of interest were outcomes related to 1) Adolescents 2) HCPs, and 

3) Healthcare System  

Setting and study design: We included studies in any healthcare setting. All study designs 

except reviews, opinion pieces, conference papers and abstracts, editorials, commentaries, news, 

and letters were included. 

 

2.3.3 Information sources and search strategy: 

An experienced information specialist developed and executed comprehensive literature 

searches. The systematic literature search was an iterative procedure and was conducted from 

inception of each database until February 2020 in five electronic bibliographic databases: 

MEDLINE (Ovid), EMBASE (Ovid), Web of Science Core Collection, Compendex and INSPEC. 

Retrieved records were managed with EndNote X9.3.3 (Clarivate) and imported into the 

DistillerSR review software (Evidence Partners, Ottawa, ON) to facilitate the selection process. 
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2.3.4 Publication selection process:  

Title and abstract screening (level 1) and Full-Text Screening (Level 2): Two 

independent reviewers used DistillerSR software and screened the titles and abstracts of the 

initially identified records. Then, the same two reviewers separately examined the full texts 

selected at level 1 screening for their eligibility to be included in the review. The third reviewer 

addressed conflicting decisions. Finally, studies that matched the eligibility criteria were included 

for full data extraction.  

 

2.3.5 Data Collection 

A data extraction form was created and completed with team members' input which was 

informed by some aspects of the Cochrane Effective Practice and Organisation of Care Review 

Group (EPOC) data collection checklist (50). This checklist instructed reviewers on the types of 

relevant data that may be extracted from included papers (50). Particularly, we extracted study 

characteristics, population, intervention, and outcome characteristics.  

Datasets in AI methods are divided into three categories: (1) training: data samples used to fit the 

AI method; (2) validation: tuning AI method parameters; and (3) testing: AI method performance 

(51). 

 

2.3.6 Assessment of Risk of Bias in the Included Studies 

One reviewer independently assessed the included studies using the PROBAST criteria to 

determine the risk of bias in each eligible study for PROBAST evaluation (46). A second reviewer 

validated the assessments.  
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2.3.7 Synthesis 

The techniques used to build preliminary synthesis comprised textual descriptions of the 

studies, grouping, and clustering, and tabulation (52).  We employed a narrative technique to 

synthesize the data after extracting it from the relevant studies.  We particularly detailed the 

characteristics of AI interventions, the characteristics and conditions of adolescents' mental health, 

and whether or not end users were engaged in the development and/or validation process of these 

interventions. To manage data synthesis, we used Distiller software and Microsoft Excel. 

 

2.3.8 Consultation 

Throughout the review, we kept all study team members up to date and solicited their 

comments about the quality and accuracy of the ongoing data gathering process. We also presented 

our preliminary results to a multidisciplinary group of participants (primary care researchers, AI-

healthcare researcher, family physician) at virtual symposiums (FMF 2021 (53), and AAAI 2021 

Spring Symposium Series (54)) and received feedback.  

 

2.4 Results 

Through searching the identified bibliographic databases, we obtained 1044 papers 

(figure1), leading to 804 papers after deduplication. Finally, 30 papers were included in this 

scoping review for data charting and analysis. 

 

2.4.1 Study Characteristics 

Countries and Publication Dates: Considering the total of 30 included studies, despite a 

plateau trend from 1994 to 2012, the number of studies published annually on adolescents’ mental 
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health using AI has progressively increased until 2018 when a drop has been observed. This trend 

continued with the start of the COVID-19 pandemic in early 2020. Figure 2.2 depicts the timeline 

of AI-based studies (n=30). The four countries having a higher number of publications are the 

United States (n=9, 30%), China (n=8, 30, 27%) United Kingdom (n=3) and Spain (n=2). The 

remaining are Iran, Russia, Singapore, Canada, Sweden, Japan, Ireland and India-Portugal 

published one study each (n=1).  

Aims of Studies: The 30 papers included in this review aimed to assess the use, test, and 

implementation of an AI model in mental healthcare for adolescents. The goals were explicitly 

stated in 23/30 (77%) of the papers.  

 

2.4.2 Population Characteristics 

Adolescents: The AI interventions were trained, validated, and tested on a total of 48,808 

adolescent patients (female 20,048; male 27,645). 28 (93%) of the 30 studies stated their sample 

size, of which 21 (75%) of the 28 reported the sex distribution, but none addressed gender-relevant 

variables. The mean age of adolescents was 15.39 (+/-1.25). The race/ethnicity of the participants 

was reported in 9 (30%) of the 30 studies. It was impossible to provide a unified summary of all 

the included papers reviewed because of the failure of studies to break down and distinguish 

between race and ethnicity (Table 2.1).  

Healthcare Professionals: No studies provided information regarding the total number, 

sex, gender, age and race/ethnicity of HCPs.  Their only role was described as collaborators who 

assisted researchers in assigning the eligible adolescents to a study and/or confirming the 

adolescents' mental health disorder before using the AI interventions. Adolescent psychiatrists, 
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child psychiatrists, mental health professionals, pediatric-psychiatric clinicians, and adolescent 

forensic psychiatrists are among the HCPs involved in the mentioned process. 

 

2.4.3 Intervention 

AI Methods:  

Most of the studies (29/30, 97 %) reported on the testing and/or usage of an off-the-shelf 

AI model (also known as AI as a service). An off-the-shelf AI method is any method that is readily 

(or instantly) accessible or relevant to the specific context without modification, but it may also be 

applicable to a wide range of other contexts or issues (55). The number of AI methods has also 

been increased since 2010. Further, SVM was the most used AI method in papers published 

between 2012 and 2019 (12/30, 40%). For more information on AI methods (Appendix 2). 

Performance of AI interventions:  

Three out of 30 (10%) studies did not report the model performance; of the remaining 27 

that did, 17 (77%) used two or more performance measures, and the other 13 (23%) reported only 

one. Of all the methods reported, Fuzzy Sets, Data Mining and Random Tree Classifier were the 

ones with the highest performance accuracy within the available data sets for the defined task 

(Accuracy: 90–100%). Among the 30 included studies, "Accuracy" was used as the only method 

of reporting performance metrics of AI methods in 10 (33%) of the studies. More details on 

included studies’ AI methods and performance measures could be found in the Appendix 2. Table 

2.2 shows the criteria to evaluate the performance of AI models.  
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2.4.4 Data Sets (Training, Validation, and testing) 

Evaluating "Training," "Validation," and "Testing" parameters is crucial since it reveals 

the accuracy of the AI model's predictions and the possible ramifications of hyperparameter tuning 

(56). Among the 30 included studies, 10 (34%) reported on the training and testing data sets, 6 

(20%) reported on all three data sets, one reported on the training and validation, one reported only 

on the validation, and one reported only on testing data sets. There were no descriptions of these 

data sets in 19 (64%) of the included studies. 

2.4.5 Mental Health Disorder 

The most frequent mental health disorders studied were Autism Spectrum Disorder (3/30, 

10%) (57-59), unspecified outcomes of other psychological stress/pressure level (3/30, 10%) (60-

62), Substance use disorder/behavior (2/30, 7%) (63, 64), and Dysfunctional Behavior in 

Adolescents (hopelessness) (2/30, 7%) (65, 66) (Table 2.3). 

 

2.4.6 AI applications on the continuum of adolescents’ mental healthcare  

We retrieved data relevant to the uses of AI in adolescent mental healthcare, obtaining the 

input, discussion, and ensuring agreement on what each paper reported with the study team across 

numerous sessions. Included studies reported the following information regarding the applications 

of AI in adolescent mental healthcare (Table 2.3):  (1) Facilitate and improvement of the mediation 

of diagnostic processes (23/30, 77%) such as more accurate diagnosis, enhancing disease 

pathogenesis knowledge, and identifying associated disease risk factors; (2) Improve treatment 

(5/30, 17%) by boosting treatment accuracy and implementing more targeted interventions;  (3) 

Improve monitoring and evaluation (8/30, 27%); (4) Improve prognosis (2/30, 7%), for illustration, 

by discovering new disease biomarkers.  
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2.4.7 Legal Information and Data Privacy 

The legal information on data privacy and security using AI was not reported in any of the 

30 studies. 

 

2.4.8 End users’ involvement  

Active involvement of the “end-users” refers to the active and effective involvement of 

patients and HCPs in the processes and choices that occur throughout the relevant stakeholders as 

appropriate (67). This might involve initiatives at key decision points and ongoing cooperation 

throughout the research and development process (67). We reviewed the degree to which "end 

users" were engaged in the "development," "testing," and "validation" of AI interventions in this 

review as follows: Development: 11/30 (37%) identified the AI developers, all of whom were 

engineers, and none reported the involvement of end-users in developing AI interventions. Testing 

and Validation: 11/30 (37%) and 7/30 (23%) identified those who participated in testing and 

validating the AI interventions, respectively, again engineers. Studies did not explicitly report the 

active involvement of "end users" in developing, validating, and testing AI interventions. 

However, our review revealed that "end users" were slightly/inadequately involved in AI 

intervention testing, with only one study involving an HCP in experimental testing and 

intervention setup (57).  

 

2.4.9 AI delivery Mechanism 

AI delivery mechanism refers to how the AI interventions developed were administered 

e.g., smartphone application, computer software, website, etc. Among all the studies, 10/30 (33%) 
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reported delivering the AI interventions using several different techniques, including Computer 

Software (7/10, 70%), Smartwatch T-sensor (1/10), and Micro-blog (1/10), and Virtual Reality 

Network Interface (1/10, 10%). The remaining studies (20/30, 67%), on the other hand, did not 

specify how the AI interventions were administered.  

2.4.10 Type of data used to develop AI interventions 

"Type of data" refers to the particular operational data acquired from patients as a result of 

their participation in the studies with the intent of utilizing intelligent models for a very specific 

process of tagging phrases, qualities, characteristics, and images (57). The "Type of data" reported 

in all of the included studies, to feed AI interventions, is reported in Table 2.4.  

 

2.4.11 Risk of bias 

We identified the studies that were eligible to be evaluated using PROBAST. Only 83 % 

(25/30) of our included studies were qualified to be analyzed via the PROBAST tool. Of those 

qualified, 16% (4/25) were at high risk of bias according to our assessment with PROBAST (Figure 

2.3) and the remaining 84% (21/25) were at “unclear risk” of bias. Details for each domain are 

provided in the Figure 2.3. Appendix 3 shows the risk of bias table based on the authors’ judgments 

about each risk of bias item.   

 

2.5 Discussion 

We did a scoping study as a first step toward a complete evaluation of the literature on the 

use of AI in adolescents' mental healthcare because there are considerable knowledge gaps in how 

AI can be incorporated and influence adolescents' mental healthcare. This review comprised 30 
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studies on the application of AI interventions in adolescents' mental healthcare and gave a critical 

assessment of the current studies in this field. Our review leads to the following observations. 

 

2.5.1 AI Models, Performance, and Risk of Bias 

Machine Learnings were the most often employed AI methods used in adolescents’ mental 

healthcare. Of all the methods reported, Fuzzy Sets, Data Mining and Random Tree Classifier were 

the ones with the highest performance accuracy within the available data sets for the particular 

task (Accuracy: 90–100%). The majority of the included studies (29/30, 97 %) reported on the 

testing and/or usage of an off-the-shelf AI model.  

The findings are consistent with previous research indicating that off-the-shelf models 

cannot be used directly in all clinical and mental applications, given that models with extensive 

training data sets fail to reflect the complexities of clinical mental cohorts (68).  

Obtaining representative training data is fundamental to excellent AI 

interventions' performance in clinical and mental settings. Otherwise, the data might be 

misinterpreted because of a lack of relevant information (69). We found poor reporting of AI 

techniques and their methodologies in our study's included papers. Further, there was no mention 

of adherence to a particular reporting framework/guideline in any of the studies included in this 

review. As a result, there was uncertainty in the included studies about various aspects, such as 1) 

whether or not the training dataset was representative, and 2) how potential (data and algorithm) 

bias and missing data were considered. Studies that report on the usage of AI methods in general 

and in the context of physical and mental healthcare should follow a verified framework/guideline 

to convey their findings (70). Overwhelming evidence has demonstrated that AI models in mental 

health and clinical research have poor reproducibility and reporting, implying the necessity for 
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reports to be given in a clear, succinct, and accessible way to promote comprehension and critical 

review (71). The TRIPOD (Transparent Reporting of a Multivariable Prediction Model for 

Individual Prognosis or Diagnosis) Statement, which consists of a checklist of 22 items, is an 

example of such a helpful reporting framework/guideline. It aims to improve the reporting of a 

prediction model considered vital for transparent reporting (72) and is predominantly used for 

regression-based prediction models. Nevertheless, there is a need for the creation of a framework 

that can provide uniform reporting criteria for other AI methods such as machine learning. 

Complete and transparent reporting of AI models’ data and methodologies helps discover mistakes 

and possible biases and promotes accurate assessment of the efficacy, reproducibility, and reuse 

of AI and machine learning methods in future research (70). This is crucial in the burgeoning usage 

and implementation of AI in clinical and mental health contexts.  The clinical and mental utility 

of these AI methods capable of dealing with large amounts of data on adolescents' mental 

health requires more careful consideration, and investigations must adhere to more rigorous 

methodological standards. 

In studies related to diagnosis and prognosis, we found a high degree of unclear overall 

bias, followed by a high risk. This shows that the AI models being developed were not considering 

the various parameters used to assess the risk of bias. Even if they were considering these 

parameters, then they were not sufficiently reporting it, which again leads to an unclear and/or 

high risk of bias. This pattern of results is consistent with the previous literature that indicated an 

unclear and/or high risk of bias resulted in escalating concerns about the AI model's applicability 

(45). The category/domain of included studies with the most significant risk of bias was analysis, 

outcome, and predictors; validation of the papers (external and internal) was poorly documented, 

and calibration was seldom addressed.  
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The risk of bias was the least in the participants category, whereas the most were in 

analysis. This shows that studies are not analyzing the models and their outcomes 

efficiently, although they are reporting and including the participants and ensuring less risk of bias. 

Given the substantial risk of bias in the studies included AI models employed in other 

circumstances for example with different data, may not achieve the same degree of prediction 

accuracy. Because these AI models have a significant risk of bias, their performance on a new 

dataset may not be as high as demonstrated in these studies. There's a high possibility that these 

models fail to perform accurately in different datasets.  

The majority of research on AI and machine learning-based prognostic and diagnostic 

prediction models in our review were ambiguous or had a substantial “unclear” risk of bias. That 

might be due to insufficient/unclear 1) reporting of multivariable prediction models and 2) 

information about their study.  In the development of AI models, acquiring high-quality data is a 

well-known difficulty (73). Nonetheless, while developing AI models, it is critical to keep this in 

mind. Improved efforts are required in the design, conduct, reporting, and validation of such 

research to increase the implementation of AI prediction models, which enhance adolescents' 

mental healthcare in clinical and mental practice settings. This may be assisted by a transparent 

and focused approach to developing AI models and ensuring the safe delivery of care to 

adolescents suffering from mental health problems in the future. 

 

2.5.2 Mental health applications of AI in the continuum of care and practice 

We discovered AI interventions in adolescents' mental healthcare in four major domains: 

(1) mediation of diagnostic process; (2) monitoring and evaluation; (3) treatment; and (4) 

prognosis. Our findings were consistent with the previous literature on the use of AI interventions 
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to aid in mental health diagnosis, prognosis, treatment, and monitoring and evaluation (74). 

Today's AI interventions may assist with mental health diagnostic problems and processes in a 

variety of ways, including improving the capacity to distinguish between diseases with similar 

initial clinical manifestations yet vastly different treatment strategies. For illustration, identifying 

people with post-traumatic stress disorder (75), using speech data to predict psychosis beginning 

in high-risk youth and adolescents (76), or analyzing genetic profiles in schizophrenia (77). 

Additionally, studies have shown that applying AI methods to panel data (i.e., data collected in a 

series of repeated observations of the same subjects over some extended time frame to measure 

the change) might help improve the accuracy of prognoses for mental health patients (78). For 

instance, by combining imaging, electronic medical records, genetic, and speech data to predict 

depression patterns (79), risk of suicide (80), and future substance abuse among adolescents (81).  

Previous studies showed that AI interventions might enhance mental health treatments in several 

ways, including predicting treatment response (82), possibly avoiding or substituting impotent 

medication experiments (83), and invasive costly brain stimulation therapies or time-consuming 

psychotherapies (83). As for monitoring and evaluating mental health problems, AI was shown to 

remotely monitor and detect subjective and objective markers of psychotic recurrence (84). 

Predicting whether adolescents may develop mental health problems is essential for accurate and 

early intervention to avoid major unfavourable consequences in the future. Therefore, using 

innovative technologies, such as AI interventions, we may acquire ongoing, long-term tracking of 

individuals' distinct mental and physical profiles that affect their mental health.  

The ensuing volume of complex, multidimensional data is too large for people to interpret 

meaningfully, but AI is perfectly adapted to the job. As AI interventions advance, it may become 

feasible to characterize mental health problems more realistically than the present DSM-5 
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categorization framework (85), detecting such problems in the initial phase and customizing 

recommended treatments for adolescents’ distinctive traits.  

 

While our results showed that AI was used for the four main elements of diagnosis, 

prognosis, treatment, and monitoring and evaluation purposes in adolescents' mental healthcare, 

most articles were concerned with the diagnosis only, and much fewer employed AI in other 

elements. This can be a considerable gap to be addressed i.e., future studies. Lastly, using AI to 

generate insights from data may aid in the diagnosis, prognosis, monitoring, and treatment. 

However, it is critical to assess the practicality of these insights and if they can be translated, 

applied, and implemented in the mental care setting. 

In general, AI exhibits the potential to improve the efficiency of clinical, mental, and 

research operations while also giving a unique insight into adolescents' mental health and well-

being (86). Recent AI intervention advancements are highlighted to show growing capabilities and 

future potential. Therefore, there is considerable opportunity to investigate other mental health 

problems important and common among adolescents' period, such as anxiety, depressive, and 

behavioral disorders (87), to determine whether AI can achieve equivalent performance in 

detecting, prognosing, monitoring, and treating other mental health issues.  

 

2.5.3 End users’ involvement 

The AI line of research is transitioning from technology-oriented use, emphasizing 

enhancing output and overall performance, to humanity-oriented usage, focusing on 

supplementing human intellect with machine intelligence (88). The change in the direction of AI 

research has created new obstacles, namely related to the transition from broad sense to transfer 
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intelligence, computation to cognition, tailoring to adaptability, discovering the unknown, 

universal and harmonizing to specificity, and technology to human values (89).  As a result, the 

new strategy is to pursue greater amounts of human supervision as well as elevated concentrations 

of automation, which is more likely to occur in automated AI interventions that are secure, 

credible, and reliable (90). Our results indicate "end users" have been slightly/inadequately 

involved in AI interventions' development, validation, and testing in adolescents' mental 

healthcare. As a result, AI interventions fail to suit the needs of HCPs and patients; they suffer 

from poor usage scenarios and eventually fail during clinical practice adoption. While AI 

interventions must perform correctly and safely, they must also be usable to the end users in 

adolescents’ mental healthcare settings. Involving end-users in designing and developing such 

interventions can help produce better applications and significantly boost the likelihood of 

adoption.  

Our findings echoed earlier research on the need to keep humans in the loop when 

developing, testing, and validating AI interventions to screen for bias in algorithmic assessments 

(91, 92). The failure to incorporate human elements into previous technological paradigm changes 

resulted in poor usage and major accidental mistakes (93). To optimize the effectiveness and 

usability of the evolving paradigm shift of current AI interventions in adolescent mental 

healthcare, we should use human-oriented design in partnership with targeted end-users. This 

offers a mechanism of control in which neither the human nor the AI intervention is totally 

autonomous, making it simpler to uncover opportunities to keep results more comprehensive. 

Future research must also incorporate end-users into the design, development, and validation of 

AI interventions in a meaningful, active, and participatory manner. 
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2.5.4 Ethical and Legal Aspects/considerations  

Despite the benefits, AI interventions’ applications are not without challenges (94). It is 

critical to comprehend the dangers and hazards of this new technology; thus, we must apply AI to 

reflect long-established ethical and legal principles while maintaining patient safety (94).  

Ethical challenges of applying AI in healthcare fall into four categories: 1) informed consent, 2) 

safety and transparency, 3) algorithmic fairness and bias, and 4) data privacy. There are also five 

legal challenges to consider and address in order to create a successful AI system, including 1) 

safety and effectiveness; 2) liability; 3) data protection and privacy; 4) cybersecurity; and 5) 

intellectual property law (94). These ethico-legal challenges are key factors that need to be 

considered and addressed to successfully create an AI-driven healthcare system (95). Our results 

indicate that ethico-legal aspects have rarely been addressed in AI-adolescents’ mental health 

studies, as in a single study (96), two domains, 1) data safety and transparency; and 2) privacy and 

security issues, were hardly discussed. These results reflected evidence in the literature, 

underscored the importance of all AI stakeholders (i.e., HCPs, developers, and patients), 

irrespective of professional domain, remaining aware of and clearly reporting the ethical 

challenges involved, as well as being active participants in discussions about the existing and 

anticipated use of these technologies (97). Additionally, two related studies highlighted that AI 

interventions’ use in mental healthcare was restricted due to a continuous lack of data and an 

appropriate report on model construction and transparency (69, 98).  

Sex and gender interplay in the emergence of diseases (99) such as depression (100) coping 

mechanisms (101) and are sources of variability in mental health problems, influencing various 

factors such as prognosis, symptomatology expression, and therapeutic efficacy (102). They may 

assist in diagnosing a mental problem, assessing the effects of therapy, and forecasting a patient's 
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prognosis to generate an accurate diagnosis and recommend a customized and more effective 

treatment for every unique patient (103). Recent studies on adolescents examined diagnostic 

disparities in mental and neurodevelopmental problems in relation to sex and gender effects (104, 

105).  

Our results indicated that the distinction between biologic sex and gender-related 

characteristics was not appropriately reported, and no research explicitly accounted for this when 

presenting demographic data. Additionally, these findings revealed that the sex distribution was 

specified in nearly three-fourths of the included studies, with just adolescents and none with HCPs. 

Besides, no study examined gender-related indicators with either patients or HCPs involved. These 

findings mirrored related research that highlighted the importance of gender and sex differences 

being reported explicitly as a potential source of mental and clinical heterogenicity among 

adolescents to reduce health disparities and identify the role of inter-individual variances when 

incorporating them with AI (105-107).  

AI interventions are revolutionizing mental healthcare services, communities, and 

everyday lives (108). In the context of clinical and mental healthcare, expected gender and sex 

distinctions are sometimes neglected or underreported (107). Lack of specifics and transparency 

for sex and gender differences leads to bias and limits our capacity to systematically examine the 

robustness of AI interventions in adolescents’ mental healthcare, which is an essential direction 

for future work. This bias may have a negative impact on the accuracy of predictions provided by 

AI interventions that HCPs may routinely employ, and failure to account for these differences will 

result in suboptimal findings, blunders, and misleading outcomes.  

To promote the use of new technologies in adolescents' mental healthcare settings, all 

ethico-legal concerns and considerations must be addressed within mental health studies (109). 
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Defining instances in which informed consent is required could, for example, be valuable in 

increasing the use of AI interventions by HCPs, as it could clarify their duties for using such 

interventions. Furthermore, to what degree do HCPs have a responsibility to educate patients on 

the complexities of AI to avoid projecting unwanted biases, and under what circumstances must 

an HCP disclose to the patient that AI is being utilized at all? Therefore, a collaborative effort 

between AI developers, patients, HCPs and regulatory authorities is essential to ensure that AI can 

be applied ethically and legally while also meeting the needs of all parties involved.  

 

2.5.5 Geographic distributions and Ethno-racial information 

According to our results, most AI research in adolescent mental health was conducted in 

North American and East Asian contexts. Our findings also show that race/ethnicity was 

considered/reported in less than a third of the included studies reported on the races/ethnicities of 

patient participants, with no discussion of the races/ethnicities of participating HCPs. Furthermore, 

for those studies that included patient ethnicity, we discovered that the obtained data were 

primarily associated with Caucasian/White populations, raising concerns about the data set's 

representativeness, and perhaps leading to biases. Discussing and presenting detailed data 

regarding participants’ race/ethnicity has significant importance as a clear description of data set 

characteristics in healthcare research (110). Similarly, in research evaluating the models' 

performance in predicting suicide, R. Yates Coley et al., 2021, underlined the relevance of how 

ethno-racial unrepresentative AI models would impact the forthcoming models' prediction results. 

They found that using two prediction models to guide suicide prevention interventions would 

provide less benefit and more risks to patients who are Black, American Indian/Alaska Native, or 

whose ethno-racial demographic is unknown, compared to White, Hispanic, and Asian patients 
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(111). This pattern of results has also been recorded in disciplines other than mental health. Recent 

studies signified a lack of dermatology-specific guidelines for defining and describing AI data set 

characteristics. Concerns regarding the exclusion of multiple skin tones have previously been 

voiced by dermatologists, and this effect was demonstrated in an example where the lesions on 

Caucasian versus Asian patients were dramatically different. In these data sets, analyzing the racial 

and ethnic variety of the patients was hindered by a lack of reporting of these characteristics (112, 

113). 

It is possible that the AI interventions could make predictions that discriminate against 

marginalized and vulnerable patient populations, leading to unsatisfactory patient outcomes (114). 

Given the clear ethnic and racial differences on disease biomarkers, prevalence, and outcomes, the 

inclusion of this information is likely to improve the accuracy and lessen biases of AI interventions 

(115). By ignoring ethno-racial distinctions from training and testing AI models, we are creating 

tools that do not match the features of average adolescents, resulting in less effective, biased, and 

poor representation of their usage. We can achieve advances in adolescent mental healthcare linked 

to the heterogeneous structures of a community if we take purposeful and substantial actions to 

train AI models to be ethno-racially inclusive. Therefore, we propose that future research clearly 

report ethno-racial differences to eliminate race/ethnicity-based disparities in adolescent mental 

healthcare using AI. 

 

2.5.6 Limitations 

There are some limitations to this study. First, since only English studies were considered, 

there may be publication bias. Second, our search strategy may not have collected all relevant 

studies because 1) we used the World Health Organization definition of adolescent to determine 

our inclusion criteria and 2) the definition of adolescent varies by country and charter, with 
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possible overlaps in between (116). While terminology like "adolescent," "youth," and "young 

people" is commonly used interchangeably (117, 118) and may have distinct definitions in 

different settings/locations, this study focused mainly on the second decade (10–19) of life.  

Third, limitations in the search methodology may have resulted in the omission of certain pertinent 

publications, e.g., the exclusion of gray literature (simulated data and robotics) and lower-level 

evidentiary records such as reviews, opinion pieces, editorials, comments, news, letters, and 

conference abstracts without full-text articles for more detailed information from the search. This 

is a common limitation observed in scoping review studies, and it is due to the trade-off between 

obtaining breadth and depth of analysis in a short period of time (119). The present study 

effectively mapped a large cross-section of the literature. It produced a valuable synthesis for 

researchers and HCPs to better understand the potential of AI in their various fields within the 

mental healthcare of adolescents. With that regard, compiling a more comprehensive review would 

be more difficult due to the fact that the subject is constantly evolving, and such a review would 

rapidly become outdated. assessment, and such a review would quickly become out-of-date as the 

field continues to evolve.  

 

2.5.7 Conclusion  

Many AI interventions are being tested and implemented in AI adolescents' mental 

healthcare. We critically examined these AI interventions and discovered inconsistencies in 

reporting the participants, forms of AI techniques, analyses, and results, as well as a significant 

gap in the successful development and use of AI in the mental healthcare of adolescents. The use 

of AI in various aspects of healthcare is relatively new, and HCPs, patients, and AI developers 

might 1) consider becoming more aware of the potential that AI may play in adolescents' mental 
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healthcare and 2) the potential pros and cons of AI in this context. Further, to incorporate and 

implement AI in an appropriate way, it is critical to understand the end-users’ (patients and HCPs) 

opinions on AI utilization in mental health processes and expect that this strategy will result in a 

feedback loop of co-designing future AI initiatives in mental healthcare. 

In future work, we advocate for a standard, accurate, and transparent report on AI interventions in 

adolescent mental healthcare. This requires reporting guidelines and frameworks for AI 

interventions in this context to be created to enhance the usage and development of these 

interventions and address bias and accuracy problems. Also, more research has to be done to 

understand how to make AI models generalizable while remaining patient-centred and retaining 

high accuracy. 
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2.6 Tables 

Table 2.1. Adolescents’ variable reported (N=30). 

Adolescents’ variable reported  N=30 

Sex 23 

Gender  0 

Sample size  28 

Race/ethnicities1 9 

Other Sociodemographic2 14 
1 Race/ethnicities: Caucasian/White, Japanese, Chinese, Indian, Malay, Black, Oriental, African American, Asian-

American, Hispanic, Native American/Alaskan, Asian, and Mixed 
2 Other Sociodemographic: parental marital status, parental educational level achieved, socioeconomic aspects (e.g., 

parental and household income), place of residence, criminal records, maternal history of depression, neighborhood 

level of deprivement, adolescents’ traumatic events and their level of education 

 

Table 2.2. Criteria to evaluate the performance of AI models 

Criteria Definition 

True positive  A result in which the model predicts the positive class properly 

True negative A result in which the model predicts the negative class properly 

False positive Positive results that the model wrongly predicted 

False negative Negative results that the model wrongly predicted  

Sensitivity The metric that assesses a model's ability to predict true positives 
in each accessible category 

Specificity The metric that assesses a model's ability to predict true negatives 
in each accessible category 

Precision or Positive 
Predictive Value 

The proportion of cases labelled as positively that was genuinely 
positive);   

Recall The measure with which the model recognizes True Positives 

F1 score The weighted average of precision and recall);  

Accuracy A model's measurement's proximity to the standard or real value, 
calculated as the number of correct predictions divided by the total 
number of predictions 
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Table 2.3. AI application on the continuum of adolescents’ mental healthcare  
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Table 2.4. Types of data used to develop AI interventions (N=30)  
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2.7 Figures 

Figure 2.1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) 

flowchart of the selection procedure. AI: Artificial Intelligence 

 

 

Figure 2.2. Frequency and timeline of Artificial Intelligence research studies by year of 

publication  
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Figure 2.3. Risk of bias graph: assessing the risk of bias in five categories namely overall, 

participants, predictors, analysis, and outcome (presented as percentages) 
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2.8 Appendix 

2.8.1 Appendix 1. Preferred Reporting Items for Systematic reviews and Meta-Analyses extension for Scoping Reviews (PRISMA-

ScR) Checklist 

SECTION ITEM PRISMA-ScR CHECKLIST ITEM 
REPORTED 

ON PAGE # 

TITLE 

Title 1 Identify the report as a scoping review. 28 

ABSTRACT 

Structured summary 2 

Provide a structured summary that includes (as applicable): background, objectives, eligibility 

criteria, sources of evidence, charting methods, results, and conclusions that relate to the review 

questions and objectives. 

29-31 

INTRODUCTION 

Rationale 3 
Describe the rationale for the review in the context of what is already known. Explain why the 

review questions/objectives lend themselves to a scoping review approach. 
32-35 

Objectives 4 

Provide an explicit statement of the questions and objectives being addressed with reference to their 

key elements (e.g., population or participants, concepts, and context) or other relevant key elements 

used to conceptualize the review questions and/or objectives. 

35 

METHODS 

Protocol and registration 5 
Indicate whether a review protocol exists; state if and where it can be accessed (e.g., a Web address); 

and if available, provide registration information, including the registration number. 
36 

Eligibility criteria 6 
Specify characteristics of the sources of evidence used as eligibility criteria (e.g., years considered, 

language, and publication status), and provide a rationale. 
36 

Information sources* 7 
Describe all information sources in the search (e.g., databases with dates of coverage and contact 

with authors to identify additional sources), as well as the date the most recent search was executed. 
37 

Search 8 
Present the full electronic search strategy for at least 1 database, including any limits used, such that 

it could be repeated. 
37 

Selection of sources of 

evidence† 
9 

State the process for selecting sources of evidence (i.e., screening and eligibility) included in the 

scoping review. 
37-38 

Data charting process‡ 10 

Describe the methods of charting data from the included sources of evidence (e.g., calibrated forms 

or forms that have been tested by the team before their use, and whether data charting was done 

independently or in duplicate) and any processes for obtaining and confirming data from 

investigators. 

38 

Data items 11 
List and define all variables for which data were sought and any assumptions and simplifications 

made. 
39 
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SECTION ITEM PRISMA-ScR CHECKLIST ITEM 
REPORTED 

ON PAGE # 

Critical appraisal of 

individual sources of 

evidence§ 

12 
If done, provide a rationale for conducting a critical appraisal of included sources of evidence; 

describe the methods used and how this information was used in any data synthesis (if appropriate). 
N/A 

Synthesis of results 13 Describe the methods of handling and summarizing the data that were charted. 39 

RESULTS 

Selection of sources of 

evidence 
14 

Give numbers of sources of evidence screened, assessed for eligibility, and included in the review, 

with reasons for exclusions at each stage, ideally using a flow diagram. 
39 

Characteristics of sources 

of evidence 
15 

For each source of evidence, present characteristics for which data were charted and provide the 

citations. 
39-41 

Critical appraisal within 

sources of evidence 
16 If done, present data on critical appraisal of included sources of evidence (see item 12). N/A 

Results of individual 

sources of evidence 
17 

For each included source of evidence, present the relevant data that were charted that relate to the 

review questions and objectives. 
42-44 

Synthesis of results 18 Summarize and/or present the charting results as they relate to the review questions and objectives. 64-67 

DISCUSSION 

Summary of evidence 19 
Summarize the main results (including an overview of concepts, themes, and types of evidence 

available), link to the review questions and objectives, and consider the relevance to key groups. 
44-54 

Limitations 20 Discuss the limitations of the scoping review process. 55 

Conclusions 21 
Provide a general interpretation of the results with respect to the review questions and objectives, 

as well as potential implications and/or next steps. 
55-56 

FUNDING 

Funding 22 
Describe sources of funding for the included sources of evidence, as well as sources of funding for 

the scoping review. Describe the role of the funders of the scoping review. 
N/A 

JBI = Joanna Briggs Institute; PRISMA-ScR = Preferred Reporting Items for Systematic reviews and Meta-Analyses extension for Scoping Reviews. 

* Where sources of evidence (see second footnote) are compiled from, such as bibliographic databases, social media platforms, and Web sites. 

† A more inclusive/heterogeneous term used to account for the different types of evidence or data sources (e.g., quantitative and/or qualitative research, expert opinion, and policy 

documents) that may be eligible in a scoping review as opposed to only studies. This is not to be confused with information sources (see first footnote). 

‡ The frameworks by Arksey and O’Malley (6) and Levac and colleagues (7) and the JBI guidance (4, 5) refer to the process of data extraction in a scoping review as data charting. 

§ The process of systematically examining research evidence to assess its validity, results, and relevance before using it to inform a decision. This term is used for items 12 and 19 

instead of "risk of bias" (which is more applicable to systematic reviews of interventions) to include and acknowledge the various sources of evidence that may be used in a scoping 

review (e.g., quantitative and/or qualitative research, expert opinion, and policy document). 
From: Tricco AC, Lillie E, Zarin W, O'Brien KK, Colquhoun H, Levac D, et al. PRISMA Extension for Scoping Reviews (PRISMAScR): Checklist and Explanation. Ann Intern Med. 
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2.8.2 Appendix 2. Some of the extracted data from the included studies 
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2.8.3 Appendix 3. Risk of Bias (ROB) table: based on authors' judgements about each risk of 

bias item. (Low ROB     , High ROB     , Unclear ROB     ) 
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In previous chapter, the study was conducted with the aim of identifying AI interventions 

tested and/or implemented in adolescents’ mental health care. Our review established that AI 

interventions were most frequently reported for Autism Spectrum Disorder, Outcomes of 

Psychological Stress/Pressure Level, Substance Use Disorder and Dysfunctional Behavior. These 

interventions were used for the mediation of diagnostic processes, monitoring and evaluation, 

treatment, and prognosis of adolescents’ mental health problems. Adolescents and/or health care 

professionals (HCPs) were rarely found to be involved in testing AI interventions, and no study 

was found describing their engagement in validating these interventions. User-center design in 

partnership with HCPs and patients may maximize the usefulness of AI interventions in adolescent 

mental health care. 

We did a scoping review to get a broader view of current work in the field and identify the 

knowledge gaps in the literature concerning tested and/or implemented AI interventions in 

adolescents' mental health care. In this review, we found a knowledge gap in identifying primary 

care physicians' (PCPs') perceived needs and challenges for AI interventions supporting 

adolescents' mental health. PCPs are increasingly recognized for their critical roles in identifying 

and managing adolescent mental health problems, with the majority of such issues being 

addressed in primary care settings. We, therefore, aimed to conduct a more detailed exploratory 

qualitative study on PCPs' perceived needs and challenges in providing mental health care to 

adolescents, using AI interventions to fill the current knowledge gap and shed light on future 

studies. 
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ABSTRACT 

 
Background and objectives: Adolescence is a critical stage in the human life span during which 

the onset of some behaviors and conditions can negatively impact physical and mental health 

over the lifespan. These include functional and behavioural impairments, increase in healthcare 

costs and heightened risk for premature death. Primary care physicians (PCPs) can potentially 

play important roles in the identification and management of mental health problems in this 

population but face many challenges. Artificial Intelligence (AI) interventions may offer 

solutions, but such interventions often need to be adapted for primary care. We therefore sought 

to identify the perceived challenges to PCPs in providing adolescents’ mental healthcare, along 

with their attitudes towards AI interventions in delivering such care.    

Methods: For this qualitative study we used purposeful sampling to recruit participants for a 

Focus Group Discussion (FDG) that explored these issues. The FDG was audio-visually 

recorded through Zoom software and lasted 1 ¼ hours. It was later reproduced verbatim for 

thematic analysis using a combination of A-priori and inductive coding. Two facilitators 

moderated the Focus Group (FG), with one cleaning the raw data. It was then reproduced 

verbatim through Zoom software. Later, three research team members used A-priori and 

inductive coding to thematically analyze the verbatim.  

Results: Out of 35 PCPs in Montreal, Canada, identified with a specific interest in adolescent 

mental health and AI, we reached four who agreed to participate, and we conducted an FG of 

four participants. Participants highlighted structural and systematic challenges faced while giving 

care to adolescents, including parental involvement and teen-age psychosocial influences such as 
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sex and gender, family, culture, peers, and habits. PCPs saw AI interventions as potentially cost-

effective (time, money, and resources), able to handle large amounts of data, and 

relatively credible. They envisioned AI to assist in collecting patients' data, suggesting a 

diagnosis, and establishing a treatment plan. However, they were concerned about these 

interventions' performances and outcomes and feared losing clinical competency. PCPs desired 

AI interventions that were user-friendly (simple to use, easily operational, seamless, and 

supported by “just in time” technical support). They were willing to assist in designing and 

developing AI interventions if it was within their scope of practice, and they were 

compensated through external incentives (financial or professional development study credits). 

They indicated a need for regulatory bodies to deal with medicolegal and ethical aspects of AI 

intervention usage (e.g., confidentiality, privacy, liability) for creation of clear 

guidelines/frameworks to reduce/eliminate harm to patients as a result of using such 

interventions.  

Conclusion: This study provides the groundwork for assessing AI interventions' practical utility, 

applicability, and effectiveness in adolescents' mental health care practice in primary care. A 

larger scale study is necessary to offer more in-depth understanding of the acceptability and use 

of AI by PCPs. Parallel study of adolescents' perspectives on integrating AI into mental 

healthcare might contribute a fuller understanding of the potential of AI for this population. 

Keywords: Adolescent health; Mental health; Artificial Intelligence; Innovative Technologies; 

Primary Care Physicians; Family physicians 
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4.1 Introduction 

4.1.1 Adolescents’ mental health importance and trends 

Adolescence is a formative developmental stage for health, skills, and ability, rather than 

just a transitory time between childhood and maturity (1). The World Health Organization 

defines it as the period between ages 10 and 19 (2, 3). The greater independence and self-

reliance during these years may be challenging for those who already have emotional or social 

concerns, resulting in higher interpersonal, emotional, and mental health problems, leading to 

significant psychosocial and economic ramifications for adolescents, families, and communities 

(4-6). Anxiety, depression, and substance abuse disorders may all substantially influence 

development and represent some of the most debilitating conditions for adolescents, causing 

them to struggle with self-regulation and impulse control (7). It is estimated that half of those 

who satisfy the criteria for a mental health disorder throughout their lifespans begin experiencing 

related symptoms before the age of 14 (8).  

An estimated one in five in Canada (9) have a mental health problem. One in four, 

between the ages of 17 and 19 suffers from severe depression or anxiety, with half having 

attempted suicide or engaged in self-harm (10). The number of non-suicidal self-harming 

behaviours has almost quadrupled in the UK over the last decade, while suicide has nearly 

doubled for every 100,000 adolescents (11, 12). Annually, approximately 140 000 people aged 

10 to 24 succumb to suicide worldwide (13). In several nations, including Canada, suicide is the 

second leading cause of mortality in this age bracket (14, 15). 
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Adolescents' depression is the main contributor to disability-adjusted life years lost, 

imposing a high social and economic cost over their lifetime (16). The Canadian Institute for 

Health Information reported that adolescents' emergency department visits for mental health 

problems climbed by 61% between 2008–2009 and 2018–2019 (9). The alarming increasing 

prevalence of the mental health problems among adolescents leads to serious consequences both 

during the adolescent period and later in life (17). Therefore, this is an essential research priority 

in promoting prevention and early intervention, extending access to care, and suggesting need to 

alter mental healthcare systems (18). While the significance of early detection and intervention 

has become clearer, the method by which this aim should be achieved remains complicated. 

Optimizing gateways into mental healthcare and incorporating early interventions into primary 

care for adolescents with mental health problems is critical in ensuring prompt and adequate care 

for many of these difficulties. 

 

4.1.2 Adolescents and primary care 

Primary care (PC) is “the provision of integrated, accessible healthcare services by 

clinicians who are accountable for addressing a large majority of personal healthcare needs, 

developing a sustained partnership with patients, and practicing in the context of family and 

community” (19).  The portrayal of PC in the research literature incorporates various types of 

formal and casual investigations. These include the identification of physical or mental illnesses, 

strategies to manage troubled patients and referral to specialized services, and research that 

assists in tracing patients' profiles in a retrospective or longitudinal fashion (20). The necessity 
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for ongoing PC by primary care physicians (PCPs) for adolescents have been highlighted in best 

practice standards (21, 22). During visits, PCPs may do physical exams, screen for risky 

behaviors, and attempt to build trusting relationships with adolescents (23). It is also known that 

adolescents visit their PCPs much less often than the general population (23, 24). 

Given the benefits and importance of PC, various issues may jeopardize PCPs' capacity 

to manage adolescent patients with mental health problems properly, such as 1) adolescents may 

be reluctant historians (25) and might not trust the medical services of the people who deliver 

them (26), 2) the reality where few healthcare workers are comfortable with adolescents or their 

mental health problems (26), and 3) medical services may not easily be accessible geographically 

or temporally when the adolescent wants to be seen (26). 

 

4.1.3 Potential for Artificial Intelligence in adolescents’ mental healthcare in a primary 

care 

During the past two decades, numerous approaches have been proposed and/or put in 

place to alleviate the difficulties that PCPs face in delivering mental healthcare. Several 

interventions have sought to enhance integration and cooperation with mental health experts (27, 

28); others have advocated for increased continuous medical education (29) or monetary 

incentives (30). Furthermore, recent years have witnessed the emergence and development of 

novel technologies such as artificial intelligence (AI) interventions, which have created 

opportunity for improving and even transforming interventions for assisting PCPs in taking 

charge of adolescents' mental healthcare (31). AI is a discipline of engineering and computer 
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science dedicated to developing intelligent machines (32). In 1956, John McCarthy introduced 

the phrase "artificial intelligence," which he defined as "the science and engineering of making 

intelligent machines" (32). AI is seen as a method for facilitating, augmenting, and/or enhancing 

human work (33, 34). AI has the potential to make significant improvements in a variety of fields 

and levels of healthcare services (34), including automating medical devices (33), administrative 

planning (35), and resource management (36) to support prevention, screening, diagnostics, 

management, and treatment (33).  

Although healthcare has been slow to adopt/implement AI compared to other service 

sectors, interest in AI interventions have steadily grown in prominence in PC for physical health 

applications although at a compared slower rate for mental health (37). It may be critical for 

PCPs to consider AI adoption to recognize its distinctiveness and uniqueness (38). However, 

since careful navigation will be necessary to ensure the proper application of this modern 

technology, it is time to rethink our approaches to mental problems and the need for early 

interventions to serve adolescents' unique needs using AI. 

 

4.1.4 Objectives and research questions 

The overall objective of this study was to explore the perceived needs of PCPs about AI 

interventions in the care of adolescents’ mental health. Specific objectives of this study were to 

gain knowledge/better understanding on:1) What are the perceived challenges of PCPs in 

providing adolescents’ mental health care? and 2) What are PCPs’ perceived needs for AI 

interventions that might support the adolescents’ mental health? 
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4.2 Methodology 

4.2.1 Design:  

We conducted a qualitative descriptive study to understand PCPs' perceptions of AI 

interventions in the care of adolescents' mental health.  This methodology is suitable for 

obtaining "straight and essentially unadorned (i.e., minimally theorized or otherwise changed or 

spun) responses to topics of particular interest to practitioners and policymakers (39). It also 

aims to capture the many components of "truth" about the phenomena and present a thorough 

summary by considering the meanings that participants attributed to it (39). In general, while 

studying a new phenomenon which is not clearly identified, and around which little work has 

been performed, qualitative inquiry is a reasonable beginning point for the research (40). Based 

on a scoping review we conducted on the use of AI in adolescents' mental health care, we are not 

aware of prior research that has explored PCPs’ perceived needs for and challenges with AI 

interventions that support adolescents’ mental health (Ghadiri P, MSc, McGill University, 2022). 

 

4.2.2 Eligibility criteria and participant recruitment 

For this study, we purposefully selected (identified by colleagues) Montreal-based family 

physicians and primary care pediatricians who speak English and are known to routinely provide 

adolescent (age 10-19) healthcare.  Purposeful sampling is a widely used qualitative research 

approach. In this type of sampling, participants are intentionally selected based on the objectives 

or information needs of a study (41).  
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We obtained the contact information (emails) of potential participants from physician leaders 

known to our team. An initial list of 35 names was generated, with the aim of recruiting 12-18 

people for 2-3 focus groups.  An initial email was sent out giving an overview to the study - to 

explore perceived needs of PCPs about AI interventions in the care of adolescents’ mental 

health. There was telephone follow up 10-14 days later, using office numbers located on the 

website of the College des Médecins du Québec. Those interested in the study were sent an 

electronic consent, while those not reachable were sent a second email reviewing the study and 

directing interested individuals to the electronic consent. An online ‘Doodle poll’ was then used 

to establish a common date and time for the focus groups (FG). 

 

4.2.3 Consent 

FG participants underwent informed consent. They were told the discussion would be on-

line, lasting between 60-90 minutes through Zoom software, with 256-bit End-to-end encryption, 

making it impossible for anyone but the interviewer and interviewee to understand the contents 

(42). They were advised that all data generated remained confidential as allowed by law, would 

be kept anonymously, used for descriptive purposes, and discussed only by the research team; 

that they had the right to ask questions or choose not to answer a question; that they were 

identified by code number to protect their privacy; could withdraw any time from the FG without 

consequence or reasons, but information already gathered would be retained; all recordings of 

FG, written notes, and transcripts were transferred to a password-protected computer hard drive 

secured in a safety cabinet and stored on the McGill OneDrive server (developed by Microsoft) 
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and will be destroyed after seven years, according to the University’s policy (43). There was no 

compensation for participating in this study. 

 

4.2.4 Data Collection: 

Since the COVID-19 pandemic forced social distancing and discouraged indoor meetings, in-

person FG was not a possibility, and an on-line meeting platform was adopted for the FG. We 

conducted a single FG virtually using Zoom software in a session that took approximately 75 

minutes.  A one-page instruction sheet was supplied to participants for log-in to the ZOOM 

software to join the FG. At outset, participants filled out a short on-line questionnaire enquiring 

into their demographics. The consent and demographic personalized forms were created using 

Google Form, a free software which allows collecting information from users through surveys 

(44).  

To ensure that participants began with some common knowledge, the FG started with a brief 

PowerPoint presentation (Appendix A) of AI, given by facilitator #1 (PG). FG discussion was 

directed by a semi-structured interview guide (Appendix B) created by the research team for 

exploring PCPs’ perceived needs from AI interventions and challenges in providing adolescents’ 

mental healthcare. Using open-ended questions, participants were invited to share their 

perspectives on AI, and adjusted them depending on the content and dynamics of the discussion. 

This facilitated conversation and also allowed us to increase the depth and breadth of the data 

through probes and requests for elaboration (45). 
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Facilitator #2 (MJY) primarily participated in the FG as an observer and supported PG as 

needed. The two facilitators had a 36-minute debriefing session immediately after the FG, based 

on literature that suggests debriefings prompt quick thoughts on emerging results and compel 

data collectors to think through the data that has just emerged (46). Zoom software was used to 

record and transcribe the discussions into Word documents for later thematic analysis.   

 

4.2.5 Data Analysis 

We transcribed the Zoom FG recordings verbatim into a Microsoft Word document, 

using precise punctuation marks and symbols indicating pauses, and reflections on participant 

tone and engagement. This facilitated the future reading of the data and helped us transfer the 

participants' feelings and purposes through text (Table 4.1). The transcription process enabled us 

to listen to different portions of the discussion several times to become familiar with the data.  

We analyzed the data using conventional thematic analysis approach. “Thematic 

Analysis” is a method for identifying, analyzing and reporting patterns (themes) within data (47). 

It minimally organizes and describes the data set in detail (47). This method was used because 

our focus was to provide a detailed description of a phenomenon, namely the perceived needs 

and challenges of PCPs in adolescents’ mental healthcare using AI interventions. We (SR, MJY, 

AA, PG) manually analyzed the data in the Word document over the course of twelve two-hour 

sessions. During these meetings, assumptions and interpretations of the codes/themes categories 

and subcategories were analyzed, questioned, and occasionally modified. 
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We performed our thematic analysis in the six phases recommended by Braun and Clarke 

(48, 49). The first phase focused on data familiarization, internalization, and immersion through 

reading and re-reading the transcriptions. The viewpoints of the participants were conveyed in 

vernacular conversation. This approach enabled reflection on the comments of participants to 

reduce the volume of data, identify recurring concepts, identify areas where participants agreed 

or disagreed, leading to more accurate coding and theme development. We next initiated the 

coding process, which involved utilizing "tags or labels” to provide units of meaning to the 

descriptive or inferential information gathered throughout the research." Typically, codes are 

associated with "chunks" of varied sizes of words, phrases, sentences, or whole paragraphs and 

are used to locate, retrieve, fetch, and sort the chunks of data (50). Initial codes were thus 

created, and specifically defined to capture the perceived challenges and needs of PCPs about the 

use of AI interventions in adolescents’ mental healthcare.  

We utilized both inductive and apriori coding approaches. We derived the apriori codes, 

particularly from ideas presented in the main questions asked during the FG. We also developed 

additional codes based on our personal interpretation of the data (inductive coding). This was 

accomplished through "close examination of the data without attempting to fit the information to 

pre-existing conceptions or ideas from theory (45).” 

The third stage was theme development, with themes defined as "recurrent notions that 

may be utilized to summaries and organize the variety of subjects, opinions, experiences, or 

beliefs expressed by participants (56)". Categories were grouped into themes, and each theme 

represented a different dimension related to the perceived needs and challenges of PCPs in 
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adolescents’ mental healthcare using AI interventions. Over a number of iterations, the 

categories were organized into themes that progressed from being broad concrete reflections of 

what the participants stated to more abstract concepts. Possible links or correlations between 

themes were sought. 

In the fourth phase, each theme was iteratively reviewed, evaluated, and validated for 

meaningful coherence. A thematic map evolved for describing PCPs' perceived needs and 

challenges in adolescents' mental healthcare using AI interventions. 

The fifth phase involved the definition of themes and the generation of sub-themes, along 

with ongoing analysis to justify theme generation. In the final or sixth phase we created a logical 

and cohesive report by grouping the results into five themes. 

 

4.2.6 Trustworthiness 

To ensure rigour, the five criteria for trustworthiness in research proposed by Lincoln and 

Guba (credibility, transferability, dependability, confirmability, and authenticity) were followed 

(51). The research team brought strong credentials in primary healthcare, AI, qualitative analysis, 

in-depth research experience, and knowledge translation and transfer. We performed an “Audit 

Trail,” detailing the process of data collection, analysis, and interpretation. We recorded the FG 

discussions for later analysis and wrote down our thoughts about coding, provided a rationale for 

merging codes, and explained what the themes and codes meant. To make sure that our work 

may be replicated, the Appendices provide supplementary information and explanations. We also 

provide raw quotes and actual words said during the FG to ensure authenticity. 
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4.3 Results:  

The recruitment process generated 11 enrolled participants and 7 later withdrew due to 

unanticipated commitments derived from the COVID-19 pandemic. This resulted in a single FG 

comprised of 3 females and 1 male participant. Years in medical practice ranged from 6 to 40, 

spending an estimated 5 to 20% of their clinical time caring for adolescents in an ambulatory 

setting (Figure 4.1 and Table 4.2). Table 4.3 summarizes the outcome of our analysis of the 

verbatim text in which we identified 5 themes, 17 sub-themes, and 38 sub-sub themes. Numbers 

in parenthesis are identifiers to attribute remarks made by specific participants. Considering the 

care of adolescents’ mental health, identified themes were: 1) General challenges; 2) Perceived 

features and characteristics of AI interventions; 3) Potential applications of AI interventions; 4) 

Possible negative aspects of using AI intervention; and 5) Perceived requirements for the 

application of AI interventions. These themes will be discussed in detail below. 

 

4.3.1 Theme 1: Challenges of adolescents’ care in ambulatory setting 

This theme represents the difficulties that PCPs face in providing outpatient care to 

adolescents and was separated into two subthemes: 1) Fostering and maintaining a relationship; 

and 2) The time-consuming nature of adolescent care. 

4.3.1.1 Fostering and maintaining a relationship 

PCPs noted challenges related to establishing relationship with adolescent patients. 

Among these were problems building the necessary trust to initiate a relationship due to 

adolescent stage of development, personal characteristics, peers, parents, as well as technological 
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barriers. An example of the latter relates adolescent to particularities in cell phone use that 

impedes good communication:  

A lot of times because of confidentiality, you'll have their [adolescents] numbers like their cell phone on 

file, but they're in school and they won't pick up the phone and they don't call back. (P1) 

 

 

Despite the difficulties of establishing a longitudinal connection with adolescents, a 

number of PCPs emphasized their desire for mutual understanding, continuity of care, and better 

health outcomes over time. 

If you follow your patient longitudinally, as a child, and then having that foundation, so that when they 

have a problem, you had a relationship already; [but] that’s a challenge! (P2) 

 

 

At the same time, participants proposed pragmatic strategies to maintain the doctor-

patient relationship. For example, "normalizing certain behaviors" was important in every 

meeting with adolescents, including clearly defining issues such as "confidentiality" in order for 

adolescents to express themselves more freely, resulting in a more stable and trusting 

relationship. 

Having data on your patient beforehand is important and there's a lot of data that we could ask [however, 

adolescents aren’t] forthright with their answers when you do it in person; but a questionnaire that's done 

objectively can allow them to feel like they're not being judged when answering those questions. (P2) 

 

Participants reported a paradigm shift in today's adolescents' preference for computers 

and tablets over human doctors, giving them more space to open up and lead to better care. 

They don't have a person in front of them asking the question. Kids today like to have the computers so 

they can be comfortable. These are their comfort zone. (P2) 

 

Some PCPs identified the positive and negative impacts of parental involvement in 

dealing with adolescents' noncompliance in providing accurate information to the doctor. 
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Various challenges included legal issues, and struggles around parental control, including their 

reluctance/inability to give their child autonomy. Some parents are "overprotective" and "too 

present," making adolescents uncomfortable/hesitant to express themselves at appointments. 

 [If] the parent sees the questionnaire [history intake questionnaire], either before or after it's filled out, 
they may discourage the teenager from filling it out truthfully. (P2) 

 

PCPs also highlighted adolescent’s’ sex and gender, family background, culture, peers, 

and habits as important influences in doctor-patient encounters that need to be managed.  Some 

of these require PCPs to use a new lexicon. 

Something I find very challenging in dealing with adolescents is the complexity of the social environment: 
[for example] different family backgrounds…and we don't talk on the same level as we talk with adults. 

We have to use another vocabulary. (P3) 

 

 

4.3.1.2 Adolescents’ take time:  

PCPs indicated that more time is required to care for adolescents due to the complexity of 

their life cycle issues, noting the utility of self-administered questionnaires and multiple visits 

before the bigger picture becomes clear. One sub-theme that arose related to time management in 

the context of adolescent mental health care.  

“I will have to see this person, maybe a second or third time, before I start to get the picture…That's why 

we use questionnaires is for adolescent patients that they fill out before they come in ... But we have to 

invest a lot more time into these patients [Adolescents]” (P3) 

 

 

A solo private practitioner expressed frustration about time spent linking adolescents to 

supportive community services, adding that those working in public practice centers may have 

fewer problems accessing multidisciplinary programs. PCPs also noted their job is to "identify 
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the problem" and "provide care" rather than coordinate and organize access to supporting 

resources, as they are commonly not compensated for these time-consuming tasks. 

My job is to figure out what the problem is and what I should do, but then to go and find out where the fax 

number is and who might know what resources might be available…that's challenging, time consuming 

and below our pay grade. (P2) 

 

 

4.3.2 Theme 2: Perceived features and characteristics of AI interventions 

A variety of benefits were suggested by PCPs related to creating efficiencies in accessing 

mental health resources, and collecting, storing and handling large volumes of data (e.g., 

patients’ demographic information or lab results); time and costs efficiencies related to patient 

history and questioning, and treatment planning, and support with facilitating relationships with 

patients, promoting medical adherence and organizing interactive patient questionnaires. 

Participants felt that AI interventions might increase access to resources and primary care 

more conveniently and perhaps optimize resource utilization. 

It [have robots to do the Cognitive Behavioral Therapy] is more cost effective, and maybe even more easy 

access than then having a real a real person as the bot has zero bias … and it's free! (P2) 

 

 

Cost and time efficiencies and more efficient questioning were also noted as potential 

benefits of AI interventions for patients and PCPs, especially in the context of referrals to 

specialists, which prolong patient treatment and are a "cost-drain" on the system.   

I'm not sure that patients benefit so much from a full psychiatrist evaluation just to answer one question 
it's a cost-drain on the system. (P2) 

 

AI's capacity to handle enormous amounts of data was another benefit, with one 

participant reflecting that easier access to information may allow PCPs to better address 

adolescents' mental health and other primary care concerns. 
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Family Medicine is a very challenging task, and we need to know a little bit about everything…and we 
are exposed to many different things, and AI it's just hungry for data, it will just never tire! (P2) 

 

 

One respondent expressed that AI might facilitate collaboration between the PCP and 

multidisciplinary healthcare system (including specialists and social workers), saving time and 

making adolescent visits more efficient. Another PCP suggested using AI to take histories that 

involve sensitive questions to help doctors who feel uncomfortable asking certain issues to 

adolescents. 

Having some tools [AI] that there's some multi or interdisciplinary things going on, can be extremely 

useful and lead to efficient visits! (P2) 

 

 

Several PCPs further noted that AI interventions have the potential to tailor the 

application of available therapeutic resources to the adolescents' specific objectives and 

requirements, resulting in a personalized treatment strategy for each patient. 

AI could be useful to more specific treatment plan, [and] give us real concrete targets. (P2) 

 

 

Another type of benefit related to AI’s potential contribution to enhancing patient-

provider relationship. PCPs felt that since adolescents are comfortable engaging with technology 

and computer savvy, supporting the doctor-patient relationship with AI interventions (e.g., self-

administered questionnaires on a laptop rather than face-to-face inquiry) would make it less 

threatening. 

Adolescents are more comfortable answering to a computer than a doctor. (P4) … Can the machine [AI 

intervention] persuade [instead of compelling patients by a human doctor], a patient to take a 
treatment?!maybe! (P3) 
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However, uncertainty was also expressed.  Several participants struggled with whether AI 

interventions would be accepted by patients---based on whether the AI intervention seemed to 

possess credibility. An example of negative or low credibility was voiced: 

We can still talk and try to persuade the patient … I think that if the patient has confidence in us, they 

may agree to the treatment. Now, would they have the same reaction to a machine [AI intervention]?! 

(P3) 

 

Offsetting this viewpoint was the potential for AI interventions to learn and direct 

patients more positively than doctors and hence might exhibit positive credibility: 

AI can learn one day to do that [treatment adherence], and to do it better than the best doctor. (P2) 

 

 

As one participant aptly noted, however, the so-called “potential” of AI ultimately rests 

with the PCP.  Individual doctors perceive the role of such interventions differently and cannot 

project roles that have not yet been recognized. 

I'm not sure that my type of practice, would be able to replace or be close to that [specialized adolescent 

clinics where each patient receives a long visit] in terms of time and resources that I can devote to it. 

Certainly, having tools would help. (P2) 

 

 

4.3.3 Theme 3: Potential applications of AI interventions 

Several applications of AI interventions were identified by PCPs in the areas of clinical 

care, obtaining and analyzing data, and medical education and research. 

In terms of clinical care, several PCPs discussed how AI interventions might be useful in 

facilitating administrative tasks (e.g., appointments, paperwork for in-office and out-of-office 

care, patient discharge) and case management (which may involve collaboration with 

interdisciplinary services). 
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I'm at a severe disadvantage working alone, compared to those who work at the clinic Y [public clinic]. 
[it’s] now maybe hard to access certain services. I'm sure you all have challenges in terms of bookings, 

whether it's [for] social workers, nutritionist, psychologist, and AI can help here. (P2) 

 

PCPs also noted AI interventions might aid decision-making by providing PCPs, 

adolescents, or other individuals with knowledge and person-specific information filtered or 

presented at appropriate times to enhance mental health diagnosis and treatment planning. 

Machine learning can be used as to for a decision support system, for example, where it may pick up on 

some computable data [to] make recommendations helping diagnosis and treatment planning and that 

could be more specific than we might think in adolescents. (P2) 

 

Given the complexity of accurately diagnosing adolescents’ mental health problems, 

PCPs viewed AI interventions favourably to assist with diagnosis and its validation. 

It [AI], really helps in terms of diagnosis. We don't want to miss something that serious when you have to 

make critical decision. Should I send this patient home or to ER [Emergency Room] because the stakes 
are quite high in terms of self-harm?! (P3) 

 

Participants further identified the utility of AI with the complex and time-consuming act 

of patient referral, including consultation with a medical colleague, home care, organizing a 

visiting nurse, or finding community resources including CBT services.  Indeed, one participant 

suggested how CBT provided by an AI robot outfitted with forms, characters, and faces to 

replicate human interaction with patients would be more cost-friendly, bias-free, and engaging 

for adolescents. 

AI could be useful, give us real concrete targets in terms of what's out there in our community, particular 

to every area and it would know, for example, that there's five places left on this support group starting 

next week. There are chatbots for this purpose [CBT], work [based] on 3D avatars, facial expressions and 
interacting with a virtual person. (P2)  

 

A second application of AI relates to data collection and analysis to facilitate adolescent 

mental health assessment and support. PCPs believed that AI-assisted medical robots could 



 

 

 

 

99 

generate and analyze patient information to generate answers to clinical questions efficiently and 

cost-effectively and help them have a more focused practice. As one participant remarked: 

It’s not cost effective [PCPs’ managing patients intake tasks, trashing out the patients, spending an hour to 

get personalized data] … but I dream of having that as an AI bot or system to tailor the questions we need 

more detail and skip over things you don't need a detail to really concentrate more on certain aspects of 
the patient (P2 and P3). 

 

 

Distillation helps PCPs discover hidden or missing data. A PCP (P2) with higher AI 

knowledge noted that Natural Language Processing might automatically summarise patients' 

information during/after a visit. He suggested that AI models may evaluate patients' 

cardiovascular risk factors instead of a doctor doing it manually in the office. 

Like for Framingham risk calculator [Cardiovascular risk assessor]. The actual meat of the conversation 

automatically gets summarized for me succinctly [by AI]. This would be extremely useful. (P2) 

 

 

PCPs also recognized AI's potential to identify red flags and abnormalities in 

patients' data. 

Machine learning can be used for a decision support system, where it may pick up on some of the 

computable data that comes out of an interaction or questionnaire… it may raise some flags, and say: 

“have you considered this diagnosis or that?” (P2) 

 

 

A final area of application was in the area of medical education. PCPs noted the potential 

use of AI interventions in continuing medical education (CME) to suggest courses and training 

based on practitioners' interests and practice composition. Also, they saw potential in such 

interventions to handle and compare trials of varied sizes, diverse sample populations, 

overlapping research topics, and store previously collected data. 

- [AI may] have a role in recommending [CME] courses that you might find interesting. A 

recommendation like a Netflix for CME, …  based on your history of CME or the configuration of 
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practice. (P2) - [Using AI] for research, if we can have this [collected data] piled somewhere, and 

somebody would like to have research done, [it] would be so easier. (P4)  

 

 

4.3.4 Theme 4: Possible negative aspects of using AI interventions 

Despite perceived benefits and applications of AI, several negative aspects were noted.   

One area of concern was the implications of AI for professional practice whereby AI might 

compete with or replace highly skilled clinicians given potential capacity to perform more 

sophisticated tasks. 

I said to one of the ICU docs: “how do you feel that in 2028 your job will be replaced by computer?” … I 
shouldn't have said it, but I believe this to be somewhat true. (P2)  

 

The issue of trust in AI was also raised.  PCPs referred to the risk of lack of confidence in 

the truth, validity, accountability, or effectiveness of using such interventions; impressions based 

either on an individual's intuitive/gut response (mistrust) or real experience (distrust) are 

illustrated in doctors' comments as follows. Concerns with performance accountability were 

noted in particular: 

 For ‘diagnostics’ I think the fear was always it [using AI] was wrong! I don't want to act on something 
that just calculated things wrong! … it [AI intervention] can tunnel vision you even though you try to use 

your clinical judgment. (P1)  

 

Given the widespread presence of misinformation (incorrect material) and disinformation 

(intentional spreading of misinformation) found in social media, one participant worried about 

what controls there would be on AI interventions used in healthcare. One worried PCP projected 

into the future: 

What I'm hearing is AI is gonna replace everything? How can it replace us eventually one day?! 
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A further worry was the fact that AI interventions, as artificial beings, lack passion, 

enthusiasm, worry, empathy, and face-to-face emotion, all of which are critical dimensions of 

good clinical practice:  

The human aspect of medicine is very important. We don't want the patient to feel they treated by a robot. 
That is the disadvantage [of AI interventions]! That's very important that patients feel empathy…[Hence] 

patients feel a lot better. (P3) 

 

Concerns about the potential for diminished clinical competency of were also expressed. 

PCPs worried that using AI interventions might undermine their medical and patient 

communication skills. An example are the potential negative impacts of AI on knowledge, 

attitudes, and skills.   

I mean in surgery, if someone talks about robotic surgery versus laparotomy! just when you don't use it 

[using the clinical skill in the related subject], you're not going to know how. (P1) 

 

 

4.3.5 Theme 5: PCP’s perceived requirements for the application of AI interventions 

PCPs were asked to discuss how they envisioned their needs using AI interventions in 

adolescents' mental healthcare.  

Education on AI was identified as a priority for their own continued professional 

development as well as for those in training e.g., medical residents and students. While PCPs felt 

the need for CME training on AI to learn about new and developing areas in their fields, concern 

was expressed about how demanding, time-consuming, or relevant such courses might be. 

 I guess it's a new technology! I’d be interested in doing it [CME on AI], but hopefully we will spend the 

minimal time on this, and we can use it! (P3) 

 

For residents and medical students, training on AI was deemed vital, part of the 

mandatory curriculum, and perhaps as a new discipline. 
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I think this [training in AI] should start in medical school! There should be even a specialty such as 
"medical informatics.” (P2) 

 

At the same time, PCPs stressed the importance of governance and regulation to ensure 

AI interventions were used ethically and effectively.  

Definitely I think it makes a lot of sense to have some kind of regulation, when that we're using [AI 

intervention] therapeutically! 

 

Particularly vital was preventing potential ethical or physical harms arising from the use 

of AI interventions in the adolescent age group. Because today's adolescents are more tech-

savvy, they might express themselves better via computers, resulting in a more confidential visit. 

PCPs were therefore concerned about AI-driven privacy breaches and acknowledged the 

importance of protecting patients' data and anonymity. However, they struggled with the nuances 

of perceived responsibility (doctors vs AI) when utilizing such interventions. 

- There are all kinds of privacy issues. All it takes is one breach and people will lose confidence [on AI] 
… a doctor making a decision that was supported by AI; who's responsible?! It's clear that we are! So, 

can you use that as a defense in front of a judge?! I don't think that'll hold up very much, but it'll probably 

be used as a defense at some point! (P2) 

 

For this reason, several PCPs emphasized that they should be held accountable for 

possible erroneous AI-assisted care, and suggested that frameworks/guidelines and human 

supervision be put in place to ensure that AI interventions “do not harm”: 

Once that technology [AI] is mature, [and] we can have the right framework in place to make it safe for 
patients. I certainly don't want to be responsible for people committing suicide because of my chatbot! 

We’re going to be supervising these systems and making sure that are working. (P2) 

 

 

PCPs also noted the importance of ensuring that AI interventions employ a friendly user 

interface, so non-technical users with limited AI understanding might rapidly attain mastery, 

sync it with their practices, and get on-demand, “just in time” technical support. 
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Technical support is very important… have a good instruction manual that I can understand … [being] 
user friendly if I run into difficulties … can call someone [for] help. (P3) 

 

They also expressed a desire to contribute to AI interventions' design and development if 

deemed helpful to patients. Three important features were deemed essential in AI intervention 

roll-out; that AI interventions be easily operational and seamless; relevant and meaningful to 

practice; and that uptake be incentivized through credited CMEs, as well financial and 

professional opportunities. On the issue of incentivization, PCPs felt it necessary to offer 

external incentives and opportunities including to engage in AI intervention design and 

development. 

I don't think that you'll get a lot of capture with volunteering. It has to be incentivized, either through 
credits [CME credits], interest research or being paid for a time. (P2) 

 

The financial implications of adopting AI interventions were stressed in particular, with 

PCP participants noting that PCPs were unlikely to use AI interventions if initial and operating 

expenses were too costly: 

 If you [AI intervention] are too expensive, we just don’t look at you! (P1) 

 

4.4 Discussion 

This qualitative research yielded valuable insight into how PCPs see AI interventions 

influencing mental healthcare for the adolescent population. Drawing on their own practice 

experience, participants reflected on how AI interventions might help overcome challenges in 

serving this population and better meet their mental health needs. At the same time, they 

identified many complexities limiting the adoption of AI interventions by practitioners that 

would need to be addressed. This study opens the door for future research on AI-based 
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assessment interventions that offer promise in enhancing adolescents' access to better mental 

healthcare. 

The study raised four key issues warranting attention and action in relation to AI 

adoption: 1) the particular challenges of ambulatory care for adolescents; 2) the features and 

potential applications of AI interventions; 3) risks associated with their adoption, and 4) 

requirements for their ethical and effective application in adolescent mental health care. 

 

4.4.1 Ambulatory adolescent care challenges 

Adolescent care offers unique challenges in the primary care context, owing to their 

unique biological and psychosocial characteristics (52). Our findings highlighted the challenges 

that PCPs face as a result of a range of psychosocial, cultural, peer and familial influences on 

which adolescents are susceptible. This is consistent with a broader literature that has 

demonstrated the impact of peer influence, family cultures, and personal characteristics and 

views on adolescent health and adherence to care (53, 54). For example, research indicates that 

the stigmatisation of adolescents with allergies by peers may affect compliance with follow-up 

(55). 

Parents are gatekeepers in adolescent care, but they may be a barrier to adolescents' visits 

(56). Our results similarly suggest that that giving adolescents autonomy to make their own care 

choices may be hard for parents (56) and impact adolescent behaviour (57). Patient-centred care 

methods recognize the importance of both adolescents' and parents' opinions during a visit, 
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although balancing them is difficult (56). Therefore, most professional organizations recommend 

adolescents have one-on-one time with their doctor for a private discussion (21).  

Adolescents' concerns about healthcare confidentiality also affects their interactions with the 

system (58). A previous study found that creating and sustaining solid connections between 

doctors and adolescent patients is crucial for developing favourable lifelong attitudes (59). 

Similarly, our results highlighted the importance of clarifying confidentiality during each session 

to build rapport, trust, and effective therapeutic relationships between adolescents and PCPs.  

Literature shows the many barriers faced by adolescents and their PCPs throughout the 

adolescent transition (60), which impact continuity of care ranging from individual and 

interpersonal factors and well as those connected to family, service delivery (56). These context-

dependent aspects suggest that the challenges of caring for adolescents in an ambulatory setting 

are multifaceted, and future studies should take this complexity into account when investigating 

the introduction of new approaches and interventions. Future work should also focus on 

understanding adolescents' attitudes, and preferences for care to encourage needed follow-up 

visits and compliance with care. 

4.4.2 Features and potential applications of AI interventions 

Our findings indicate that AI interventions have the benefit of easing activities, providing 

efficiencies, and facilitating PCPs' and healthcare systems' work. This was similar to previous 

studies, suggesting that AI interventions may have clinical use for more accurate differential 

diagnoses, especially when evaluations are costly or time-consuming (61), potentially reducing 
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human labour, freeing up PCPs' time, and enhancing their productivity, accuracy and efficacy 

(32).  

Some PCPs believed AI might help collect patients' data more efficiently, given that 

clinical practice relies on accurate patient data (62). These results support the idea that AI in 

laboratory medicine improves access to data to provide better insights for physicians, helps make 

real-time interpretations of health risks and test results, and increases patients' quality of care 

(63, 64). 

Contrary to our findings, a recent study in Japan found that did not improve data 

collection due to the time required to process the data and patients' characteristics, especially in 

low-complexity situations, where patients' medical data is readily obtained (65). 

Our findings showed AI might benefit in collecting handling large volumes of data. The 

rapid development and production of massive and complex datasets from various sources, 

including electronic medical records, are creating opportunities for the mental health sector (66, 

67). AI also enables analysis and interpretation of digital information in mental health, which 

offers tremendous potential for tailored and targeted therapy, prognosis, monitoring relapse, 

and identifying and preventing mental problems (66, 68).  

 

There are conflicting studies in the literature with regard to creditability and safety of AI 

interventions (69). For instance, wrong label in AI training data (data samples used to fit the AI 

method (70)) may cause unfair suggestions and interpretations by AI interventions due to bias, 

and maybe causing patient harm and undermining their credibility among patients and clinicians 
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(71, 72). On the other hand, previous research has demonstrated that these interventions have an 

unlimited capacity to learn and the potential to lead patients more favourably than physicians, 

supporting credibility (73). In this study, we found similar concerns about the “credibility” of 

potential AI usage, with certain participants questioning whether they were credible enough to 

suggest a treatment plan to patients. 

A critical feature of determining the adoption and acceptability of emerging technologies 

like AI is their dependence on the perceptions of prospective users' (PCPs) in addition to systems 

standards (74). Impartial recognition of new technology (e.g., AI) is determined by how relevant 

an individual evaluates technology innovation characteristics while acknowledging that primary 

influence variables such as financial implications, cost-benefit evaluations, training, or job 

facilitation may elicit different responses in different individuals (75). Therefore, future works 

should meaningfully and explicitly consider physicians' perceived features for AI interventions 

to increase the potential of using AI in adolescents' mental healthcare. 

Our results showed AI's potential in establishing diagnoses and identifying community 

resources. Similar to our findings, studies have also shown that AI-assisted online behavioural 

therapy and conversational chatbots may be a cost-effective and engaging treatment planning 

alternative (76). Chatbots are artificial, virtual, and interactive entities that can simulate human 

communication and engage users (77). The creation of CBT online chatbots, e.g., Sara (78) and 

Woebot (79), replicating common communication methods was shown to reduce depression and 

anxiety in college adolescents, boost adherence to treatment and psychological management.  
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Our results further highlight the potential of AI in managing the operational aspects of 

care, such as administrative support and patient case management, allowing doctors to focus on 

individualized care rather than transactional tasks. Recent research has revealed that AI might 

also automate repetitive, time-consuming tasks like paperwork and administrative information 

processing, which often contribute to physician burnout (80, 81). For instance, AI interventions 

might assist clinicians in monitoring their patients' health between visits and facilitate discharge 

processes, increase work efficiency and reduce fatigue by optimizing patients' seat usage, level-

loading appointments, and patient congestion, thus freeing them to provide more focused care 

(82, 83). 

Participants also discussed how AI interventions may be used to facilitate clinical 

decision-making. These findings, which is in line with earlier research, illustrate the feasibility of 

using AI-enabled decision support interventions in various clinical contexts, e.g., aid in choosing 

antidepressant medications (84-86) or medical triage (87). Triaging is also vital to patient care 

workflow. Medical staff, such as nurses and doctors, must routinely make triage choices, 

particularly in high-risk and expensive settings, to prioritize patients and maximize healthcare 

resources and personnel (88). AI shows potential in automating patient triage, reducing expert 

work, and improving classification reliability (88). Our findings echoed this literature. A 

promising example of the application of AI to support adolescent mental health is Kids' Help, an 

online AI platform, to triage users (children and adolescents) who contact the crisis text line (89) 

or acting as a patient intake coordinator that performs screening tests before linking them to a 
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physician (90). Similar approaches may be implemented into triaging-based healthcare processes 

to improve quality, save costs, and satisfy a larger number of patients. 

Given that AI applications for mental health are often limited to clinical settings, most are 

still in the research and development stage and have not been scaled up for clinical or patient use 

(91). If responsively developed, the implications of integrated AI in mental healthcare is 

exciting, with the potential to support both operational and clinical functions (92). As AI 

interventions advance, they might help populations needing mental health services and improve 

life opportunities for vulnerable groups like adolescents. There remains, however, a substantial 

gap between AI's potential contribution to mental health breakthroughs and its practical usage by 

physicians and adolescent patients. 

 

4.4.3 Risks of using AI interventions 

Our results showed that AI interventions might compromise PCPs’ professions and skills. 

We found that most participants were equally optimistic and fearful about AI's role in their 

disciplines, which a lack of AI knowledge might explain, as voiced in previous literature (93, 

94). Concerns regarding AI in healthcare may stem from de-skilling and/or replacing health 

professionals and increased knowledge needs in their respective professions (93, 95). 

Incorporating AI into mental health might be used to justify replacing traditional services, 

resulting in fewer AI-driven health resources, decreasing practitioners' competency and 

eventually worsening health inequities (96). Therefore, before integrating AI into clinical 
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practice, it is necessary to determine what tasks can be shifted without jeopardizing the quality of 

care and PCPs' ability to practice, which is advised to be a focus of future work. 

Study participants stressed the importance of face-to-face human interaction, noting that 

AI can't replace humans in delivering empathetic care. While AI interventions in healthcare 

aim to replicate or improve physicians' efficiency (97), replacing doctors’ tasks with technology 

risks reducing emotional touch as mirrored in our findings (64, 98, 99). Due to persistent legal 

concerns in medical practice, there is growing concern about using AI interventions in mental 

and physical healthcare (69, 97). Therefore, it is critical to create AI architecture that supports a 

patient-centred model of care that is compassionate and competent in responding to patient 

needs. Ultimately, AI uptake will only occur if trust is present; the development depends on 

proof of its effectiveness and credibility in supporting quality care. 

 

4.4.4 Requirements and conditions for using AI interventions 

Our FG participants highlighted the importance of AI education for the general 

population. AI has expanded in many sectors, e.g., business and science, to enhance user 

experience, work efficiency, and job opportunities (100). However, public perceptions of AI and 

how to determine AI literacy are relatively unexplored (101). The development of an equitable, 

knowledge-based society requires every individual to be "digitally literate". This underscores the 

importance of public education for AI literacy, learning, and education (101, 102). This should 

be a central component of any initiative to scale-up AI deployment in healthcare. 
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Study participants indicated the need for AI education for physicians, residents, and 

students. Earlier research stressed the importance of introducing AI into medical school and 

residency curricula (103); although few such initiatives have been made (104, 105). Physicians 

must be trained on the use and limitations of AI to ensure its safe application in clinical practice 

and, as appropriate, how to communicate AI results to patients. Only when physicians feel 

comfortable using AI interventions will their potential to enhance patients’ mental and physical 

health outcomes be realized (106). Therefore, as AI becomes common in healthcare, investments 

in training are essential. 

FG respondents required user-friendly AI interventions, co-developed with clinicians, 

and offered with timely support. A previous study reached a similar conclusion, emphasizing that 

adequate technical support is essential when introducing innovative technologies to healthcare 

inclusive of assistance with technology configuration and staff training (107). The literature also 

reflects participants’ concerns about convenience, usefulness, usability, and technical 

dependability, which may might encourage or discourage clinicians from adopting AI 

interventions (107, 108). Previous studies have demonstrated how clinicians' needs influence AI 

use, and that leveraging these needs are necessary to maintain health innovation technologies in 

primary care (107). Developing and deploying AI interventions and strategies that respond to 

PCP needs is therefore essential. 

Medical-ethical-legal standards regulate the doctor-patient-family relationship (109). 

Ethics and law intersect frequently; acting ethically is often synonymous with acting lawfully, 

although ethically correct reactions aren't always backed up by the law (109). FG participants 
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emphasized that trust and privacy are critical ethical and medico-legal issues surrounding AI that 

might impede or facilitate the doctor-patient relationship. A growing literature also underlines 

the significance of trust and privacy, urging that AI intervention developers disclose what type of 

data is gathered, who has access to it, how the information will be used, and what measures are 

in place to prevent harmful use of the data (110).  

AI interventions should be understandable to the physicians employing them 

(111).  While clinicians may be liable if they do not properly examine an AI intervention before 

using it on patients, some question whether AI should be held responsible for medical 

malpractice (112). This is consistent with the views of participants in our study.  While they 

agree that PCPs should be held accountable for employing AI interventions in their practice, 

their liability is viewed as only one piece of a larger ecosystem, opening the door for such 

interventions to be viewed as "individuals" and thus potential defendants in legal proceedings. 

Hacked, malfunctioning, damaged, or dishonest AI may harm patients (113). The need 

for regulatory bodies may increase in direct proportion to the capabilities and accessibility of AI 

in mental healthcare to minimize breaches caused by either the AI or physicians (113). This too 

was reflected in our findings, emphasizing the importance of governing authorities to ensure that 

AI interventions are medico-legally safe. For instance, the Canadian Protocol checklist (an 

ethical framework for AI applications in mental health) and the Canadian AI Algorithmic Impact 

Assessment (an open-source platform) help AI decision-making intervention developers mitigate 

privacy, transparency, health, and bias risks. That said, there are several future research avenues 

for a better understanding of AI interventions in mental health, and this chapter is just the 
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beginning. We need more general guidelines, structural incentives, appropriate methodologies, 

and well-designed trials to aid in developing future AI interventions for mental health. 

 

4.4.5 Strengths and Limitations:  

This study's strength is use of exploratory qualitative inquiry to investigate PCPs' 

perceived challenges and needs for AI interventions that may support adolescents' mental health.  

A limitation however was the small number of participants. Enrollment coincided with the 

COVID-19 pandemic, and the increasing burden on PCPs to meet the needs of Montreal health 

care institutions had implications for our work. Despite using a purposeful sampling strategy, we 

were unable to recruit a larger number of PCPs able to adjust their pandemic-altered schedules to 

take part in a focus group, even though it was scheduled to take place at the end of a workday. 

However, we did have a group of participants who were clearly interested in the study topic and 

were highly vocal and opinionated. Since qualitative research is focused on the quality and depth 

of information rather than on the number of participants, the four PCPs in this study provided a 

reasonable amount of rich data. We believe that our findings are transferrable to other contexts, 

depending on their degrees of resemblance to ours. 

Conducting a qualitative study using Zoom software presented its own challenges. We 

audio-visually recorded the FG on personal computers rather than utilizing cloud-based online 

storage to maintain data confidentiality. While this presented occasional inconsistent internet 

connection or voice cuts, the overall virtual environment was not felt to compromise our data 

collection. Further, as prior research has argued, we believe that participants felt more 
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comfortable and confident in their familiar environments and as typically busy clinicians, had 

more time to discuss their views and experiences (114, 115).  

 

4.4.6 Conclusion: 

This descriptive research provides insight into PCPs perceptions of AI interventions and 

their application with a focus on adolescent mental healthcare. The needs, limits, and benefits of 

these interventions and PCPs' challenges regarding adolescents' mental health have been 

highlighted. While a range of attitudes were expressed, both convergent and divergent, most 

participants were enthusiastic about the potential for AI interventions in improving quality and 

scope of their roles as primary care providers. However, to integrate and utilize AI appropriately, 

it is critical to understand all parties' opinions, including patients, as such interventions might 

affect their experiences favourably or adversely.  

This study provides the groundwork for assessing the utility, applicability, and 

effectiveness of AI interventions in adolescents' mental health care practice in primary care. 

Nevertheless, larger-scale surveys may be necessary to offer greater clarity on the diverse 

viewpoints and experiences of PCPs, as are clinical trials of particular AI interventions. We also 

suggest that further study should be done to explore adolescents' perspectives on integrating AI 

into mental healthcare, as patient experience is crucial in providing patient-centered care. The 

COVID-19 pandemic has demonstrated how unexpected events can overstretch primary care 

infrastructure and how it may benefit from technological solutions to ease challenges related to 

overstretched primary healthcare systems. However, priority must be given to the design and 
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implementation of regulatory frameworks to ensure ethical standards are met, evaluations are 

performed, and generalizable and fair AI interventions are developed to assist adolescents' 

mental health care. 
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4.5 Tables 

 

Table 4.1. Symbols used in transcription verbatim 

Punctuation mark / symbol Indication  

(? time) The exact timing of a phrase or sentence couldn't 

comprehend owing to low audio quality 

… A long pause or a sudden shift in sentence 

Bolding and underlining words/phrases Words/phrases expressed loaded with emphasis 

and significantly louder volume  

[] Added term to the statement to better express the 

idea of the participant 

2.1.1 “ ” A direct verbatim quote from the participant 

 

 

 

Table 4.2. Demographic characteristics of the participants  

Participants Gender 
(Male/Female) 

Clinical 
experience in 
medical practice 
(Years) 

Participants' 
ambulatory care 
time spent on 
adolescents (%) 

P1 Female  6 10-15 

P2 Male 13 12 

P3 Female 40 5 

P4 Female 22 20 
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Table 4.3. Themes, subthemes, and sub-sub themes in adolescents’ mental healthcare in the 

primary care setting. 
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4.6 Figures 

Figure 4.1. Participant recruitment process and results. (FP: Family Physician; Ped: Pediatrician) 

 

 
 

  

Total sample size 35 
(30 FP +5 Ped)

enrolled 11

(10 FP+1 Ped)

Successfully recuited

(4 FP)

withdrawn 7

(6 FP+1 Ped)

Not enrolled 24

(20 FP+ 4 ped)
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4.7 Appendices 

4.7.1 Appendix A: Artificial Intelligence Non-medical Uses and Examples- Presented as 

PowerPoint slide slides to the participants  

(Narratives related to every slide is written following each slide) 

 
Now, on behalf of all team, today I am going to present to you some examples about “Artificial 

Intelligence Non-medical Uses” in 7-8 minutes in order that everyone in the focus group has the same 

understanding of what AI is, so that we can then discuss your ideas about AI in the care of adolescents' 

mental health. 

 
In 1950 English Mathematician Alan Turing, one of the very first AI pioneers, published a paper entitled 

“Computing Machinery and Intelligence” which opened the doors to the field that would be called AI. 

The paper itself began by posing the simple question, “Can machines think?” Turing proposed a method 

for evaluating whether machines can think, which came to be known as the ‘Turing test’. The ‘Turing 

test’ takes a simple pragmatic approach, assuming that a computer that is indistinguishable from an 

intelligent human actually has shown that machines can think. Years later, the term Artificial Intelligence 

was first coined by Dr. John McCarthy at Dartmouth conference, Hanover, New Hampshire, USA in 

1956. He defined AI as ‘the science and engineering of making intelligent machines’ capable of precisely 
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mimicking specific act! It is necessary to mention that the given definition was just a starting point and 

there is not really a single definition to be provided. 

 

 
 
Sometimes, when we hear the word AI, we might think that this has nothing to do with us or something 

we don’t encounter within our day to day lives! However, the truth is quite the opposite. Every single one 

of us meets AI multiple times each day. Even if we aren’t aware of it, AI is at work, often behind the 

scenes, as we go about our everyday lives. For instance: 

 

 
Face Recognition: When people wake up in the morning, picking up their iPhone, and it opens up 

automatically by recognizing their face, this is basically AI in practice which scans the face and grants a 

subsequent access to the phone content. Recommender Systems: When users check on social media 

feeds such as Facebook, Twitter, Instagram, AI is used to supply users with information close to their 

history and interests. Such companies also use AI to further protect their users by screening fake news, 

fighting to cyberbully running in the background without people necessarily knowing. Similarly, 

companies such as Netflix, Spotify, and Amazon use AI to recommend content related to their users' 

tastes by learning their interests and behaviors. Google search engine serves users based on what it knows 

about them and what are the themes in which the users are interested. This is all driven by AI. Every 

search result is now personalized to the users, thanks to the AI working in the Google background. 
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Speech Recognition: Apple Siri, Amazon Alexa, Google Home, Microsoft Cortana use AI to understand 

what the users are actually saying to them and generating reasonable answers. Natural language 

processing and natural language understanding: Chatbots use Natural Language Processing to 

understand and communicate with humans. Known as a NLP, this AI technology focusses on 

understanding on how humans communicate with each other and how we can get a computer to 

understand and replicate that behaviour. In business setting, for instance, chatbots are quickly finding 

their place in customer services. It is expected that in a few years, chatbots will power 85% of all 

customer service interactions. 

 
Optimization and Scheduling: While driving to work, people might use Google Maps, which uses AI to 

monitor live traffic conditions, compare them to previous traffic conditions, use weather information to 

recommend the best route to drive to the destination. In another collaborative work between Google and 

US National Renewable Energy Laboratory, Google is trying to find more echo-friendly routing in 

Google maps which allows users to co-optimize travel time and energy consumption for individual 

vehicles, fleets, or entire transportation networks. As you can see in the picture, the green route indicates 

the best energy saving level (12%) with average reasonable time (15 min) to get to the destination 

 

 
AI in Weather forecast: The chaotic nature of climate makes it almost impossible to make real-time 

predictions. For decades, weather forecast, in best scenario, had been 6 to 12 hours behind the real data. 

The good news is that now big companies such as Microsoft or Google are feeding all weather signals of 
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the past from the satellites into Artificially Intelligent networks, memories to better model a weather 

prediction in advance. This have had huge impacts on agriculture businesses and supply chain 

management. Results also indicates that these computational models are cheaper, faster and more accurate 

compared to the more conventional approaches of weather forecasts. The weather forecasting and how AI 

is helping in forming a physics free understanding of weather is quite noticeable nowadays, helping to 

turn forecasting into nowcasting! 

 

 
AI in Banking: AI has the potential to modify today’s banking. Large Canadian Banks such as TD, for 

instance, are using AI to analyse data which it uses to learn more about customers and anticipate their 

needs. 

 
Banking fraud detection: When it comes to the Fraud detection, AI can be used to monitor financial 

transactions and user behaviour every time to detect suspicious activities or financial transactions. AI is 

capable of analysing the past transactions of the customer to learn their transactional behaviour as well as 

past activities of users on the banking information system and create a dynamic profile for each customer. 

Therefore, AI would be able to compare the customer’s specific transaction against the customer profile 

and compute a risk score out of it. If the risk score is sufficiently high, the AI machine will decide to 

block the transaction and qualify it for further investigation by the bank.  
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4.7.2 Appendix B: Focus Group Discussion Interview Guide 

Introduction 

 Hello. Welcome everyone. My name is Pooria Ghadiri.  I am an MSc student at the 

department of Family Medicine, McGill University. I would like to start off by thanking each of 

you for taking time to participate today. We will be here for about 60 to 90 minutes.  The 

purpose of this gathering is to gather your input on ‘Exploring the perceived needs of Primary 

Care Physicians (PCPs) about Artificial Intelligence (AI) interventions in the care of adolescents’ 

mental health.’ I’m going to lead our discussion today. I will be asking you questions and then 

encouraging and moderating our discussion. Dr, Mark Yaffe, professor in the Department of 

Family Medicine, McGill University and St. Mary's Hospital Center, is participating in this FG 

session predominantly as an observer, as well as to provide support for me should it be required. 

I will guide the conversation by asking questions that each of you can respond to. There are no 

right or wrong answers to these questions. We want you to share your thoughts with us so that 

we can get a broad range of ideas and opinions. If you wish, you can also respond to each other’s 

comments, hopefully in friendly, non-judgemental fashion, like you would in an ordinary 

conversation. It is my job to make sure that everyone here gets to participate and that we stay on 

track. I also would like you to know this focus group will be audio-visually recorded both 

through Zoom or WebEx software and an external digital audio recorder. The identities of all 

participants will remain confidential. The recording allows the research team to revisit our 

discussion for the purpose of consolidating the ideas and opinions expressed.  

Ground Rules 

To allow our conversation to flow more freely, I’d like to go over some ground rules: 

1) First, before the focus group discussion begins, we want to ensure that all the members 

who agreed to participate today have received and signed off the consent form through an 

email.  

2) We want you to do the talking. We hope everyone will participate according to their level 

of comfort.  

3) Only one person speaks at a time. This is doubly important as our goal is to make a 

written transcript of our conversation today. It is difficult to capture everyone’s 

experience and perspective on our audio-visual recording if there are multiple voices at 

once. 

4) There are no right or wrong answers. Every person’s opinions and experiences are 

important. Speak up whether you agree or disagree. We expect and want to hear a wide 

range of opinions and we do not anticipate consensus, just sharing.  

5) Please avoid side conversations or virtual chatting through the Zoom or WebEx platform 

while the discussion is on.  
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6) We emphasize that what is said in this virtual room should remain here. You should be 

able to share anything if sensitive issues come up. Please do not disparage other 

participants’ remarks.  

7) You may use each other names in the discussions, but I will not report your names or 

who said what. You may, however, later discuss with others what was addressed here, as 

long as you do not disclose who said what. Audio-visual recordings will be secured by 

the Principial Investigator, Dr. Samira Rahimi at McGill University’s One-Drive 

network. We may provide summary details of the study in oral or written reports once the 

study is complete.  

8) I understand that I should keep both the audio and video on to ensure the discussion flow 

during the focus group. However, while I will plan to have no personal interruptions 

during the focus group, should that unexpectedly occur, I will click off the audio and 

video and re-open them as soon as possible afterwards.  

9) In the end, I am happy to take questions if there are any. 

Introduction of the Participants 

 May I ask if you could please introduce yourself and tell us a little about your practice. 

Let’s start from Dr …  

Demographic Questions 

 Thank you so much for your attendance and sharing your valuable inputs. We would like 

to know a little about your demographic backgrounds. I will launch a very brief questionnaire 

through a link provided in a chat box. You should be able to see it running on your screen and be 

able to answer the question accordingly. Your answers will be anonymous and confidential. 

https://forms.gle/4WTGp6HL6t6BvALfA  

 Study title: Primary Care Physicians’ Perceptions of Artificial Intelligence interventions 

in The Care of Adolescents’ Mental Health. 

 Please answer the following questions: 

1. What is your gender? Female ; Male ; Non-binary  

2. How many years have you been working in medical practice? (Please write down)  

3. What percent of your patient care time is devoted to the care of adolescents in the 

ambulatory setting? (Please write down) 

FG Opening Question 

1. Have you faced any challenges in the care of adolescents in the ambulatory setting?  

Tips to initiate: Would anyone like to start the discussion to the following? 

• If yes, what are they? 

• Note: Now they have given me general responses. I need to break it down by asking: “Is 

the difficulty that you experience one that occurs only when you are treating a physical 

problem? Or when you are treating a mental health problem? Or is it all the time?”  

• More specifically, what about their mental healthcare---how do you approach it? Are you 

comfortable with it? What might make it better?  What might make it easier? 

https://forms.gle/4WTGp6HL6t6BvALfA
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Key Questions 

1. Can you think of any way AI technology that could help in adolescents’ mental healthcare? 

(For example, in diagnosis, treatment, management or any other related fields?) 

• What made you think of that approach? 

• Does anyone agree or disagree with that suggestion? Why? 

2. What might be some of the possible benefits of using AI in adolescents' mental healthcare?   

Note: (Be ready to break down the question in the three probing aspects below)  

• Benefits: to patients? to a care provider? To the healthcare system? 

3. What might be some of the possible risks or down-sides of using AI in adolescents' mental 

healthcare?  

4. How comfortable would you feel in using AI in your practice? 

• Impact on workload 

• Positive and negative reactions from patients, uncertainty about how to interpret the AI 

data,  

• Questions about how their colleagues might react to using AI (How your colleagues might 

react to using AI?) 

5. If you thought you'd like to try AI in your practice, what would be needed to give it a go? 

(What would you need to get started?)  

6. Are there any financial implications (positive or negative) to you using AI in your practice? 

7. Are you interested to be involved in the design and development stage of AI interventions 

for your practice? Break this question into two parts:  

• If YES, who would be interested and why?  

• If NO, who would not be interested and why? 

8. Do you think there is a need for more continuing professional development such as courses, 

seminars, workshops for doctors on the theme of AI as we have discussed it here today? 

Closing: We have gotten to the end of our session. Thanks for coming today and talking about 

these issues. Your comments have given us lots of different ways to see this issue. But before 

doing so, are there any additional comments that people would like to make? 
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CHAPTER 5 - DISCUSSION 
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5.1 General thesis Discussion:  

Adolescence is one of the most critical and formative stages of life (70). It is a time of 

personal, social, educational, and vocational exploration and experimentation. It is challenged by 

vulnerabilities presented by physical changes, mental health issues, and an increasing prevalence 

of risky health-related behaviors, including smoking, substance abuse, varied sexual practices, 

poor diet, and lack of exercise, many of which may affect subsequent health outcomes (71, 72).  

Primary care physicians (PCPs) are increasingly acknowledged for their essential roles in 

recognizing and managing adolescent mental health problems, with an estimated 75% of such 

issues being addressed in primary care settings (73). PCPs, on the other hand, encounter 

numerous difficulties when delivering mental healthcare to this demographic, e.g., time 

restrictions and problems accessing specialized collaboration for help with complex patients 

(29). Under such conditions PCPs may value the innovative mental health care technologies such 

as Artificial Intelligence (AI) interventions that might be used in the assessment and care of 

adolescents' mental health problems.   

This thesis reviewed the literature on tested and/or implemented AI interventions in 

adolescents' mental health care (Manuscript 1/Chapter 2). Informed by this review, the third 

chapter reports results of the conducted exploratory qualitative research on Montreal’s PCPs' 

perceived needs and challenges in providing mental health care in this population, and then more 

specifically, using AI interventions (Manuscript 2/Chapter 4). 
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Our review results indicated that AI interventions were most commonly reported for 

Autism Spectrum Disorder, Outcomes of Psychological Stress/Pressure Level, Substance Use 

Disorder and Dysfunctional Behavior. AI interventions were used for the mediation of diagnostic 

processes, monitoring and evaluation, treatment, and prognosis. We also identified ML methods 

as commonly reported AI methods. Adolescents and/or health care professionals (HCPs) were 

rarely found to be involved in testing AI interventions, and no research was found describing 

their engagement in validating these interventions. 

We used this literature review to help inform the creation of our qualitative exploratory 

study in which we identified five themes pertinent to the use of AI in the care of adolescents’ 

mental health: Theme 1) General challenges of adolescents’ care in an ambulatory primary care 

setting  ; 2) Perceived features and characteristics of AI interventions; 3) Potential applications of 

AI interventions; 4) Possible negative repercussions of using AI interventions; and 5) Perceived 

requirements for the application of AI interventions. Our findings demonstrated structural and 

systematic challenges in delivering care to adolescents, including parental involvement and 

adolescent psychosocial influences such as sex, gender, family, culture, peers, and habits (Theme 

1). PCPs perceived AI interventions as potentially cost-effective (time, money, and resources), 

able to handle large amounts of data, and relatively credible (Theme2). They proposed the 

following potential use case of AI in assisting with collecting patients' data, suggesting a 

diagnosis, and establishing a treatment plan (Theme 3). However, some were worried about the 

performance and outcomes of these interventions and feared losing clinical competency (Theme 

4). PCPs needed user-friendly interventions with “just in time” technical support. They were 
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keen to help design and develop AI interventions if it was within their scope of practice and were 

compensated with external incentives (financial or professional development study credits). They 

identified a need for regulatory bodies to deal with the medicolegal and ethical issues of AI 

intervention use (e.g., confidentiality, privacy, liability) to provide clear guidelines/frameworks 

to reduce/eliminate harm to patients caused by the use of such interventions (Theme 5).  

 

5.2 Strengths and limitations 

Strengths and limitations of the studies were thoroughly discussed in the corresponding 

manuscripts. Our literature review effectively mapped the relevant scientific exploration of the 

topic, and was found to be low in volume, and sometimes not comparable in methodology or 

issues evaluated. Because only English language papers were included in the scoping review, 

there may have been publication bias. As well we may not have captured all relevant studies 

because we limited ourselves to the World Health Organization definition of adolescence to 

determine our inclusion criteria, while the definition of adolescence can vary by country and 

charter. Nonetheless our outcome was a valuable synthesis for researchers and HCPs to possibly 

better understand the potential of AI in adolescent mental health care.  

Using exploratory qualitative inquiry, we explored PCPs' perceived challenges and needs 

for AI interventions in supporting adolescents' mental health care. While we had an initial, 

adequately large sample of PCPs to approach for Focus Groups, and indeed an adequate number 

actually consented to participate, our study occurred during the COVID-19 pandemic. This was 

associated with an increased burden on PCPs to satisfy the needs of Montreal health care 
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institutions and their office practices, and to work in various atypical ways. As a consequence, 

the size of the final group was smaller than planned for. Nonetheless these PCPs were interested 

in the topic, and animated in discussion and ideas, and our analysis has generated clearly 

important themes for consideration by AI innovators, health care policy planners, and clinicians. 

 

5.3 Perspectives for the future 

HCPs, patients, and AI developers might benefit from further exploration of the potential 

role that AI may play in the mental healthcare of adolescents, along with an open review of 

possible concerns or drawbacks. This would optimally involve discussion, participation of all 

stakeholders, along with possible co-design and ongoing opportunity for feedback. Standards for 

AI intervention development are fundamental to such exchange, as well as transparent guidelines 

for creating and using AI interventions in the interests of quality assurance, minimizing bias, and 

keeping them patient-centred and accurate. 

This thesis lays a foundation for AI interventions' usability, applicability, and 

effectiveness in adolescents' mental health care practice in primary care. Nonetheless, larger-

scale surveys with more participants are required to provide a more comprehensive 

understanding of PCPs and their needs. The COVID-19 pandemic has shown how unexpected 

situations may strain primary care infrastructure and how it might benefit from technology 

solutions such as AI interventions to address problems more effectively. 
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5.4 Conclusion  

This thesis has, through a scoping review, identified a lack of knowledge concerning 

tested and/or implemented AI interventions in adolescents' mental health care. Through 

exploratory qualitative inquiry it has opened the door to an issue absent in the literature, namely 

PCPs' perceived needs and challenges for AI interventions supporting adolescents' mental health 

care. Both works contribute to the evidence-based potential use of AI interventions in 

adolescents’ mental healthcare, identify PCPs' requirements and challenges for AI interventions, 

and provide the basis for future studies on AI's practical usability, applicability, and effectiveness 

in adolescents’ mental healthcare. 
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