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ABSTRACT 

Experimental and numerical investigations of turbulent spatially-

periodic fui Iy developed flows in straight ducts of rectangular cross 

section, with interruptod-plate inserts, are presented in this thesis. 

A computer code, based on a finite volume method and incorporating a 

low-Reynolds-number k-e turbulence model, for the simulation of two-

dimensional, steadv, spatial Iv-periodic fui IV developed flows in inter-

rupted-plate channels was developed, tested. and used in the numerical 

investigation. The experimental work was complementary to the numerical 

work. It was aimed at obtaining accurate and complete data that would 

allow fair evaluation of the numerical mode 1 and lead ta an enhanced 

understanding of spatially-periodic fully developed turbulent flows. 

Turbulent spatial Iy-periodic fui Iy developed flows in three di ffer-

ent interrupted-plate ducts, each having di fferent plate thicknesses, 

were investigated, with module Reynolds numbers in the range 

5x103 ~ Rem ~ 33.5x103 • The results presented include (i) module 

friction factor versus Reynolds number plots; (i i) plots of intramodular 

time-mean wall statie pressure distributions; (iii) plate surface 

strcamline photographs; and (iv) a variety of numerical results, includ-

Ing plots of streaml Ines, and distributions of plate shear stress, wall 

shear stress, axial momentum flux, axial velocities, mean turbulence 

kinetic energy and turbulence Reynolds numbers. The detai Is and impli-

cations of these results are discussed in this thesis. 
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SOMMAXRB 

Cette thèss présente les résultats de recherches expérlmental9s et 

numériques sur des écoulements pleinement développées et spatiallement 

périodiques dans des conduites recti lignes de section rectangulaire, dans 

lesquel les sont insérées des plaques Interruptrices. Un programme infor­

matique, basé sur une méthode de volume délimi té et incorporant un 

modèle de turbulence du type Mk_fM pour faible nombre de Reynolds, a 

été développé pour la simulation des écoulements bidimensionnels, perma­

nents, pleinement développées et spatiallement périodiques dans des con­

duites recti 1 ignes contenant des plaques interruptrices. La recherche 

expérimentale a eu pour but d'obtenir rles résultats précis permettant 

une évaluation juste du modèle numérique et menant à une meilleure 

compréhension des écoulements turbulents pleinement développées et spa­

tiallement périodiques. 

Les écoulements turbulents pleinement développées et spatiallement 

périodiques ont été étudiés dans trois condui tes rectilignes contenant 

des plaques interruptrices d'épaisseur différentes pour des valeurs du 

nombre de Reynolds comprises entre 5x103 et 33.5x103 . Les résultats 

qui sont présentés incluent: (i) des graphiques du facteur de friction 

modulaire en fonction du nombre de Reynolds; (i i) des graphiques de la 

distribution intramodulaire de la moyen~e temporel le de la pression sta­

tique murale; (i i i) des photos montrant la trajectoire de l'écoulement à 

la surface des plaques; et (iv) une série de graphiques tirés des 

résultats numériques qui montrent: les lignes de courant, les distribu­

tions des contraintes de cisai Ilement sur la paroi des plaques ainsi que 

sur la paroi des conduites, le flux de quanti té de mouvement axial, les 
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vitesses axiales, l'énergie cinétique turbulente moyenne et les nombres 

de Reynolds turbulents. Les détails et les implications de ces résultats 

sont élaborés dans cette thèse. 
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Aw 
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NOMENCLATURE 

DBSCRIP'l':ION 

total f low area [= 2Hb] 

minimum flow area of a module [= (b(H - t)] 

area of the flow metering cross section 

total wall area of a module 
[= (2L + s)b + 2(L + s)(~ - t) + 2ts] 

width of a rectangular flow passage 

empirical constant appearing in the logarithmic velocity 
profi le equation (Eq. 3-29) [= 9.0 for smooth walls] 

C1f,C2f,C3f'C~ empirical constants in the k-f turbulence models 

H 

k 

nominal hydraul ic diameter of a module [= (4Hb/(2H + 2b)] 

hydraulic diameter of a rectangular duct [= 4A/Pw] 

hydraulic diameter of a module [= 4(Ac/Aw)(L+s)] 

rate of dissipation of k and f, respectively 

empirical correction terms appearing in the low-Reynolds­
number versions of the k-f turbulence models 

empi r Ical funct ions of turbulence Reynolds numbers 
in the k-f turbulence models 

Darcy friction factor L - 2 [= (-8P/8x) Dhd 1 (2 P Ud )] 

module friction factor based on Uk and Dhk 

module friction factor based on UM and Oh 

half-height of rectangular duct 

mean kinetic energy of the turbulence veloclty 
f 1 uc t ua t ions 

a length scale charactaristic of the large-scale 
turbulent motion 
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'-'; l 

l* 

L1 

iii 

M* 

M1 

P 

P 

P 

Pdyn 

Pi 

Pk' Pf 

Pu • Pk;? 

Po 

Pst a9 

Pstatic 

Pt 

Pw 

P* 
A 

P 

Red 

Refric 

Rek 

~('I' 

. 

DBSCRIPTION 

length of plate in interrupted-plate ducts 

nondimensional value of l [= l/Hl 

total number of x-direction grid points 

total mass flow rate in the duct 

nondimenslonal axial momentum flux {Eq. (9-4)} 

total number of y-direction gria points 
.... 

fluctuating part of p 

instantaneous pressure [= P + pl 

t ime-mean va 1 ue of p 

time-mean dynamic pressure 

initial value of P in a module 

modelled forms of the rate of production of k and f, 

respect ive 1 y 

contributions to Pk due to shear strains and normal 
strains, respectively 

reference value of P 

time-mean stagnation pressure 

time-mean averaged value of the wall statie pressure 
measurements in the flow metering cross section 

rate of production of k 

wetted perimeter of a rectangular duct [= 4H + 2b] 

nondimensional value of P {= P I(r p Ü 2)} 

periodieal Iy varying part of P 

xiv 

Reynolds number for a rectangular duet [= p Ud Dhd 1 ~l 

friction-velocity Reynolds number based on Ur and Dhd 

module Reynolds number based on Uk and Dhk 
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SYMBOL 

Rem 

Rep 

Re* 

s 

* s 

SpOOled 

St 

t 

t* 

Uj 

U t 

U 

DESCRIPTION 

nominal module Reynolds number based on U. and Oh 

plate Reynolds number based on Uk and t 

turbulence Reynolds number based on k and € 

turbulence Reynolds number based on k and the 
perpendicular distance from the wall (y) 

laminar equivalent Reynolds number of Jones [54] 

plate spacing 

the strain rate of the fluctuatlng turbulence 
veloc i t ies 

nondimensional value of s [=s/H] 

standard deviation of a sample set, i {(Eq. 6-5)} 

pooled standard deviation calculated from values of Si 
{Eq. 6-6)} 

volumetrie source terms in the U, V, k and E equations, 
respect ive 1 y 

diseretized forms of Su, Sv, Sk, and SE 

Strouhal number [= 2tw/Um] 

half-thiekness of plate 

nondimensional value of t [=t/H] 
~ 

fluctuating part of Uj 

a velocity scale eharacteristic of the large-scale 
turbulent motion 

module friction velocity {= (P H 1 p)"2] 

instantaneous velocity component in the Xj 
(i=1, 2, or 3) direction [= Uj + Uj] 

[= U, ] 

time-mean value of Uj 

cross-sectlonal average value of U based on Aft 
resul tant veloci ty parai lei to a wall 

xv 
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v 

v 

• 
w 

x 

Xi 

XL 

y 

YL 

z 

xvi 

DESCRIPTION 

friction velocity [= {(-8P/8x H)/p}'/2] 

cross-sectional average value of U based on m and A 

module cross-sectlonal average value of U based on m and 
Ac 

nominal module cross-sectional average value of U based 
on m/2, band H 

[= u2] 

[= U2 ] 

voltage output signal from the Barocel pressure 
transducer for a measured air-tlow pressure differential 

voltage output signal for a zeroed pressure reading from 
the Barocel pressure transducer 

[= u3] 

[= U3 ] 

[= x,] 

initial value of x in a module 

Cartesian coordinate directions, j= 1 to 3 (Fig. 1) 

reference value of x 

streamwise length of a recirculation zone 

total length of a calculation domain in the x dimension 

[= x2 ] 

dimensionless normal distance fram a wall [=p Ur y / ~] 

total length of Q calculation damain in the y dimension 
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GREEK SYMBOL DESCRIPTION 

p modular pressure drop [per unit length] 

ru, r k , r f diffusion coefficients in the momentUM, k, and f 

equatlons, respectively 

0ij Kronecker delta [= 0 If i = j; = 10therwlse] 

xv i i 

oVcal fixed uncertalnty ln voltage output signai of the Barocel 
pressure transducer 

oVdP ' oVzero random uncertainty in voltage output signal of the 
Barocel pressure transducer for measurements of air-flow 
pressure dlfferentials and zeroed pressure readings, 
respectively 

ox, ay local dimensions in the grid (Figs. 7 and 10) 

~,AY local dimensions in the grid (Figs. 7 and 10) 

( the rate of viscous dissipation of k 

~ von Karman constant [= 0.41] 

~ aspect ratio of a module in the periodic fully developed 
flow regime [= b/H] 

~ dynamic viscosity of the fluid 

~t dynamic turbulent eddy viscosity 

p 

• 
l' P 

• 
l' W 

w 

aspect ratio of a rectangular duet [= b/(2H)] 

mass density of the fluid 

shear stress at the wall surface 

nondimensional shear stress st the plate surface 
{Eq. (9-6)} 

nondimensional shear stress at the wall surface 
{Eq. (9-7)} 

t ime 

frequency of vortex shedding 
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DESCRIPTION 

pertains to ducts or channels without interrupted-plate 
i nser ts 

pertains to a module in the perlodic fully develored flow 
regime of a duct or channel with interrupted-plate 
i nser ts 
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1.1 AIMS OF THE TBESIS 

CBAPTBR l 

INTRODUCTION 

1 

The research undertaken in t~is thesis involves numerical and exper­

imental investigations of turbulent fluid flow in rectangular 

interrupted-plate ducts, such as that shown in Fig. 1. The ducts of 

interest are characterized by geometrical Iy identical modules, as 

illustrated in the cross-sectional view given in Fig. 2. At a distance 

greater than about ten geometric modules downstream from the inlet 

plane, the turbulent fluid flows in such ducts start to repeat identi­

cally from one periodic module to another. Attention in this thesis is 

focused on such spatially-periodic fully developed flows. The geometric 

palameters and Reynolds numbers investigated in this research are simi­

lar to those found in compact heat exchangers [1-4]. 

The principal aims in the numerical investigation are the following: 

(1) implement and test a finite volume method (FVM) appl icable to 

steady, two-dimensional, spatially fully developed flows in rectangular 

interrupted-surface geometries; (2) study available turbulence models, 

select one suitable for engineering predictions of turbulent flows in 

spatial Iy-periodic interrupted geometries, and incorporate it into the 

aforementioned FVM; and (3) use the proposed FVM and turbulence model to 

study the flows of interest. The experimental work is complementary to 

the numerical work. It i5 aimed at obtaining accurate and complete data 

that would enhance current understanding of spatial Iy-periodic fully 

developed turbulent flows and allow fair evaluations of the numerical 



predictions. Specifically. the experiments are designed to obtain 

overall friction factor versus Reynolds number results. intramodular 

wall static pressure distributions. and plate surface streamline flow 

visualizations. 

2 

Rectangular flow passages with interrupted-surface configurations 

are often encountered in heat transfer equipment [1-10). One example of 

such equipment is compact heat exchanger cores. These have a high ratio 

of heat transfer surface area to core volume. usually in excess of 

700 m2 /m3 , and are characterized by high heat transfer performance. 

small size. and light weight [1-3). They are widely used in automo­

biles. aircrafts. spaçecrafts. and a multitude of appl ications in the 

power and process industries [1-3]. The high surface to volume ratios 

of these heat exchangers is commonly achieved by inserting fins between 

the plates in their cores. This pra~tice often creates plate-fin flow 

passages of rectangular cross section. as shawn in Fig. 3. Interrupted­

surface configurations, such as the rectangular offset-fin geometry 

illustrated in Fig. 4a. are among the most popular plate-fin core 

designs used in compact heat exchangers. Another example of interrup­

ted-surface flow passages in heat transfer equipment is forced convec­

tion cool ing of electronic equipment such as modern digital computers 

and switching units used in telecommunications [5-9]. Advances in the 

field of electronic cOMponent technologv. coupled with the ever present 

desire to enhance machine performance. has led ta smal 1er and more pow­

erful electronic devices, or modules. being deployed in greater densi­

ties onto circuit boards that are often closely stacked in parai lei 

[6-8). as il lustrated in Fig. 4b. Forced convection cool ing by air or 

other suitable gases, is a common means of removing the dissipated heat 
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from these devices so as to ensure that critical temperature levels, for 

component reliability, will not be exceeded [6-8,10]. 

The interruptions in the flow passages of the type of equipment 

illustrated in Fig. 4 cause a continuai restarting of the thermal bound­

ary layers on the heat transfer surfaces, and this leads to high heat 

transfer coefficients. This enhanced heat transfer performance is, how­

ever, accompanied by pressure drops that are higher than those encoun­

tered in uninterrupted-surface configurations, due to the restartings of 

the velocity boundary layers. It is necessary, therefore, ta achieve 

optimal designs of the interrupted-surfJce flow passages encountered in 

su ch equipment. Ta do this, in the context of the usual multitude of 

design criteria, it is imperative to develop numerical methods, and the 

corresponding turbulence models and computer codes, capable of predict­

ing turbulent flow and heat transfer in such flow passages. It is also 

necessary to test these numerical models and establ ish their capabi li­

ties and limitations by conducting thorough checks of their predictions 

against the results of wei I-planned and earefully executed experiments. 

A longitudinal cross section of an interrupted-plate rectangular 

duet is shawn in Fig. 2. As was stated earl ier, turbulent flows in 

duets of this kind attain a spatial Iy-periodic behaviour after a rela­

tively short entrance region, which may extend at the most ta eight 

ranks of plates [11,12]. In this spatially-periodie fully developed 

regime, the flow repeats itself identically in successive geometrieal 

modules, sueh as ABCDE in Fig. 2. It is possible to numerically prediet 

the flow in such a module directly without doing any entrance region 

calculat ions [13,14]. Indeed, for the design of heat transfer equipment 
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consisting of a large number of modules, It is sufficlent to know the 

flow and heat trarsfer characteristics 10r a typical module ln the peri­

odic fui Iy developed regime. The developing flow behaviour that occurs 

in the first few modules of the entrance region is relatively unimpor­

tant. 1 t is for this reason that Attent ion in this thesis is concen­

trated on the periodic fully developed regime. 

The results of several numerical studies concerned with the predic­

tion of flow and heat transfer phenomena in periodically interrupted 

geometries are avai lable in the literature [12-23]. With the exception 

of [23], ail these numerlcal investigations are limited to laminar 

flows. At the time that the research for this thesis was being com­

pleted, Ret. [23] appeared in the literature. The numerical mode 1 in 

[23] was developed for the study of flows in rectangular ducts with 

wal Is having rectangular grooves that are periodical Iy spaced with 

respect to the main flow direction. The particular form of the turbu­

lence model used in [23] had already been considered and judged not to 

be the most appropriate model for the type of geometries investigated in 

this research. The emphasis in this research is on ~tudying the various 

turbulence models available in the literature, incorporating one suit­

able 10r cost-effective engineering predictions of spatial Iy-periodic 

flows, and using it to investigate the flows of interest. 

Experimental data on overall heat transfer and pressure drops in 

fui I-scale heat exchanger models that incorporate interrupted-surface 

geometries have been reported in the 1 iterature [1,4,24]. These data 

are of direct uti 1 ity in the design of specifie heat exchange devices, 

but they cannot be used as cr i t ical tests of numer ical predict ions 
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because they laek the neeessary aceuraey and local detai Is. The results 

of several laboratory investigations of fluid flow and heat transfer in 

rectangular interrupted-surface flow passages are also available in the 

literature [8,9,11,25-31], but there is sti Il a severe shortage of 

detailed and aeeurate data on local heat transfer and pressure drops in 

su ch geometries. The experimental work presented in this thesis is an 

effort ta fulfill a part of this need. Attention is limited ta the 

measurement of wall statie pressure distributions and surface streaml ine 

flow visual ization in duets simi lar ta those shown in Fig. 1. Details 

of the velocity and temperature fields are not within the scope of this 

thesis, rather they are suggested as extensions of this work and 

expected ta be the subjeets of future investigations. 

The interrupted-surface passages that are employed in praetical heat 

transfer equipment can be quite eomplex geometrieal Iy, as shawn in Fig. 

4. It is very difficult to obtain aceurate pressure drop and flow visu­

al ization data in such passages. Ta obtain data suitable for enhaneing 

the understanding of such flows and for evaluating the eapabi 1 ities of 

numerical methods, however, it is not necessary to experiment with fui 1-

scale heat exchanger cores. It is sufficient ta conduet experiments 

wi th duets that ~re relatlvely less difficu,t ta eonstruct and instru­

ment for detai lad pressure measurements and flow visual ization data, but 

generate simi lar eomplexities in the flow as those generated by inter­

rupted-surfaee passages in heat transfer equipment. An example of su ch 

an experimentally convenient flow passage is the straight rectangular 

duct with an interrupted-plate insert illustrated in Fig. 1. Attention 

in this thesis is focussed primari Iy on such duets. They generate flow 

eomplexities that are simi lar ta those that would be generated in the 
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cores of compact heat exchangers, such as the one illustrated ln 

Fig. 4a. 

1.2 SYNOPSIS OF RELATED INVESTIGATIONS 

6 

Numerous investigations of fluid flow and heat transfer in ducts 

have been reported in the published literature. A comprehensive survey 

of ail these investigations is not the purpose of this section. Detailed 

reviews and discussions of man y of these investigations are already 

available in reference handbooks and archivai journals. A thorough sur­

vey of studies pertaining to laminar flow and heat transfer in ducls has 

been publ ished by Shah and London [32]. Kays and Perkins [33] have pre­

sented a comprehensive survey of laminar and turbulent forced convection 

in ducts. Extensive data and numerous empirical correlations for turbu­

lent flow and heat transfer in ducts have been reported by Kays and 

London [1]. In-depth discussions of duct flow and heat transfer phe­

nomena can be found in textbooks by Schl ichting [34], Kays and Crawforc 

[35], and White [36]. The physics of turbulent flow and mathematical 

models of turbulence are discussed at length in books by Hinze [37], 

Tennekes and Lumley [38], Launder and Spalding [39], and Bradshaw et al. 

[40]. Detai Is about the derivation and implementation of numerical meth­

ods that are used for prediction of fluid flow and heat transfer can be 

found in publ ications by Patankar [41], Raithby and Schneider [42], and 

Anderson et al. [43]. 

The appl ication of the physical laws of fluid mechanics to measure­

ment techniques, differential pressure measurements, and volume flow 

measurements have been discussed in articles by Eckert, Blake, and 
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Mattingly, respectively, in a book edited by Goldstein [44]. Pitot and 

static tube techniques for measurlng the flow of air ln pipes of circu­

lar cross section have been described and critically reviewed by 

Wlnternitz and Fischl [45J and Ower and Pankhurst [46J. Detalled 

descriptions of sorne weil established and commonly used methods of flow 

visual ization for air flows are presented in an article by Maltby and 

Keating [47]. Discussions describing the Importance and the methodology 

of uncertainty analysis, for use ln the initial planning and final data 

presentation of engineering experiments, can be found in articles by 

KI ine and McCI intock [48], Moffat [49,50], KI ine [51], and Abernethy et 

al. [52]. 

The 1 iterature review in this section is 1 imited to those investiga­

tions that were directly used in (1) the planning and definition of the 

scope of this thesis, (2) the theoretical and practical considerations 

used in the initial evaluation of both the numerical models and exper­

imental faci 1 i ty used in this work, and (3) the interpretation and dis­

cussion of results presented in this thesis. The discussion is divided 

into the fol lowing subsections: fully developed turbulent flow in 

straight rectangular ducts; modelli~g and simulation of turbulent flows; 

exper imen ta 1 i nve~ t i ga t i ons of f lu i d fi ow in inter rupted-p 1 a te passages; 

and numerical investigations of fluid flow in interrupted-plate passages. 

1.2.1 Fully Developed Turbulent Flow in straiqht 

Rectanqular Duata 

There have been numerous experimental studies of turbulent fui Iy 

developed flow in straight ducts of rectangular cross section. Hartnett 
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et al. [53] and Jones [54] have critically reviewed many of the Inves­

tigations deal ing with the measurement of friction factors, including 

the pioneering works of Stanton and Pannell [551, Oavies and White [561. 

Cornish (57], Nikuradse [58], and Colebrook [59]. Using ducts of aspect 

ratios 1, 5, and 10, Hartnett et al. [53] also conducted their own fric­

tion factor measurements for turbulent flows. In addition, they used 

the semi-analytical method of Oeissler and Taylor [60] to calculate the 

friction factor. The calculated and measured results were in agreement 

for ducts having large aspect ratios. At aspect ratios less than 5, the 

predicted values of friction factors were lower than the experimental 

data, with a maximum difference of 12 percent evident for the square 

duct. They also concluded that the circular tube correlations accurately 

prediet the friction factors for flow through reetangular duets of any 

aspect ratio at Reynolds numbers, based on average flow veloeity and the 

duct hydraul ie diameter. between 6x103 and 5x105 . 

Jones [54] has done a detai led examination of published friction 

factor data for turbulent flow in rectangular ducts. Data for smooth 

rectangular duets having aspect ratios between 1 and 39 were obtained in 

the literature and examined, in conjunction with his own experimental 

data. He determined that at constant Reynolds number, based on duct 

hydraul ic diameter, the friction factor inereases monotonically with 

increasing aspect ratio. In addition, Jones concluded that the hydrau-

1 ic diameter is not the proper length dimension to use in the Reynolds 

number to ensure s;mi larity between the results for circular and reetan­

gular duets. Instead, he proposed a modified Reynolds number, Re-, 

that ensured the laminar flow results for rectangular ducts of any 

aspect raiio could be predicted by using the wei I-known result for the 
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ci rcular tube, f = 64/Re*. Jones then showed that this "Iaminar equiva­

lent Reynolds number " , Re*, also provided good agreement between rectan­

gular and circular duct results in fui Iy developed turbulent flow. 

One of the first comprehensive investigations and discussions of 

two-dimensional turbulent channel flow was done by Laufer [61]. He took 

detai led hot-wi re measurements of the fields of t ime-mean and f luctuat­

ing quant i ties for turbulent flow in a straight rectangular duct, 

0.127 m wide wi th an aspect rat io (height to width) of 12, and length to 

half-width ratio of 86. The flow was considered ta be two dimensional 

and measurements were taken at three Reynolds numbers, 12300, 30800, and 

61600, based on the duct half-width and the maximum mean velocity. Time­

mean velocity and axial -fluctuation measurements were made in the fully 

turbulent regions and weil into the viscous sublayer. Using his exper­

imental data, Lauter established the validity of his semi-analytical 

predictions concerning the extent of the viscous sublayer. 

It is ta be noted that in this thesis, unless otherwise stated, the 

use of the adjectives "mean" and "time-mean" wi 1 1 be used interchange­

ably ta infer the temporal average of a quantity. The spatial average 

of a quantity wi Il be indicated by the use of the adjective "average". 

The work of Laufer [61] was extended by Comte-Bellot [62], who con-

ducted a detailed experimental i nvest i gat ion of turbulent f low in a 

channel. She used hot-wire anemometry ta study turbulent f low in a 

s tra i ght rectangular duet of width 0.18 m, with aspect ratio of 13.3 and 

a length to half-width ratio of 122. Flows at Reynolds numbers of 

57000, 120000. and 230000, based on the duct half-width and average flow 
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velocity, were examined. In partlcular, she studied the structure of 

the large eddies, the probabil ity distribution of the veloclty fluctua­

tions. the local isotropy of the smal 1 eddies, the structure of the vis­

cous sublayer, and the establ ishment of fui Iy developed duel flow. 

The works of Laufer [61] and Comte-Bellot [62] were further extended 

by Clark [63] who studied fui Iy developed Incompressible turbulent flow 

in a 0.127 m wide channel with aspect ratio of 12 and a length to half­

width ratio of 120. Reynolds numbers examined ranged from 15000 to 

45600, based on duct half-width and maximum mean velocity. Clark used 

constant-temperature hot-wire anemometry, with particular attention to 

measurements weil into the viscous sublayer. He used the measured mean 

velocity distribution in the sublayer to estimate the skin friction 

coefficient. 

Hussain and Reynolds [64] also used constant-temperature hot-wire 

anemometry to study fui Iy developed turbulent channel flow in a stralght 

rectangular duct, 0.0635 m wide with aspect ratio of 18 and a length to 

half-width ratio of 450. They obtained distributions of mean and 

streamwise turbulence velocities, weil inlo the viscous sublayer, as 

wei 1 as frequency spe~tra and calculated eddy viscosity distributions. 

ln doing a detailed comparison of their results to those of Laufer [61], 

Comte-Bel lot [62], and Clark [63], they found some differences in near­

wall turbulence intensity distributions. Hussain and Reynolds attrib­

uted this to the fact that the increased aspect ratio and length-to­

half-width dimensions of their duct, ensured full development of the 

turbulence structure: The flow was thus closer to a true two­

dimensional fully developed turbulent channel flow than that in the 



11 

previously mentioned investigations. 

More recent detailed experimental investigations of turbulent fui Iy 

developed flow in rectangular ducts have concentrated on turbulence-

induced secondary flows in the duct cross sections. Prandtl [65] gave 

some explanation of the origins of these secondary motions, but it was 

not until the work of Srundrett and Saines [66] that a fairly complete 

description of such flows was provided. They showed that gradients in 

Reynolds stresses in the plane of the cross section were responsible for 

generating streamwise vorticity. Their work included hot-wire measure-

ments of ail six independent components of the Reynolds stress tensor. 

From these data, they deduced that in rectangular ducts with axes chosen 

parai lei to the sides, it was predominantly the normal-stress gradients 

that generated the secondary flows in the plane of the cross section. 

ln a complementary experimental work, Gessner and Jones [67] examined 

several aspects of turbulent fui Iy daveloped flow in a 0.203 m square 

duct, with Reynolds numbers in the range 75000 ta 300000, and in a 

0.203 m x 0.102 m rectangular duct, with Reynolds numbers in the range 

50000 ta 300000. They concluded that within the Reynolds number range 

of their investigations, the secondary-flow veloeities, when nondimen-

slonalized by either the bulk velocity or the axial mean velocity at the 

duct centerl ine, decrease with an increase in Reynolds number. The 

greatest skewness of local wall shear stress vectors was shown ta occur 

in the vicinity of corners where secondary flow was maximum. Finally, 

through an experimental evaluation of terms in a momentum balance along 

a typical secondary-flow streaml ine, they showed that the seeondary flow 

is the result of small differences in the magni tudes of opposing forces 

exerted by the Reynolds stresses and static pressure gradients in planes 
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normal to the axial flow direction. 

The studies of Brundrett and Baines [66] and Gessner and Jones [67) 

were extended by Launder and Ying [68], who studied turbulence-induced 

secondary flows in a straight square duet with equally roughened sides. 

They showed that the secondary flow in a duet wi th rough sldes is a sub­

stantially larger proportion of the axial flow than that in smooth-

wal led duets. With secondary velocities normal ized by the friction 

velocity, however, the resultant profiles for smooth-walled and rough­

wal led ducts were shown to be the same, within the precision of the 

measurements. 

Early investigations, su ch as those by Lauter [61], Comte-Bel lot 

[62], and Clark [63], were eoncerned with fui Iy developed symmetric tur­

bulent channel flow. One of the first detai led experimental examina­

tions of asymmetric fui Iy developed turbulent channel flow was done by 

Hanjal ic and Launder [69]. The asymmetry in the flow was introduced by 

roughening one plate and leaving the other smooth. The rough plate to 

smooth plate shear stress ratio was about 4:1. Flows at Reynolds num­

bers, based on duct hal f-width and maximum mean velocity, ranging from 

18470 to 76690 were investigated for channel aspect ratios of 6 and 12. 

The main emphasis of the work was on establishing the turbulence struc­

ture of the flow, particularly in the central region where the two dis­

simi lar wall boundary layers interacted. In this central region, it was 

tound that the boundary layer interactions are characterized by strong 

diffusional transport of turbulent shear stress and kinetic energy from 

the rough wall region towards the smoath wall regian. This can give 

rise ta an appreciable separation between the planes of zero shear 
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stress and maximum mean veloeity in the flow. They found that in 

regions close to ei ther wall, the veloeity profi les beeame universal 

when nondimensional ized with length and veloei ty scales appropriate for 

the particular wall region. 

The work of H?njal ie and Launder [69] was extended by that of 

Telbany and Reynolds [70,71]. They examined plane channel flows where 

one wall of the channel could move relative to the other. This allowed 

the overal 1 stress gradient, the difference of the two wall shear 

stresses divided by the distance between the wal Is, to be easi Iy varied, 

and its effect on the flow structure could be studied. They studied 

twenty-six different fui Iy developed flows, of both Couette and 

Poiseui 1 le type, at Reynolds numbers ranging from 104 ta 105 , based on 

the average flow velocity and hait the distance between the two channel 

walls. Measurements were taken of time-mean velocities [70], the three 

components of velocity fluctuation intensities, and shear stresses [71]. 

From these data, they were able to develop empi (ical correlations to 

describe the wall and core regions of such flows. It was noted that the 

turbulence structure responded to an increased stress gradient sooner 

than the mean velocity distribution, and the pattern of turbulence pro­

duction changAd before the intensities did. This leads ta a core region 

behaviour for Poiseuil le type flows simi lar to that observed by Launder 

and Hanjal ic (69): As the stress gradient increases, the locations of 

the maximum mean velocity and zero shear stress shift towards the lower­

stress wall. wlth the shift in the location of zero shear stress being 

more rapid than that of the maximum mean veloci ty. 

ln addition to the aforementioned experimental investigations, there 
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have been numerous semi-analytical and numerical studies of turbulent 

fui Iy developed flow in straight ducts of rectangular cross section. The 

semi-analytical studies have been primarily concerned with fully devel­

oped turbulent flows in two-dimensional channels, and are based on the 

so-called three-Iayer concept: (1) an inner, or wall, layer, where vis­

cous shear stress is dominant; (2) an out'oH layer, where turbulent 

shear stress is dominant; and (3) an overlap, or buffer, layer, where 

bath are significant. Detai led di~cussions of su ch semi-analytical 

studies, including the pioneering works of Prandtl, von Karman, 

Millikan, Rotta, Reichardt, Deissler, Clauser, van Driest, and Spalding, 

are available in books by Sch!ichting [34] and Whi te [36], sa they wi 1 1 

not be repeated here. Whi te [36] has demonstrated that friction factor 

predictions based un an inner law proposed by Spalding are in excellent 

agreement wi th experimental data for turbulent ful'y developed flow in 

channels, and similar predictions based on the work of Prandtl are also 

quite accurate, except at Reynolds numbers near transition. As alteady 

mentioned, Hartnett et al. [53] have proposed a semi-empirical correla­

tion that glves the friction factor 85 8 function of Reynolds number for 

fui Iy developed turbulent flow in square-sectioned and rectangular­

sectioned ducts. 

Numerical studies of turbulent fully developed flow in straight 

ducts of rectangular cross section involve the use of tur~ulence models 

which are reviewed in the next section. 

1.2.2 Modellinq and Simulation of Turbulent Flows 

Turbulence models can be classified in several ways. Using the 
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classification system adopted for the 1980-81 Stanford Conference on 

1 
! 

( Complex Turbulent Flows [72], most turbulence models can be considered 

as belonging to one of six classes: (1) correlations; (2) integral 

methods; (3) one-point closures; (4) two-point closures; (5) large 

eddy simulations; or (6) fui 1 simulations. 

Empirical correlations, such as friction factor correlations for 

duct flows can be obtained from experimental data. These can be very 

accurate, but u5ually only for a narrow range of flow and geometrical 

parameters. In addition, they are generally limited to simple cases 

involving only a few parameters. Prior to the mid 1960's, most 

"advanced" turbulence modll 1 ing of boundary layer type flows was done 

using Integral methods [73]. These involve the use of empirical profile 

equations that allow the governing partial differential equations to be 

approximately integrated in the cross-flow direction, and reduced to 

ordinary differential equations in the streamwise direction. During the 

last twenty-five years, however, emphasis has been on the development of 

turbulence models based on the governing partial differential equations 

for the turbulent flow field [73]. This approach has led ta the evolu-

tion of more complex and supposedly more general approaches ta turbu-

lence model ling, ranging from one-point closures ta fui 1 simulation of 

the governing Navier-Stokes equations. 

One-point closures deal with single-point statistics of the turbu-

lent flow, such as Reynolds stresses or turbulent kinetic ener,y [74], 

and are concerned with the solution of the time-averaged Navier-Stokes 

equations. The turbulent Reynolds stresses that appear in these equations 

are approximated using either algebraic models or various turbulence 
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transport equations. The number of differential equations solved, ln 

addition to the time-averaged momentum and continuity equations, Is com­

monly used to eategorize the various one-point closure models as being: 

(1) zero-equation models; (2) one-equation models; (3) two-equation mod­

els; or (4) stress transport models [40,72,73,75,76]. 

Two-point closure methods involve the solution of the Navier-Stokes 

equations in the spectral domain [74,77]. Direct information about tur­

bulent length seales and knowledge of how eddies of different sizes 

affect the turbulent motion can only be obtaineo from multi-point 

statistics. Ta keep the complexity of the turbulence model from becom­

ing overwhelming, it is assumed that two-point statistics will give suf­

fieient information [74]. A common practice with this type of mode 1 is 

to Fourier transform the Navier-Stokes equations, and use these trans­

formations to derive the governing equations of two-point statistics in 

Fourier space [74]. Whi le this may allow more aecurate and general mod­

ell ing of some complex turbulent flows, the resul t ing model is also more 

complex with an increased number of unknowns compared to one-point clo­

sures [75]. A general outl ine of two-point elosures, and their use in 

the evaluation of one-point closures, can be found in an article by 

Aupoix [74]. 

Large eddy simulation involves direct computation of the large-scale 

turbulence structure, and calculation of the smal 1 -scale structure using 

relatively simple models [77,78]. The rationale for this is that the 

characteristics of large eddies in turbulent flow tend to vary signifi­

eantly fram flow ta f low, whi le the small eddies are more universal in 

nature and therefore easier to model [77,78]. These types of simulations 
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ean provide important detai led information about turbulent flows, and 

( thls can be used to evaluate and enhance less sophisticated turbulence 

models [78]. At present, however, they are still computationally very 

expensive and therefore impractical for general engineering applica-

tions. Laurence [77] gives an overvie~ of some common one-point clo-

sures and describes how the results of large eddy simulations can be 

used to enhance the one-point closure models. 

Direct or full simulation of the entire turbulent flow field has 

recently become possible using modern supercomputers. These types of 

simulations are providing an important new means for studying turbu-

lence. However, because the energy at large scales and dissipation at 

small scales must be resolved, very fine grids are requi red, and the 

appl ications are presently 1 imited ta relatively low-Reynolds-number 

flows in simple geometries such as straight rectangular duets and chan-

ne 1 s [78]. 

At the present time, the one-point closure methods provide a degree 

of accuracy that is acceptable for many engineering applications, with a 

computational efficiency that far exceeds the more advanced turbulence 

mode 1 1 ing methods [77). For this reason, one-point closures ars eur-

rently the most widely used class of turbulence models for engineering 

predictions. Therefore, further discussion of the turbulence models 

avai lable in the publ ished 1 iterature wi Il be 1 imi ted to the models of 

this c!ass, with particular emphasis on the most popular category, the 

so-called two-equation k-f models [76,77]. 

( 
Numerous reviews that describe and discuss the performance of 
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various one-point closure models have been published in recent years. 

These include works by Launder and Spalding [39], Reynolds [73], Rodi 

[75], Bradshaw et al. [40], and Nallasamy [76]. Each publication criti­

cally reviews zero equation, one equation, two equat/on, and Reynolds 

stress models, describing detalls and diacusslng advantages and disad­

vantages of the varlous models. In particular, the works by Bradshaw et 

al. [40], Rodi [75}, and Nallasamy [76] give several examples in order 

to evaluate the predictive capabi 1 ity of the different models. Rodi 

[75] emphasizes applications to hydraulic flow problems. while Bradshaw 

et al. [40] concentrate on external flows over wings and airfoi 15, and 

Nallasamy [76] looks at several plane and axisymmetric two· and three­

dimensional internai flows. In addition to these publ ieations, at the 

1980-81 Stanford conference on complex turbulent flows [79], computa­

tions were compared with earefully campiled experimental data for sev­

eral flows of engineering interest: The majority of these computations 

were based on one-point closure models, and many internaI flows that 

were classified as being ei ther attached or separated were considered. 

Most zero-equation, one-equation and two-equation turbulence models 

are based on Boussinesq's eddy viscosity concept: Turbulent stresses 

are made proportional ta the mean velocity gradients. Furthermore, the 

Kolmogorov relation is usod, in which the eddy viscosity is assumed pro­

portional to turbulent velocity and length scales (40,75]. Of these 

models, the zero equation models are the simplest, using an empirically 

determined turbulent length scale, ' t , and mean veloei ty gradient~ to 

calculate the eddy viscosi ties [40,73,75,76]. The bigges~ problem that 

arises in the use of these models is the determination of an accurate 

length scale expression, for other than the simplest shaar flows. A 



h 

i 
~ 

, 1 

, ( 
1 

t 

i 
( 

L 

~ 

l 

19 

transport equation for the turbulence kinetic energy, k, Is solved in 

one equation models, and k'/2 is assumed proportional to the turbulent 

velocity scales [40,73,75,76]. The problem of calculating the turbulent 

length scale, It , still remains, however. In addition to a transport 

equation for k, two equation models employa transport equation for It 

or a variable that is a function of both k and It. The most commonly 

used equation is that for the turbulence energy dissipation rate, E = 
k3 / 2 /l t , suggested by Jones and Launder [BO]. Transport equations for 

other combinat ions of k and It have been used, but the E equation has 

become the most popular of these equations, because in near-wal 1 regions 

It performs better than other equations and it is also less complicated 

than the other equations [75,81]. 

It is now wei 1 known that numerical methods basad on the turbulent 

eddy viscosity concept and the mixing length, one-equation, or two-

equation models of turbulence fai 1 to predict the turbulence-induced 

secondary flow in the developing or fui Iy developed regions of straight 

rectangular ducts [40,75,76]. The main reason for this is the assump-

tion of an isotropie eddy viscosity [40,75,76]. Reynolds stress models 

have been developed in an effort to overcome this problem. In these 

models, the Reynolds stresses that appear in the time-averaged momentum 

equations are calculated from appropriate stress transport equations. A 

brief overview of numerical methods and turbulence models that are capa-

ble of predicting turbulence-induced secondary flows in ducts of rectan-

gular cross section is avai lable in a paper by Gosman and Rapley [B2]. 

Reynolds stress models could require the simultaneous solution of up to 

eleven coupled nonl inear partial differential equations [B3]: A~ial 

momentum, cross-plane momentum and continuity equations account for four 
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of these partial differential equations, and the other seven, which 

include an equation for E, are required for the calculation of the 

Reynolds stresses that appear in the momentum equations. In addition, 

empirical inputs are still needed to invoke closure for triple-

correlations that appear in the Reynolds stress equations. The number 

of partial differential equations can be reduced by employing the alge-

braic stress transport mode 1 (ASTM), in which simplified algebraic 

approximations to the Reynolds stress transport equations are employed. 

The ASTM was first derived by Launder and Ying [84] for the calculation 

of fui Iy developed flows in square ducts, and was then further developed 

and analyzed by Gessner and Emery [85]: It is based on a set of approx-

imate algebraic equations that enable the calculation of the entire 

Reynolds stress tensor in terms of axial velocity gradients, the turbu-

lence kinetic energy, k, and its dissipation rate, E. Examples of the 

appl ication of su ch methods to the prediction of turbulent flow in ducts 

of rectangular cross section include the works of Launder and Ying [84], 

Gessner and Emery [85], Gosman and Rapley [82], Rapley [86], and 

Nakayama et al. [87]. 

The majority of 2-D turbulent flow calculations appearing in the 

literature have been done using the two-equation k-E model of turbulence 

[76]. While this model has several limitations, the most restrictive 

being the assumption of isotropic eddy viscosity and some ad hoc assump-

tions in the derivation of the E equation, it has been used extensively 

in engineering calculatinns [75,76]. The computational cost of the k-( 

mode 1 is relatively low when compared to the more elaborate higher order 

models and, in practice, it seems to give quite satisfactory results for 

Many present-dey cOOlple.< industrial applications [77]. For tl".ese 
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reasons, it was decided in this work to investigate the abillty of the 

k-€ mode 1 to predict periodic fui Iy developed turbulent flow phenomena 

in interrupted-surface geometries. The remainder of this discussion of 

turbulence models will therefore focus on the various forms of the k-E 

model of turbulence. 

Jones and Launder [80] presented a turbulence model based on approx­

Imate forms of the k and f equatlons that Hanjalic [88] had found pro­

mising for the prediction of high-Reynolds-number flows near to and 

remote from wal Is. The standard, or high-Reynolds-number, form of the 

k-f model that is commonly used today is also based on these equations. 

The phrase "high-Reynolds-n.Jmber flows" refers to flows in which the 

direct effect of molecular viscosity is negligible, implying that the 

local turbulence Reynolds number is high. In the high-Reynolds-number 

k-€ model, there appear f ive constants, two di ffusion constants that 

relate the eddy viscosity to the turbulent diffusion coefficient for the 

k and € equations, a proportional ity constant which appears in the 

Prandtl-Kolmogorov relation for eddy viscosity, and two proportional ity 

constants in the € equation, C,€ and Cz€' that appear in terms for the 

production and the dissipation of f, respectively. The values of these 

constants are determined using measurements in grid-generated turbulence 

and thin equilibrium shear layers, in corljunction with computer optimi­

zations [75]. Various values of C'f and C2f are used by different 

mOdelers, which may be justified based on their particular form of k-€ 

mOdel, but Hanjal ic [81] points out that values for C2f should be deter­

mined only from the experiMental data on the law of the decay of grid 

turbulence. At wal Is, boundary conditions for the governing equations 

are obtained in the near-wal 1 region of the flow by using "universal" 
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wall functions [75]. These wall functions relate surface boundary condi­

tions to points in the fluid outside the region next ta the wall where 

molecular viscosity has a direct influence. This removes the need ta 

integrate the mode 1 equations through the viscous sublayer region where, 

because of the very steep velocity gradients, very fine computational 

grids would be required, and result in Increased computational costs 

[75] . 

For many complex engineering flows, which include recirculating 

regions, sudden changes in boundary conditions, and low Reynolds num­

bers, the wall function approach to boundary condition specification is 

not adequate. Jones and Launder [80] extended the high-Reynolds-number 

form of the k-f model to make provision for model 1 ing of flow regions 

where the turbulence Reynolds number is low, suc~ as the viscous sub­

layer region near a wall boundary. They achieved this by 1) including 

the viscous diffusion of ~ and f; 2) making the eddy viscosity con­

stant, Cp' and the CZE constant of the f equation dependent on the local 

turbulence Reynolds number; and 3) adding additiona' source terms, one 

each to the k and f equations, to allow f ta be set to zero at sol id 

boundaries for computational convenience. They applied this model to 

the prediction of wa' 1 boundary-Iayer flows that were subjected ta 

strong streamwise acceleraiions sa as to cause partial relaminarization 

of the turbulent boundary layer. T~ey reported close agreement of the 

predicted boundary layer development with measured behaviour. 

Jones and Launder [89] also applied their k-E model of turbulence ta 

low-Reynolds-number pipe and channel flows, and wall boundary layers 

with favourable streamwise pressure gradient and wall injection. 
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Friction factor data and streamwise mean veloclty profiles for the pipe 

and channel flow showed good agreement with measured values ln the fully 

turbulent region, although transition from laminar to turbulent flow was 

predlcted at lower Reynolds numbers than measured values. Flows with 

acceleration and blowing showed greater differences between predictions 

and measurements. 

Since the publ ication of the low-Reynolds-number k-f mode 1 of Jones 

and Launder [80,89], several other low-Reynolds-number two-equation mod-

els of turbulence have appeared in the literature. The performance of 

eight of these models has been examined by Patel et al. [90]. Their 

review of each model includes a statement of the mode 1 assumptions and 

an evaluation of the damping functions that were employed to account for 

low-Reynolds-number and wall proximity effects. Two-dimensional incom-

pressible fluid flow calculations were performed for a flat-plate bound-

ary layer, an equi 1 ibrium adverse pressure gradient boundary layer, a 

strong favourable pressure gradient boundary layer, and sink-flow bound-

ary layers. Using these results, each model was evaluated based on its 

abi 1 ity to (i) reproduce results of its parent high-Reynolds-number 

mode 1 for the flows not dominated by low turbulence Reynolds numbers, 

and (i i) give predictions that showed acceptable agreement with exper-

imental data for wall regions and flows where low turbulence Reynolds 

numbers dominate. Basad on these evaluations, Patel et al. [90] con-

cluded that the k-t models of Launder and Sharma [91], Chien [92], and 

Lam and Bremhorst [93], and a k-w (w refers to a turbulence pseudovor-

ticity) mode 1 by Wilcox and Rubesin [94], gave acceptable performance. 

( 
Even for these four models, however, it was concluded that there is 

sti lia need for improving the damping functions for turbulent viscosity 
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and the source terms in the E equation in order to obtaln better agree­

ment with the experimental data in near-wall regions. In addition, it 

was 5uggested that modifications to the original high-Reynolds-number 

form of the models be made 50 as to improve their p:edlction capabill­

ties in adverse pressure gradient flows. 

launder and Sharma [91] used the low-Reynolds-number mode 1 of Jones 

and launder [80,89] for the prediction of swirling flows generated by a 

rotating dise in a quiescent environment. The governing equations were 

der ived fOf a two-dimensional coordinate system, in the radial and nor­

mal directions. As a result of reoptimizations, minor changes were made 

to the values of mode 1 constants and the form of the viscosity damping 

function used by Jones and launder [80,89]. However, it was reported 

that these changes made no noticeable difference when the revised mode 1 

was used to redo sorne of the predictions presented in [80.89). launder 

and Sharma [91] concluded that the basic form of the low-Reynolds-number 

k-E model developed by Launder and Jones [80.89] could accurately pre­

dict flow, heat, and mass transfer in the vicinity of a rotating dise. 

The low-Reynolds-number k-l model of Chien [92] follows the same 

general approach as the Jones and launder [BO,89J model. However, the 

forms of the damping functions and the additional source terms required 

in the k and f equations, as a result of setting f ta zero at solid 

boundaries, are quite different. Chien used the Taylor series expansion 

technique to study the behaviour of turbulent shear stress and turbu­

lence kinetic energy and i ts rate of dissipation near a wall. The damp­

ing function he arrived at for the turbulent viscosity is depandent on 

the normal distance from the wall boundary and the local shear stress at 
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that same wall. The additional k and f equation source terms that 

appear in thls form of the low-Reynolds-number mode 1 are also dependent 

on the normal distance from the nearest wall. Chien applied his mode 1 to 

fully developed turbulent channel flow and to fiat plate boundary 

layers. He reported ~~o~ agreement with experimental measurements and 

with the results of the Jones and Launder mode 1 [80,89]. However, the 

calculated peak turbulence kinetic energy is closer ta actual measured 

values than that predicted with the Jones and Launder mode 1 . 

Uni ike the low-Reynolds-number k-f models of Jones and Launder 

[80,89], Launder and Sharma [91], and Chien [92], the k-f mode 1 of Lam 

and Bremhorst [93] sets f ta a calculated value at a solid boundary, 

rather than setting it to zero for computational convenience. Thus 

there is no need for adding additional source terms ta the k and f equa­

tions. In the near-wal 1 region, Lam and Bremhorst expressed the varia­

tion of k and f by expansion in a Taylor series. Using such an expres­

sion for f and the resulting form of the k equation at a wall boundary, 

they obtain a boundary value expression for f. Lam and Bremhorst also 

postulated that the turbulent viscoslty da~ping fu~c!ion ~llould be 

dependent not only on the local turbulence Reynolds number but also on 

the normal distance tram the wall. In addition, they assumed that the 

coefficient appearing in the generation term of the f equation should be 

greater than unit y near a wal l, uni ike the models presented in 

[80,89,91,92]. This causes an increase in predicted dissipation rates 

and hence reduces predicted near-wal 1 turbulence levels, and gives bet­

ter agreeme~t with experimental data. The coefficients in the f equa­

tion generation term was made a function of the viscosity damping func­

tion, and is therefore dependent on the normal distance fram the wall 



26 

boundary. Lam and Bremhorst tested their model by doing predictions of 

fully turbulent, semi-Iaminar, and laminar regions of fully developed 

pipe flow. They reported predictions that are in good agreement with 

experimental data. This model also al lowed the comparison of predicted 

and measured f values in the near-wal 1 region. Measured near-wal 1 i 

values given in [371 showed as much as 45 percent disagreement with corn­

puted values in [93]. However, Lam and Bremhorst [95) claim that the 

experimental values from [37] are approximately 1.9 times too high. They 

conclude in [93] that more accurate experimental information on near­

wall f profiles is needed ta al Iowa more thorough evaluation of their 

numer i ca 1 resu 1 ts. 

Patel et al. [90) used a variation of the Lam and Bremhorst model 

[93] in which the gradient of f is set ta zero at a wall boundary. This 

boundary condition is easie. to apply than that used by Lam and 

Bremhorst. They reported [90] that results were still in go ad agreement 

wi th exper imental resul ts. 

Hanjalic and Launder [96) suggested a modification for the standard 

high-Reynolds-number k-f mode 1 sa that it would give more accurate pre­

dictions in both adverse pressure gradient flows and flows that exper­

ienced stron9 disturbances. From their initial investigations and pre­

vious studies, they concluded that the f equation was the main cause of 

errors in predictions of these types of flows. Hanjalic and Launder 

pointed out that irrotational straining plays an important role in the 

spectral transport trom the large energy containing eddies ta the small 

energy dissipating eddies. In its general form, the generation term 

appearing in the E equation involves both rotational and irrotational 
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strain rates. To bring the irrotational strain rate term into promi­

nence, Hanjal ic and Launder multipl ied it by a larger empirical coeffi­

cient than the rotational term. For a plane jet, round jet, and adverse 

pressure gradient boundary layers, they reported improved agreement of 

calculated results, obtained using this simple modification of the f 

equation, with experimental data. 

Rodi and Scheuerer [97] examined the performance of the Lam and 

Bremhorst low-Reynolds-number k-f mode 1 [93] for adverse pressure gra­

dient boundary layers. They also reported unsatlsfactory results for 

this model in this type of flow. An analytical analysis of the log-Iaw 

region was done to show that the generation term in the f equation 

should be inereased to give better agreement with experiments for 

adverse pressure gradient conditions. Rodi and Sheuerer [97], in turn, 

employed the modification of Hanjal ie and Launder [96] and reported 

improved predictions for both moderately and strongly decelerated bound­

ary layer flows. 

When detai led calculation of the near-wall flow region is necessary, 

an al ternative to low-Reynolds-number k-f models are multi-Iayer near­

wall models that can be used with the standard k-f model of turbulence. 

Examples of such models are those of Chieng and Launder [98], Amano 

[99], and Patel and Chen [100]. The basic idea behind this type of mod­

elling is that rather than model the governing transport equations 

through the near-wall region, which requires a large number of grid 

points, this region IS subdivided into two or three layers, and semi­

empirical and empirieal profile di3tributions are used to calculate flow 

variables in these layers. This al lows for more detai led and accurate 
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used with the high-Reynolds-number k-f mode 1 , especially in complex 

flows. 
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Chieng and launder [98] modelled the near-wal 1 ragion as two layers, 

a viscous sublayer and a logarithmic, or fui Iy turbulent, layer. A par­

abolie profi le distribution of kwas assumed over the viscous sublayer 

and a 1 inear distribution was assumed over the logarithmie layer, where 

a logarithmic profi le was assumed for the veloeity parai lei to the wall. 

The two-Iayer and three-Iayer near-wal; models of Amano [99] toi low the 

same approaeh as the Chieng and Launder model [98), except that eaeh 

term in the f equation for the near-wall region was evaluated in aecor­

dance with the k equation rather than approximated under local equil i­

brium conditions. In Amano's three-Iayer model, an attempt is made to 

approximate experimental velocity profiles more aceurately by modell ing 

the near-wal 1 region as three layers: a viscous sublayer, a but fer 

layer, and a logarithmie layer. Amano repcrts better results with the 

three-Iayer model. Nallasamy [76] states that whl le the near-wall mod­

els in [98,100] have allowed some signifieant improv~nents in prediction 

of wall heat transter rates, the flow field predictions are not notice­

ably different from those of the standard k-c model. 

Patel and Chen [100) and Chen and Patel [101] have developed near­

wall models that are simpler and more efficient, in some flows, than the 

low-Reynolds-number k-( modelling approaeh. The computational domain is 

divided into two regions, an outer region where the standard k-c mode 1 

is used and an inner, or wal l, region comprised of the viscous sublayer, 

the buffer layer, and part of the logarithmic layer. In bath the earl ier 
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[100] and later [101] versions of the mode 1 , momentum transport equa­

tions are solved through the inner layer to the wall. and the inner­

layer eddy viscosity is determined by using a mixing length formula. In 

[100], inner-Iayer values of k and f were calculated trom empirical 

expressions obtained from curve fits of the data summarized in [90], 

however, the transport equation for kwas retained and f was calculated 

from a length-scale formulation for the inner layer of [101]. In [100], 

Patel and Chen performed calculations of turbulent flow over the trail­

ing end and in the wake of a fiat plate. They reported satisfactory 

agreement with experimental data and with solutions obtained previously 

using boundary layer equations, except in the far-wake region where the 

rate of decay of turbulence was underpredicted. In [101], Chen and 

Patel examined the performance of the Lam and Bremhorst low-Reynolds­

number k-f model [93], their two-Iayer k-f mode 1 [101], and the standard 

k-l model using a two-point wall function approach [100]. They carried 

out calculations for test cases that included strong pressure gradients, 

surface curvatures, boundary layers and wakes, viscous-inviscid interac­

tion, and separation. The two-Iayer mode 1 1 ing approach of [101], was 

repor ted to be qu i te success fu 1 in reso 1 vi ng the mas t impor tan t fea tures 

of these complex flows and computationally less expensive and easier to 

implement than the low-Reynolds-number k-l mocel of Lam and Bremhorst 

[93]. It was also concluded that the standard wall-function approach is 

not suitable for separated flows, and its extension to three-dimensional 

and unsteady flows requires additional assumptions that appear to have 

no sound physical basis. 

ln order to further evaluate the performance of the standard k-f 

model and the two-Iayer Chen and Patel [101] k-l models, Patel and 
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Richmond [102] performed a detai led numerical investigation of the 

effects of pressure gradients and surface curvatures in two-dimenslonal 

flows. Within the extremes of !aminarization and separation caused by 

favourable and adverse pressure gradient flows on fiat surfaces, respec­

tively, they found the performance of the two-Iayer model quite satis­

factory and superior ta that of the standard k-f mode 1 . For flows over 

curved surfaces, their results were not 50 conclusive: The main features 

of these flows were reproduced, but the turbulent shear stress was 

either over or under predicted for convex or concave walls, respec­

tively. 

lacovides and launder [103] have used a "Parabol ic Sublayer" (PSl) 

scheme in an attempt to slmpl if Y the modell lng of the near wall region 

in an ell iptic turbulent flow. Next to the wall, they assume a thin 

parabol lc sublayer where the static pressure variation is assumed to be 

negligible, or caleulated from equilibrium conditions for a curved wall. 

Velocities normal to the wall are calculated using continuity require­

ments over computational control volumes rather than by solving the 

respective momentum equation. Computations are reduced fram that of a 

low-Reynolds-number model, but a fine computational grid is still 

needed. Eliminating the use of wall funetions makes this approach par­

ticularly attractive for three-dimensional flows, although its computa­

tional benefits are much reduced for comp/ex f/ows with recirculation 

and separation [103J. 
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1.2.3 Experimental Investigations of Pluid Ploy in 

\ Interrupted-Plate Passages 

( 

The enhsncement of hest trsnsfer with fluid flow along a succession 

of discrete plate segments compared to that for flow along a continuous 

wall was first demonstrated by the pioneerlng experiments of Norris and 

Spofford [104]. They dealt with air flows through actual or mode 1 heat 

exehangers eonsisting of an array of diserete plates aligned parai lei to 

the flow. The diserete plates, which were fins that bridged between the 

wal Is of the heat exehanger passages, were arranged in parai lei columns, 

with streamwise gaps between the plates in eaeh eolumn. Condensing 

steam served as the hot fluid in most of these experiments. Simi lar 

experiments with model or aetus! heat exchanger cores involvl',g inter­

rupted-plate passages have also been carried out by Manson [105], Kays 

and London [1], London and Shah [24], Wieting [4], and Mochizuki and 

Yoshinao [106]. The emphasis in these experiments was on overall 

results. Measurements typically included air temperatures and pressures 

at the inlet and exit ports of the core, the air flow rate, the steam 

temperature and pressure, and the steam condensation rate. The overall 

results obtained proved very useful in the design of specifie heat 

exehange devices [1], but they do not provide insights into the details 

of the eomplex flow phenomena that oeeur inside interrupted-plate pas­

sages. 

More detailed measurements than those reported in [1,4,24,104-106] 

have been conducted by Adarkar and Kays [107], Roadman and Loehrke [27], 

Zelenka and Loehrke [28], Cur and Sparrow [11,25], Sparrow and Haj i 100 

[26], Loehrke and Lane f29], Mul 1 isen and Loehrke [30], and Joshi and 
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Webb [31] for flow and heat transfer in simple interrupted-plate pas­

sages, with configurations ranging from two colinear plates ta a multi­

column array of plates. 

The initial experiments of Cur and Sparrow [25] were performed ta 

determine pressure drop and heat transfer characteristics for each plate 

of a two-plate col inear array al igned parai lei ta the air flow direction 

in a fiat rectangular duct having a cross-sectional aspect ratio of 5. 

The plate length was kept fixed while the plate thickness and interplate 

spacing were parametrically varied, and the Reynolds number was varied 

in the range 1000 ta 14000. The results showed that the pressure drop 

increase caused by increasing plate thickness was greater than the larg­

est thickness-related increase in the Nusselt number. Cur and Sparrow 

[25] also observed that the interplate gap affects the Nusselt number 

for bath plates, but it affects the second plate ta a greater extent 

than it does the first plate. 

Cur and Sparrow [11] studied heat transfer and pressure drop charac­

teristics of an array of eight colinear plates, equal Iy spaced and 

aligned parallel ta the air flow in a fiat rectangular duct with a 

cross-sectional aspect ratio of 6. The thickness of the plates in the 

array was varied parametrical Iy, and the Reynolds number was also varied 

in the range 1000 ta 14000. It was found that the Nusselt number 

increases with plate thickness: Up ta 65 percent increases were 

recorded !n the periodic fui Iy developed regime, which was typically 

achieved before the last geometrically similar module. The presence of 

the interruption was also found to augment heat transfer: ln the fully 

turbulent regime of Reynolds numbers, the heat transfer coefficients 
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were about twice those for a conventlonal duct. Modular pressure drops 

were also recorded, and it was determlned that they increase with 

increasing plate thickness. Pressure distributions were not obtained for 

regions within geometrical Iy similar modules. 

Sparrow and Haji 100 [26] studied heat transfer and pressure drop 

characteristics of a multicolumn array of staggered plates aligned par-

allel ta the direction of a forced convection air flow. Plate thick-

nesses equal ta 4, 8, and 12 percent of the plate length were used, and 

the Reynolds number, based on the Kays and London definition [1], was 

varied in the range 1000 to 9000. Periodic fui Iy developed conditions 

for heat transfer were achieved within a streamwise length of two 
" 

geometrical Iy simi lar modules from the inlet plane. It was found that 

the thicker plates gave rise to higher pressure drops and higher heat 

r , transfer coefficients. The pressure measurements were conducted along 

the length of the discrete plate array and also in the upstream and 

downstream duet work. Those measurements enabled the determination of a 

net per-row pressure 1055 coefficient and an apparent friction factor 

for the array. No pressure distributions were obtained for ragions 

within geometrical Iy simi lar modules. For the thickest plates, the 

apparent friction factor was found to be essential Iy independent of the 

Reynolds number. 

Roadman and Loehrke [27] investigated the flow between a pair of 

fiat colinear plates at low Reynolds numbers in both water and air 

flows. Their main objective was ta establish the conditions for transi-

{ tion from steady to unsteady laminar flow between the plates. In a 

7.6 cm square cross-section water channel, hydrogen bubble and dye 
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injection flow visualization experlments were performsd, and measure­

ments of wake oscillation frequency and amplitude were made using a 

cylindrical hot-film probe positioned near the leading edge of the sec­

ond plate. In arder ta extend the range of parametrlc variation, runs 

were also conducted in a 33 cm diameter low speed wind tunnel in which 

the mean velocity was uniform over the central 90 percent of the tunnel. 

Hot-wire measurements, comparable to the hot-film measurements, were 

made in air. Plates with streamwlse length to thickness ratios ranging 

from 4 ta 159 were used. From their experiments, Roadman and Loehrke 

[27] determined that there was a critical velocity at which periodic 

oscillations in the flow between plates was first observed. This criti­

cal velocity depended strongly on plata spacing, plate length, and plate 

thickness, but only weakly on the free-stream turbulence level. The 

downstream plate was observed to have a noticeable influence on this 

critical velocity value. 

ln [28], Zelenka and Loehrke observed the effects of leading-edge 

bluntness, plate spacing, and Reynolds number on the average heat trans­

fer from each plate of a two-plate coJinear array aligned parai lei to an 

air flow. Steady laminar and transitional flow regimes were investi­

gated. Each plate was heated by means of an internaI resistance heating 

strip, and average plate heat transfer coefficients were calculated 

using the total power dissipated, total plate surface area, and the dif­

ference between temperatures of upstream air and the plate conter. 

Zelenka and Loehrke found that the leading-edge shape of the first plate 

had an effect on heat transfer from the second plate if the interplate 

spacing was small enough and the wake of the first plate did not become 

unsteady. An unsteady wake allows increased mixing of the fll)w in the 
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interplate gap before it hits the second plate, thereby diminishing 

the effects of ~ leading-edge separation on the flrst plate. The heat. 

transfer from the second plate was often found to be graator than that 

of the first plate. 

Loehrke and llne [2&] extended the work done in [27] to the investi-

gation of flow through a two-dimenslonal array of parai lei plates 

ali~ned with the flow direction. Flow visualization experlments were 

done in water flows for both staggered and in-line arrangements of plate 

arrays with streamwise plate spacing equal to streamwise plate length, 

and plate spacing in the direction perpendicular to the main flow direc-

tion equal to one half the streamwise plate length. It was observed 

that the wake behind each plate in each array became unsteady at a 

Reynolds number, based on plate thickness and average open channel velo-

city, that was comparable to that which causes the onset of unsteady 

flow between an array of only two colinear plates [27]. Measurements of 

total core pressure drops for the various arrays tested suggested that 

the onset of this periodic unsteady flow between plates leads to fric-

tion factor distributions simi lar to those in steady fully turbulent 

flows: The slope of the overal 1 friction factor versus Reynolds number 

curve changed abruptly as it does for a parai lei plate channel when the 

flow undergoes a laminar-to-turbulent transition. This behaviour was 

also 6vident trom measurements of the spectra of the flow noise emitted 

from a tlosely packed array that was tested in air. Loehrke and Lane 

[29] otserved that the critical Reynolds number for transition from this 

laminar to turbulent behaviour in a parai lei-plate array can be signifi-

( 
cantly increased if the streamwise gaps between plates are made suffi-

ciently smal 1. 
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More recently, Mul lisen and Loehrke [30] have performed an exper­

imental study of flow and heat transfer in in-I ine and staggered pa~al­

lei plate arrays, and in perpendicular plate arrays. Air flow Reynolds 

numbers, based on a form of the Kays and London definition [1], ranged 

from 100 to 10000. Various values of plate length, streamwise plate 

spacing, and plate thickness were examined for plate arrays having three 

to six streamwise columns for in-line configurations, and six or twelve 

streamwise columns for ~taggered configurations. Overall friction fac­

tors were obta i ned f rom measurements of the tata 1 pressure drop across a 

core. Plates were heated using a resistance heater located within the 

plates, and a transie"t heating technique was used ta determine overall 

heat transfer rates. Fluid flow phenomena were identified using the 

Schlieren visual ization technique. Steady, general unsteady, and peri­

odic unsteady flow regimes were observed in the cores of in-I ine and 

staggered parai lei plates. The periodic unsteady regime was character­

ized by periodic, synchronized, vortex shedding from the trai ling edges 

of upstream plates, and it was accompanied by an audible tone. No peri­

odic regime was detected for arrays with plates perpendicular to the 

main f low di reet ion. Mul 1 isen and Loehrke [30] fOU,ld that the transi­

tion from steady to unsteady flow is best eorrelated by a Reynolds num­

ber based on plate-wake width rather than by a Reynolds number based on 

passage hydraul ie diameter. They also reported that enhancements of 

over 100 percent in the average heat transfer coetf ioient for some 

parai lei-plate cores May be obtained by interrupting the plate surfaces. 

Joshi and Webb [31] carried out an experimental investigation of 

periodie fullV developed flows through offset strip-fin heat exchanger 

geometries. They studied water flows through test cores having five 
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rows of fifteen colinear fins al igned in the flow direction. Various 

values of plate thickness, plate length (equal to streamwise plate 

spacing), and perpendicular separation distance between parai lei plates 

were used in eight different scaled-up geometries. Reynolds numbers, 

based on minimum flow area average velocity and hydraul ic diameter for 

the strip-fin channel, ranged ftom 200 to 4000. Dye injection flow visu­

al ization experiments showed that transition from laminar to turbulent 

flow coincided with the onset of osci 1 lating velocities in the wake, 

although it was reported that the plate boundary layers remained lami­

nar. Based on previous friction factor and heat transfer coefficient 

data in the 1 iterature for offset fin geometries, Joshi and Webb corre­

lated the value of the wake-width Reynolds numbers ,ith nondimensional 

plate thickness and spacing ratios, and obtained an equation to predict 

the transition trom laminar to turbulent flow. They also developed ana­

Iytical models to predict the heat transfer coefficients and friction 

factors in offset strip-fin geometries. Curve fits to the numerical 

data of Sparrow and Liu [15], with corrections incorporated to account 

for fin thickness and three-dimensional aspect ratios, were obtained for 

laminar flows. A semi-empirical method was used for turbulent flows. 

Using these analytical models, Joshi and Webb reported that predictions 

for Nusselt number and friction factor were within ±20 percent when com­

pared to their experimental data and the avai lable data on actual heat 

exchangers. 

Flow visual ization has also been used by Mochizuki and Vagi [108] to 

study the vortex shedding characteristics of staggered-plate arrays. 

They used a combined dye injection and hydrogen bubble technique to 

visualize the fluid flow through scaled-up models of heat exchanger 
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cores. Thirteen scaled-up models, from single plate ta eighteen-stage 

cascade plates in staggered arrangement, were systematically tested for 

a wide range of Reynolds number. The flow patterns were recorded by 

bath still and video cameras, and a hot-wire technique was used ta mea­

sure the frequency of vortex shedding. The data werA used by the 

authors as the basis of a qualitative discussion of the vortex shedding 

characteristics as a function of fin arrangement and the Reynolds num­

ber. 

The experimental work in this thesis dealt with detailed and accu­

rate local and overall pressure drop measurements and plate surface 

streamline flow visual ization in the periodic fully developed reglon of 

turbulent flows in interrupted-plate rectangular ducts. simi lar ta that 

shawn in Fig. 1. These measurements were done using a special Iy 

designed experimental facility [109]. The ability of this facility ta 

generate periodic fully developed turbulent flows has been demonstrated 

trom the results of overall and intramodular pressure measurements taken 

in the early stages of this research and discussed in [110]. The exper­

imental research presented in this thesis is concerned with the effect 

of plate thickness and f low rate on the overall and local f low field. 

The test section consisted of a minimum of 23 geometrically similar 

modules, for ail cases considered. so as ta ensure the attainment of the 

periodic fully developed flow regime. Reynolds numbers ranged trom 

5x103 ta 30x103 • This exper imental work therefore complements and 

extends the investigations reported in [11,25-31]. 
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1.2.4 Numerical Investiqations of Fluid Flow in 

Interrupted-Plate Psssaqes 

Since the early 1970's, the widespread avai labi 1 ity of high-speed 

digital computers, the development of powerful numerical methods for the 

prediction of fluid flow and heat transfer, and the advent of micropro-

cessor-based automatic data acquisition and processing systems have 

enabled several detailed numerical and experimental investigations of 

the flow and heat transfer phenomena Inside interrupted-plate passages. 

The numerical studies include works of Sparrow et al. [12], Sparrow and 

Liu [15], Patankar et al. [13], PatankH and Prakash [14], and Choudhury 

[16]. Ail these numerical investigations were limited ta laminar flows, 

and invoked various other assumptions to simpl if Y the flow and heat 

transfer problems. Despite these 1 imitations, however, these numerical 

studies have provided a considerable amount of insight and useful mathe-

matical models of the complex fluid flow and heat transfer phenomena 

encountered in interrupted-plate passages . 

The numerical study of Sparrow et al. [12] involved offset-fin sur-

faces simi lar to that ~nown in Fig. 4a. They assumed two-dimensional 

laminar behaviour of the flow, and restricted their analysis to geomet-

ries with negl igible plate thickness. When the plate thickness is 

neglected, the impingement region on the leading edge of the plate and 

the recirculation region bahind its trai 1 ing edga are absent. There-

fore, the analysis in [12] could be done using a parabol ic, or boundary 

layer type, numerical procedure, in which the solution could be obtained 

by marching step-by-step from the inlet plane to successive downstream 

locations. Detai lad velocity and temperature distributions, heat 
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transfer coefficients, and pressure drop data were obtained for a range 

of Reynolds numbers and for several values of a dimensionless geometri 

cal parameter that characterized the streamwise length of the inter­

rupted plates. The Prandtl number was flxed at 0.7 for ail computa­

tions. These results were used to investlgate whether an Interrupted­

plate channel experienced an augmented heat transfer rate compared with 

that for a parai lei-plate channel. For conditions of equal heat trans­

fer surface area and equal pumping power, Il was found that appreciably 

higher heat transfer rates prevailed in the Interrupted-wall channel for 

a wide range of operating conditions. The results in [12] also damon­

strated that at sufficiently large distances downstream from the inlet 

plane, typical Iy beyond the first 5 to 10 geometrical Iy simi lar modules 

of the interrupted-plate array, the velocity and suitably nondimension­

alized temperature profi les repeated their values in successive modules, 

and the modular pressure drop and an average modular heat transfer coef­

ficient took on constant values. The term pariodic fui Iy daveloped 

regime was used to characterize such regions. The analysis and results 

of Sparrow et al. [12] were later extended by Sparrow and Liu [15], who 

obtained heat transfer, pressure drop, and performance relations for 

two-dimensional laminar flow in in-I ine, staggered, and contlnuous-plate 

heat exchangers. 

Patankar and Prakash [14] also conducted a numerical investigation 

of two-dimensional laminar flow in offset-fin passages, but they focused 

attention on the effect of plate thickness. Thi'5 was don a because, in 

practice, a certaIn minimum thickness of the plates is required for 

structural integrrty: This thickness could significantly influence the 

fluid flow and heat transfer if the spacing between plates in a column 
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is made small in arder to achieve compact heat exchanger cores. The 

thick plate analysis requires the solution of an el liptic problem: ln 

other words, downstream events can have a noticeable influence on 

upstream flow phenomena and vice versa. Patankar ang Prakash [14] 

solved this elliptic problem in the periodic fully developed regions of 

several offset-plate arrays, using the methodology proposed by Patankar 

et al. [13]. The results in [14} show that the finite-thickness plates 

give rise to complex flow patterns involving impingement and recircula-

tian zones and flow deflections. Furthermor~, they show that compared 

ta the results for passages with plates 01 oegl igible thickness, the 

thick-plate passages lead to significantly larger pressure drops, but 

the heat transfer does not improve proportionally despite increased 

average velocities and greater surface areas. 

Choudhury [16] has developed a computational scheme for predicting 

three-dimensional laminar flow and temperature fields in cases where twa 

of the dimensions of the flow domain, in the x and y coordinate direc-

tians for example, are relatively large compared ta the third dimension, 

in the z coordinate direction. He points out that this type of tlow 

passage is particularly characteristic of many heat exchanger configura-

tions where the flow tends ta be dominated by two-dimensional effects 

although the "weak" tlaw field in the third dimension still may have a 

naticeable Influence on the overall flow field. In his scheme, 

Choudhury uses a quasi-three-dimensional "gap- integral" form of the gov-

erning equations. The three-dimensional form of the eontinuity and the 

momentum equations are integrat.::-. -''''er the gap in the sharter z dimen-

. 
1 sion. Across this gap, i t is assumed that .... q veloei ty prof i le take5 on 

the parabolic form of a fully developed laminar flv~ between parai lei 
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plates. The result is a quasi-three-dimensional mathematical mode 1 for 

fluid flow that is expressed in terms of the continuity equation and the 

x and y momentum equat ions containing "gap- integrated' var iables of the 

u and v velocities, pressure, and "gap-integrated" constants. Using the 

same line of reasoning, a "gap-integrated" energy equation was also 

derived. One of the test cases Choudhury applied his model to was that 

of periodic fully developed flow and heat transfer in an interrupted­

plate passage. Calculations for zero and two other plate thickness val­

ues were do ne for Reynolds numbers, based on average flow velocity and 

two-dimensional hydraul ic dlameter, ranging from 200 to 2000. Aspect 

ratios (defined here as the y-direction distance between the continuous 

plates divided by the z-direction gap width) of 2,5,15 and 20 were used. 

Generally, good agreement was reported between results trom this model 

and those obtained using a full field mode 1 , with agreement between the 

two models improving as the aspect ratio increased. It was 8150 shown 

that two-dimensional model veloei ty ealculations were in greater ~rror 

when compared .. dth the full three-dimenslonal model ca1culations than 

were calculations done wlth this quasi-three-dimensional mode 1 • 

Choudhury coneluded that for flows where three-dimensional effects are 

relatively weak, his model gives improved results over two-dimensional 

models and reasonably good agreement with full three-dimensional models, 

whi le providing a considerable saving in computational cost over the 

later. 

ln recent years, several other numerical investiJations have been 

done for flows through periodieal Iy varying geometries other than inter­

rupted-plate configurations. Sparrow and Prat a [17] and Prata and 

Sparrow [18] examined laminar flow and heat transfer in periodically 
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converging and diverging pipes and annuli, respectively. Ghaddar et al. 

( [19,20] used spectral element methods to study laminar flow in a two-

dimensional channel with periodically spaced rectangular grooves along 

one wall. Kelkar and Patankar [21] simulated laminar flow and heat 

transfer in two-dimensional finned passages, where the fiat fin surface 

was perpendieular rather than parallel to the main flow direction. 

Choudhury and Karki [22] have analyzed two-dimensional periodic fully 

developed laminar fluid flow and heat transfer in d parai lei plate chan-

nef with periodical/y spaeed dimples, using general ized curvi 1 inear 

coordinates. Near Ole time that the research for this thesls was being 

completed, a study by Knlght and Crawford [23] that ineluded a numerical 

analysis of turbulent periodic fully developed flow was publ ished. 

Except for this publication, to the best of this author's knowledge, no 

other works deal ing rith this type of turbulent flow have appeared in 

the 1 iterature. 

Knight and Crawford [23] performed a numerical analysis of two-

dimensional periodic fui Iy developed flows in parai lei plate duets hav-

ing periodieally spaeed rectangular grooves along one wall. Reynolds 

numbers, based on ave~age flow veloeity and hydraul ie diameter for the 

minimum duet flow area, ranged from 250 to 1500 for laminar flows and 

trom 2000 to 5000 for turbulent flows. The two momentum equations gov-

erning the flow field were reformulated in a stream function-vortieity 

form. The effect of turbulence was aceounted for by using the Chien 

[92] low-Reynolds-number k-l model cf turbulence. In this model, the 

viscous dam;>ing funetion for eddy viscosity depends on both the normal 

distance to the boundary wall and the value of the correspondlng local 

wall shear stress. In or near regions of recirculation, sueh as would be 
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~xpected in the periodic grooves, it was necessary to redefine this wall 

shear stress as the maximum shear stress occurring at that particular 

streamwise location. Using this adjustment, Knight and Crawford [23) 

reported good agreement with experimental data for flows involving heat 

transfer in recirculating flows. With other modifications of the model 

for convergence monitoring, they reported that periodic fully developed 

turbulent flow and heat transfer calculations for these grooved channels 

could be done on mid-sized computers in several hours of computer time. 

The numerical investigation undertaken in this thesis involved the 

development of a computer code that implements a low-Reynolds number k-f 

turbulence model to pr~rlict periodic fui Iy developed turbulent fluid 

flow in interrupted-plate geometries. Numerical predictions were done 

for the configurations examined experimental Iy in this work in order to 

(1) evaluate the performance of the numerical model used, and (2) gain 

further insight into the complex fluid flow phenomena occurring in inter-

rupted-plate geometries. This numerical work complements and extends 

the works in [12-16] for f lows in interrupted-plate geometr ies. 

1.3 SURVEY OF THE THESIS 

The aims of the thesis and a synopsis of publ ished investigations 

relevant to this work have already been presented in the earl ier sec-

tions of this chapter. There are a total of ten chapters in this the-

sis. The contents of the remaining nine chapters ar3 summarized in the 

next paragraph. 

ln Chapter Il, the theoretical considerations which are employed in 
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the mathematical description of turbulent air flows of interest in this 

thesis, in the recording and processing of the experimental data, and ln 

the Interpretation of both numerical and experimental results, are pre-

sented concisely. In Chapter III, modelled forms of the turbulent flolV 

governing equations, described in Chapter Il, are presented and dis-

cussed. The numerical method used to solve the mode 1 led flow equations 

is concisely described in Chapter IV. The final choice and i~plementa-

tion of a turbulence mode 1 , suitable for the flows of interest in this 

thesis, are discussed in Chapter V. In Chapter VI, descriptions of the 

experimental apparatus, instrumentation, and procedures are given. The 

results of ini~ial experimental and nu~nerical investigations are pre-

sented and discussed in Chapter VII. Presentation of the exper imental 

results for the interrupted-plated duet f~ows investigated in this the-

sis is done in Chapter VIII. The results of the corresponding numerieal 

investigation, in the context of the experimental results given in 

Chapter VIII, are presented and discussed in Chapter IX. In the con-

cluding chapter, Chapter X, the contributions of this work are summa-

rized, and suggestions for improvements and extensions are presented. 

( 
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The mathematical description of three-dimensional turbulent flows Is 

the subject matter of this chapter. Attention is limitad to the type of 

flows investigated in this work, namely, turbulent air flows through 

ducts of rectangular cross section with and without an array of colinear 

interrupted-plates, as shown in Figs. 1 and 5, respectively. The mathe­

matical models used for computations of one-dimensional turbulent fui Iy 

developed channel flow and two-dimensional turbulent periodic fully 

developed interrupted-plate channel flow are obtained from the three­

dimensional governing equations presented in this chapter. These mathe­

matical models are discussed in Chapters III and V. 

Ail the turbulent flow experiments performed in this research were 

done under essential Iy isothermal conditions, and the Mach number was 

always less than 0.1. For the theoretical considerations presented in 

this chapter, therefore, the fluid is assumed to be incompressible and 

to have constant thermophysical properties. Since the experiments were 

conducted with air at pressures close to atmospheric and temperatures 

between 16 oC and 28 oC, the fluid is also assumed to be Newtonian. 

The equations that govern unsteady three-dimensional turbulent flows 

are presented first in this chapter. Following that, the time-averaged 

forms of these equations and relevant nondimensional parameters are pre­

sented and discussed. In this thesis, a low-Reynolds-number k-( mode 1 
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of turbulence is used to invoke closure of the time-averaged flow equa-

tions. Details of thls mode 1 , including governing equations for the 

mean turbulence kinetic energy, k, and its rate of dissipation, f, are, 

presented and discussed in Chapter III. 

2.2 TBREE-DIMENSZONAL TURBULENT J'LOW: 

FULL FORMS OF TBE GOVBRNZNG BQUATIONS 

ln the context of the assumptions mentioned in Section 2.1, three-

dimensional ell iptic turbulent flow of air can be described mathemati-

cal Iy by the fol lowing forms of the Navier-Stokes and continuity equa-

t ions [37-40]: 

cont inui ty 

'" 
~= 0 
8xj 

(2-1) 

(2-2) 

Here, the indices i and j can take the values 1, 2, and 3, and repeated 

indices in any term indicate a summation over ail three values of the 

index. It should be noted that these governing equations are written 

with respect to the Cartesian coordinate system shown in Figs. 1 and 5, 

where x, y, and z, are equivalent ta x" x2' and x3' respectively, and 

simi larly u, v, and w velocities are equivalent to U" u2' and u3 

velocities, respectively. Thesû notations wi 1 1 be used interchangeably 

'" throughout this thesis. In Eqs. (2-1) and (2-2), Uj denotes the 

instantaneous velocity component in the i direction, p is the mass 
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densityof the fluid, ~ is the dynamic viscosity, P is the instar.~aneous 

pressure, and ~ denotes time. 

ln addition to Eqs. (2-1) and (2-2), boundary conditions and Initial 
N N 

conditions for the dependent variables, Ui and p, specifie t~ the prob-

lems of interest, are needed to complete the mathamatical mode 1 . Sound-

ary conditions for fui Iy developed turbulent flow and periodic fui Iy 

developed turbulent flow in rectangular ducts without and with inter-

rupted plates, respectively, are discussed in later sectio,s of this 

chapter. 

2.3 THREE-DlKENSIONAL ELLIPTIC TURBULENT FLOW: 

TlKE-AVERAGED FORMS OF THE GOVERNING EQUATIONS 

ln principle, the solutions of Eqs. (2-1) and (2-2), subject to 

appropriate initial and boundary conditions. would provide a complete 

description of the turbulent flow problems of interest in this thesis. 

Such solutions are, however, impractical at present. The reason for 

this is that such direct simulations of turbulent flows, aGcurate for 

ail temporal and spatial scales of motion, require proper resolution of 

the large- and small-scale turbulent motion. The small-scala mrtion is 

typicallyof the arder of 103 times smaller than the extent of tha flow 

domain [75]. The numerical solution of Eqs. (2-1) and (2-2) would thus 

require the calculation of the dependent variables at 109 grid points or 

more. This would stretch the storage capacity of even the most modern 

supercomputers, and the excessive computing times required would make 

such computations prohibitively expensive. 
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Fortunately, only the tlme-averaged effects of the turbulent flow 

are important for most engineering problems. Compared to the instanta-

neous smal I-scale structure of turbulent flows, the time-averaged prop-

erties vary relatively graduai Iy in space, allowlng the number of calcu-

lation points to he reduced substantially from those required if ail the 

detai Is of the turbulence were needed. In this section, the time-

averaged forms of Eqs. (2-1) and (2-2) are presented. It should be 

noted that in interrupted-plate geometr ies, simi lar to that i Ilustrated 

in Fig. 1, certain combinations of Reynolds number und plate thickness 

can give rise to vortex shedding [27,29-31,108]. In this section, how-

ever, this vortex shedding phenomena is not considered, and i t is 

assumed that the turbulent flows of interest are in a statistically 

steady state [37,38]. 

ln turbulent flows, following the procedure of Reynolds, the 

instantaneous velocities and pressure which appear in Eqs. (2-1) and 

(2-2) can be decomposed into time-mean and fluctuating components 

[34,36-40,75]: 

Ui = Ui + Ui (2-3) 

-p = p + P (2-4) 

where the lower-case bold type denotes the fluctuating components. The 

time-mean values of the fluctuating components are zero, bV definition, 

but the time-averaged values of the products of correlated fluctuating campo-

nents are not zero [38]. For example: 
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Using Eqs. (2-3) to (2-5), the tlme averaged forms of Eqs. (2-1) and 

(2-2) can be writlen as follows [34,36-40,75]: 

cont Inui ty 

8Uj _ 
8x; - 0 

(2-6) 

(2-7) 

The PU;Uj term in Eq. (2-6) can be thought of as the contribution of 

the turbulent motion to themean stress tensor (38). and its components 

are referred to as Reynolds stresses. The Reynolds stress tensor is 

comprised of nine components, of which only six are independent, as the 

tensor is symmetric [34,37,38]. In many flows, the terms representing 

the turbulent normal stresses, -puu, -pvv, and -p •• , contribute little 

to the transport of the mean momentum [38]. The terms -PUy, -pU., and 

-pvw represent turbulent shear stresses, and they play a dominant role 

in the transp()rt of mean momentum by turbulent mot ion [38]. 

Equations (2-6) and (2-7) represent a system of four coupled govern-

ing equations that contains ten unknowns: U, V, W, P, and the six inde-

pendent components of the Reynolds stress tensor. There is no direct 

way of calculating the Reynolds stresses. If additional equations for 

the Reynolds stresses are obtained, by appropriate manipulations and 

averaging of the original Navier-Stokes equations, more unknowns su ch as 

pUjUjUj are generated by the nonl inaar inertia terms [38]. This 

il !ustrates the so-called "closure problem" that is character istic of 
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ail nonl inear stochastic systems. To overcome the closure problem of 

turbulence, the Reynolds stresses are approximated or "mode 1 led" in 

terms of quantities that can be directly determined. Details of how 

closure was achieved for the numerical models used in this thesis are 

given in Chapter III. Before this is done, particular forms of Eqs. 

(2-6) and (2-7), relevant to the types of flows studied in this thesis, 

will be presented and discussed in this chapter. 

2.4 TURBULENT FULLY DEVELOPED FLOW IN RECTANGULAR DOCTS: 

TIME-AVERAGED GOVERNING EQUATIONS 

ln straight ducts of uni form cross section, fully developed flows 

are characterized by a velocity field that is invariant in the main flow 

direction, shown as the x di rection in Fig. 5. If no cross-stream velo­

cities exist, and the pressure is constant over a cross section and 

varies 1 inearly with x, the flow is classified as being simple fui Iy 

developed [32,33): U = U(y,z), V = W = 0, and dP/dx = constant. Laminar 

fully developed flow, with no body forces, in a straight duct of uniform 

cross section is one example of simple fui Iy developed flow. In a com­

plex fui Iy developed flow, the flow field is also invariant with x and 

the pressure varies linearly with x, but the pressure varies over a 

cross section and cross stream velocities (secondary flows) are present 

[66-6B): thus U = U{y,z), V = V(y,z), W = W(y,z), and 8P/ax = constant. 

Turbulent fui Iy developed flow, with no body forces, in a straight rec­

tangulsr duct is an example of complex fui Iy developed flow. In such 

flows, the Reynolds stresses play an important role in the physical 

mechanisms that extract the energy from the main flow and provide it to 

the secondary flow, thereby sustaining the secondary flow in the fui Iy 
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developed regions [66-68]. 

ln the Cartesian coordinate system of Fig. 5, turbulent fully 

developed flow in straight rectangular duets is governed by the follow-

ing forms of the time-averaged Navier-Stokes and continuity equations: 

x .o.entu. 

au au ap + a au 
PUy) 

a au pu.) p(v- + w-) - - ax 8y<J.&ay- ... az(~az -ay az (2-8) 

y .000entu. 

(V
av + W

av ) ap a av 
PVy) 

a av 
Py·) - - ay + ay(Pay - + -(p--p ay az az az 

Z .o.entu. 

(V
aw 

+ W
aw ) ap a aw pv.) a aw p •• ) = az + av(Pay - + ôz(J.'az -p ay az (2-10) 

cont inul ty 

av -+ av 
aw = 0 
az (2-11) 

The impermeability and no-slip boundarv conditions applv at the 

wal Is of the ducts for the cases eonsidered in this thesis. With refer-

en ce to Fig. 5, therefore, at the walls of the rectangular duets: 

u=v=w=o (2-12) 

uu = vv = •• = uv = uw = vw = 0 (2-13) 

A complete mathematieal model of the fuI IV developed duet flows con-

sidered in this thesis is obtained when an appropriate turbulence mode 1 

is used in conjunction with Eqs. (2-8) to (2-13). This is done in 

Chapter III. 
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( 2.5 TURBULENT PERIODIC POLLY DBVELOPED PLO. III INTBRRUPTBD-

PLATE RECTANGULAR DOCTS: TIME-AVERAGED GOVERNIIlG 

EQUATIONS 

A fui Iy developed turbulent flow regime, ln which the flow field is 

invariant in the main flow, or x, direction, does not occur in interrup~ 

ted-plate reetangular duets, similar to that in shown in Fig. 1. In 

such ducts, the flow continuai Iy changes in the x direction, but attains 

a periodic fui Iy developed behaviour after 5 to 10 ranks of plates down-

stream of the inlet section [11,12,14,26]. The interrupted-plate duct 

illustrated in Fig. 1 can be subdivided into geometrieally simi lar 

modules: The cross section of one su ch module, ABCDE, is shown by the 

da shed 1 Ines in Fig. 2. In the periodie fui Iy developed flow regime, 

the time-mean veloeity field repeats itself identically in each of the 

geometrical Iy simi lar modules: with reference to Figs. 1 and 2, 

U(x,y,z) = U(x+L+s,y,z) = U(x+2L+2s,y,z) = (2-14) 

V(x,y,z) = V(x+L+s,y,z) = V(x+2L+2s,y,z) = (2-15) 

W(x,y,z) = W(x+L+s,y,z) = W(x+2L+2s,y,z) = (2-16) 

Thus in the periodic fully developed regime, the variation of U, V, 

and W, in a module of periodic length (L+s), can be studied indepen-

dently, without reference to the flow field in the entrance region or in 

adjacent modules [13,14]. 

An analysis of the flow field in the periodic fui Iy developed regime 
r . also requires an understanding of the pressure field. In order to have 
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a net mass flow in the positive x direction, the pressure must decrease 

as x increases. Thus the time-mean pressure cannot have the same type 

of periodicity as expressed by Eqs. (2-14) to (2-16) for the velocities. 

but it exhibits another type of periodicity in the periodic fully devel-

oped region. 

To understand the behaviour of the time-mean pressure in the peri-

odic fully developed region, its distribution over two cross sections in 

this region will be considered, one located at x and one at (x+L+s). 

Whi le the ~ of the time-mean pressure distribution at both cross 

sections will be identical, the pressure distribution at (x+L+s) will be 

lower than théd at x by a uniform amount over the whole cross section. 

Similarly, the shape of the pressure distribution at (x+2L+2s) will be 

the same as that at (x+L+s), but it will be lower than the distribution 

at (x+L+s) by the same uniform amount over the whole cross section as 

the distribution at (x+L+s) was from that at x. This behaviour of the 

time-mean pressure field in the periodic fui Iy developed flow regime can 

be expressed as follows: 

{ P(x,y,z) - P(x+L+s,y,z) } = { P(x+L+s,y,z) - P(x+2L+2s,y,z) } 

= {P(x+2L+2s,y,z) - P(x+3L+3s,y,z)} = ... (2-17) 

A time-mean pressure gradient. responsible for the overal 1 mass flow 

rate in the posi tive x-direction, can be defined from the time-mean pres-

sure drops expressed in Eq. (2-17): 

f3 = 
P(x,y,z) - P(x+L+s,y,z) } 

(L + s) 
(2-18) 

f3 i s a cons t an tin the pe r i od i c full Y deve 1 oped reg i or', and the 
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time-mean pressure field can be expressed as: 

( 
P(x,y,z) = -px + P(x,y,z) (2-19) 

where -px is related to the overall mass flow rate and P(x,y,z) is 

related to the detai 15 of the local flow field in eaeh geometrieally 

similar module located in the periodic fui Iy developed region. It is 

evident from Eqs. (2-17) and (2-19) that P(x,y,z) is per iodic and i ts 

behaviour ean be expressed in a simi lar fashion as the velocity field: 

P(x,y,z) = P(x+L+s,y,z) = P(x+2l+2s,y,z) = (2-20 ) 

Th i s deser i pt i on of the t ime-mean pressure fie 1 d in the per i od i c 

fully developed flow region of interrupted-plate reetangular duets is 

taken trom the works of Patankar et al. [13,141. Experimentally, the 

value of p for a particular turbulent periodic fui Iy developed flow in 

such ducts ean be determined from measurements of the time-mean statie 

pressure values at several axial locations, with successive locations 

separated by a per iodic distance of (L+s) in the x di rect ion and located 

at a fixed (y,z) location on the duct wall. The slope of a straight 

line fitted through these (x,P) points gives a value of P accurate to 

within the 1 imits of experimental uncertainty. 

UsingEqs. (2-6), (2-7), and (2-19), the time averaged forms of ~he 

Navier-Stokes and eontinuity equations that govern periodie fui Iy 

developed turbulent f low in interrupted-plate duets, simi lar to those 

i Ilustrated ln Figs. 1 and 2, ean be cast in the following forms: 



au au au 8P 8 au 8 au 
p(u- + V- + w-) = p - - + ~IJ- puu) + ~IJ pUY) 8x ay az ôx 8x 'rôx - ôy'r-ôy -

y .o.enhJII 

(~ + vôV + W8V ) P ax ôy az 

Z .o.entuIII 

(Uôw + yaw + Wôw) 
P ax ay az 

cont Inu i ty 

ô au 
+ -(p- - pu.) 

8z ôz 

ÔP ô ôv - - ôy + ôx("ax -

ô ôv 
+ BziJ.CBZ - pv.) 

ap a ôw - - 8z + 8x(Pax -

a aw 
+ 8z(P8z - p •• ) 

On the sol id surface boundaries: 

u=v=w=o 

pUY) + 8 av 
8y(Pôy - pYY) 

pu.) + a aw 
8y(P8y - pvw) 
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(2-21 ) 

(2-22) 

(2 - 23) 

(2-24) 

(2-25) 

and on the symmetry surface, shown as OC along the y = 0 line in Fig. 2, 

au 8W 
ay = ay = 0 v = 0 (2-26) 

At the upstream and downstream planes of the module, located at xi and 

(Xi+L+S), respectively, and denoted by AE and BC in Fig. 2, t~iP. 

periodicity conditions for U, V, W, and P apply: 
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~(Xi ,y,Z) = ~(xi+L+s,y,z) ~=U,V,W,P (2-27) 

The boundary conditions, given by Eqs. (2-25) ta (2-27), slang with 

the governing equations, Eqs. (2-21) ta (2-24), and an appropriate model 

for the Reynolds stresses appearing in these equations, constitute a 

complete mathematical mode 1 for the type of interrupted-plate ducl flows 

investigated in this thesis. The term P in Eq. (2-21) can be assigned a 

value that wc 1 1 generate a corresponding mass flow rate, or alterna-

tively, the value of p can be adjusted iteratively to obtain a desired 

mass flow rate. 

2.6 NONDIHENSIONAL PARAMETERS 

2.6.1 Turbulent Fully Developed Plow in Rectanqular Ducts 

The independent dimensionless parameters that eharacterize turbulent 

fully developed flow in rectangular duets, similar to the one il lus-

trated in Fig. 5, can be obtained by a formai nondimensional ization of 

the governing equations, Eqs. (2-8) to (2-11), and the associated bound-

ary conditions. Such a nondlmensionalizatlon yielded two independent 

dimensionless parameters: 

( i) Aspec t rat i 0, ~ 
b = 2H 

(2-28) 

and 

(i i) Reynolds number, Red (2-29) 

where b is the width of the rectangular duet and H is its half-height, 

as shawn in Fig. 5. Ud is the cross-sectional average value of the 
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time-mean axial velocity. U 

(2-30) 

with m being the total mass flow rate ln the rectangular duet, and A 

being the total cross-sectional flow area: 

A = 2Hb (2-31) 

The term Dhd in Eq.(2-29) is the duct hydraulic diameter, defined as: 

(2-32) 

where Pw is the wetted perimeter for the rectangular duct: 

Pw = 4H + 2b (2-33) 

ln this thesis, pressure drop results for turbulent fully developed 

duet flow are presented in terms of the Darcy friction factor [32]: 

2.6.2. Turbulent Periodic Fully Developed Flow 

in Interrupted-Plate Rectanqular Ducts 

(2-34) 

Nondimensional ization of Eqs. (2-21) ta (2-27) that gavern turbulent 

periodie fui Iy develaped flaw in interrupted-plate duets, similar to 

those illustrated in Figs. 1 and 2, yielded 'ive independent dimension-

less parameters: 
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( 1 ) aspect ratio of a perlodlc module. ABCDE in Fig. 2. 

). b 
=H" (2-35) 

( 1 1 ) plate thickness parame ter. t* t 
=H" (2-36) 

(III) plate length parame ter • L* L 
=H" (2-37) 

( 1 v) plate spacing parameter. s* s 
=H" (2-38) 

and 

(v) Reynolds number. 

Pressure drop results for turbulent periodic fui Iy developed flows 

ln interrupted-plate geometries are general Iy presented in the form of 

module friction factor versus Reynolds number graphs [1,11,14,26,31}. 

There are two sets of friction factor and Reynolds number definitions 

that are commonly used in the publ ished 1 iterature on periodic fui Iy 

developed flows [1,14). In this thesls, results correspondlng to both 

these sets of deflnltlons are presented. One set of deflnltlons Is that 

used by Kays and London [1): 

Rek = e. Uk Dbk 
1" 

(2-39) 

and 

{J Dhk 
fk = 1. -2 

2 P Uk 

(2-40) 

1 n these equa t ions, UI: 1 s the cross-sect 1 ana 1 average va 1 ue of the t ime-

mean axial veloclty component, U, based on the minimum flow area in a 
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periodic module and Dhk is a module hydraulic diameter. With reference 

ta Figs. 1 and 2, these terms are defined as follows: 

and 

iii U k = --::::...--
2 p Ac 

Oh k - 4Ac (L + s) 
- Aw 

(2-41) 

(2-42 ) 

The minimum flow area, Ac' and the total wall area, Aw' of the perlodic 

module are given by: 

Ac = b(H - t) (2-43) 

and 

Aw = (2L + s)b + 2(L + s)(H - t) + 2ts (2-44) 

The other set of Reynolds number and module friction factor detini-

tians is similar ta that used by Patankor and Prakash [14]: 

and 

Rem = p Um Db. 
1" 

f m :: 
.8 Oh 

L - 2 
2 P Um 

ln Eqs. (2-45) and (2-46), Um is based on the nominal cross-

(2-45) 

(2-46) 

sectional flow area of a periodic module and Oh is a nominal hydraulic 

diameter: 



( 

61 

Um - --L 
- 2pbH (2-47) 

and 

Oh= 
4bH 

2H + 2b (2-48) 

The time-averaged forms of the governing equations for turbulent 

periodic fully developed flow, Eqs. (2-21) to (2-24), have been pre-

sented in the context of statistically steady turbulent flows. Investi-

gations concerned mainly with the laminar and transitional flow regimes 

have shown, however, that vortex shedding may occur for certain combina-

tions of Reynolds number and plate-thickness parameter [27,29-31,108]. 

If this vortex shedding phenomena is considered, a nondimensional analy-

sis of turbulent flow in interrupted-plate rectangular ducts would yield 

an additional dimensionless parameter. This parameter, the Strouhal 

number, could be defined as [108]: 

St = 2tw 

Um 

where w is the frequency of vortex shedding. 

2.7 CLOSING REMARKS 

(2-49) 

ln this chapter, the governing equations, the appropriate boundary 

conditions, and the independent dimensionless parameters that character-

ize the flows investigated in this thesis have been presented. Atten-

tion has been focussed on the three-dimensional mathematical description 

of these flows. To mode 1 the Reynolds stresses, therebyachieving 
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closure of the time-averaged governing equations, a suitable version of 

the k-f mode 1 of turbulence is used. Details of the various k-f models 

are discussed in Chapter III. 
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CHAP'l'ER III 

-( TWO-EQUATION (k-t) MODELS OF TURBULENCE 

Turbulent flows of the types investigated in this thesis can be 

moaelled mathe~atical Iy using the time-averaged form of the Navier-

Stokes and continuity equations, given by Eas. (2-6) and (2-7). To 

achieve closure of this set of equations, the Reynolds stress telms, 

-pU,Uj appearing in the momentum equations, Eq. (2-6), need to be 

approximated or model led. In this research, an eddy-viscosity based 

two-equation k-t model of turbulence has been used to mode 1 Reynolds 

stresses. The reasons for the selection of this particular form of tur-

bulence model and a discussion of other turbulence models were presented 

in the literature survey of Section 1.2.2. 

The purpose of this chapter is to present and discuss the modelled 

forms of the flow governing equations presented in Chapter Il, and ta 

then present these model led equations in the conte~t of the flows con-

sidered in the numerical investigation of this thesis. 

3.1 MODELLED FORMS OF THE FLOW EQUATIONS 

The Reynolds stresses in Eq. (2-6) are mode~ led using the Boussinesq 

eddy-viscosity concept in which it is assumed, in analogy to the rela-

tions for VISCOUS stresses in laminar flow, that the Reynolds stress 

tensor 15 proportional to the mean-flow r8te of strain tensor. The 

expression used to mode 1 the Reynold5 stresses is given as [75]: 

(3·1) 

-
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where IJr is a turbulent. or eddy. viscosi ty and Dij is the Kronecker 

delta which has a value of one wh~n 1 = j and a value of zero other-

wise. k. the time-mean kinetic energy of the turbulence veloeity flue-

tuations. is defined as [37-40,15]: 

k = L u:u:-2 1 1 (3-2) 

The eddy viseosity. IJt. is not a fluid property. unlike the molecular 

viscosity, p, rather it depends on the state of the turbulence and may 

vary signifieantly throughout the flow field. For this reason. a turbu-

lenee model is requi red to calculate the turbulenl viscosi ty field. In 

this research. a low-Reynolds-number version of the k-l model of turbu-

lence was used. and it is diseussed in Section 3.4. The last term in 

Eq. (3-1) is included ta ensure that the sum of the normal Reynolds 

stresses wi 1 1 be equal ta twice the turbulence kinetic energy. Without 

t"'is term, the sum of the normal stresses, calculated from Eq. (3-1), 

would be zero, taking into aceount the mean-flow continuity equation. 

Us i ng Eq. (3 - 1) and t he con t i nu i t Y equa t ion. Eq. (2 - 7), the gene rai 

form of the time-mean governing momentum equations, Eq. (2-6), can be 

written as: 

p (u· aUi ) J8xj 
ap + a 8Ui 8Uj 
Fxi ~ru (8xj + 8xT)} 

where the diffusion coefficient, ru' is given IiIS: 

ru = p + IJt 

(3-3) 

(3-4) 

The last term of Eq. (3-1) has been absorbed in the pressure gradient 
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term of Eq. (3-3). Like pressure, the (2/3 k) term in Eq. (3-1) is 

a scalar quantity and can be thought of as being a pressure component. 

It is convnon practice, therefore, to model this term in combination with 

the static pressure term, P, appearing in Eq. (2-6). Thus, the pressure 

term in Eq. (~-3) actually represents the term (P + 2/3 k) [75]. To 

achieve closure of Eq. (3-3), the distribution of the isotropie eddy­

viscosity field needs only to be determined. 

Based on dimensional considerations, it is postulated that ~t is 

proport ional ta a vploci ty scale, Ut' and a length scale, ' t , both of 

which are charactaristic of the large-scale turbulent motion [75]. 

Thus: 

(3-5) 

The relationship in Eq. (3-5) is obtained by assuming an analogy wi th 

the mo 1 ecu 1 ar mot i on wh i ch 1 eads to 2 dynam i c viscos i ty propor t i ona 1 to 

an average velocity and the mean free path of the fluid molecu'es [75]. 

The eddy viscosity should depend on the local state of the turbu'ence 

and the mean flow [75,111]. However, the relationship given in Eq. 

(3-5) assumes that JJ.t is a scalar quantity related ta the local flow in 

general terms through velocity and length scales that are characteristic 

of t~e large-scale turbulence. This assumption of isotropy has been 

pointed out as one of the deficiencles of the eddy-viscosity concept as 

put forth in Eq. (3-5). A more detai led discussion of these ideas is 

presented in [75,111]. The success of using the relationship given in 

Eq. (3-5) depends critical Iy on the accuracy of approximations for Ut 

and 't. 
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Using a two-equation k-f mode 1 of turbulence, the distributions of 

both Ut and It , and their relationship to ~t' can be approximated wei 1 

enough to give acceptable results for man y types of one- and two-

dimensional turbulent flow calculations [75,77]. In this model, the 

square root of the mean turbulence kinetic energy is assumed to be rep-

resentative of the characteristic turbulence velocity scale, Ut' and the 

length scale is represented indirectly by the turbulence energy dissipa-

tion rate, f [75]. These relationships can be expressed as: 

Ut Q k 1/2 (3-6) 

(3-7) 

Dissipation affects the length scale indirectly by destroying the 

smal I-scale turbulence eddies thus effectively increasing the overa\ 1 

eddy size [75]. Whl le dissipation is a viscous process that occu rc at 

the smallest scales of turbulence, the rate of dissipation, (, is also 

determined by the large-scale motion, as it is this motion that deter-

mines the rate at which energy from the mean f low is fed Into the turbu-

lent motion. It is from this energy only that the final small-scale 

motion can receive the energy that it dissipates [75]. When Eqs. (3-6) 

and (3-7) are used in Eq. (3-5), the following expression for the eddy 

viscosity is obtalned: 

(3-8) 

The value of the proportional ity constant, Cw is given in Table 1, and 

fc~ can be cal led a viscous damping function which, for purposes of the 

discussion in the fol lowing section, takes on a value of unity. More 
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will be said about these quantities in fol lowing sections where the mod-

elled form of the k and E equations are discussed. 

3.2 DIFFERENTIAL TRANSPORT EQUATIONS FOR k AND E 

ln this section, the differential transport equations for k and f 

are presented and discussed. Appropriate mode 1 led forms of these 9qua-

tions are discussed in Section 3.3. 

The governing differential equation for k can be obtained by: 

(i) multiplying Eq. (2-6) by Ui to obtain the equation for the kinetic 

energy of the mean f low; (i i) mul t iplying the Navier-Stokes equat ions, 

-Eq. (2-1), by Ui and time averaging ail terms; and (iii) subtracting 

the resulting equation in (i) trom the equation obtained :n (ii). Sub-

stitutingEq. (3-2) into the resulting equation of (iii) yields, for a 

statistically steady flow, [37,38]: 

ak 
pUj8xj = 

( 1 ) 

a 1 a au· au· 
8xj (Uj (p + ii'Ui Ui » + l-'ax

j 
(Ul (ax; + axt> 

(II) ( 1 1 1 ) 

-- aui au! aUj )aUi 
-PUiUj~ - ~(~ + HXi~ 

(IV) (V) 

(3-9) 

InEq. (3-9), (1) represents the change in themeankineticenergy 

of turbulence, per unit of volume and of time, due to the convective 

transport by the mean mot ion. This is equal to: (II) the work done by 

the total pressure of the turbulence per unit volume and time, plus 

(III) thework done by the viscous shear stresses of the turbulent 

motion per unit volume and time, plus the deformation-work terms, (IV) 
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and (V), which are also per unit volume and time. Term (IV) represents 

the work of deformation of the mean motion by the turbulence stresses. 

This term also appears, with the opposite sign, in the equation for the 

kinetic energy of the mean motion. In Eq. (3-9), when if. i, term (IV) 

is often positive indicating that the work of deformation of the mean 

motion by the turbulence shear stresses usual Iy serves to increase the 

me an turbulence energy at the expense of the mean f low energy. This 

term is, therefore, commonly referred to as the turbulence production 

term, Pt [37,38]: 

(3-10) 

Term (V) in Eq. (3-9) represents the work of deformat ion on the tur-

bulent strain rate performed by the viscous stresses of the turbulent 

motion and is always negative, thus indicating a loss of mean turbulent 

kinetic energy. This term represents the VISCOUS dissipation by the 

turbulent motion, l, which is defined as [37,38]: 

(3-11) 

The transport equation for l can also be obtained through appropri-

ate manipulations of the Navier-Stokes equations. Sy subtracting Eq. 

(2-6) trem Eq. (2-1), then differentiating the result with respect to 

X
q

, multiplying by au,laxq , and time averaging this resulting equation, 

the fol lo~ing equation can be obtained: 



u a {1 (aUi ) 2 } 
P jaxj 7: axq 

( 1 ) 

= aUi a
2
p - axq "7O'ax":'q-"a"""X-, 

( 1 1 ) ( 1 1 1 ) ( 1 V) 

2 
au!' au,' au J, BU J' au,' au!' aU,' (a aUt ) 

-p -p +~ axj axq axq axq Txq axj 'C1Xq axr Txq 
(V) ( VI) ( VII ) 

If it is assumed that local isotropy prevails, then Eq. (3-11) 

reduces ta: 
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(; = (3-13) 

1 t can be seen that if Eq. (3-13) were subst i tuted into Eq. (3-12) then 

(; would be the dependent variable of (3-12). Other than the convection 

term (1) and the dissipation term (VII), the exact meanings of the terms 

in Eq. (3-12) are unclear and many complex correlations appear for which 

fairly arbitrary model assumptions must be made ta make the equation 

tractable. 

1 t should be noted here that an assumpt ion of local isotropy is 

necessary in order ta obtain a transport equat ion for f from Eq. (3-12), 

and any future reference ta fin this thesis will imply th~ form defined 

by Eq. (3-13) unless otherwise stated. Detai Is of the modelled forms of 

the Eqs. (3-9) and (3-12) are given in the next section. 
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3.3 MODELLED FORMS OF THE k AND f EQUATIONS 

As discussed in Section 3.2, differential transport equations for k 

and f, Eqs. (3-9) and (3-12), can be derived trom tr.e Navier-Stokes 

equations. Several unknown correlations appear in bath these equations, 

so model assumptions must be introduced in order to obtain a closed set 

of equations. From the discussion in Chapter l, it is evident that 

there are man y versions of the k-f turbulence model that can be used in 

the numerical calculation of wall bounded shear tlows. Ail these ver-

sions are variations of a standard k-! model [40,76,90]. In this sec-

tian, the model led forms of the standard k and f equations will be pre-

sented in general forms that can be easi Iy special ized to the forms 

appropriate for the various k-f models. 

The turbulence kinetic energy equaticn, Eq. (3-9), can be modelled 

as [40]: 

(3-14) 

where 

rk = IJ + IJt 
Ut 

(3-15) 

Pk = IJt 
(au 1 + 
axj 

8Uj )8U 1 

Fxi 8xj 
(3-16) 

and 

Dk = P f (3-17) 

The accompanying model led form of the f equation, obtained from 

L 
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Eq. (3-12), can be given as [40]: 

( 
(3-18) 

where 

r f = p + I-'t 
eTf 

(3-19) 

Pf f C 1 ( C, f 
( 

= - Pk k 
(3-20) 

and 

Of fcz f Cz ( 
(z 

= p k 
(3-21) 

It is the f and E terms in Eqs. (3-14) to (3-21) that can be changed to 

produce di fferent versions of the k-( mode 1 . These terms take on the 

following values in the standard form of the k-f model [80,89,90]: 

fcl-' = fC1f = fcZ( = 1.0 (3-22) 

(3-23) 

The discussion in the remainder of this section wi Il focus on the 

description of the standard form of the k and ( model equations. Fur-

ther discussion concerning the E and f terms in Eqs. (3-14) to (3-21) 

wi 1 1 be presented in the next section. 

The r, P, and D, terms in Eqs. (3-14) to (3-:21) represent the 

diffusion coefficient, the production term, and the rate of dissipation 

term, respectively, of either k or f as denoted by their subscript. In 

Eqs. (3-15) and (3-19). the u term is an empirical turbulent Prandtl or 
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Schmidt numb~r that relates the eddy viscosity, ~t' to the respective k 

and € equation diffusion coefficients, rk and r f • The constant C and u 

terms will be discus;ed in greater detai 1 sfter a brief exp~anstlon of 

how the standard form of the model equations were obtained from Eqs. 

(3-9) and (3 12). 

The standard model'ed forms of the k and € equations have been 

derived for high-Reynolds-number flows [39,40,75,76,90]. In such flows, 

the local Reynolds number of turbulence, Ret' is general ly high through-

out most of the flow field. A high value of Ret indicates that, corn-

pared to the Reynolds stresses and the effects of the turbulence motion 

on the structure of the mean flow, the viscous stresses and the direct 

viscous effects on the overal 1 flow structure are negllgible [111]. The 

turbulence Reynolds number, Ret' is defined as [80,89,90]: 

(3-24) 

Because of the aforementioned characteristics of high-Reynolds-num-

ber flow5, the work do ne by the Vi5COUS 5hear stresses of the turbulent 

motion, term (III) ln Eq. (3-9) for k, is negl,gible and is therefore 

not model'ed in Eq. (3-14). The major assumptlon used ta obtain Eq. 

(3-14) is that the diffusion flux of k, or the work done by the total 

dynamic pressure of the turbulence, term (II) in Eq. (3-9), can be 

assumed propor t i ana 1 to the grad i ent of k such tha t: 

(3-25) 

Bradshaw [40] points out that since the UjP term cannat be measured 



directly. the relationship expressed in Eq. (3-25) cannot be tested 

independently and may be questionable. Despite this. the relationshlp 

expressed in Eq. (3-25) performs adequately, as witnessed by the rela­

tive success of the k-l model in providing acceptable predictions for 

many types of flows [75-77]. 
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The production term Pk' E~. (3-16), Is the modelled form of Pt' Eq. 

(3-10), obtained by using EQ. (3-1). The dissipation term Ok' Eq. 

(3-17), is simply (pt) in which, for modelling purposes, l is defined by 

Eq. (3-13). 

To make the equation for the rate of dissipation of the mean turbu­

lence energy, l. tractable. many "drastic" model assumptions naad to be 

employed [75]. The differential conservation equation given by Eq. 

(3-12) can be regarded as an equation for f if local isotropy prevails, 

85 it generally does for high-Reynolds-number f:ows [38,1111. The reason 

for this is explained in the fol lowing paragraphs. 

It can be shown. by dimensional and order of magnitude consider­

ations, that as a turbulence Reynolds number, Ret for example, increases 

50 does the difference between the smal I-scale and large-scale turbulent 

motion in terms of characteristic time, velocity, and length scales 

[38]. The strain rate of the mean flow tends to cause the turbulent 

motion to be oriented in the same direction as the mean flow. This is 

particularly true in the case of the large-scale turbulent eddies which 

h~ve time, velocity, and length scales similar to those of the mean 

flow: The large-scale turbulent eddies exhibit a steady anisotropy 

[38J. When the local turbulence Reynolds number of the f low is large. 

ft r 

, 



3 J _=wU 

74 

the sm31 I-scale eddies are characterized by small time scales and large 

fluctuating, or turbulent, str~in rates compared to the motion of the 

large-scale turbulence and the mean flow. Because of these relatively 

short time scales and the random fluctuating nature of this small-scale 

turbulence motion, the time that small-scale turbulent eddies remain 

al igned with the strain rate imposed by the larger-scale motion is rela-

tively short: The smal I-scale motion tends to quickly return to an iso-

tropic state. Wi th respect to the rest of the f low, the small-scale 

turbulent motion is in a statistical Iy ;sotropie state commonly referred 

to as local isotropy [38,111]. The point where the motion can start to 

be considered as "small scale" and in a state of local isotropy depends 

on the f low field i tsel f, however, i t does Inelude the smallest turbu-

lent scales where most 01 the dissipation of the mean turbulence kinetic 

energy occurs, the so-called Kolmogorov microscales [38]. 

The assumption of local isotropyof the small-scale turbulence 

motion is only val id if the IOCdl value of Ret IS large enough such that 

there exists a noticeable dl fference in the tlme, length, and velocity 

scales of the large- and smal I-scale turbulence motion. Tennekes and 

Lumley [38] have est imated that an Ret in the order of at least 100 is 

requ i red. Local isotropy can be assumed to prevai 1 for high-Reynolds-

number flows, since Ret in such flows is general Iy large throughout most 

o f the f 1 ow fie 1 d . 

The expression for E given by Eq. (3-11) can be recast in the fol-

lowing form: 

l = I!. 2s 1 j SI J 
P 

(3-26) 
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where lij is the strain rate of the fluctuating turbulence velocltles 

and is given as: 

= 1 (au i + au j ) 
~ 8xj ërxï (3-27) 

ln regions of a flow where local isotropy prevai Is, it can be shown 

that the mean of the square of the fluctuating strain rate can be 

approximated by the mean of the square of the vorticity fluctuations 

[38] such that: 

(3-28) 

Substitution of Eq. (3-28) into (3-26) yields the expression given by 

Eq. (3-13) for l that can be used wh en the assumption of local isotropy 

of the turbulence motion is val id. 

Since the amount of dissipation that oecurs at larger scales, where 

statistical isotropy does not prevail, is insignifieant eompared to that 

oeeurring at the smal 1er scales where the turbulence is statistieal Iy 

isotropie, it is val id ta assume that l can be represented by Eq. 

(3-13), wh en deriving the model form of the f equation for the case of 

high-Reynolds·number flows. Ta obtain Eo. (3-18) tram Eq. (3-12), the 

recommendat ions given by Bradshaw [40] are used: terms Il, III, and IV Tl 

Eq. (3-12) have been comb'ned and model led as a gradient diffusion term, 

appearing on the immediate left of the equal sign in Eq. (3-18); terms V 

and VI have been comblned ta represent production of l, Pf; termVIII 

has been neglected; and the convection and dissipation terms are 
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obtalned frem terms 1 and VII respectively, of Eq. (3-12). 

The k and f equations, Eqs. (3-14) and (3-18), and the expressions 

for the terms appearing in these two equatiom;, Eqs. (3-15) to (3-17) 

and (3-î9) to (3-21), along w! th the modelled forms of the mementum, 

continuity, and eddy viscosity equations Qiven by Eqs. (3-3), (2-7), and 

(3-8), respectivelv, form a set of equations that can be solved numer­

ically when the values of the constant terms are specified and the 

appropriate boundary conditions for Ui , k, a~d tare given. 

ln the expressions given by Eqs. (3-8). (3-15). (3-19) to (3-21), 

the following empirical constants appear: C
JJ 

in Eq. (3-8); O'k and O't in 

Eqs. (3-15) and (3-19); and e'E and CZf in Eqs. (3-20) and (3-21). 

respectively. Values of these constants have baen determined for the 

standard form of the k-E model [75.89.90.112]. The values of O'k and O't 

are assumed ta be close ta one and final values have been obtained by 

computer optimization [75.89.90,112]. Using Eqs. (3-14) and (3-18). the 

value of CJJ if, ':letermined tram measurements of puv and k in equi 1 ibrium 

shear layeis, and the value of, CZE is obtained trom the measured rate 

of decay of k behind a grid [75,89]. With the values of CZE ' 0'(' Cw 
and the resulting form of Eq. (3-18) for the near-wall flo'N reglan where 

local equi 1 ibrium exists. an expression for the value of C'E is 

obtaineo. It should be noted that rate of change of E is particularly 

sensitive to the difference ln the va:ues of C,c and C2E [81]. Due to 

slightly difftrent approaches by dlfferent modelers. thera are oHen 

slightly dlfferent values of these con~tants lJsed. althougt" as pC'inted 

out by HanJallc [81] • the experimental f:vldence indicates that CZf 

should always have a value less than 2 and equal to or greater than 1.A. 
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ln this thesis, the particular values used for these constants, 10r ail 

versions of the k-f mode 1 , are' those recommended by Launder and $paldlng 

[112J ann are given in Table 1. 

ln the case of wall bounded shear flows, at the solld wall boundary 

the no-si ip condition prevai Is, implying that ail mean and fluctuating 

velocities, hence k, have values of zero. However, f has a finlte value 

that requires calculation. Nevertheless, if possible, It Is desirable 

ta avoid use of the standard k-( mode 1 in this near-wall region. In 

high-Reynolds-number flows, the effect of dynamic viscosity on the 

flow field is negl igible except in a small region of the flow adjacent 

ta wall boundar ies: the viscous sublayer and so-called buffer layer. In 

thls region, the direct effects of viscosity become progressively 

larger, compared to the turbulence, as the wall is approached. In the 

viscous sublayer, the viscous effects are 50 dominant that the turbu­

lence is unable to sustain itself [38]. The assumption of high turbu­

lence Reynolds number and the corresponding local isotropy used in the 

derivation of the k and E mode 1 equations is not val id in this region, 

thus making the standard form of the mode 1 equations inappropriate here. 

ln addi tian, if the equat ions are solved ail the way ta the wall, the 

very steep gradients of turbulence propert ies tha\ prevai 1 ln the vls­

cous sublayer, in a di rect ion normal to the wall boundary, requi re that 

a large number of grid points be placed in this region, which in turn 

increase computational costs. For many high-Reynolds-number wall bounded 

shear flows, Integration of the model equations through the viscous sub­

layer and the buffer layer can be avoided by using existing empirical 

correlations, often referred ta as universal wall functions [90], that 

relate surface boundary conditions ta points in the fluid outside the 
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viscous sublayer and the buffer layer. 

The near-wall region of wall bounded turbulent shear flows consists 

of a vlseous sublayer where the effects of viscous stresses domlnate; a 

buffer layer where both the viscous and turbulent stresses are impor-

tant; and an inertial sublayer where the effects of viseosity can be 

neglected and the mean flow valocity follows a logarithmie profile. The 

veloclty in this so·called logar 1 thmlc region of wall bounded shear 

f lows can be expressed as (75]: 

~ - 1. 1 n (y+ B) 
Ur - It 

where Uw is the resultant velocity parallel to the wall. The von 

( 3-29) 

Karman constant, It, and the roughness parameter, B, are empirically 

determined constants. Their values and resul tant friction veloelty, Ur' 

and the dimensionless normal distance from the wall, y+, are given as 

[75] : 

Ur 
1"w 1/2 

= (-) 
P 

( 3-30) 

y+ = P Ur Y 

'" 
(3-31) 

1( = 0.41 (3-32) 

B = 9.0 (for smooth walls) (3-33) 

Equation (3-29) is derived for the y+ region where the large-scale 

turbulence motion is proportional to the normal distance, y, from 

the wall, the mean-flow veloei ty component normal to the wall is consld-

ered to be negligible compared to that parallel to it, and the effective 
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shear stress Is essentially constant and equal ta the wall shear stress, 

1'W' Therefore, to be sufficiently accurate, the equatlon should be used 

at locations where 30~y+$100 [75]. In this reglon. the Uw veloclty 

profi le is given by Eq. (3-29) for flows with a strongly adverse pres-

sure gradient to f lows involving a strongly favourable pressure gra-

dient, but it is not appl icable to separated flows [36]. For the afore-

mentioned y+ range, the flow can also be considered ta be in local 

equi 1 ibrium, in that the net convective and dlffusive transport of tur-

bulence quantities, such as k, are negl igible. This impl les frem Eq. 

(3 - 14) and ( 3 - 17 ) t ha t : 

(3-34) 

These assump t ions, al ong w i th Eqs. (3-29) and (3-8), 1 ead ta the fa 1-

lowing expressions for k and fat points located in the above-mentioned 

y+ region [75]: 

k = ---1/2 
cp 

U 3 
f =~ 

/t Y 

(3-35) 

(3-36) 

The y+ range for which these boundary equat ions are appl icable cor-

responds to a turbulence Reynolds number range of 145$Re t $455. The nor-

mal distance, y, from a wall ta the corresponding boundary grid point 

where Eqs. (3-29), (3-35), and (3-36) are appl ied, should be a small 

fract ion of the total extent of the flow domain in the y-coordinate 

di rection. 
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3.4 LOW-REYNOLDS-NUKBER VERSIONS OP THB k-€ MODBL 

ln the high-Reynolds-number, or standard, k-E mode 1 , universal wall 

functions are used to relate wall surface boundary conditions to grld 

points located in the 30 ~ y.~ 100 region of the flow, thus removing 

the need to solve the mode 1 led equations through the viscous sublayer 

and the buffer layer, located adjacent to a wall surface. This practice 

is acceptable if the Reynolds number of the flow is sufficiently hlgh sa 

as ta make the viscous effects on the overal 1 flow field unimportant, 

and if, of course, it has been establ ished that the universal wall func-

tions provide an adequate means of 1 inking conditions at grid points 

outside the viscous flow region to conditions at the wall surface. The 

near-wall velocity profiles of unsteady or separated turbulent flows are 

poorly predicted by Eq. (3-29) [36J, and thus the use of universal wall 

functions is inappropriate for such flows. In high-Reynolds-number 

flows, the flow region y. < 30 typical Iy oecupies 2 percent [36] or 

less of the flow field. In low-Reynolds-number flows, however, this 

same y. region may occupy as mu ch as 30 to 40 percent, or even more, 

of the flow field, and thus negleeting its effect, hence the effeet of 

viseosity, on overal 1 flow field caleulations may lead to signifieant 

errors in the final flow solution. 

As discussed in Section 1.2.2, many of the alternate versions of the 

k-€ turbulence models attempt to deal with the above-mentioned problems 

by proposing and solving appropriate model equations through the 

but fer layer and the viscous sublayer regions of wall bounded shear 

flows, thereby removing the need for using wall functions. This 

requires some extensions of the standard k-f mode 1 equations. In the 

l 
J 
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more advanced forms of the k-f mode 1 , these extensions incorporate 

either a wall damping effect or the direct effect of dynamic viscosity, 

or both, on the empiricai constants and on certain functions in the tur­

bulence mode 1 equations [90]. 

The direct effect of dynamic viscosity has already been incorporated 

into the diffusion coefficients, r's, appearing in Eqs. (3-3), (3-14), 

and (3-18) and def ined by Eqs. (3-4), (3- 1 5), and (3-19). 1 t shou!d be 

noted that the affect of dynamic viscosi ty, IJ, is often not included in 

the r terms of the high-Reynoids-number model equations as it is negli­

gible compared to I-'t. Because i t is negi igible for high Reynolds num­

bers, however, the inclusion of IJ in the r terms does not effectively 

change the performance of the model equations . Therefore, in this the­

sis, IJ is kept in the r's of the standard form of the k-t: model equa­

tions so as to keep them as general as possible. In the immediate 

vieini ty of a wai l, the di rect viscous effects begin to dominate over 

the turbulent stresses, hence the effect of the eddy viscosity in this 

region becomes insignificant, compared to those of the viscous stresses, 

as the wall is approached. In addi tion, certain terms in the k and f 

equations must also be made sensitive to the effects of dynamic viseo­

sity in such viscous dominated flow regions. Il is the differences in 

the mode 1 ling of IJt' and the k and f equations, in these regions that 

give rise to the man y versions of the 50-cal led low-Reynolds-number or 

near-wall k-f model discussed in Chapter 1. 

ln low-Reynolds-number k-( models, the so-called wall damping effect 

imposed on the turbulence in the viscous dominated flow ragions is 

accounted for by the f and E terms appearing in Eqs. (3-8) and (3-14) ta 



82 

(3-21). The expressions for these terms vary from model ta model. and 

most of them have beer! basad rargely on numerical experiments and com­

p~risons between calculated and experimental global parameters: There is 

still a lack of rel iable turbulence data for flow at low turbulence 

Reynolds numbers such as those found in the Immediate vicinlty of a wall 

[90] . 

As discussed in Chapter l, Patel et al. [90] did a systeMatic evalu­

ation of aight low-Reynolds-number two-equation turbulence models and 

found that k-f model versions propo~ed by Launder and Sharma [91], Chien 

[92], and Lam and Bremhorst [93], gave acceptable performances. These 

three models and the original form of the low-Reynolds-number k-f model 

presented by Jones and Launder [80,89] are examined here. 

The Launder and Sharma [91] model is a revised version of the origi­

na! Jones and launder [80.89] model. A reoptimizat ion of mode 1 coeffi­

cients was done in [91] which led ta the coefficient values given in 

Table 1. These differ slightly from those used in the original mode 1 

version of Jones and Launder [80,89]. The values in Table 1 are 

widely used, and these are the values used in the Jones and Launder k-f 

model [80,89] used in this thesis. The only difference, then, ln the 

Jones and Launder [80.89] and the Launder and Sharma [91] k-f models 

IJsed here is the form of the viscous damping functlon fcp' The perfor-

"nce of bath these models, in the context of fully developed and spa­

!'ally fully developed turbulent flows, is examined in this thesis. 

ln the rem8inder of this section, the four low-Reynolds-number k-f 

models, mentioned above, are presented sa as ta set the basis for the 
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discussion in the following chapters. A more detai lad discuss'ion of 

these mOdels, as they relate to the speciflc numerical investH~atlon 

undertaken in this work, is presented in Chapter V. 

The functional forms of the terms fCI-" f e1f , fezE ' 1\, and E(, 

appearing in Eqs. (3-8) and (3-14) ta (3-21), for the various low-

Reynolds-number k-f models consid~red are given in Table 2. Since the 

expression used for E~ depends on the wall boundary condition speclfled 

for f, this f boundary condition is also given in the table. As indi-

cated in Table 2, the Jones and Launder; Launder and Sharma; Chien; and 

Lam and Bremhorst k-E model versions will be denoted as JL, LS. CH, and 

LB, respectively. 

The purpose of the fcl-' function in the eddy-viscosity relation, Eq. 

(3-8), is to mode 1 the direct effect of the dynamic viscosity on the 

turbulent stresses. It is thus correlated as a function of a turbulence 

Reynolds number, Ret. Rey, or the nondimensional wall distance y •. The 

terms Ret and y. are defined by Eqs. (3-24) and (3-~11), respectively. 

The expression for Rey is given as [90): 

Rey (3-37) 

From Table 2, it is seen that fCIJ is correlated as an exponential 

function of Ret for the JL and LS models; y. for lhe CH mode 1 ; and Rey 

for the LB model. Launder points out that the near-wall turbulent shear 

stress is also reduced by the fluetuating pressure field [112]. however. 

this process is ta a tirst approximation independent of dynamic visea-

sity and cannot be correlated in the same fashion as the viscous 

-
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effects. Nevertheless, thf:i f c #-, function is used to approximate the com­

bined effects ai cyndmic viscosity and the pressure fluctuations [90]. 

The behaviour of this functlon should be su ch that in regions where the 

effect of dynamic viscosi ty is noticeable, the value of f c #-, becomes 

smaller, tendlng to ,ero as a wall boundary is reached. On the other 

hand, in the fui Iy turbulent flow region, where dynamic viscosity can 

be neglected, f CJJ should become unlty. Patel et al. [90] indicate that, 

based on experimental data, f c #-, can be expected to increase in an almost 

1 inear fashion, trom close to zero at a wall ta about 0.8 at y+~50, 

after which it is expected to asymptote to a maximum value near unit y in 

the fully turbulent region. As it turns out, none of the models com-

pletely simulates this "experimental" fCJJ behaviour: The JL and LS mod-

els give fCJJ values that rise too rapidly in the viscous region, 

although they predict the fui Iy turbulent behaviour adequately, and the 

CH and LB model fCIJ's rise too slm'dy outside the viscous region thus 

underpredictlng the values for fCIJ in the fully turbulent region. The 

CH model also underpredlcts f c #-, in the \lÏscous region but the LB model 

approxlmates the expected fCJJ behaviour weil in this region where 

y+ < 40 [90 J. 

Low-Reynolds-number efiects are incorporated into the rate of dissi­

pation term in the! equation, Dl' by maans of the f C2l term. This term 

is chosen 50 that the resultlng calculated model values wi Il agrea with 

experlmental measurements for the case of the decay of grid turbulence 

in high-Reynolds-number and low-Reynold~-number flows [80,89,92]. Ail 

the formulas for f C2 (' presented in Table 2. reach their asymptotic val-

ues of unlly at Ret values less than 15, indicating that the effect of 

this function can be considered as being 1 iml ted to the viscous sublayer 
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region [90]. In ail the 10w-Reynolds-nlJmber models considered here, 

f ezE is mode!led as an exponential function, asymptoting to one as Ret 

becomes large. 

ln the LB k-l mode 1 , the fc, l term appear :ng ln the l equat ion pro­

duction term, Pf , takes on a functional form that depends on the value 

of fcp in the manner expressed in Table 2. This is done in arder to 

increase the predicted dissipation rate in the near-wall ragion, thus 

causing the predicted turbulence level to be reduced in this ragion. 

The result should be a predicted k distribution in the near-wall region 

that gives better agreement with experiment. In the JL, LS, and CH k-( 

models, fC1f is left as unit y but additional terms are added to the k 

and E equations to give the proper distribution of k close ta a wall. 

The LB version of the k-l model sets the boundary value of l to the 

value that is obtained when Eq. (3-14), for k, is appl led at the wall. 

ln this case, the second derlvative of k with respect to the normal dis­

tance y at the wall is calculated by performing a Taylor series expan­

sion of k near the '#13:; i93j. By using this treatment for speci fying i 

at the wall boundary, and by incorporating a functional form for 'Hi 

that serves to correct the near-wall k distribution, no additional terms 

are required in the LB model equations, and thus the values of Et and EE 

are zero. 

ln the case of the JL, LS, and CH k-E models, the value of ( at the 

wall boundary is set to zero [89,91,92]. This practice is computatlon­

al Iy more convenient than calculating the wall boundary value of (, as 

is done in the LB model. In sett.ng ( at the wall to zero, however, i t 

is necessary ta add an additional term ta the k equatlon. ThiS term 
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represents the actual fini te value of f at the wall and i t Is needed to 

balance the molecular diffusidn term ln Eq. (3-14), which is not zero at 

the wall [80,89,92]. The Ek term, appearing in the k equatlon of the 

JL, LS, and CH k-f models, serves this purpose. The values of Ek should 

take on sionii~cant values near the wall and become negl igible, compared 

to Dk (= pl) values, in the fully turbulent or logarithmic regions [90]. 

The Et term used in the CH k-l Mode 1 is introduced in order to yleld 

a quadrat Ic growth of f wi th distance from the wall, ln the near-wall 

region. Chien has presented érguments based on Taylor series expansion 

of the f equatlon near the wall and length scale assurnptions that indi­

cate that the ( should vary as y2 close ta the wall [92]. The E( term 

in the JL and LS k-( models is added 50 that the distribut ion of k in 

the regions near a wall would be in reasonable accord with experimental 

measurements [80,89]. This term becomes negl igible in the viscous sub­

layer and decreases as l' in the lagarithmic region, with the maximum 

value occurrlng in the bufter layer [90]. The result is an increase in 

the dissipat ion rate of the turbulence energy in this regian, thereby 

reducing the peak values of k and giving better agreement with exper­

iment. 

Different approaches by modelers have led ta different expressions 

for the f and E terms in Eqs. (3-8) and (3-14) to (3-21). In the case 

of the CH k-l mode 1 , two of the model constants are also di fferent from 

those that are general'y used and presented in Table 1: C~l and C2f 

are glven values Of 1.35 and La, respectively, by Chien [92]. 
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3.5 OTBER NEAR-WALL VERSXONS OP TBE k-( MODBL 

An alternative to the low-Reynolds-number k-( models discussed in 

the preceding section is near-wal 1 models that can be used with the 

standard k-t model of turbulence to al low calculation of the naar-wall 
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f low region. Rather than mode 1 the governing equations through thls 

region, which requires many grid points to ensure proper resolution of 

the flow field, semi-empirical and empirical profile distributions are 

use to calculate the flow field close to the wall. For complex flows, 

this may al low mOie detalled and accurate mode 1 ling than can be achieved 

by using the standard wall function approach of the high-Reynolds-number 

k-f model. There are, however, obvious limitations that may arise in 

flows for which correlations are not weil establ ished, such as unsteady 

or separated flows. 

Such modeis were discussed briefly in Chapter 1. The models by 

Chieng and Launder [98] and Amano [99] attempt to model the near-wall 

shear stress, veloei ty, k, and { profl les aecurately by eonsidering sep­

arate near-wall regions: a viscous sublayet, a logarithmic layer, and in 

the case of Amano's three layer mode 1 , a but fer layer as weil. Whi le 

profile assumptions are used in the viscous sublayer and bufter regions, 

universal wall functlons are still used to model the logarithmic region. 

One of the advantages of the low-Reynolds-number k-f model equations, 

namely the abillty to use the equations in flows where wall functions 

are not weil establlshed, is not present with these particular models 

[98,99]. Nallasamy [76) has pointed out that the flow predictions 

obtained using these near-wall models are not noticeably di fferent form 

those of the standard k-{ model. For these reasons, the aforement ioned 

----------------- --~.-
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near-wall models were not given further consideration for use in the 

numerlcal investigation perforllled in this research. 

Chen and Patel (101) have developed a more detai led form of near-

wall turbulence model based on the high-Reynoids-nUll'ber k-f model. In 

their "two-Iayer" mode 1 , only ihe momentum and k equations are solved 

ail the way to the wall, as they are in low-Reynolds-number models. How-

ever, in the viscous sublayer, the buffer layer and part of the 

logarithmic layer, values of ~t and lare determlned uslng length-scale 

relat ions. In the remaining reglon of the flow, the standard k-f mode 1 

equat ions are solved. The relat ions for ~t and l ln the near-wall 

region are given as [101}: 

l : (3-38) 

(3-39) 

The vlscous damping effects that are experienced in the near-wall reglon 

are provided by the dependence of the length scales, Il and I~, on the 

turbulence Reynolds number Rey. defined by Eq. (3-37). These length 

scales are given as [101): 

If: Cl y {1 - exp(- Rey)} 
Al 

1 ~ : Cl y {1 - exp (_ Rey)} 
AJ1 

where 

(3-40) 

(3-41) 

(3-42) 

(3-43) 
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A~ = 70 (3-44) 

The basis for the choice of thesQ various parameters is dlscussed ln 

[101] and will not be repe~ted here. 

Patel an~ Richmond [102] found the perforMance of the two-Iayer 

mode 1 , just described, ta be satlsfactory withln the extremes of lami­

narization and separation caused by favourable and adverse pressure 

gradients on fiat surfaces. Th~ results for flows over curved surfaces 

were not as good, with turbulen! shear stress being over or under pre­

dicted for convex or concave surfaces. respectively [102]. Based on 

these results, the two-Iayer near-wal 1 k-e mode 1 of Chen and Patel [101] 

was, along with the previou~ly discussed low Reynolds number k-( models, 

considere~ for possible use in this research. Further attention to this 

matter wi Il be Qiven in Chapter V. 

3.6 k-( MODEL FOR ADVERSE PRESSURE G~IENT PLOWS 

From their investigation in [90], Patel et al. concluded that modi­

fications would be required to improve the prediction capabil ities of the 

standard k-( turbulence mode!, or any of its extensions, in adverse 

pressure gradient flows. Hanjalic and Launder [96] have proposed such a 

modification. 

From initial investigations and previous studies, it was concluded 

by Hanjalic and Launder [96] and Rodi and Scheuerer [97], that the ( 

equation was the main cause of Arrors in the predictions of flows that 

experience strong disturbances or adverse pressure gradients. Hanjal ic 
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and Launder [96] suggested that irrotational straining plays an Impor­

tant role in the spectral transport from the large energy-containing 

eddies tO the small energy-dissipating eddies of the turbulent flow. 
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Since the energy that is transferred from the large-scale to the small-

scale turbulent motion ends up as dissipated energy, they concluded that 

in the E equation, there should be a term that favours higher rates of 

dissipation for irrotational strains compared to that for rotational 

strains. This is accompl ished by breaking the production ter. Pt' ln 

Eqs. (3-18) and (3-20), into two parts: The first part contains contrl-

butions to p( due to shear strains, and the second part contains contri-

butions due to normal strains. Prominence is given tO the normal strain 

component by multiplying it by a larger empirical coefficient than the 

c1 ( value, nhich now multipl ies only the shear strain term but pre-

viously mul tipi ied the ent i re p( term of Eq. (3-20). Wi th this modi f Ica-

tion, Eq. (3-20\ for p( know takes on the form: 

p( = ( I-It { 
k 

f C ( aui ôUj )aui (1 6 ) 
C1€ 1€ ërxj + Dxi axj - ij 

+ C3 € ( au i + au j ) au i 5 .. 8xj axj 8xj 1 J } (3-45) 

where ail terms, except C3(, have been previously defined in this chap-

t~H. The 61 j is the Kronecker dei ta, and the value for C3t Is given as 

[96] : 

(3-46) 

Rodi and Scheuerer [97] performed an analysis of the logarithmic 

region of such flows and came to the same conclusion as Hanjalic and 

Launder [96] concerning the need to increase the generation term, PE , in 
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Eq. (3-18). Rodi and Scheuerer [97] ln turn used the modification put 

forth in [96]. After this modification was made, in the Investigations 

of [96] and [97], improved predict ions were reported for both moder­

ately and strongly decelerated boundary layer flows. 

ln view of the results of these two investigations, It would appear 

useful to inelude the modification in [96] to any form of k-E mode 1 ln 

flow where adverse pressure gradients or strong disturbances might 

occur. It should be noted that in cases where there Is relatively 

1 ittle or no change of the flow in the mean flow direction, such as in 

fui Iy developed duet flows, Eq. (3-45) will become equivalent to Eq. 

(3-20), as the normal strain terms wi 1 1 be small or nonexistent. 

3.7 CLOSING REMARKS 

ln this chapter, the equations for a k-( model of turbulence have 

been presented in a general three-dimensional form. These equations are 

reduced to the particular forms suitable for the simulation of fully 

developed and periodie fui Iy developed turbulent flow in rectangular 

ducts without and with interrupted-plate duets, respectively, in 

Chapter V. 

-
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CBAPTER IV 

PORMULATION OP THE HUMBRICAL KETBOD 

Mathematical models of the turbulent flows of interest in this the-

sis were presented in Chapters Il and III. The formulation of a con-

trol-volume-based finite difference method that was used to solve the 

governing equations of these models is presented in this chapter. This 

numerical method and related ideas are borrowed from the works of 

Patankar et al. [13,41], Van Doormaal and Raithby [113], and Settari and 

Aziz [114]. Therefore, the emphasis in this chapter will be on a con-

cise presentation of this method, rather than on detai led discussions of 

its key ideas. 

4.1 SOLUTION KETBOD FOR CONVECTION-DIPFUSION PROBLEMS 

ln convection-diffusion problems, the task is to solve for the dis-

tribut ion of scalar quantities as they are transported by convection ana 

diffusion in the presence of a known veloci ty field [41]. It is to be 

noted that the transport 01 momentum is strongly dependent on convection 

and diffusion processes. Therefore, a solution method for convection-

diffusion problems is a prerequisite for the formulation of a solution 

method for fluid flow [41]. 

4.1.1 Governinq Equations 

ln the Cartesian coordinate system, the equations which govern 

steady convection and diffusion of a scalar quantity, ~, in the presence 

of steady turbulent fluid flow, can be cast in the following form: 
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(4 -1 ) 

where Ji is given by: 

(4-2) 

ln Eqs. (4-1) and (4-2), ~ is a general scalar dependent variable, r 

is the corresponding generalized diffusion coefficient, S Is a volumet-

rie source term of ~, and ui represents the component of the velocity in 

the i direction. The purpose of the source term is to represent the 

actual production or dissipation of ~, however, to ensure the generality 

of Eq. (4-1), ail terms that do not take the formof the convection or 

diffusion term in Eq. (4-2) can also be included in S [41). 

The mass density and velocity field in Eq. (4-2) must also satisfy 

the continuity equation: 

8 
8x, (pu,) = 0 (4-3) 

4.1.2 Domain Discretization 

ln the numerical method used, the values of the dependent variables 

are calculated at a finite number of points in the calculation domain. 

These points are called grid points. The grid-point values of the 

dependent variables are obtained by solving sets of algebraic equations 

cal led discretization equations. The discretization equations are 

obtained by tirst integrating the governing ditferential equations over 
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a subdomain, or control volume, surrounding each grid point, and then 

deriving algebraic appro.imati~ns to the resulting Integral conservation 

equations. 

Grid points and their associated control volumes can be defined in 

several ways, as discussed by Patankar [41]. The practice adopted here 

Is depicted in Fig. 6. The calculation domain is first divided into 

control volumes: The dashed 1 Ines denote the control-volume boundarles. 

Then, grid points are placed at the geometric centers of the control 

volumes: The dots in Fig. 6 denote grid points. For the two-

dimensional situation il lustrated, a given grid point is connected to a 

maximum of four neighbouring grid points by grid 1 ines, shawn as the 

sol id lines, passing through the four faces of the associated control 

volume. 

An example of a grid point and its associated control volume is 

shown by point P and the shaded area in Fig. 6. It can be seen that 

point P communicates with its four neighbour grid points, E, W, N, and 

S across its four control volume faces, e, w, n, and s, respectively. 

The E, W, N, and S notations denote east, west, north, and south grid-

point neighbours, respectively, and the corresponding control-volume 

faces are designated as e, w, n, and s. The boundary points, shown as 

hol low dots, are located at the center of the control-volume face of the 

near-boundary control volume, il lustrated by the shaded area around the 

grid point B in Fig. 6. With respect to the nomenclature presented in 

Fig. 7, if P were located on a vertical boundary then ~p = 0, and if P 

were located on a horizontal boundary then ÂYp = O . . 
1 
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4.1.3 conservation Equation for the Control Volume 

The discretization equation is an algebraic equation that relates, 

at a particular grid point P to the ,'s at the four neighbouring grid 

points, E, W, N, and S, shown in Fig. 6. This algebraic equalion is 

obtained by integrating Eq. (4-1) over a control volume and approximat-

ing (algebraically) the various terms in the Integral conservation equa-

tion. The resulting equation is [41]: 

(4-4 ) 

where ~V is the volume of the control volume, A's and J's represent 

areas and total convection-diffusion fluxes, respectively, and the sub-

1 scripts e, w, n, and s denote locations at these particular control-vol-

ume faces, as shown in Fig. 6. The term S is a volumetrie average 

source term for the control volume. 

4.1.4 Discretization of the Total Flux 

Patankar [41J has shown that the fluxes in Eq. (4-4) may be 

expressed in terms of the dependent variable ~ at the grid points P, E, 

W, N, and S, using solutions to locally one-dimensional convection-

diffusion problems along appropriate grid 1 Ines. Thus the flux Je may 

be expressed as fol lows [41]: 

= F ( '" T q,~ - ~E ) 
e.,.p exp ( ee) - 1 (4-5) 

where Pee is a dimensionless grid Peclet number defined as: 

-------------------_____ . ..J 
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Pee - Et.. - De (4-6) 

Here, Fe is the flow rate (pu}eAe' and De is the diffusion conductance. 

The diffusion coefficient r is regarded as uniform over each control 

volume, and fol lowing the rationale in [41], the appropriate expression 

for De is given by: 

(4-7) 

where (ox}e_ and (ox}e+ are the distances shown in the control volume 

depicted in Fig. 7. 

Exponential functions are computational Iy time-consuming, so many 

approximations, or simpl ifications, have been proposed for the flux 

relat ion in Eq. (4-5). A general representat ion of these schemes can be 

arrived at by rewriting Eq. (4-5) as follows [41]: 

(4-8) 

where ~a.b~ is used to denote the greater of a and b. Appropriate forms 

of A(\Pe\> for several different approximations are given in [41]. Of 

these, the so-cal led power-Iaw scheme glves the best approximation to 

the actusl exponential function in Eq. (4-5) [41]. The power-Iaw scheme 

was therefore used in this thesis. It can be obtained by using [41]: 

(4-9) 

It should be noted that flow-oriented difference schemes, such as 

the SUD scheme of Raithby [115] and the QUICK scheme of Leonard [116], 

are avai lable in the 1 i terature. These schemes are more accurate than 

, 
t 

i • i 

l 
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the power-Iaw-difference scheme (PLDS) , because they ineur less false 

diffusion than PLDS [117]. However, the SUD and QUIOK schemes are less 

robust than the PLDS, in terms of thei r abi 1 i ty to yield converged solu­

tions with the iterative solution methods used in this thesis. There­

fore, PLDS was used in this work. Representative grid-independence 

checks were undertaken, in conjunction with the extrapolation procedure 

presented by de Vahl Davis [118], ta obtain estimates of the accuracy of 

the numerical results. These results will be discussed in datall ln 

later chapters. 

4.1.5 Source Term Linearization 

If the source term S in Eq. (4-4) depends nonl inearly on the vari­

able tP, it is desirable ta make this dependence linear, at least nomi­

nal/y, 50 that the discretization equation remains 1 inear: Iterative 

updating is then used ta solve the nonl inear problem. In general, there-

fore, S is tormulated as [41]: 

S = Sc + SptPP (4-10) 

where Sp is the coefficient of tPp, and Sc is the part of S that does not 

explicitly depend on tPP. When S is 1 inearized in this manner, the Sp 

term must always be less than zero in order ta ensure that instabilities 

and physical Iy unreal istic solutions do not occur (41). 

The best formulation for Sc and Sp depends on the particular expres­

sion for S and the particular type of problem being dealt with. This is 

also true for the source terms in the turbulence model equations, and 



98 

details of the various treatments used in this research will be given in 

Chapter V. 

4.1.6 Final Discretization Bquation 

Using expressions analogous to ~hose given by Eqs. (4-8) and (4-10), 

Eq. (4-4) can be cast in the fol lowing discretized form: 

Equation (4-11) can be rewritten more compactly as: 

apcPp = EanbtPnb + b 

ln Eq. (4-11): 

aE = De A( Ipee 1) + II-Fe,oll 

aw = Dw A( Ipew 1) + IIFw,oll 

aN = DnA(lpenl) + li -Fn ,0 Il 

8S = DsA(lpesl) + IIFs ,011 

b = Sc AV 

ap = aE + 8w + aN + as SpAV 

The terms aE , 8 W' aN' and as are the coefficients of the E, W, N, 

(4-11) 

(4-11a) 

(4-12) 

(4-13) 

(4-14) 

(4-15) 

(4-16) 

( 4-17) 

and S neighbour grid points, iespectively, and the remaining terms are 

defined analogously to those in Eqs. (4-6), (4-7), and (4-9). In Eq. 

(4-11a), the subscript nb denotes a neighbour grid point of P, and the 

summation is ta be taken over ail neighbours. 
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4.1.7 Solution of the Discretis.tion Bquations 

Collectively, the discretization equations comprise a set of simul­

taneous algebraic equat Ions for the dependant variables, ~, at the 

internai grid points. These equations are in general nonl inear and 

coupled. The solution of these equations was achieved by using an iter­

ative method. In this method, the equatlons are firsi decoupled and 

1 inearized using avai lable values of ~, either trom a guessed field or 

from the solution generated during a previous Iteration. The resulting 

set of nominally 1 inear and decoupled equat/ons are diagonal Iy dominant, 

thereby satisfying the Scarborough criterion for the convergence of suc­

cessive over-relaxation Iterative solution methods [41]. Line-by-I ine 

tri-diagonal-matrix algorithms (TOMA) and cycl IC tri-diagonal-matrix 

algorithms (CTDMA) were used to solve the nominally 1 inear and decoupled 

sets of discretization equations. 

The 1 ine-by-I ine TOMA solution technique is described in detail by 

Patankar [41]. The 1 ine-by-I ine CTDMA solution technique is required in 

cases where periodicity boundary conditions are encountered. Such con­

ditions are characteristic of spatial Iy-periodlc fui Iy developed flows. 

For example, the veloei ty components and the periodlc part of the pres­

sure field, P(x,y), are identical at the inlet and out let boundaries, 

sljown by the 1 Ines AE and BC in FIg. 2, of the calculation module in the 

periodic fui Iy developed region of the turbulent Interruptad-plate duct 

flows investigated in this thesis. A detai lad discussion of the 1 ine­

by-line CTDMA technique is avai lable in Patankar et al. [13]. 

To ensure convergence of the overal 1 iterative scheme, 
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underrelaxation is usual Iy necessary. On the other hand, the rate of 

convergence of the line-by-I ine TOMA and CTOMA techniques for the solu-

tion of the nomina"y 1 inear and decoupled sets of discretization equa-

tions may be enhanced by using a block correction procedure. 

Under rel axa t ion 

ln this research, the implicit underrelaxation procedure of Patankar 

[41] was used. In this procedure, the change in,p from Iteration to 

iteration can be reduced by introducing an underrelaxation factor, Q 

(0 < Q < 1), into Eq. (4-11a). This equation can then be recast in the 

form: 

(; ) <pp 

"" 

"" 
= Eanb~nb + b + (1 - Q)~ 

Q 

where ~p denotes the value of,pp trom the previous iteration. It 

"" should be noted that wh en convergence is achieved, ~p = ~p, and 

Eq. (4-18) becomes equivalent to Eq. (4-11a). 

Block Correction Procedure 

(4-18) 

To enhance the rate of convergence of the 1 ine-by-line TOMA and 

CTOMA procedures, an additive correction method, described by Settari 

and Aziz [114] and known as the block correction method, was used. This 

method wi Il be briefly outlined with raference ta Fig. 8, where 1 and J 

danote grid-point locations in the x and y directions, respectively. 

"" The main idea of this procedure is to correct the unconverged ,pIJ 

field, during the line-by-line Iterative solution of the nominally lin-

ear discretization equations, by adding uni form corrections ~ to ail 

"" grid-point values of ~IJ along the corresponding Ith grid line (or 
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* adding uniform corrections fJ to ail grid-point values of flJ along the 

corresponding J th grid line). Thus: 

(4-19) 

ln Eq. (4-19), the corrections fi arc chosen to ensure Integral conser-

vation over blocks around 1 Ines of constant \, as shown in rig. 8. 

First, Eq. (4-11) is recast in the general form: 

(4-20) 

Then Eq. (4-19) is used to express the ~ values in this equation in 

* terms of ~ and f values. The resulting equation is then summed over 

ail J values, except for known boundary values. and an equation for fi 

is obtained: 

where 

AI = E(al J - dl J - el J ) 

BI = E bl J 

CI = E CI J 

* * DI = E(bIJfl+1,J + CIJfl-1,J 

* * 
+ dl J fi, J + 1 + el J fi , J - 1 

* + fi J - 8IJfIJ) 

(4-21) 

(4-22) 

(4-23) 

(4-24) 

(4-25) 

The set of equations for fi is solved by the TOMA or the CTOMA, as is 

appropr iate for the problem of interest. Equation (4-19) is then used 

* to correct the ~IJ values, before the appl ication of line-by-I ine TOMA 
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and CTOMA procedures to obtain an updated ;IJ field. Block corrections 

along grid lines of constant J are done analogously. 

4.2 SOLUTION OF THE FLUID PLOW EQUATIONS 

The time-averaged equations which govern the steady, two-

dimensional, turbulent flows of Interest in thls thesis can be cast in 

the following forms: 

x lIO.entUII 

a a ap a 
(ru 

au a au + Su ax(pW) + ay(pVU) - - -+- ax) + ay (ru av) ax ax (4-26) 

y .0.entUII 

a a ap a 
(ru av) a av) + Sv ax(pUV) + ay(pVV) - - -+- + ay (ru ay ax ax ay (4-27) 

cont 1 nul ty 

au + 
ax 

av = 0 
ay (4-28) 

1 f the pressure field, P, is known, then i t is evident that equa-

tions (4-26) and (4-27) are particular cases of the general convection-

diffusion equation, Eq. (4-1), with r = ru (ru is given by Eq. (3-4», 

and ~ and S set to U and (SU- RP/ax) or V and (Sv- ap/ay), respec-

tively. In such a case, the solution of these equations can be achieved 

by maans of the procedure outl ined in the preceding sections of this 

chapter. 

The pressure field, however, is not known a priori. It Is speclfied 

indirectly by the governing continuity equation in conjunction with the 

momentum equations. When solving the momentum equations, the correct 
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pressure field is required in order that the resulting veloclty field 

wi 1 1 satisfy the continuity equation. For computational purposes, it is 

desirable to have a direct method for determining the pressure. Thus 

additional considerations and techniques are required for calculating 

the flow field (41]. In this thesis. the Semi-!mplicit-Method-for­

Eressure.kinked-~quations-Çonsistent (SIMPLEC) proposed by Van Doormaal 

and Raithby (113], was used to solve the discretized momentum and conti­

nuit y equations. A concise description of the procedure used to solve 

the fluid flow equations is presented in this section. 

4.2.1 staqqered Grid 

If the velocity components and pressure are calculated at the same 

grid-point locations, physical Iy unreal istic oscillatory solutions may 

result [41]. These difficulties are avoided by using the staggered-grid 

method [41], in which the pressures and ail other variables. except the 

velocity components, are calculated at main-grid locations. The velocity 

components are calculated at staggered locations. as shown in Fig. 9: 

The short arrows in x and y directions represent the U and V velocity 

components, respectively, the da shed 1 Ines are main-grid control-volume 

faces, and the dots are the main-grid points. The velocities are 

located on the main-grid control-volume faces that are perpendicular t~ 

their direction. With respect ta the main grid. the grid for U is dis­

placed in the x direction and the grid for V is displaced in the y 

direction [41]. The resulting staggered momentum control volumes are 

i Ilustrated in Fig. 10. 

.~---------------------------------------~ 
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4.2.2 Discretized Momentum Bquations 

Using the same approach that was used ta obtain Eq. (4-11) from Eq. 

(4-1), the discretized form of the x-momentum equation, with respect ta 

the U control volume shown in Fig. 10(c), can be written as [41]: 

(4-29) 

where b includes ail source terms other than the pressure gradient 

term. Ae is the area over whlch the pressure force ln the x direction 

acts: It is equal to the area of the main-grid control-volume face at e. 

The expressions for anb , ae' and b are calculated in a manner similar to 

that used ta obtain corresponding terms in Eq. (4-11a): The only di f-

ference is that the staggered-grid geometry musi be taken into account 

when calculating the D and F terms. The discretization equation for the 

V velocities is obtained in a similar manner. Details of these expres-

sions can be found in the book by Patank&r [41]. 

4.2.3 Pressure Correction Equation 

Using ap estimated pressure field, denoted by P*, the set of equa-

tians represented by Eq. (4-29) can be used to calculate a corresponding 

v~locity field, U*, that satisfies the equation: 

(4-30) 

Similarly, the corresponding V* field can be obtained. 

Unless the estimated p* values happen ta be the correct P values 

needed in the discretized momentum equation, the U* and V* velocities 

l 
i 
i 
1 
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will not satisfy the continuity equation. The estimated pressure field 

must. therefore. be corrected ôy an amount pl that wi Il result in 

corresponding corrections in the velocities. U' and V'. 50 that they 

will satisfy the continuity equation. This impl ies that: 

u = U* + U
' 

y = y* + VI 

and 

p = p* + pl 

(4-31 ) 

(4-32) 

(4-33) 

Sy subtracting Eq. (4-30) trom Eq. (4-29) and substituting Eqs. 

(4-31) and (4-33) into the result. an equation for u, is obtained [41]: 

(4-34) 

ln this equation, it can be assumed that the U, velocity corrections 

are of the same order of magni tude as the U~b correct ions [113]. In the 

SIMPLEC procedure, the term (EanbU'l is subtracted from each side of Eq. 

(4-34), and it is assumed that the net magnitude of the sunvnation terms 

on the right hand side of the resulting equation is negl igible. The 

result is a simpl ified equation that expresses U, in terms of only the 

p/corrections. This can be expressed as follows [113]: 

(4-35) 

where 

de = (ae - Eanb) 
(4-36) 
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Correction equations for the Y velocity components can be obtalned slm-

il ar 1 y. 

With respect to the main-grid control volume surrounding a particu-

Jar node, P, in the interior of the calculation domain, the discretized 

form of the continuity equation is the fol lowing [411: 

Fe - Fw + Fn - Fs = 0 (4-37) 

The velocity correction equations, such as Eq. (4-35), are substituted 

into the discretized continuity equations, such as Eq. (4-37), to 

obtain the pressure correction equations [41,113]: 

where 

aE = pAede 

aw = pAwdw 

aN = pAndn 

as = pAsds 

ap = aE + aw + aN + as 

b'= * • * * pUwAw - pUeAe + pUsAs - pUnAn 

(4-38) 

(4-39) 

(4-40) 

(4-41) 

(4-42) 

(4-43) 

(4-44) 

The term b/represents an apparent mass source, caused by the U* and y* 

fields when they do not satisfy continuity requirements. The pressure 

correction, pl, is used to correct the U* and V· fields, via equations 

such as Eq. (4-35), in order to remove this apparent mass source term. 

The pressure field is updated using Eq. (4-33). 
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4.2.4 synopsis or the SIKPLBC Procedure 

When using the SIMPLEC p~ocedure, it is necessary to use Impllclt 

underrelaxation in the discretized momentum equations, otherwlse, If the 

Sp source term is zero, the denominator in Eq. (4-36) will become zero. 

On the other hand, the pressure correction equation should not be under-

relaxed [113], otherwise the corrected velocity fields wi Il not neces-

sarily satisfy the continuity equation during the iterations. 

The various steps in the SIMPLEC procedure are summarized below 

[ 113] : 

.. * * * 1. Guess the pressure and veloClty fields, P , U , and V . 

2. Evaluate the coefficients in the discretized momentum 

equations, and solve them to obtain new U*and V*values. 

3. Calculate the coefficients in Eq. (4-38), and solve for the 

pl fie 1 d. 

4. Correct the velocity field using the velocity correction equa-

tions, and update the pressure field using Eq. (4-33). 

5. Solve the discretization equations for other 4J's, if necessary . 

* 6. Use the P obtained in step 4 as the new P , return to step 2, and 

repeat this procedure unti 1 convergence is achieved. 

----------------------------------~ 
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CDAPTER V 

IMPLEMENTATION'OP SUITABLB k-f MODELS 

FOR THE FLOWS INVESTIGATED 

5.1 CHOICE OF A k-l MODEL 

The numerieal investigation undertaken in this researeh is concerned 

primarily with steady, spatially-periodic, two-dimensionsl turbulent 

flows through interrupted-plate rectangular duets. The flows of interest 

are governed by geometric parameters, such as aspect ratio, nondimen-

sional plate spacing and plate thlckness parameters, and the module 

Reynolds number. In this work, these parameters are assigned values 

similar to those that might be found in Bctual heat ex change equipment. 

Therefore, turbulent flows with relatively low Reynolds numbers werA 

considered in this study: Nominal values for module Reynolds numbers 

ranged trom 5x 103 ta 30x 103 . 

As explained in Chapter 1 l, for periodie fui Iy developed flow in an 

interrupted-plate rectangular duet, only the flow through one of the 

geometrieal Iy simi lar modules, sueh as ABCDE in Fig. 2, need be eonsid-

ered. As the flow enters module ABCDE, at the line AE, it will undergo 

an acceleration due to the presence of the plate. For purposes of numer-

ieal model ling, this flow between the plate and the wall eould be 

treated as a developing turbulent duet flow and model led using the stan-

dard k-l model of turbulence [75]. In flow regions near the duct wall 

and the surface of the plate, the viseous effects cannat be negleeted. 

ln the standard k-l mode 1 , the solution of the governing differential 

i 
1 

ft! 
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equations in the near-wal 1 regions is avoided by the use of ·unlversal 

wall functions", as discussed in Chapter III. 

For the use of wall functions to be appropriate, it is necessary 

that there is no, or only a very small, leading-edge separation zone 

over the plate. This is not the case when the plate thickness parameter 

is large. In addition, since the turbulent flows investigated here have 

relatively low Reynolds numbers, it is expected that the local tUfbu­

lence Reynolds number, Ret, wi 1 1 be low throughout much of the flow 

region. As dlscussed in Chapter III, in such clrcumstances, it is also 

desirable to avoid the use of wall functions and solve model differen­

tial equations that are appropriate ail the way to the wall. Thus the 

standard k-i model used in conjunction with wall functions to handle 

near-wall regions is inappropriate for this numerical investigation. 

Alternative approaches for the numerical simulation of the flows of 

interest include one of the four low-Reynolds-number k-i models 

[89,91,92,93] , or the two-Iayer k-i model of Chen and Patel [101], pre­

sented in Chapter III. 

The task is now to determine which of these five extensions of the 

standard k-t: model is most appropriate for the numerical investigation 

undertaken in this thesis. To faci 1 i tate the following discussion, the 

geometric flow module, ABCDE in Fig. 2, has been rp,drawn 50 that certain 

positions and distances wit~in the module are clearly indicated: This 

has been done in Fig. 11, where short dashed 1 ines indicate spatial 

locations in the fluid region and sol id 1 ines with arrows indicate dis­

tances. The dashed 1 ine ab represents a location in the flow just above 

the plate surface. The distance ae represents the normal distance fram 
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1 ine ab ta the plate surface. The line bel is a continuation of 1 ine ab 

into the flow region downstream of the plate trai ling edge. Bcl is the 

normal distance from the surface of the upper duct wall to the 1 ine bc/ . 

The lines dbl and de are extensions of the vertical and horizontal plate 

surface 1 Ines, respectively. 

For the five k-f models being considered [89,91,92,93,101], atten­

tion wi Il first be focussed on the abil ity of each ta properly simulate 

the turbulent eddy viscosi ty in the near-wall regions and in the 

vicini ty of the trai 1 ing pdge of the plate. Each mode 1 incorporates a 

viscosity damping function that serves ta appropriately decrease or damp 

out the eddy viscosity, J1. t , in regions where viscous effects become dom-

inant, such as in the vlcinity of a wall. In the flow region close ta 

the plate surface, represented by abde in Fig. 11, the values of Ret are 

expected to be smal 1 and, because the distance ae is also small, the 

values of Rey and y+ are expected to be smal 1. As seen in Table 2 and 

tram Eqs. (3-8), (3-39) and (3-41), this will result in small values of 

J1.t for ail the models, as would be expected in this near-wall region. 

It should be emphasized here that, in the expressions for y+, Rey, and 

1J1.' given by Eqs. (3-31), (3-37), and (3-41), respectively, the y vari­

able is the shortest distance normal to a solid surface. As the fluid 

just upstream of bd, in Fig. 11, flows past the trai 1 ing edge of the 

plate, the shortest distance normal to a wall changes trom ae ta Bc l , 

the distance to the upper duct wall at AB. The difference between ae 

and Bcl is large, sa there will be large changes in the values of y+, 

and Rey. Correspondingly, the values of J1.t' calculated in the Chien 

[92], Lam and Bremhorst [93], and Chen and Patel [101] k-( models, wi Il 

also change suddenly from a very low value, just upstream of bd, to a 
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relatively large value immediately downstream of bd. Furthermore, ln 

t he case 0 f t he Ch i en mode 1 [ 92], f CI-' i s dependen t on y+, and hence on 

both y and the local wall shear stress, f'w' Just downstream of bd, "'w 

wi 1 1 also change suddenly from the value ~t the plate surface to the 

value at the upper duet wall. In the actual flow, because of convection 

and diffusion processes, sudden transitions in the value of I-'t would not 

occur immediately downstream of bd. A graduai and continuous transition 

process would be expected, with the flow alnng bel becoming more 1 ike 

the core region of a fully turbulent d' ... ct flow as the downstream dis­

tance trom bd becomes greater. In thl' Jones and Launder [89] and the 

Launder and Sharma [91] k-f models, ealculation of fCI-' depends on Ret 

which is, in turn, dependent only on the local values of k and f in the 

f low, and not the normal distance to the nearest wall. Therefore, the 

sudden changes in I-'t that occur in the other models [92,93,101] ir) the 

viclni ty of the plate tra il ing edge, do not occur wi th these two :'~odels 

[89,91] . 

Difficulties similar to those encountered in the calculation of I-'t 

are expected to arise ln the caleulation of El and Ek in the Chien model 

[92], in the ealculation of f e1 /,: in the Lam and Bremhorst model [93], 

and in the calculation of Il in the Chen and Patel model [101]. If the 

region in which I-'t is comparable to or smaller than 1-' is very small, the 

error in the overall flow calculations caused by assuming an abrupt 

transition to fully turbulent flow, in the region immediately downstream 

of bd, may be small or negligible. However, since the flows investi­

gated in this work are low-Reynolds-number turbulent f lows, the viscous 

affeeted flow reglon ls expected to be large relative ta the rest of the 

flow field. In such a case, signifieant errors can oceur if sudden 
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changes in ~t are al lowed to occur in the vicinity of bd. 

For the reasons just discussed, only the Jones and Launder [89] and 

the launder and Sharma [91] low-Reynolds-number k·c turbulence models 

were given further consideration for use in this numerical study. It 

will be noticed ln Table 2 that the only difference between these two 

models is in the form of the viscous damping function, fc~' The perfor-

mance of each of these models was evaluated by doing some initial numer-

ical calculat ions of two-dlmensional simple fully developed turbulent 

flows in straight ch3nnels. The corresponding numerical formulation is 

discussed in the Section 5.3. 

From the results of initial experimental investigations carried out 

in this work [110], Il was evident that some regions of the flow through 

a periodic module experience local Iy adverse pressure gradients. With 

this in mind, it was declded that once a choice was made between the 

Jones and Launder r89] and the Launder and Sharma [91] k-f models, the 

effect of uSlng the modification suggested by Hanjal ic and Launder [96] 

would be examined. In the investigations reported in Refs. [96,97], use 

of k-f models incorporating thls mod, fication led to improved predic-

tions for flows subjected to adverse pressure gradients. The details 

have been discussed in Chapter Il l, and the modification is given by 

Eqs. (3-45) and (3-46). 

5.2 NUMERICAL TREATMENT OF THE MODEL EQUATIONS FOR 

TWO-DIMENSIONAL PERIODIC FULLY DEVELOPED FLOWS 

This section of Chapter V deals with the numerical solution of the 
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k-f turbulence model equations for two-dimensional periodic fully devel­

oped flows, in the context of ·the numerical formulation presented in 

Chapter IV. Domain discretization, presentation of mode 1 equations, the 

iterative solution procedure used, treatment of boundary surfaces and 

plate regions, handling of source terms, and the overall convergence 

cri teria are discussed here. 

5.2.1 Domain Discretization 

As described in Section 4.1.2, the geometric module, ABCDE, in Figs. 

2 and 11 is discretized by subdividing the calculation domain into rec­

tangular control volumes, and grid points are then located at the 

geometric centers of the control volumes. Ail dependent variables, 

except velocities, are stored at the main-grid points, shown in Fig. 6. 

The U and V velocities are stored at the appropriate staggered-grid 

po i nt s, as shown in Fig. 9. 

When discret izing a calculation domain, it is convenient to place 

main-grid control-volume faces at locations where discontinuities in the 

flow field or boundary conditions occur. Therefore, in discretizing the 

geometric module shawn in Fig. 11, control-volume faces have been pos!­

tioned not only along the boundaries designated by AB, SC, CE, and EA, 

but also along the plate surfaces, shown by the Ilnes ed and cD, located 

within the boundaries of the domain. The control volumes of the main­

gr id points, located inside the plate reglon, wi Il thus 1 ie entirely 

within this region's boundaries, edDE in Fig. 11. 

Staggered-grid points for the U and V velocities are located along 
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the vertical and horizontal plate surfaces, respectively. The velocity 

components that are located on' a surface are perpelldicular to that sur-

face, as seen in Fig. 12. In this figure, the corner of Il plat~ sur-

face corresponds to the corner of a main-grid control volume. There are 

no main-gr id or staggered-grid points located at such a locat ion. This 

is another desirable feature of the present damain discretization. 

Since no grid points are located at the plate corners, no dependant vari-

able values need ta be specified or calculated at these locations. 

Figures 6 to 10, and 12, have been drawn for uniform grids. How-

ever, in the present numerical investigation, the final flow calcula-

tions were done wi th nonunl form grid spacing. This enabled efficient 

use of grid points, by allowing a greater number of grid points to be 

deployed in reglons where the variation of the dependent variablet was 

i 
1-

greatest. Thus improved accuracy could be obtained wi th fewer total grid 

points, cornpared ta calculations done wlth uni form grid spacing, thereby 

allowing substantlal savlngs in computing costs. As a result, a greater 

number of geometr IC parameter values and flow r<.ltes could be investi-

gated numerlcallv wlth the financial resources available for this 

research. The nonuniform grid spacing used wi Il be discussed next. 

At the solid surfaces, AB and ed in Fig. 11, the no-slip boundary 

condition prevai 15 and the flow is brought to rest. Along the line edc 

and EDC there is a discontinuous change from a no-slip to a free-flow 

boundary condi tian when the end of the plate i s reached at <1). At the 

inlet and exit of module ABCDE, and at the center of the module, along 

ObI, the cross-sectional flow area suddenly changes due ta the presence 

of the interrupted-plate and causes substantlal changes and steep 
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gradients in the flow field. Thus, grid points have to be more densely 

packed in these regions of thè calculation domain, compared to the rest 

of the calculation domain. In the proposed discretizatlon scheme, the 

geometric module shown in Fig. 11 is divided into four zones: two zones 

in the y coordinate direction, a lower and an upper zone; and two zones 

in the x coordinate direction, an upstream and a downstream zone. With 

reÎtHence to Fig. 11, the upper y zone is bounded by AB at ils top 

btlundary and by ec a t i ts lower 1 i mit, and the lower zone 15 bounded by 

ec and EC. The ups t r eam x zone i s bounded by M:. on the 1 e f t and Db' on 

the right, and the downstream region is bounded by Db' and BC. Within 

the y-grid zones, the distribution of grld points in the y-coordinate 

di rect ion i 5 most dense near the zone boundar ies and becomes coarser 

towards the center of the zone. The upper half of a y zone is the mir­

ror image of the lower hait of that same zone, in terms of grid-point 

distribution density. In the x-coordinate direction of the x zones, the 

dist r ibut ion of gr Id points is done in the same manner as for the y-di­

rectional distribution in the y zones. Further details of this discreti­

zation scheme are given in Appendix 1. The nonuniform grids used with 

the three di fferent interrupted-plate duct geometries of this research 

are shown in Figs. 13,14, and 15. 

The procedures for deal ing wi th the discret ization equations at 

grid points located within the plate reglon of the calculation domain 

are discussed in Section 5.2.4. 
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5.2.2 Two-Dimensional porm of the Model Bquations 

Using the Reynolds stress model given by Eq. (3-1). the two-

dimensional form of the equations governing turbulent periodic fully 

developed flow in interrupted-plate ducts. Eqs. (2-21) to (2-24), can be 

written as follows: 

a a 
élx(PW) + ay(pUV) 

a a 
ax (pUV) + ay (pVV) 

a au a au = ax(ru ax) + ay(ru aV) 

= a (r av) a (r av) 
ax u ax + ay u ay 

where the source terms Su and Sv are given by 

SU = f3 + al-'t au + aJJt av 
7fX 71x FYax 

SV = aJJt au + al-'t av 
"lJX ay ay-ay 

ap + Su 
ax 

ap + Sv 
ay 

(5-1) 

(5-2) 

(5-3) 

(5-4) 

ln Eqs. (5-1) and (5-2), the diffusion coefficient. ru' is given by 

Eq. (3-4). 

Equations (5-1) and (5-2) are in the same general form as Eqs. 

(4-26) and (4-27). They can thus be easi Iy incorporated into the numer-

ical formulation used for the solution of the flow equations, as 
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presented in Chapter IV. It should also be noted that the pressure gra-

dient term of the x momentum equatlon consists of two parts, the gra-

dient of the unknown periodic component of time-mean pressure, P, 

defined by Eq. (2-20), and the constant pressure gradient term, p, def-

Ined by Eq. (2-18). Since p is a constant value, which is specified at 

the start of each computer simulation, i t can be Included in the Su term 

of Eq. ( 5 -1 ) . 

ln the context of the Jones and Launder [89], and Launder and Sharma 

[91], k-f models that incorporate the Hanjalic and Launder [96] modifi-

cation for adverse pressure gradient flows, the two-dimensional forms of 

the k and f equations can be written in the form of the general convec-

tian-diffusion equation, Eq. (4-1). 

The two-dimensional form of the k equation, Eq. (3-14), is: 

~ pUk) + ~y ( pVk) = ~x (rk ~~) + ~y ( rk ~~) + Sk ( 5 - 5 ) 

where 

(5-6) 

and 

au av 2 
Pk1 = Jl.t ( +- ) (5-7) ay ax 

Pk2 2 I-'t { 
au 2 (av)2 } (5-8) = (ax) + ay 

2 JI. [ { ~k1/2) 
2 

{ ~k1/2) 
2 

Ek = } + } ] (5-9) ax ay 
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The expressions for rk and Ok have already been given in Eqs. (3-15) 

and (3-17), respectively. The turbulence J:'roduction term, Pk' in Eq. 

(3-14), is modelled as the sum of two terms in Eq. (5-6). These terms, 

Pk' and Pk2' represent the contributions to PK due to shear strains and 

normal strains, respectively. The reason for modell ing Pk in this man-

ner is to faci 1 itate the introduction of the Hanjalic and Launder [96] 

modification of the f equation production term, Pf , for adverse pressure 

gradient f lows. Equat ion (5-9) for Et, is taken from Table 2 for 

the JL [89] and LS [91] low-Reynolds-number k-f models. 

The two-dimensional form of the f equation, Eq. (3-18), is given as: 

(5-10) 

where 

(5-11) 

and 

(5-12) 

~ [ { a au 2 a av ) 2 
Ef = ax ( ax ) } + {av< } p ay 

a au 2 a av 2 
+ { av< ay ) } + { ax< ax ) } 

a au 2 a av 2 
+ 2 { av< ax ) } + 2 { axe ay ) } ] (5-13) 
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The r( and Of terms in the'above equations are given by Eqs. (3-19) 

and (3-21), respectively, with the fC2f function in Eq. (3-21) taklng 

the form appropriate for either the JL [89] or LS [91] k-, rnodels, as 

shawn in Table 2. The production terni, P
f

, given by Eq. (5-12), has 

been obtained by substitution of Eqs. (5-7) and (5-8) into Eq. (3-45). 

The fC1 ( function, in Eq. (3-45), has been omitted as It has a value of 

one for the k-( models being considered for use in this res&arch 

[89,91]. The values of C'f and C3~ are given in Table 1 and by Eq. 

(3-46), respect ively. The expression for Ef is also taken trom Table 2 

for the JL [89] and LS [91] models. 

5.2.3 Boundary condition specification 

Boundary conditions for the flow and turbulence equations must be 

specified at grid points located along the geometric module boundaries 

AB and CaE , shawn in Figs. 2 and 11. At the duct wall boundary, AB, 

values of U, V, and k are zero due ta the na-51 ip and impermeabil ity 

conditions which prevail at solid surfaces. At su ch surfaces, in the 

low-Reynolds-number k-f models [89,91] used here, the value of f is also 

set ta zero. As seen in Fig. 2, the module boundary at 1 ine ODE is a 

geometrical symmetry line for the interrupted-plate ducl. For the par;­

odic fully developed flows investigated numerically in this thesis, this 

line is also a flow symmetry line. The part of this boundary shawn by 

line DE passes through the center of the plate, and ail flow and turbu­

lence variables along this boundary 1 ine can thus be set ta zero. Along 

the 1 ;ne CD, symmetry boundary conditions are specified for U, V, k, and 

E • 
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For periodic fully developed flows, the values of U, V, k, and f, at 

simi lar vertical locations on the AE and SC boundary 1 Ines, in Figs. 2 

and 11, are identical. Thus the cycl ic tri-diagonal-matrix algorithm 

(CTOMA), discussed in Chapter IV, can be employed to solve the discre­

tization equations along the x-coordinate direction. This removes the 

need to specify boundary values 810ng AE and SC. 

As was discussed in Chapter IV, the absolute lever of the pressure 

(and pressure correction) is not important in the calculation of incom­

pressible flows, because it is the pressure gradient that drives the 

velocity field. In this work, however, to avoid computational difficul­

ties that could arise if the absolute level of the P field is allowed to 

float, and possibly achieve very large values, the values of P and pl at 

a specified node within the flow field were fixed at zero. 

The treatment of the flow and turbulence equations at grid points 

inside the sol id plate region of the module, wi 1 1 be discussed in the 

next sect'on. 

5.2.4 Treatment of the Plate Region 

The values of dependent variables, such as U, V, k, and f, at grid 

points located on, or inside, the sol id plate region of the geometric 

module, shown as edDE in Fig. 11, are set to zero by overwriting the 

coefficients in the appropriate discretization equations. At main grid 

points, the anb cop.fficients and the b term in Eq. (4-11a) are overwrit­

ten to zero whi le ap is set to unity. Simi larly, at staggered-velocity 
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locations, the anb coefficients and the {b+Ae(Pp-PE )} term are set to 

zero and ae is set to one, in "Eq. (4-29), and de in Eq. (4-35) is set 

to zero. 

The sol id plate region can be thought of as a part of the flow 

domain having essential Iy infinite viscosity [41). This can be modelled 

in Eqs. (5-1), (5-2), (5-5) and (5-10), by setting ail diffusion coeffi­

cients to large values (r~1030) at grid points inside the plate ragion. 

ln this connection, it should be noted that the harmonie mean interpola­

tion scheme, given by Eq. (4-7), ensures that the large change that 

occurs in r's at the plate-fluid interface is properly handled [41). 

By fol lowing the procedures just mentioned, no further adaptations 

and special izations are necessary when using the 1 ine-by-I ine CTDMA and 

TOMA solvers. General versions of these solvers can be used to solve 

discretization equations at ail grld points, regardless of whether they 

1 ie in the sol id plate region or in the fluid region. 

5.2.5 Iterative Solution Procedure 

Using Eqs. (5-1) and (5-2) and following the numerical formulation 

in Chapter IV, algebraic discretization equations are obtained for the U 

and V velocity fields. Simi larly, using Eqs. (5-5) and (5-10), two sets 

of discretization equations are also obtained for k and!. Flnally, the 

discretized momentu~ and continuity equations are used to obtain a set 

of algebralc equations for the pressure correction field, as discussed 

in Chapter IV. An Iterative procedure used for the solution of these 

five sets of coupled discretization equatlons will be outllned next. An 
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understanding of this procedure wi 1 1 faci 1 itate the discussions pre-

i 
sented in following sect ions .. 

, 

1. Ta start the calculation process, values of the relaxation parame-

ters, a in Eq. (4-18), and suitable convergence criteria ~re speci-

fied, and guess values of u, V, P, k, and t are suppl ied. 

2. Calculate values of ~t using available values of k and f. 

3. Using the available values of Pt' U, V, and P, calculate the coef-

ficients and source terms in the discretized U momentum equations, relax 

them (au= 0.9), and then solve ta obtain the U* field. 

4. Using the avai lable values of Pt' U, Y, and P, calculate the 

coefficients and source terms in the dlscretized V momentum equa-

tians, relax thern (av= 0.9), and then solve to obtain the y* field. 

5. Set the inl t ial guess values of pl ta zero. 

6. Use the U· and y* values from Steps 3 and 4 ta calculate the mass 

source term, b/ , in Eq. (4-38), and solve for the pl field. 

7. Correct the velocity field uSlng the velocity correction equa-

tions, Eq. (4-35), and correct the pressure field using Eq. (4-33). 

B. Repeat Steps 3 ta 7, which wi Il be referred to as a velocity-

field i teration, a specified number of times to ensure that the 

velocity field reaches an acceptable level of convergence before 

proceeding ta solve the k and f equations. 

9. Calculate the coefficients and source terms in the k equation, 

using the values of U and V from Step B, and the 5ame values of k 

and ( as those used in Step 2, and then solve for an updated ~ field. 

10. Calculate the coefficients and source terms in the f equation, 

using values of U and V from Step 8, and the same k and f values 

as used in Step 2 (do not use the k values from Step 9), and solve 
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for an updated l field. 

11. Steps 2 to 10 constitute one iteration of the overall solution proce­

dure. Return ta step 2 and repeat the procedure, until convergence 

is achieved. 

ln Steps 3, 4,6, 9, and 10, the nomina"y linear discretization 

equations are solved using the Iterative TOMA/CTDMA procedure wlth block 

correction, as described in Section 4.1.7. During each of these steps, 

the line-by-I ine TDMA/CTOMA sweeps of the calculation domain ara done a 

specified number of times, updating the dependent variable field each 

time, thus obtalning a partial Iy converged field for the dependant vari­

able with a given set of coefficient values. It IS not necessary ta 

obtain complete convergence of the nominal Iy 1 inear and decoupled sets 

of discretization equations in each of the above-mentioned steps during 

the overall i terative procedure as i t does not enhance the overall rate 

of convergence significantly [41]. 

5.2.6 Treatment of Source Terms 

As was mentioned in Section 4.1.5, the volume-averaged forms of the 

source terms in Eq. (5-1), (5-2), (5-5), and (5-10), are linearized as 

done in Eq. (4-10). In such a linearization, the Sp term must always 

be less than or equal to zero to ensure that the ap coefficient. in Eq. 

( 4 - 11 ), and the 8 e coe f fic i en t, in Eq. ( 4 -29 ), do no t bacome naga t ive. 

If these coefficients were ta become negative, instabi 1 ities and physi­

cally unreal istic solutions could occur [41J. 
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Ho.entUII equat Ions 

The Su source term, Eq. (5~3), Is only dependant on the U velocity 

distribution through gradients of U. This dependence on U cannat be 

easi Iy expressed in a 1 inear form, simi lar to that of the (Spcpp) term in 

Eq. (4-10). In addition, even if such a linearization were possible, 

it is not certain that the corresponding Spu term would slways remain 

less than or equal to zero. The same may be said of the Sv source term. 

Therefore, with respect ta the staggered-grid control volumes for the Ue 

and Vn velocities, shown in Figs. 10(a) and (b), volume-averaged values 

of Su and Sv, are formulated as given in the fol lowing equations. 

(SU)e iswrittenas: 

(SU)e = (Sc U )e + (Sp U )e Ue (5-14) 

where 

(Sc U ) e = «(3 + apt au + apt av) 
CJX ax lfY Ch e (5-15) 

(Sp U ) e = 0 (5-16) 

(SV)n i s expressed as: 

(SV)n = (Sc v )n + (Sp v )n Vn (5-17) 

where 

(ScV)n = (a"'t au + 'lJXay 
a"'t av) 
7JY 8y n (5-18) 

(Sp V) n = 0 (5-19) 

Wi th reference to Figs. 10(a) and (b), the e and n subscr ipts appear ing 
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in the above equations indicate the e or n velocity grid-point loca-

tions. The P term is a constant, and its value is specified for the 

particular problem of interest. However, the gradients of velocity com-

ponents and ~t need to be calculated, and the methods used to do this 

will now be descr ibed. 

If values of a variable are required at a grid-point location other 

than the one where they are normally calculated and stored, theyare 

calculated as a volume-weighted average of the values at neighbouring 

grid points, where the variable is stored. For example, if the vari-

able, r/I, is stored at main-gr id-point locat ions i ts value at a stagger-

ed-grid point location, saye in Figs. 7 and 10(c), is obtained from the 

following relat ion: 

= {pp * (6x) e - + PE * (6x) e + } 

(h )e 
(5-20) 

where the lengths (6x)e_' (6x)e+' and (6x)e' are as shown in Fig. 7. 

The length ~Yp is also used in the volume-averaging calculation, 

but it appears in both the numerator and denominator of Eq. (5-20) and 

is, therefore, not shown as i t has no effect on the final form of the 

expression. 

The x-direction gradient of ~ at the staggered-grid locations, such 

as e in Figs. 7 and 10(c), is given as: 

(5- 21 ) 

The x-direction gradient of ~ at main-grid nodes is calculated as 

the volume-weighted average of the gradients of r/I at a control-volume 
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face, in the fashion analogous to the calculation of (')e ln Eq. (5-20). 

Thus at the node P in Figs. 7 'and 10(c): 

~ (ax)p = {(~) llXp + (~) ~p } 1 llXp ax e 2 ax w 2 

(5-22) 

Using the same methodologV as that employed to obtain Eqs. (5-20) to 

(5-22), the gradient terms in (SeU)e, Eq. (5-15), were calculated. With 

referenee to the terminology presented in Figs. 7 and 10(c), at a stag-

gered-gr id-po i nt 1 Dca t ion, 5ueh as e, these terms weie expressed as: 

au (Uee -.J:ltl 1 2 (ax)e = 
(ex le (5-23) 

av { (VoE + VSE ) (Vn + VS) } 1 (OX)e (ax)e = 
2 2 (5-24) 

~ {( 1ft ) E - (1ft) p } 
(ax )e = (c5x)e 

(5-25) 

and 

a.a (aV )e = ~ { (av ) p (ox)e- + ~ (av )E (c5x)e+} 1 (6x)e (5-26) 

where 

~ {( 1ft ) n - (1ft >s } 
(ay )p = AYp ( 5-27) 

and (a~t/aY)E was ealeulated in a simi lar fashion. Since ~t is a diffu-

sion coefficient, values of ~t at staggered-grid point locations were 

ealeulated as the harmonie mean, Eq. (4-7), of the ~t values sto(ed at 

adjacent main-grid nodes: For example, (I-'t)o in Eq. (5-27) was caleu-

lated as the harmonie mean of the ~t values stored at the P and N nodes 



127 

in Fig. 10(c). 

Using procedures analagous ta thase just described for determining 

the gradient terms in Se u , the gradient terms in Se v , Eq. (5-17), 

were calculated far the V velacity staggered grid, depicted in Fig. 

10(b) . 

k and f &qUIt Ions 

Careful consideration must be given ta the linearizatlon of the k 

and f equation source terms, Sk and SE, of Eqs. (5-6) and (5-11). Physi­

ca"y, k and f are scalar quantities that can only have positive or zero 

values. Ta ensure this during the computations, any terms that could 

cause the vOlume-averaged values of Sk ar Sc ta become negative are 

modi f ied and included in the respect ive (§;k k) ar (SpE E) terms of Sk 

and $7. ThiS is done fol lowing procedures simi lar to those suggested by 

Raithby and Schneider [42J. Numerical studies by Raithby have indicated 

that these procedures ensure and pr~note the rate of convergence of the 

solution procedure for the complete set of discretization equations, as 

outl ined in Section 5.2.5. 

The source term Sk is given by Eq. (5-6). With respect to the maln­

grid control valume shawn in Fig. 6, the volume-averaged form of Sk at 

the node P, is expressed as follows: 

(5-28) 

where 

(5-29) 
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= _ (Ok + Edp 
kp (5-30) 

The expressions for Pk1' Pk2' Ek' and Ok are given by Eqs. (5-7), 

(5-8), (5-9), and (3-17), respectively. Since the Ok and Ek terms in 

Eq. (5-6) always make a negative contribution ta the value of Sk, an 

artificial linear dependence on k is created by multiplying them bath 

by (kp/kp), and they are put in the {(Spk) k}p part of (Sk)p. The 

resul t ing form of the (Spk)p term is then given by Eq. (5-30). The 

value of kp in Eq. (5-30) is taken as the value from the previous iter-

ation, and is not changed titi the beginning of the next iteration, as 

stated in Section 5.2.5. 

As seen from Eqs. (5-7) to (5-9) and (3-17), values of l', l't' p, f, 

and the x and y gradients of U, V, and k 1/2 are required at main-grid 

points in the calculation of Spk. The values used for l', l't, p, and f 

are those already stored at P. The gradients of variables, at main-grid 

points, are calculated fol lowing analogous procedures to the those 

described earlier for the calculation of gradients at staggered-grid 

points. The k'/2 values are obtained from the k va!ues stored at main-

grid points, and these square root values are used for calculation of 

the x and y gradient terms of k'/2. When calculating (Sk)p, ail gra-

dients at Pare fi rst calculated and then squared, if requi red. 

For the main-grid point P, in Fig. 6, (sqp is written as: 

(SC)p = (Sc f)p + (Sp f)p tp (5-31) 

where 
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(5-32) 

(e f c 2, C2' t:) p 
kp 

(5-33) 

The expressions for P, and E, are given by Eqs. (5-12) and (5-13). 

The JL and LS model forms of fe2', as given in Table 2, are used, and 

the value of C2' is that given in Table 1. As for Sk, ail k and, 

values appearing in Sc' and Sp' are set ta the values from the previous 

iteration, as mentioned in Section 5.2.5. 

Pk1 and Pk2, in Eq. (5-12) for P" are the same as those calculated 

for Sc k . Procedures analogous to those already described for the calcu-

lat ion of gradient terms in Su are used ta calculate the second deriva-

tive velocity terms appearing in E" Eq. (5-13). To do this, the first 

derivative terms. enclùsed by the inner brackets, are calculated, and 

then the gradients of these terms are faund ta obtain the second deriva-

tives at node P. These are then squared as indicated in Eq. (5-13). 

The procedures described in this section for the calculation of gra-

dient terms must be modified 51 ightiy when used to obtain gradients 

at a staggered-grid point that is located on a plate surfac8. For 

example, normally, the distance between the two main-grid locations Is 

used in the denominator of Eq. (5-21). However, when point elles at 

the interface between the plate and the flow region, the distance 

between the main-grid point, located in the flow, and the staggered-grid 

point, located on the plate surface, is used to calculate the gradient. 
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5.2.7 Final Converqence criteria 

The iterative solution procedure described in Section 5.2.5, is 

repeated until a specified convergence tolerance is achieved. To deter-

mine when this occurs, the relative change in U, V, k, and f values is 

monitored. The absolute value of the change in the magnitude of each of 

these variables, from the preceding iteration to the current iteration, 

relative to the current i teration value, is calculated at each grid 

point along a designated vertical grid line in the calculation domain: 

The relative changes in the U and V velocities are calculated at the 

corresponding staggered-grid point locations. The maximum relative 

change, in each of the var iables moni tored, is then determined for each 

iteration. Wh en the sum of the maximum relative changes trom the two 

most recent iterations, for each variable moni tored, is less than a spe-

ci fied tolerance, convergence of the flow and turbulence equations is 

considered to have been achieved. Unless otherwise stated, in this 

work, the convergence criteria used was that, for each dependent vari-

able moni tored , the sum of maximum relat ive changes over two successive 

iterations had to be less than 10- 6 . 

Initial monitoring of other quantities, such as the relative change 

in r.alculated mass flux, the average of absolute residual values, the 

"mass source" term in the pl equation, and of the absa!ute relative 

changes in variables at ail grid points, indicated that the above-

mentioned convergence criterian was satisfactcry. 

l 
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For reasons discussed in Section 5.1, the low-Reynolds-number k-f 

turbulence models of Jones and Launder [89J, and Launder and Sharma [91] 

were selected for use in the numerical investigation of this thesis. The 

only difference in the forms of these two models is in the expression 

for the viscous damping function, fep ' as shawn in Table 2. Ta gain 

insight as to which model would be most appropriate for the type of 

flows being studied in this work, both were used to simulate turbulent 

two-dimensional simple fui Iy developed flows in straight channels. Such 

flows can be simulated using one-dimensional forms of the k-{ turbulence 

model equations, and allow an economical performance evaluation of the 

two low-Reynolds-number k-l turbulence models under consideration. This 

is due ta the reduced computational effort required ta solve a one­

dimensional flow problem, compared ta that needed ta solve the two­

dimensional model equations for interrupted-plate duet flows. 

The Reynolds number, Red' values for the fui Iy developed duct flows 

studied covered the same range as the nominal flow Reynolds number, Rem' 

of the two-dimensional periodic fully developed duet flows of interest 

here. In addition, flows having higher Reynolds numbers were simulated 

ta determine at what point the low-Reynolds-number k-f models wüuld 

become equivalent ta the standard, or high-Reynolds-number, version of 

the k-f model. Ta do this, flow results were also obtained using the 

standard k-l turbulence model. 
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5.3.1 Modal Equations 

ln turbulent two-dimensional simple fully developed duct flows, the 

time-mean velocity field is invariant in the flow direction and has no 

cross-stream component. The gradient of the time-mean pressure is con-

stant in the flow direction and zero in the cross-stream direction. Su ch 

a flow can be modc'Ied using the following one-dimensional forms of the 

low-Reynolds-number k-e model equations, pressnted in Chapter III: 

x .o.entu. equatlon 

0 
a au) + Su = ay (ru ay (5-34) 

k equat Ion 

0 
a ak) + Sk = -(rk ay ay (5-35) 

f equat Ion 

0 
a ~) + SE = ay (r f ay (5-36) 

The expressions for ru' r k , and r E are given by Eqs. (3-4), (3-15), and 

(3-19), respectively. 

ln the x-momenlum equation, the pressure gradient term , which is 

constant and is specified as a problem parameter, is placed in Su so 

tha t: 

Su = ( 5-37) 
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The corresponding forms of Sc u and Spu ln Su are: 

.' (5-38) 

Spu = 0 (5-39) 

The form of Sk, in Eq. (5-35), Is: 

(5-40) 

where Ok is given by Eq. (3-17), and: 

au 2 
Pk1d = POt ( 8y ) 

(5-41) 

Ek1d = 2 p. [ { L(k1/2) 
8y 

2 
} ] (5-42) 

ln Eq. (5-36), SE is: 

(5-43) 

with DE given by Eq. (3-21), and: 

E 
P E 1 d = k ( C'E Pk 1 d ) 

(5-44) 

=~ 8 au 2 
EE 1 d P {8y ( 8y ) } (5-45) 

The treatment of the Sk and SE terms requires some special conslder-

ation, as mentioned in Section 5.2.6, and will be discussed shortly. 

Since there are no unknown pressure terms in ~q. (5-34), ail three mode 1 

equations, (5-34) to (5-36), can be treated as convection-diffusion type 

1 ; 
f 

-------------------------------------
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equations, with convection terms set ta zero, and solved using proce-

dures akin ta those described .for Eq. (4-1). This means that ail vari-

ables, including U velocities, are stored at main~grid points. Gra-

dients of variables, appearing in the source terms of the mode 1 equa-

tions, are calculated using procedures analogous to those used for 

determining simi lar gradients in Section 5.2.6. 

5.3.2 Domain Discretization 

From the discussion in Chapter III, it wi Il be recalled that the 

principle difference between the low-Reynolds-number and standard k-( 

turbulence models is in the handl ing of the near-wal 1 regions. In the 

standard k-( model. boundary conditions are not specified at wall sur-

faces but rather at grid points that are located in the fluid at a non-

dimensional perpendicular distance from the wall of 30 ~ y+~ 100 

[75] : ln this investigation a value of y+ = 30 is used. When using 

low-Reynolds-number turbulence models, the U, k, and ( equations are 

,} solved ail the way ta the wall boundary points. This requires that a 
! 
1 

large number of grid points be placed in the y+ < 30 region, in order to 

ensure adequate resolution of the steep gradients of the turbulence 

properties that occur there, particularly through the viscous sublayer. 

The one-dimensional grids for fui Iy developed duct flows were generated 

such that a deslgnated number of grid points were always located in the 

near-wall regions where y+ < 30. regardless of the value of Ur. which, 

for the same duct dimensions. increases with increasing flow rate. From 

Eq. (3-31), i t can be seen that as Ur increases. the sforement ioned 

near-wall regions Will occuPY less of the total calculat ion damain. and 

the core-flow reglon located between these near-wal 1 regions wi 1 1 be 

l 
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correspondingly larger. In such a case, more grid points were placed 

within the central core region', resulting in a greater total number of 

grid points, although the number of grid-points within the near-wall 

regions (y+ < 30) was not chanyed. On average, for the entire range of 

flow rates investigated, approximately 40 to 50 percent of ail the grld 

points were located in such naar-wal 1 regions. A more detai led descrip­

tion of the grid-generation procedure is given in Appendix 1. 

5.3.3 pormulation of the k and f Source Terms 

The manner in which a source term is 1 inearized can have a signifi­

cant effect on the rate of convergence of the iterative solution of the 

discretization equations [41]. There are many ways that the expression 

for Sk can be spi it into Sc k and (Spk k). The same may also be said of 

the expression for Sf. During prel imlnary testing, using the one­

dimensional k-f model equations, the source term formulation suggested 

in Ret. [42) was compared to several other formulations that had been 

used by the present author and found ta work weil for one-dlmenslonal 

flow calculations. In particular, two dlfferent formulations for Sk and 

Sf were used, and the ef fect that these had on the overall rate of con­

vergencp. of the solution to the coupled sets of U. k. and f discretiza­

lion equations was evaluated. 

Sk Treat.ent (1): Sk, 

This formulation is the one suggested in [42] and u3ed for the two­

dimensional form of Ski in Sect ion 5.2.6. At a gr id point P, (Sk)p 

is given by Eq. (5-28). For turbulent simple fui Iy developed duel flow: 
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(5-46) 

(Sp k)p = (Ok + Ekld)P 
kp 

Pkld' Ok' and Ek1d are as defined in Section 5.3.1. 

Sk Treat.snt (2): Sk 2 

(5-47) 

ln Treatment (1) for Sk, the negative terms in (Sk)p are multiplied 

by (kp/kp) to make them linearly dependent on kp, in an artificlal 

manner. The resulting form of (Spk)p is shown in Eq. (5-47). By doing 

this, (Scle)p and (Splc)p Will always be posi t ive and negat ive, 

respectively, thus ensuring that kp is always positive [41]. If, during 

the Iterative solution procedure, kp becomes very smal l, the artificial 

(Sple)p term, given by Eq. (5-47), can become large, compared to the 

other terms in the discreti:.:ation equation for kp ' (Spk)p would then 

make ap ' in Eq. (4-11), correspondingly Idrge and result in an even 

lower value of kp. Su ch an event can occur durinp the early staQ~s of 

the Iterative solution process when, due to a poor initial guess for the 

values of the dependent variables, it could take several iterations 

before the distribution of U, k, and ( assume forms simi lar ta those of 

the converged solution prof i les. A smal 1 value of kp, caused by an 

artificially large (Splc)p, could substantially increase the number of 

Iterations needed before proper profi le trends for k are obtained. For 

this reason, it was decided to try the followlng alternative procedure 

for calculating k source terms and solving the k equations. 

Step 1: 

Formulate (Sck)p and (Splc)p as: 



(Sck)p = (Pk1d - Ok - Ek1d)P 

(Sp k)p = 0 

Step 2: 
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(5-48) 

(5-49) 

Store the k field values from the previous iteration. Then solve 

the k equations using these previous Iteration values for the initiai k 

field distribution. 

Step 3: 

If a value of the newly calculated k field from Step 2, say kp, is 

less than zero, reformulate (Sc")p and (Spk)p in the same manner as that 

in Treatment (1) for Sk , uSlng Eqs. (5-46) and (5-47), at that particu­

lar P locat ion only. In Eq. (5-47), the previous i terat ion value of kp 

is ta be used, not the negative value just calculated. 

Step 4: 

Repeat Steps 2 and 3 until ail k values calculated in Step 2 

are positive. When thjs occurs, use these values as the current iter­

ation values of k and proceed to solve for f. 

When a value, kp, calculated in Step 2, is less than zero, it means 

that (Sck)p was negative and large enough in magnitude to cause the 

value of kp ta ~ecome negative. Usually, thls Iterative process, 

between Steps 2 and 3, is only required in the initiai few iter-

ations of the solution procedure. Once the calculated k field begins to 

take the shape of the converged solution, the source term treatment of 

Eq. (5-48) does not result in negative values of kp. 
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ST Treat •• nt (1): Sf, 

As with Treatment (1) for Sk, this formulation of SE is based on the 

one suggested in [42] and used in Section 5.2.6. At a grid point P, 

the source term expression (Sl)p is given by Eq. (5-31), and for the 

- --one-dimensional form of the ( equation, (Scf}p and (SpE)p are: 

(Sp E ) P - -
( p f c 2 l Cz, f) p 

kp 

(5-50) 

(5-51) 

Plld and EEld are as defined in Section 5.3.1, and C2l and f ezl are 

given in Tables 1 and 2, respectively. 

ln Eq. (5-43), since D, contains an E 2 term, Sc is a nonl inear 

function of l. Following the recOIMlendation of Patankar [41], at a grid 

point P, Sl is 1 inearized as: 

(SE )p 

(5-52) 

where 

(Al )p 
a au 2 = { Cl E k (ay) }p (5-53) 

lO = { 2 p f c 2 f Cz, k }" (5-54) 
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The superscript ° appearing on Eor terms containing E, Indicates 

that the value of E fram the previous iteration is ta be used. The 

other terms appearing in these equations are as defined previously in 

this chapter. In arder tu ensure that the Sc E and SpI: terms are 

always positive and negative, respectively, they are calculated, follow-

ing the recommendation in [ 41) , as: 

1 f (A E < BEO)p then 

(Sc E ) P = (DEO +EE1d)P 

(Sp E )p = (A E - BEO)p 

otherwise 

(Sc f ) P = (DEO +EE1d)P + (AE EO ) P 

(Sp f ) P = (BEO )p 

Calculatlon of Sc and 5;: Procedure A 

(5-55 ) 

(5-56) 

(5-57) 

(5 - 58) 

ln the formulation glven by Treatment (1) for bath the k and E source 

terms, Raithby and Schneider [42] state that convergence is accelerated 

if the previous iteration values of kp and Ep are used wherever they 

appear in (Sc)p and (Sp)p terms. This practice is denoted as 

Procedure A. 

Calculatlon of Sc and Sp: Procedure B 

The other procedure that can be employed when calculating k and f 

source terms at a grid point, P, is ta use the most recent values of kp 

and Ep. Therefore, the previous iteration values of kp and fp are used 

ta calculate (Sck)p and (Spk)p. For the analogous terms in SE, the 

newly calculated values of kp in the current Iteration are used along 

with the previous Iteration values of fp. 

-
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. 
The effect of using bath procedures, A and B, for speci fying kp and 

fp were also evaluated for the different source term formulations pre­

sented in this section. Particular source term combinat ions wi Il be 

designated according to the treatment and procedure used in the formula-

tion: For example, a source term combinat ion consisting of the 

Trea tmen t (1) formu 1 a t i ons for both Sk and Sf us i ng Procedure A will be 

designated as Sk,-Sf,-A. Tests were undertaken to determine which 

formulations yield the best rate of convergence. The results of these 

tests wi Il be discussed in Chapter VII. 

5.3.4 Use of the Standard k-l Mode 1 

Results were also obtained using the standard k-f turbulence model. 

These were then compared ta the low-Reynolds-number mode 1 results. The 

model equations and source term formulations are the same as those pre-

sented in Section 5.3.1, except that EUd and El1d in Eqs. (5-40) and 

(5-43), respectively, are set to zero. and fC2E in Eq. (3-21) for DE 

becomes one. 

The grid5 used are the 5ame as those used for corresponding low-

Reynolds-number calculations, except. 01 course, they exclude ail grid 

points in the near-wal 1 ragions where y+ < 30. Detai 15 of grid gener-

ation are given in Appendix 1. The specification of near-wall boundary 

conditions for the standard k-( mode 1 are explained in Section 3.3. 
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CRAPTER VI 

BXPERIMENTAL APPARATUS AND PROCEDURES 

An exper imenlal faci 1 i ty was special Iy designed and constructed in 

an initial phase of this research effort [109]. A schematic representa­

t ion 0 f th i s f ac i 1 i t Y i s shown in Fig. 16. Mos t 0 f the f 1 ow ci r cu 1 t can 

be seen in Fig. 17: The air flow direction is fram right to left in the 

photograph. The flow facil ity consists of the fol lowing key elaments: 

(i) a test section; (ii) a flow transition section; (iii) ft flow meter­

ing section; (iv) a flow control, generation, and exhaust section; and 

(v) a data acquisition and processing system. Brief descriptions of 

these key elements and the experimental procedures used are given in the 

following sections of this chapter: Detailed descriptions of ail sec­

tions and the procedures used in the initiai tasting and calibration of 

the exp'3rimental faci lily are avai lable in [109]. Sorne modifications 

have beenmade to Improve the facllity described in [109], and these are 

noted and described in this chapter. 

6.1 TEST SECTION 

The experimental facility was designed so that the test section 

could easi Iy be detached, disassembled, reconfigured, and reattached to 

tha rest of the flow circuit. This allowed three diffe~ent interrupted­

plate rectangular duct configurations to be investlgated. The final 

configurations of the test sections were arrived at by using represent­

ative compact heat exchanger dimensions and overal 1 pressure drop data 

available in [1-5,11,24-26,53,54], in the context of the capabilities of 

the r es t 0 f the f low ci r cu i t. As was men t loned 1 n Chap ter l, one 0 f the 
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objectives of this work is to investigate the effect on the flow of the 

thickness of the plates in an interrupted-plate duct. Each of the three 

interrupted-plate duct test sections used, which wi Il be referred to as 

Ducts 1 ta 3 in the remainder of this thesis, was obtained by using the 

same overal 1 rectangular-duct section and inserting plates of a desired 

thickness along its centerl ine. The actual dimensions measured from the 

final, assembled, test sections are presented in Table 3. With reference 

to the nomenclature given in Fig. 2, the nominal dimensions for Duet; 1 

to 3 are given below. 

Ail of Duets 

Duet 1: 

1 to 3: 

Overall length, l = 
Width, b = 

Half He i ght, H = 
Plate Length, L = 

Interplate spacing, s = 
Module Aspect Rat i 0, À = b/H 

Fu II-Duc t Aspect Rat io, ç = b/(2H) 

Plate Length Rat ic, L* = L/H 

Plate Spacing Rat io, * s/H s = 

Half-thiekness of plate, t = 

Plate thickness rat io, t* = t/H 

2133.6 nvn 

152.4 mm 

12.7 mm 

25.4 nvn 

25.4 mm 

= 12.0 

= 6.00 

= 2 

= 2 

0.400 mm 

= 0.0315 

b ... ____________________________________ _ 



Duet 2: 

Duet 3: 

Half-thiekness of plate, t = 
Plate thickness ratio, t* = t/H 

Half-thiekness of plate, t = 
Plate thickness ratio, t* = t/H 

0.800 nvn 

= 0.0630 

1.60 mm 

= 0.126 
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The test sections used in this study were eomprised of two reetangu­

lar interrupted-plate duct sections eonnected in series: (1) a leading 

section, 1524.0 mm long, made of aluminum, and instrumented for wall 

static pressure measurements; and (2) a flow visual ization section, 

609.6 mm long, and made of elear aeryl ic. The interrupted-plate duet 

test-section geometry was continuous trom the first plate of the aluminum 

dlJct through to the last plate in the acrylie duel. With the above­

mentioned length, a minimum of 23 geometrical Iy simi lar modules, such 8S 

ABCDE in Fig. 2, could be eonfigured in the leading aluminum duet. Thus 

periodie fui Iy developed flow eould be eonsidered to prevail over at 

least the last 13 modules of the aluminum duet and ail the modules of 

the aeryl ic duct, for eaeh test section. 

6.1.1 Aluminum Duct Details 

An exploded view of the aluminum section of Duet 3 is shown ln Fig. 

18. The top and bottom walls, CD and ® ' are machined trom 

1524.0 mm long, 12.7 mm thick, and 203.2 mm wide aluminum plates. Two 

sets of adjacent shoulders, ® and ® ' are mi lied along the edges of 

these plates, to a depth of 6.8 mm over thei r ent i re length. These 
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shoulders are used for proper location and al ignment of three sets of 

side walls, ® ' ® ' and (1) , which are machined from fiat aluminum 

bars. The outer set of side walls, (J) , are each 12.7 nvn thick, 

38.1 mm high, and 1524.0 mm long. Both sets of inner sida walls, ® and 

® ' are 12.7 mm thick, 19.05 mm high, and 1524.0 mm long. The bot tom 

set of these walls, ® ' have a total of 239 hales, 3.2 11111\ in diameter 

and 6.4 nvn deep, dri lied along their centerl ine, with a unif~rm spacing 

of 6.35 nvn between the centers of adjacent hales. To obtain a desired 

plate spacing, steel dowel pins. (]D , 3.2 mm in diameter and 12.7 mm 

long, are fitted into the appropriate holes in the bottom inner side 

walls. Suitable positioning hales are dri lied 5.0 mm ln from the end of 

each plate, ® ' of the col inear array. Th i sensu res acc'I r a te pos i -

tioning of the plates, which are made of precision ground steel eut ta a 

cross-flow width of 175.0 mm and guaranteed by the manufacturer ta have 

the fol lowing dimensions and tolerances: with reference to the notations 

in Fig. 2, L = 25.40 ± 0.025 mm and, for Duct 3, 2t = 3.175 ± 0.025 mm. 

Ta allow the upper set of inner side walls, ® ' to si t on top of the 

dowel pins protruding through the array of col inear interrupted plates, 

a groove, 4 mm wide and 6.4 mm deep, has been milled along the center­

line ove( the whole length of these wal Is, on the side facing the dowel 

pins. Interplate spacers, not shawn in Fig. 18, are placed on the top 

surface of the inner side walls, filling ir: the gaps between the trail­

ing and leading edges of two successive plates. These 25 mm long spac­

ers are 12.7 mm wida, with the same thickness as the plates, and they 

are accurately positionad in the same manner as the plates: A position­

ing hale, through which a steel dowel pin can be passed, is drilled 

through the center of each spacer. 
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Screws are used to fasten the inner side walls, ® and ® ' to the 

respective upper and lower pla'tes, <D and ®. The entire duct is 

assembled and held together using machine screws and nuts that pas~ 

through holes dril led through the outer side walls, along their center-

line, and corresponding holes dril led along the centerllnes of the outer 

shoulders, @) , of the top and bottom plates, CD and ®. Alumlnum 

angles, ~ , are attached to each end of the duct section and, wlth 

the use of bolts and nuts, they are used to connect the plumlnum duct to 

the downstream acryl ic duct section. When completely assembled and con-

nected to the f ICJW faci 1 i ty, the edges of ail joints where two or more 

parts of the duct mated were sealed with two layers of ducting tape. 

This ensured airtight joints along the entire test section. 

Axial pressure distributions were measured with the aid of 221 taps, 

€D ' each with a hole diameter of 0.5 mm, deployed along the centerline 

of the bottom plate of the aluminum duct section. The first and last o~ 

these pressure taps were dri lied 63.5 mm from each end of the bottom 

plate and the other holp.s were dri lied at regular inter~als, with a dis-

tance of 6.35 mm between the centers of adjacent holes. The measured 

locations of these holes with respect ta the downstream end of the alu-

minum duct section, are given in Table 4. With the Land s dimension. 

given in Section 6.1, the spacing of the pressure taps ensures that 8 

uniformly spaced wall static pressure measurements are obtained along 

the lengtn of a geometric module, at the locations shawn and labelled in 

Fig. 19: LE is located over the leading edgo of the plate; LC is 

located over the plate, midway between its leading edge and center; CP 

is located over the center of the plate; CT is located over the plate. 

midway between its center and trai ling edge; TE is located over the 
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trai 1 ing edge of the plate; G1 is the first point downstream of TE, mid­

way between TE and the center of the interplate gap; G2 is loeated over 

the center of the interplate gap; and G3 is located midway between the 

G2 and the leading edge of the first plate in the next downstream 

module. 1 t should be noted here that the bottom wall in Fig. 18, wi th 

pressurl taps located along its centerl ine, corresponds ta the top duet 

wall shown in Figs. 17 and 19. 

The construction detai Is of Duets 1 and 2 differ from those of Duet 

3, just presented, only in that the plate thickness is decreased: halved 

from Duct 3 to 2, and halved again from Duct 2 to 1. To maintain the 

same value of module aspeet ratio , ~, aluminum shims of the appropriate 

thiekness, 0.80 mm for Duet 2 and 1.19 nvn for Cuct 1, were placed along 

the length of the Duct side walls, ® and ® ' on the horizontal sur­

faces that mated with the top and bot tom aluminum plates. This ensured 

that the height of the duet, 2H, remained the same for Ducts 1, 2, and 

3. In this connection, the thickness of the interplate spacers was also 

changed as the plate thickness changed. 

A photograph of an assembled interrupted-plate rectangular duct test 

section, appropriately mounted and fitted to the rest of the flow cir­

cuit, is shown in Fig. 20. The inlet, or upstream end, of the aluminum 

duct is !oeen at the lower-right edge of the picture. The static pres­

sure taps, the machine screws that hold the duct together, and the con­

nection to the downstream aeryl ie duct are ail c!early seen. A photo­

graph of the top a.,d bottom plates of the aluminum duet, c;;ho"ing the 

inner and outer side walls and the array of col inear interrupted plates, 

is given in Fig. 21. 
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Further details on the des'ign of the interrupted-plate ahll1inum 

duet, including the construction of the pressure taps, are available in 

[ 109] . 

6.1.2 Acrylic Duct Detail. 

The interrupted-plate serylic duct section is a continuation of the 

interrupted-plate configuration in the aluminum duct sect on. lt allows 

plate-surface flow visual izatian studies ta be performed. The dimen­

sions and construction detai ls of this duct &re similar ta those pre­

sented for the aluminum duct in Sect ion 6.1.1, wi th the following excep­

tions: (i) ail the walls of this section are made from clear &crylic. 

except for the lower inner side walls which are made of aluminum; (ii) 

the length of the duct is 609.6 mm instead of 1524.0 mm; (i i i) there are 

no static pressure taps along the length of the duct; (iv) the col inear 

array of plates are painted with a thin layer of flat-black paint to 

allow good contrast with surface flow visual ization paint patterns; and 

(v) a section of the top plate can be removed after the entire duct has 

been assembled and connected to the flow circuit. 

The top acryl ie plate of the acryl ie duet eonsists of three parts: 

two 114.3 nvn long sections at the upstream and downstream ends of the 

duct, and a 381.0 mm long central section. The upper inner side walls 

are also sectioned sa that tne appropriate lengths are fastened to each 

upper plate section. The two elld sections of the upper plate and the 

rest of the acrylic duct. except for the central upper plate section. 

are assembled and held together uSlng machine screws and nuts. The 



l 

148 

machine screws pass through holes in the outer sida wal Is and the outer 

shoulders of the top end platès and the bottom plate. Wh en the duct is 

assembled, the two end sections of the top plate provide a si iding fit 

for the central section of this plata. During an experimental run, the 

joints between the central section of the upper plate and the rest of 

the duct are sealed with two laydrs of ducting tape to ensure an air­

tight seal, as with ail other locations where two surfaces mate. The 

removable central portion of the upper plate al lows ready aceess to the 

arrayof interrupted-plates whi le the rest of the acryl ic duct section 

is st i Il fastened to the f low ci rcui t. This faci 1 i tates the removal of 

the plates when they need to be prepared for flow visualization studies. 

ln Figs. 17, 20, and 22, the acryl ic, or f low visual izat ion, port ion 

of the interrupted-plate rectangular duet test section is seen connected 

to the do~nstream end of the alumlnum duct section. A close-up view of 

this acryl ie section, given in Fig. 22, clearly shows the col inear array 

of plates along its length, the connection to the upstream aluminum sec­

tion on the right, and the connection ta the downstream flow transition 

section. The access ta the array of plates that IS allowed by the 

removal of the central top-plate sect ion of the duct is demonstrated in 

Figs. 23 to 25. In these figures, the surfaces of the fourth, fifth, 

and sixth plates downstream from the inlet of the acryl ic duct section 

have been painted for the flow visual ization study. Figure 25, in which 

the flfth plate has been removed, shows detal Is of the inner side wal 15, 

the plates and dowel pins used ta construct the col inear interrupted­

plate array, and the interplate spacers u5ed ta fi Il the gaps between 

plates along the Inner side wal Is. These detai 15 have been described in 

Section 6.1.1, and they are common to bath the aluminum and the acryl ic 
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sections of the interrupted-plate duct test section. 

6.2 FLOW METERING SECTION 

The main flow passage in the flow metering section is a 88.9 mm 1.0. 

and 1244.6 mm long tube made of clear acrylic. This section can be seen 

at the far-Ieft side of Fig. 17. The flow rates are obtained using 

stagnation pressure measurements trom a traversing pitot tube and static 

pressure measurements from two taps ln the flow tube wall. The pitot 

tube can be positloned ta an accuracy of ± 0.02 mm. Volumetrie flow 

rates are determined by employing the ten-point ~og-I inear method of 

Winternitz and Fischl [45]. In the deSign, construction, and assembly 

of the flow metering section, the recommendations of Ower and Pankhurst 

[46] and Shaw [119] were followed as closely as possible, in order to 

minimize the errors in the stagnation and statlc pressure measurements. 

Further detai 15 are given in [109]. 

6.3 FLOW TRANSITION SECTION 

The flow transition section can be seen in Fig. 17, attached to the 

downstream end of the interrupted-plate rectangular duct test section on 

one side and ta the upstream end of the flow metering tube on the oppo­

site side. This section consists of two main parts' a flow redevelop­

ment duct of rectangular cross section and a flow ad)ustment box. The 

rectangular flow redevelopment duct attaches ta the downstream end of 

the interrupted-plate rectangular duct test section on one end and to 

the f low adjustment box on the other end. 1 t i s used ta ensure tha! the 

flow in the test section is, as mu ch as possible, free of the effects 

~~~------------------------ --
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caused by the transition from a duct of rectangular cross section to the 

circular cross section tube of the flow metering section. The flow 

adjustment box allows the air leaving the rectangular redevelopment duct 

to redistribute itsel f and enter the circular cross section flow meter­

ing tube aXlsymmetrically. De3ign and construction detai Is are given in 

[109] . 

6.4 FLOW CONTROL, GENERATION, AND BXHAUST SECTION 

Some black colored rubber and plastic ducts, and two flow control 

valves, which consti tute a part of this section can be seen in the upper 

left corner of Fig. 17. A centrifugai-type, constant-speed, blower 

(Regenair R7100a), driven by a 10 HP AC motor with a rotor speed of 

3450 rpm, was used in the suction mode to generate the air flow. The 

blower was mounted in a room adjacent ta the Heat Transfer Laboratory, 

on the opposite side of the wall shown in Fig. 17. Additional details 

and operational characteristics of the blower are given in Appendix 2. 

The exhaust air comlng oui of the blower was passed to the outdoor envi­

ronment to ensure that it dld not dlsturb the air entering the test sec­

tion. The use of two flow control valves, as shown in Figs. 16 and 17, 

made i t possible to supply the blower with an adequate supply of air 

over the whole range of test-section flow rates considered in this the­

sis. 

6.5 SUPPORTING EQUIPMENT, INSTRUY~NTATION, AND KATERIALB 

Brief descriptions of the key components of the equipment and 

instrumentation used to measure, record, and process the experimental 
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data, and materials used in the flow visual ization studles, are glven ln 

th i s sec t ion. 

6.5.1 Pressure Measurement Instrumentation 

Measurements of atmospherie, statie, and dynamic pressures were 

required in the investigation. 

The atmospherie pressure was measured using a Fortin-type Mercury­

in-glass barometer that was aeeurate to ± 0.2 mm of mercury. 

Statie gauge pressures in the flow metering section and ail other 

differential pressures greater than kPa were measured using an inclin-

able reservoir-type manometer (Type 5 Airflow Manometer, Airflow 

Developments, Canada, Ltd.). The manufacturer's specifications state 

that the manometer fluid, a dyed blend of Paraffln, has a specifie gra­

vit Y of 0.764 at 20°C and that the manometer is accurate ta ± 1" of the 

reading or ± 0.13 mm vertical height, whlchever is larger. A cal ibra­

tion of the manometer, performed in the Heat Transfer Laboratory, con­

firmed these specifications. 

Ail differential statie pressures of less than 1 kPa were measured 

using an Integral Baraeel pressure transducer (Datametries, Madel 

590-D-1kPa-206-V1X-4D). Its output is a 0 to 10 volts OC signal that is 

linearly proportional to positive Cllfferential pressures applied across 

i ts diaphragm Qver a full scale range of 0 to 1 kPa. 1 t was determined 

that the unit is aceurate to within ± 0.05 Pa, which is aeeounted for by 

assuming an uncertalnty in the output signal of éVcel = ± 500 ~V, whon 
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measuring positive pressure differentials ranging from 0.2 Pa to 1 kPa. 

Detai Is of this cal ibratlon procedure are glven in Appendix 3. More 

detai led descriptions of the transducer and its incorporation into the 

oversll experimental flow facility are available in [109]. 

Differentiai pressure measurements from the numerous statie pressure 

taps of the test section were done using an Scanivalve mechanical multi-

plexor (Scanivalve Corp., Model 4809-1/2) driven by a solenoid drive 

(Scanivalve Corp .. Model DS4-48) that was control led by a Scanivalve 

control 1er unit (Scanivalve Corp., Mode 1 CTLR10P/S2-S6) This Scanivalve 

mechanical multiplexor has a 48-port detachab!e pneumatic connector 

which allows as many as 48 pressure 1 Ines, made of 1.6 mm vinyl tubing 

(Scanivalve Corp., VINL-063 vinyl tubing), to be connected to the 

Scanlvalve. This enabled a sequential connectlon of 48 pressure ports, 

one at a tlme, ta the Barocel pressure transducer: The use of two such 

connectors al lowed a total of 96 pressure 1 ines ta be handled by one 

Scanlvalve unit and one Barocel transducer. The reader is referred to 

[109] if more detalled information is requlred. 

6.5.2 Temperature Measurements 

The ai r temperature in the f low meter ing cross sect ion was measured 

using a chromai-constantan thermocouple, made of 30-gauge chromel and 

constantan wires insulated with teflon (Omega TT-E-30). Thermocouple 

attachments were done USlng a two-part epoxy adhesive (Omegabond 101). 

This thermocouple was mounted on a traversing thermocouple probe and 

connected to an electronlC dlgi tal thermometer (Omega, Model 410A) wi th 

an internai reference junction and a temperature resolutlon of 0.1 oC. 

-----, 
1 , 
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Measurements of the ambient air temperature were done using an alco­

hol-in-glass thermometer having a temperature resolution of 0.2 oC. 

6.5.3 Dimension Measurementa 

The cross-sectional dimensions of the assembled test sections and 

the interplate spacings of the colinear plate arrays were ~easured using 

a vernier cal iper having a resolution of 0.02 mm. 

6.5.4 Data Acquisition and processinq System 

Most of the pressure measurements made in this work were recorded 

and processed using a microprocessor-based data acquisi tion unit 

(Hewlett-Packard Madel 3497A). This uni t was used ta receive, display, 

store, and transfer ta the main control 1er uni t the 0 ta 10 V OC output 

signal from the Barocel pressure transducer. The digital voltmeter of 

this unit has an accuracy of ± J.'V OC. The control 1er uni t of the 

Scanivalve vIas also controlled by the data acquisition unit, via com­

mands sent from the main control 1er unit. 

The main control 1er unit was a desk-top scientific microcomputer 

(Hewlett-Packard Madel 868) which interfaced to the aforementioned data 

acquisition unit. Software to operate this data acquisition and control 

system was written in the BASIC computer language. This software 

allowed ail the experimental data ta be processed and stored for future 

retrieval, analysls, and hardcopy output. 
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Additional detai Is concerning the data acquisition unit, the main 

control 1er unit, and the computer software written for the main control-

1er unit, ar6 avai lable in [109]. 

6.5.5 Materials Used for Surface Plow Visualization 

ln this work, after some initial testing of various surface flow 

visualization techniques presented in [47,120], it was decided that 

plate-surface streaml ine patterns could be best obtained using a surface 

oi I-flow technique. This technique Involves caating the surface of a 

plate with a paint made of a powdered pigment mixed with a sui tablp oi 1. 

When put in an air flow, detai Is of the f low in the immediate vlcinity 

of the plate are shown by the surface streaml ine patterns formed. The 

reader is referred to [47] for a descript ion of the physics of this pro-

cess. 

Two types of kerosene based paints were used in this work: Titanium 

Dioxide (Ti02 ), an opaque fine white powder, was used as the pigment in 

one paint; and a fluorescent orange pigment (Day-glo Color Corp., A-15-N 

Blaze Orange) was used in the other paint. In addition, when required, 

Oleic acid (C18H3402) was used as an addi tlve to control the extent of 

flocculation by pigment particles in the kerosene: This al lowed wei 1 

defined streaks to be produced. The properties of these substances are 

listed in A~~endix 4. The amounts of different materials required 

to create a suitable paint varied, depending on the flow rate, and wi 1 1 

be discussed in Section 6.6.4. 

A paint brush wi th a fiat one-inch wide sable-hair tip was used in 



the appl ication of the flow visual ization paint to the surface of the 

plate. 
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As was mentioned in Section 6.1, each plate in the col inear array of 

plates in the flow visualization duct section was spray painted with a 

thin layer of flat-black paint. This served to provide high contrast 

between the plate surface and the paint pigment, particularly ln the 

case of the white Ti02 pigment, and thereby faci 1 i tated photography of 

the resulting streak patterns. 

Two 250 W tungsten lamps were used to il luminate the streaks formed 

by the Ti02 pigment. Photographs of dried Ti02 streaml ine patterns were 

taken using high contrast Kodak Ektagraphic HG 51 ide film (ASA 8). Some 

photogra~hs of wet streamllne patterns were taken whlle the plates were 

still in the flow, and before the Ti02 flow visuallzation palnt had 

dried, using tungsten balanced Kodak Ektachrome si Ide film (ASA 160). 

The streaks formed by the fluorescent Day-glo pigment wele il lumi­

nated in a dark enclosure using a long-wave black 1 ight (Panosonic 

Blackl ight Blue - F15 T8/Bl-B), and they were photographed using Kodak 

Ektachrome Dayl ight 51 ide film (ASA 100). 

6.6 EXPERIMENTAL PROCEDURES 

ln this section, brief descriptions are given of the procedures used 

to obtain differential static pressure measurements, the air flow rate 

in the flow metering section, plate-surface streaml ine patterns, and 

reported experimental uncertainties. Following that, a step-by-step 
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description of the overal 1 procedure used to run thls experiment Is pre­

sented. 

6.6.1 Differential static pr •• sur. Xeasuremants 

Wall etatic pressure measurements in the aluminum duct portion of the 

test section were made in the dlfferential mode, with reference to the 

static pressure at a suitable initial reference port. The gauge statlc 

pressure at this reference port, and the gauge static pressures in the 

flow metering section were measured using the incl inable manometer men-

t i oned ea r 1 i e r in Sec t ion 6.5. 1 . 

Differentiai static pressures of less than 1 kPa, were measured 

using the Integral Barocel pressure transducer described in 

Section 6.5 1. In order to minimize output signal fluctuations caused 

by electrical noise, a very stable OC power supply to the Barocel trans­

ducer was used, and ail signal cables were shielded by several wraps of 

aluminum foil. Cyelical fluctuations in the output signal of the 

Baroeel, caused by the Inherent statie pressure fluctuations ln turbu­

lent flows and flows generated by centrifugai blowers, and by low-Ievel 

60 Hz AC noise, were fi Itered out by using the fol lowing time~8veraging 

procedure. For each measurement, the data acquisl tion system was pro­

grammed to take 60 discrete readlngs of the Barocel output over a period 

of 13 seconds, compute the arlthmetic mean of these readings, and record 

this value. in test rUIlS, i t was establ ished that this procedure pro­

vided a good degree of repeatabi 1 ity [109]. A quantitative estimate of 

this repeatabi 1 ity, using the procedure described later in 

S~ction 6.6.3, was made for each flow rate and duct combinat ion studied, 
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and included in the calculation of the uncertainty in the final results. 

Over a period of 24 hours, the zero-drift in the Barocel output sig­

nai was found to be as much as ± 0.003 V. However, the time requlred to 

complete one data run was between one and two hours, and the problem of 

zero-drift could be overcome by using the following procedure. For eaeh 

run, five zero readings were taken before the 5tart of the run and five 

zef~ readings were taken at the end of the run. The average of the ten 

zero readings was then subtraeted from ail other differential pressure 

readings taken during the run ta obtain their correct values. It was 

found that this procedure reduced the zero-drift to acceptable levels 

[109]. A quantitative measure of the zero-drift was calculated for each 

set of pressure measurements, using the method outlined later in 

Section 6.6.3. and this value was accounted for in the calculation of 

overall experimental uncertaintie5. 

6.6.2 Air Flow Rate Measurements 

ln the flow metering cross section, measurements of time-mean stag­

nation pressures at designated measuring points and measurements of 

time-mean wall statie pressure were used to calculate local values of 

time-mean dynamic pressure, Pdyn : 

Pdyn = Ps ta9 - P s tatlc 
(6-1 ) 

where Pstatlc is the time-mean average value of the wall static pres­

sure measurement5 and PStaQ 15 the time-meel stagnation pressure measured 

at the point of interest. The locat ion of the PSta9 mea5ur In9 points 

was determined by using the ten-point log-I incar rule of Winternitz and 

-
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Fi sch 1 [45]. The measured values of air temperature and time-mean 
. 

average wall static pressure in the flow metering cross section were 

used with standard air tables [121] to obtain the correspondlng tlme-

mean density of the air. The local values of U at the stagnation-

pressure locations were calculated from: 

U = (2 Pdyn 1/2 
p ) (6-2) 

Using the method of Winternitz and Fischl [45], the local values of 

U were integrated over the flow tube cross section to obtain an average 

velocity through the flow tube, Uft. The values of Uft and p were used 

to calculate the corresponding mass flow rate, ro, which is also the mass 

flow rate through the entire length of the flow circuit upstream of the 

flow metering cross section: 

ri! = p Uft Aft ~6-3) 

where Aft is the area of the flow metering cross section. 

The value of the dynamic viscosity, ~, used in the calculation of 

Reyno 1 ds number s was obta i ned trom standard air tab 1 es [121] as a 'unc-

tion of the air temperature measured in the flow metering cross section. 

A sample calculation of flow rate is presented in Appendix 5. 

6.6.3 Calculation of Experimental uncertainty 

ln this thesis, uncertainties in the values of individual measure-

ments were combined appropriRtely to obtain the overall uncertainty of 
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final results calculated from these Measurements: The method of Constant 

Odds Combinat ion [49] first presented by Kline and McClintock [48] was 

employed. Using this method, if a final result, ~, Is expressed as a 

function of N number of random variables or measurements, ~i' where 

i = 1 ta N, having associated uncertainties of ± 6~; for the same odds, 

the uncertainty in ~, ± 6~, can be cBlculated for the same odds from the 

relation [48,49]: 

(6-4) 

1 t was assumed that each ~1 is independent and normally tJistributed, 

and the odds for each 6'1 1 are the same (20 ta 1). 1 t has been shawn ln 

[48] that when these three assumptions are val id, the overall uncer-

tainty in a result can be given with good accuracy by Eq. (6-4). 

Ideally, an experimental run should be repeated several times ta obtain 

enough samples of a given quantity, '1;, 50 that the true standard devia-

tian, u;' of the population can be estimated [48-51). For 20 to 1 odds, 

6'1; is given by 2u; [49,52). and for a normal distribution, CT! can be 

estimated frcm the standald deviation of the sample set, S;, given 

by [122]: 

[

,-, ~""'---( F/_O_j ___ F/_;}_2 J ' 12 
Si = ë' 

M-1 
i 

(6-5) 

M represents the number of sample readings of ~Oj that are taken to 

calculate the average of these sample values, ~1. 

However, as in many engineering experiments [48), because of time 
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and money constraints, the final experimental runs in this investigation 

were single-sample [48] in nature: Not enough repeated measurements 

could be do ne to al Iowa proper statistical analysis of the data. In 

such exper iments, the uncertainty in the measured values must be esti­

mated before ~he final measurements are taken [48,49]. This estimation 

of uncertainties was based on (i) the theory ot the operation of the 

equipment in the conditions of this work; and (i i) the sensitivity and 

fluctuationti in instrument readings as specified by the manufacturers 

and confirmed in prel iminary exrerimental runs: These include results 

obtained from instrument calibrations and the initial flow facility 

tests that were performed both for this work and in [109]. 

The di fferential pressure measureme~ts taken with the Barocel pres­

sure transducer were used in deriving the final experimental flow and 

pressure distributions presented in :~is thesis. The random uncertainty 

in such measurements was estimated from a statistical analysis of sample 

readings taken before ~ach experimental run. These measurements were 

taken after the deslred flow rate had been setup in the test section and 

just before the final data taking proce~s was Inl tlated. This particu­

lar method for estlmating uncertalnties was part of the experimental 

procedure for each run, and it is outl ined brlefly in the following 

paragraph. Pdrticuiar detai Is concerning the complete calculation 

procedure used to der ive the overal 1 unceitainty in a final result are 

glven in the example of Appendix 5. 

ln the f low meter ing sect ion, the measured va lue of Pdyn is expected 

to be largest at the center of the flow metering cross section and, 

consequently, the magnitude of the rand~ uncertainty ln this measured 



value is expected ta be correspondingly la·~a relative ta the values 

measured at other locations. ln the interrupted-plate duet test sec­

tion, if there i~, unsteadiness in tile periodic fully developed flow 
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field it is expected ta be greatest in the region immediately downstream 

of the trai 1 ing edge of a plate: The uncertainty in the measure(; pres­

sure di fference between any two successive wall pressure-tap locations 

is, therefore, expected ta be greatest belween the TE and G1 locations 

shawn in Fig. 19. For the aforementioned reasons, the uncertainty in 

the measured pressure differences pertainlng to these two "worst-case" 

locations, one in the flow meterlng section and one in the test section, 

were used as a conservativc estimate of the uneertainty for ail differ­

ential pressure measurements. The procedure used to calc~late these 

uncertainties was as follows: (i) the Barocel pressure transducer was 

connected so as to measure the pressure difference at the appropriate 

110w metering or test section !ocatlon; (1 i) over a perlod of 10 to 11 

minutes, using the time-averaglng procedure described in Section 6.6.1, 

30 successive time-averaged measurements of the differentlal pressure 

were taken (the corresponding voltage output signai. VdP ' fram the Baro­

cel was recorded using the instrumentation and software of the data 

acquisition system); (iil) the sample standard devlatlon of the 30 

measurements taken in (i i) was then calculated; (iv) the value calcu­

lated in (iii) was doubled and used as the uncertainty, ± 6VdP ' in the 

Barocel output signal for ail values of differential pressures measured. 

As described ln Section 6.6.1, the zero-drift in the output signal 

of the Barocel pressure transducer was corrected by calculating the 

average output signal for a zero pressure dlfferential and subtracting 

this value, Vzero ' tram the value measured for a pressure dlfference, 

1 
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VdP ' Ten individual zero output readings were recorded and used to cal­

culate Vzero' Using the time-averaging procedure described in 

Section 6.6.1, each individual reading was the average of 60 readings 

taken over a period of 13 seconds. It was assumed that over such a 

short time period, the average zero output signal of the Barocel could 

be assumed static. a~d twice the standard devistion of these 60 sample 

readings was assumed to be 8 good estiMste of the uncertainty in that 

value. The uncertainty in each of the ten zeroed-values was then cam­

bined. as in Eq. (6-4). to obtain the overall uncertainty in Vzero ' 

6Vzero ' In other words. 6Vzero was tWlce the pooled standard deviation, 

Spooled' of the ten zeroed ~alues, expressed as [122]: 

Spooled (6-6) 

The values of oVeat , discussed in Section 6.5.1, oVdP ' and oVzero 

were '/sed in the calculation of the overall uncertainty of the measured 

pressure differences. An example calculation is given in Appendix 5. 

6.6.4 Flow Visualization Technique 

As statad in Section 6.5.5, two kerosene based flow visualization 

paints were used: Ti tanium dioxide. TiOz' was used as the pigment in 

one and a fluorescent "Blaze Orange" Day-glo pigment was used in the 

other. In arder ta obtain consistently good streak patterns with 

increasing flow rates, the concentration of Day-glo pigment, relative 

ta the kerosene, had to be increased to make a stiffer paint. Over the 
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range of flow rates investigated, three Day-glo paints, referred to as 

DGl, 002, and 003, were used, with the paint stiffness increasing from 

DGl to DG3. Only one TiOz paint was used, and it will simply be 

referred ta as the TiOz paint. The detai led recipes for these paints 

are given in Appendix 4. The methods used ta apply these palnts ta a 

plate surface are discussed next. 

The flow visual ization paints were appl ied to the top surface of 

three plates in the clear acrylic flow visualization section, usually 

the fourth, fifth, and sixth plates downstream from the inlet of this 

section. Ta ensure that the surfaces of the plates were clean, they 

were wiped with a soft cloth dampened with kerosene. For flows in which 

the nominal value of the module Reynolds number, Rem' was less than 

25xl03 , the paint brush described in Section 6.5.5 was wetted wlth kero­

sene and brushed across the plate surface. This left a thln visible 

layer of kerosene that thoroughly wetted the surface. The range of flJW 

rates over which a given paint would give acceptable ~treaml ine pat­

terns, could be extended by varying the thlckness of thls initiai kero­

sene coating. The kerosene would mix with the flow visual izatlon palnt 

that was appl ied and act ta reduce the stiffness of the paint (the ease 

with which the paint flowed): The degree of this reductlon in stiffness 

would vary depending on the amount of kerosene and paint applled ta the 

surface. At higher f low rates, when this thin "pre-co~ting· of kerosene 

mixed with the flow visual ization paint, the paint would flow tao 

readily: When placed in the air stream it would flow completely to the 

trailing edge of the plate, leaving no streaks. For high flow 

rates, therefore, the paint was appl led dlrectly ta the plate surface, 

without pre-coating it wi th kerosene. 
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ln the case where the plate surface was pre-coated with kerosene, 

the paint was appl ied in the fol lowing manner: (i) the paint brush was 

wetted with the flow visual ization paint; (ii) the fiat surface of the 

wetted paint brush was then pushed against the surface of the plate at 

one end, near the dowel-pin positioning hole, so as ta squeeze the paint 

out of the brush onto the plate; (i ii) by holding the plate at each end, 

and tilting it from side-to-side and forward-and-backward several times, 

the paint deposited in (i i) could be made to flow, and form a uniform 

layer, over the whole upper surface of the plate. The plate was then 

ready to be placed into the flow visuai ization section. 

At the higher flow rates, Rem ~ 25x103 , the paint brush was wetted 

with flow visualization paint and 1 ightly brushed, once or twice, across 

the plate, traversing i t in a cross-flow direction from one end to the 

other, with the one-inch wide tip of the brush extending aver the length 

of the plate, L. This thin, almast transparent, layer of paint yielded 

very fine stre~k patterns when the plate was placed in (he air flow. 

Whi le the Ti02 paint was used over the whole range of flow rates 

investigated, the DG1 paint was used only for Rem < 25x103 . For 

Rem ~ 25x103 and ~ 30x103 , the DG2 and DG3 paints were used, respec­

tively. 

This process of applying the flow visualization paints depended on 

the author's abil ity ta visual Iy estimate when the correct amount of 

paint and kerosene nad been appl ied to the surface of a plate for a 

given flaw rate. Several attempts were often required before the proper 
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combinations were found, but the abi 1 ity to obtain these successful com­

binations improved as experience was gained. 

The procedure to prepare a plate for flow visual ization experiments 

ean be summar ized as follows: (i) when the desi red f lo~ rate through the 

interrupted-plate duct test section is establ ished, remove the central 

por~ion of the top plate in the aeryl ic flow visualization duct; 

(i i) remove the plates of the interrupted-col inear array that are to be 

painted with the flow visual ization paint; (i i i) paint the plates as 

deseribed in the precedlng paragraphs of this subsection; (iv) carefully 

put tho plates back into thelr proper locations in the col inear array; 

(v) fit the removable top section of the acrylic duct back into its 

appropriate location; and (vi) seal the joints at locations where this 

section mates with the rest of the duct. There is a short time delay 

from when the top section of flow visual ization duct is replaced to when 

periodie fui Iy developed flow conditions occur. From observations of 

the variations in the time-mean wall static pressure measurements and 

the behaviour in the flow of paint on the plates, this short delay was 

estililated to be less than three seconds, and it does not noticeably 

affect the final patterns of the dried streaks: The time requlred 

for the paint to flow from the loading-edge regiol1 ta the trall ing-edge 

region of a plate is of the order of \ i fteen ta thl rty seconds for the 

higher flow rates, and as long as two or three minutes for the lower 

flow rates. The time for the paint ta dry is of the arder of one to two 

hours, again depending on the overall flow rate. 



6.6.5 synopsis of the Ov.rall Experi.ental Procedure 

After the assembly of the test section with the desired plates, 

measurement of its dimensions, and its attachment ta the rest of the 

flow circuit, the fol lowing step-by-step procedure was used ta obtain 

the desired flow rates, the corresponding pressure drop data, and the 

plate-surface flow visual ization results. 
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1. Power-up ail electrical systems, except the air blower, and allow a 

two-hour warm-up period. 

2. Set the flow control by-pass valve to its fui I-open position, turn 

on the blower, and al Iowa one-hour warm-up period. 

3. Position the pitot-stagnation tube at the center of the flow 

metering cross section, and locate the traversing thermocouple probe 

immedlately beneath it. 

4. After the stipulated warm-up periods in Steps 1 and 2, set the flow 

control valves to obtain the maximum flow rate: Open the main flow 

valve completely and close the by-pass valve. Allow f ive to ten 

minutes ta achieve a stable flow rate. 

5. Making sure that one of the two flow control valves is always fully 

open, adjust the air flow rate through the test section to obtain 

the desired maximum Reynolds number value in the test section. To 

do this, it is necessary to measure the test section Reynolds number 

for the maximum air flow rate in Step 4 along with the corresponding 

value of Pdyn at the center of the flow metering cross section. By 

connecting the PStaQ and Pstatlc pressure 1 ines to the Barocel pres­

sure transducer, the data acquisition system can be used to monitor 

the change in this Pdyn as the flow rate is changed. The following 
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equation can be used as a rough guide to determlne what value of 

Pdyn corresponds to the desire~ flow rate: 

(Pdyn )des i red (6-7) 

6. Allow five to ten minutes for the new flow rate to stabilize. 

7. Following the procedures described in Section 6.6.4, open the flow 

visual izat ion sect ion, remove and paint the desi red plates, replace 

them, and close and seal the flow visualization section. 

8. Following ti.", procedures described in Section 6.6.3, determine the 

value of the rqndom uncertainty to be specified for the differential 

pressure measurements taken in the flow metering section. 

9. Following the procedures described in Section 6.6.3, determine the 

value of the random uncertainty to be specified for the differential 

pressure measurements taken in the interrupted-plate duct test 

sect ion. 

10. Initialize the data-taking procedure for the flow measurements by 

running the appropriate computer software aeY~!cped for this task. 

11. Take measurements of (i) barometric pressure (mm Hg); (ii) ambient 

air temperature (OC); (iii) air temperature in the flow metering 

cross section (OC); and (iv) gauge time-mean statie pressure in the 

flow me ter i ng cross sec t ion (nvn manometer fi u id) . 

12. Input (i) the dimensions of the test section, 2H, b, L, s, and tin 

metars; (ii) the measurements taken in Step 11; and (iii) the 

estimated random uncertainty in the dynamic pressure measuremants. 

from Step 8, as prompted for by the computer software developad to 

manage the fi ow -measu r amen t t ask . 
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13. When prompted by the computer, open both ports of the Barocel to 

atn.osphere and then signal the program to continue and take five 

zero readings. 

14. Connect the PStl1l and Pstatlc pressure 1 ;nes of the flow meter Ing 

section ta the respective high-pressure and low-pressure ports of 
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the Barocel pressure transducer, ,nd conduet a ten-point log-Ilnsar 

traverse of the flow metering cross section, in accordance with the 

instructions produced by the computer software written for this 

task. 

15. Upon the completion of Step 14, repeat Step 13. 

16. Using the compute~ software developed for the flow-measurement 

task, process, print, and store the air flow rate data. 

17. Initialize the computer software developed ta manage the task of 

recording and processing the time-mean wall statie pressure 

measurements along the aluminum duet portion of the test section. 

Wh en prompted by the computer software, input (i) the name of data 

sets containing the flow meter ing data, (i i) the identification 

numbers of the static pressure taps to be monitored; (iii) the 

identification number of the pressure tap chas en to be the reference 

port; (iv) the gauge value of the time-mean static pressure in the 

reference port chas en in (i i i); and (v) the est imated random 

uncertainty, from Step 9, in the measurements of the di fferent lai 

t ime-mean wall stat ic pressures. 

18. Repeat Step 13. 

19. Connect the pressure 1 ine from the dummy transducer of the 

Scanivalve mechanlcal mul tiplexor ta the law-pressure port of the 

Barocel pressure transducer; connect the pressure 1 ine from the 

reference pressure port chosen in Step 17 to the high pressure port 
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of the Barocel pressure transducer; and than in response ta the 

prompts produced by the compu ter sof tware, in i t i a te the au toma tic 

scanning and recording of differential pressure values for each of 

the chosen pressure ports downstream of the reference port chosen in 

Step 17. 

20. Upon completion of Step 19, repeat step 13. 

21. Using the computer software developed for this task, process, print 

and store the time-mean stat ic pressure data. An inspect ion of this 

data should be done at this time ta verify that no unexpected 

fluctuations have occurred during the run. If such anomalies have 

occurred, try to identify the problem, solve i t, and repeat 

Steps 7 to 21. 

22. Check to see that the streaml ine patterns formed from the paint 

appl ied in Step 7 have dried. When the paint has dried, remove the 

painted plates, photograph the dried streamline patterns, clean the 

dried paint off the plates with a kerosene dampened cloth, and put 

the plates back into the acryl ic f low visual izat ion duct. 

23. Repeat Steps 5 to 22, unti 1 ail the desired Reynolds numbers have 

been investigated. In Step 5, the Reynolds number value for the 

experimental run just completed is used as the value of Reold ' 
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CRAPTER VII 

RESULTS OP INITIAL INVESTIGATIONS 

ln this chapter, the results of initial experimental and numerica! 

investigations undertaken as a part of this research are presented. 

7. 1 INITIAL EXPERIMENTAL RESULTS: FULLY DEVELOPED TURBULENT 

FLOW 

This section presents the results of a preliminary experimental 

investigation undertaken to establish that the experimental facility and 

procedures used in this work are capable of providing repeatable and 

accurate di fferential t ime-mean wall static pressure measurements. This 

study was done for fully developed turbulent flows in a straight rectan­

gular duct, without interrupted-plate inserts. The same rectangular 

duct test section, with Interrupted-plate inserts, and the same range of 

f low rates were later used for the per iodic fully developed f low inves­

tigation. The reason for performing these initial studies for fully 

developed rectangular duct flow is that friction factor - Reynolds num­

ber resul ts can be obtained and compared wi th corresponding data that is 

avallable in the publ ished 1 i terature [54]. As a resul t, the sui tabi 1-

ity of the basIc test section and the capabilities of the pressure and 

f low measurement procedures can be ver i fied before proceeding ta study 

the more complex problem of pet iodic fully developed duet f lows. 

Measurements were taken for seven different flows rates, over a nom-

inal Reynolds number range of 10x103 ~ Red ~ 60x103 • It has already 
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been determined from the calibration checks presented in (109] that the 

flow faci 1 ity used for this work is capable of generating steady, 

repeatable, and symmetric flows in the flow metering section, over the 

range of Reynolds numbers investigated. The test section used for thls 

work Is not the same as that used in [109], hence, calibration tests 

were performed for this section. Construction detai Is of the test sec-

tion have been described in Chapter VI. The locations of the statlc 

pressure taps and the measured duct dimensions are given in Tables 4 and 

5, respectively. The duct has an aspect ratio of 5.309 ± 0.010. 

Checks to determine the repeatabi lit Y of time-mean static 

pressure measurements were carried out at the maximum and minimum flow 

rates used in this work. The results of these checks are presented in 

Figs. 26(a) and (b) in terms of (P*o-P*)d versus (x*-x*O)d plots where: 

( Po - P) 
(P* 0 - P* )d = 1. - 2 

2 P Ud 
(7-1) 

and 

( x* x* 0 )d (x - xo) - = Dhd 
(7-2) 

Ud and Dhd are def ined by Eqs. (2-30) and (2-32), respect ively, Po 

is the time-mean static pressure at a suitably chosen reference pressure 

tap, and Xo is the axial distance of the reference pressure tap trom the 

inlet plane of the duct. The reference pressure tap, or port, was cho-

sen sufficiently downstream from the inlet plane of the duct 50 that 

\ul Iy developed flow conditions could be assumed ta preval 1 from the 

reference port to the outlet of the rectangular duct test section. In 
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ail of the seven flows rates considered for this initial study. port 

number 97 was chosen as the reference port. From the data reported in 

Tables 4 and 5. i t is seen that this reference port is located 17 .80 

hydraul ie diameters. Dhd's, downstream of the duet inlet. 

ln Figs. 26(a) and (b). results of the primary and repeatability 

runs are denoted by the symbo 1 s 0 and 0 . respect ive 1 y. Each run 

required 90 minuies to 120 minutes to complete, and 10 minutes to 15 

minut1s after a primary run, the corresponding repeatabi 1 ity run was 

performed. The maximum uncertainty in the (P*o·P*)d values is ± 0.012 

in Fig. 26{a), and ± 0.024 in Fig. 26{h), and the uncertainties in the 

(x*.x\>d values are ail less than ± 0.019 in both figures. The results 

trom the primary and repeated runs for the maximum flow rate, shown in 

Fig. 26(a), are very close. The results for the minimum flow rate, pre· 

sented in Fig. 26{b), also show good agreement, although not as good as 

those in Fig. 26{a). This is because the nondlmensional data plotted in 

Fig. 26(b) are calculated trom lower flow rates and smal 1er pressure 

differentials than those used for the results in Fig. 26{a). Any 

measurement errors in these dimensional quanti ties wi 1 1 lead tu propor· 

tionally greater errors ln the (P*o· P*)d values of Fig. 26(b) than for 

the higher flow rate values shown in Fig. 26{a). However, bath sets of 

data in Fig. 26(b) do agree wi thin the 1 imi ts nf the exper imental uncer· 

taintyof the measurements. 

A more quanti tative indication of the repeatabi 1 ity of the data pre· 

sented in Figs. 26{a) and (b) can be obtained by comparing friction fac­

tor . Reynolds number values. The method of least squares was used ta 

fit straight lines ta the data of Figs. 26{a) and (b): The slopes of 
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these lines are the values of the Darcy friction factor. fd , defined in 

Eq. (2-34). Correlation coeffiçients [123] were also calculated for use 

as a measure of the linearity of these 1 Ines: a perfectly linear varia­

tion of (p·o-P*)d with (x·-x*o}d being indicated by a correlation 

coefficient of one. 

The correlation coefficients for the least-squares straight lines 

fitted to the data in Figs. 26(a) and (b) are al j better than 0.9918, as 

seen in Table 6. A visual appreciation of the linearity indicated by 

this value can be obtained by examination of Fig, 27, where the data 

from the initial run presented in Fig. 26(a) is shawn with a plot of the 

corresponding least-squares straight 1 ine. The linear behaviour nf the 

data indicates that fui Iy developed turbulent flows are establ ished over 

the portion of the rectangular duct test section loeated downstream of 

the reference pressure tap lûcated at port 97: This section ~f the duct 

is the one of intprest for this work. In Table 6. the deviat Ion of fd 

values for the second run f rom those 0 f the f i r s t run are shawn 10 be 

less Ihall ± 2.4 percent, ana the deviatlon in the corresponding 

Reynal ds numbers is lE'sS than ± 0.8 percent. The unee r ta i n t y in the 

f rie t ion factors is less than ± 5.0 percent of the fd values reported 

Table 6, and the uncertainty in the Red values is less than ± 2.4 per-

cen t. Based on t hese resu 1 t 5 • : t was cane 1 uded t ha t the expe r i men t al 

facility and procedures used are capable of providing repeatable time­

me an wall static pressure measurements. 

To establ ish the aceuraey of the time-mean wall static pressure 

data, the friction factor - Reynolds number results for ail seven flow 

rates were compared with corresponding results in the published 

in 
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literature. As discussed in Chapter l, Jones [54] has done an in-depth 

study of publ ished friction factor data for fully developed turbulent 

flows in straight rectangular ducts. Using this data. in conjunction 

w 1 th hi s own exper i men tal da ta, Jones proposed a mod if i ed form of 

"Prandtl's formula" [36] for wall friction in turbulent pipe flow, which 

expresses friction factor as a function of Reynolds number. This corre-

lation, hereafter referred to as the PJ (Prandtl-Jones) correlation, is 

appl icable ta turbulent flow in straight rectangular ducts and is writ-

ten as: 

(7 -3) 

where Re* is a "Iaminar equivalent Reynolds number" [54]. and is 

given by the following expressions: 

Re* = tP* Red (7 -4) 

tP* - ,g, + 1.1. (2H) {2 _ (2H)} 
- 3 24 b b (7-5) 

The deviation of the friction factors predicted by the PJ correlation 

tram the corresponding values obtained from the best of the publ ished 

expe r i men t a 1 da t ais abou t ± 5 pe r cen t [54]. 

The fr ict ion factor - Reynolds number data obtained frem the 

measurements made in this work are compared, in Fig. 28 and Table 7, 

with the corresponding results obtained from Eq. (7-3). In Fig. 28, the 

PJ correlat ion resul ts are plotted as the sol id curve and the ± 5 per-

cent error band of these resul ts i s shown by the dashe:1 curve. 1 t is 

seen that ail the experimental results from this work fall in between 
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these dashed 1 Ines, indicating good agreement with the PJ values. 

Table 7 shows that the exper imental value of fd deviates from the corre-

sponding PJ correlation value by less than ± 2.7 percent in ail cases. 

On the basis of the results presented in this section, it was con-

cluded that the experimental facility and procedures used in this work, 

are capable of producing accurate results. Ouanti tatively, it may be 

stated that the frict ion factor resul ts of this investigat ion have an 

uncertaintyof less than ± 5 percent. 

7.2 INITIAL NUMERICAL INVESTIGATION: PULLY DEVELOPED 

TURBULENT FLOW 

Initial evaluations of the numerical predictions based on the Jones 

and Launde r [89] and the Launde rand Sha rma [91] 1 ow -Reyno 1 ds -numbe r k - f 

turbulence models are presented in this sect ion. In addition, the dif-

ferent formulat ions for incorporating sr and SE in the discretizat ion 

equations, as put forth in Section 5.3.3, are evaluated in terms of 

their effect on the rate of convergence of the overall solution proce-

dure for U, k, and f. For the reasons discussed in Section 5.3, these 

f, initiai studies were done for the case of fully developed, turbulent, 
", 

two-dimensional flow in a channel. To faci 1 i tate the presentation of 

the remaining text in this thesis, the Jones and Launder version [89], 

the Launder and Sharma version [91], and the standard version [75] of 

the k-f mode 1 wi Il often be referred to as the JL, LS, and ST models, 

respectively. Details of the corresponding numerical method were given 

in Chapter IV. The results presented in Sections 7.2.1 and 7.2.2 were 

obtained by using an IBM 3090 computer, operated by the 
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McGi Il Universi ty Comput ing Centre. 

7.2.1 preliminary Performance Bvaluation of the k-f 

Turbulence Modela 

Background 

The performance of the JL [89J and the LS [91] low-Reynolds-number 

k-f turbulence models was evaluated far eight cases of turbulent fully 

developed f law in a two-dimensional duct, or channel. For su ch a duct, 

the width, b in Fig. 5 , is infinite, and the mass flow rate, m, is spe-

ci f ied in terms of the mass f low rate per uni t width of the duel. 

Accordingly, the appropriate forms of Ud and Dhd used in the calcu-

lat ion of the nondimensional n~r~-~~:--::: ~...r turbulent duct f lows, as 

presented in ~:.·_~ion 2.6.1, are: 

(7-6) 

and 

(7-7) 

The e i ght nom i na l, or des i red, va 1 ues of fi ow Reyno 1 ds number, Red' 

for the turbulent one-dimensional fully developed channel flow studied 

were 5.00x103 , 10.0x103 , 15.0x103 , 25.0x103 , 56.2x103 , 92.8x103 , 

129x103 , and 228x103 . The lower end of this range, 

5.00x103 ~ (Red )nom ~ 25.0x103 , covers the same range as the modular 

Reynold5 number values, Rem' for the two-dimensional periodic fully 

develaped duct f lows that are discussed later in this thesis. There-

fore, the performance of bath turbulence models in this Reynolds number 
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range is of partlcular interest. The upper end of the range, 

( 56.2x103 ~ (Red)nom ~ 228x103 , was investigated ta determine at what 

point the low-Reynolds-number turbulence models give results simi lar ta 
1 
l 
1 

those of the standard, or high-Reynolds-number, version of the k-f tur-
t 

bulence model. In this connection, calculations for the eight flow 

rates were also performed using the ST k-f turbulence model. 

ln this investigation, the (-aPlax) values specified for each 

desired, or nominal, value of Reynolds number, (Red)nom' were calculated 

in the following manner: (i) the value of (Red)nom was used in the PJ 

correlation, Eq. (7-3), to calculate (fd)PJ for a two-dimensional duct, 

e = ""; (i i) Eqs. (2-34), (2-29), and (7-7) were then used ta obtain the 

corresponding value of (-8Plax). This value general Iy yielded a numeri-

cally calculated value of Red that was slightly different fram the nami-

nal or desired value of Red' An iterative procedure could have been 

used ta modify the specified value of (-8P/Bx) unti 1 the calculated Red 

was equal to (Red)nom' For the purposes of this investigation, however, 

it was not important ta have a calculated value of Red that was exactly 

the same as the corresponding nominal value. 

For fui Iy developed turbulent flow in a ~wo-dimensional channel of 

height 2H, the wall shear stress, r w' can be obtained by integrating Eq. 

( 5 -34) fr am y = 0 t a y = H: 

= (_ BP H) 
Tw ax (7 -8) 

Substitution of this equation into Eq. (3-30) gives the expression for 

( the friction velocity, Ur' as a function of (-aPlax): 
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(7-9) 

The value of UT is nseded to specify boundary conditions for U, k, 

and f in the ST k-f model, via the uuniversal" wall functions approach 

[75], and it is also used in the nondimensional ization of U, k, f, and 

other variables. The specified values of (-8PI8x) used in this work are 

presented in terms of UT through the use of a friction-velocity Reynolds 

number, Refric' defined as: 

Refric (7-10) 

where, for a channel, Dhd takes on the form given in Eq. (7-7). The 

values of Refric used in this investigation are given in column 2 of 

Table 8 and are used in the fol lowing discussion to identify each of the 

eight channel flows studied. From the table it is seen that the fric­

tion-velocity Reynolds number range of 3.72x102 ~ Re fr,c ~ 10.5x103 

corresponds ta the nominal, or desired, duet Reynolds number range of 

Following the procedure described in Section 5.2.7, the relative 

change in each of the gi id-point values of U, k, and f was moni tored 

over the two most recent iterations of the overal 1 solution procedure. 

When this change was less than 10- 8 for ail var iables, at ail inter ior 

nodes, the solution of the discretization equations for U, k, and (was 

considered to have converged. 

Using the k and ( source term treatment designations presented in 

Section 5.3.3, the Sk,-S(,-A source term treatment was used to obtain 
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ail performance evaluation data presented in this section. 

be said about the other possible source term treatments in 

Sec t ion 7. 2 . 2 . 

More wi Il 

The value of the underrelaxation parameter, a, appearing in the gen­

eral discretization equation, Eq. (4-18), was set to 1.0 for the U dis­

cretization equations and to 0.9 for the k and f discretization equa­

tions when ei ther of the two low-Reynolds-number turbulence models was 

employed. Underrelaxation of the k and! equations was required in 

order to achieve a stable, converged, solution, and the above-mentioned 

values of a gave the most rapld convergence. No underrelaxation was 

required, ail a's = 1.0, when calculations where done USlng the ST k-e 

model equations. 

Gr Id Checks 

To determine the accuracy of the numerical solutions obtained using 

the various turbulence models employed in this work, grid-independent 

solutions were obtained and compared to experimental data and estab-

1 ished seml -analyt ical correlations whenever possible. The numerical solu­

tion is said to be grid independent when it no longer changes as finer 

and finer grids are used. In theory, the exact grid-independent solu-

tion requires a computational grid for which the grid-point spacing 

approaches zero. Fortunately, the grid-independent solution can often 

be weil approximated trom solutions obtained with finite grid spacing by 

using suitable extrapolation procedures. De Vahl Davis [118] has pre­

sented an extrapolation procedure that can be used to approximate grid­

independent solutions. This technique involves obtaining solutions trom 

at least three different grid distributions for which the grid points 
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are uniformly spaced and separated by distances which are smal 1 enough 

to ensure that the grid-independent solution is more rlosely approached 

with each successively finer grid. Such uniform-grid solutions for the 

fui Iy developed turbulent duct flows examinpd in this Investigation, 

using the JL [89] and LS [91] low-Reynolds-number turbulence models, 

were found to be impractical because of the large number of grid points 

and computational effort required. On the other hand, the use of nonuni­

form grids allows more eff icient diGlribut ion of grid points, and 8 

grid-independent solution can be approached with the use of considerably 

fewer grid points and for greatly reduced computational effort and 

expense. A qualitative estlmate of when a grld-Independent solution has 

been reached can be obtained by plotting the profl les of variables that 

have bee" calculated using dlflerent grids. When such profl le plots of a 

variable show Ilttle or no change from one grid ta a tiner grid, it is 

assumed that grid independence has been reached. This method was used 

to determine the final grid distributions that were employed for the 

one-dimensional turbulent flow calculations in thls thesis. 

It has been this author's experience that in order ta obtain a 

stable and converged solution when using low-Reynolds-number k-l turbu­

lence models, it is necessary to use a sufficlent number of grld points 

in the near-wall region, y+ < 30, to ensure adequate resolution of the 

steep gradients 01 turbulence properties in thls reglon. For a given 

duct, the physical y dimension of this near-wal 1 region decreases as 

Refric increases, the corresponding gradients of the turbulence proper­

ties become even greater, and it is expected that the number of grid 

points requi red in the l1f~ar-wall region wi Il increase. Therefore, i t is 

assumed that a grid distribution that is fine enough ta give a 
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grid-independent solution for a large value of Reynolds number wi Il also 

give a grid-i~dependent solution for smaller values of Reynolds number. 

For this rtiason, the same ~ of ~rid that gave a grid-independent 

solution for the maximum Reynolds number examined, Refric = 10.5x103 

which corresponds to (Red)nom = 228x103 , was also used for ail other 

f lows. 

The results of the grid-independence checks done using the JL [89] 

mode 1 are presented in Figs. 29(a), (b), (c) and (d). In these figures, 

plots of nondimensional values of U, k, and f versus nondlmensional y 

distance from the wal l, 0 $ y $ H, are shown. Results obtained from 

four di fferent nonuniform grids, generated using the procedure described 

in Appendix 1 and havlng a total number of grld points, Ml, of 93, 133, 

153, and 193, are presented. The clo!.e agreement between the various 

profiles for common variables indicates that it can be conservatively 

assumed that gr id-independent resul ts have been achieved with a grid of 

Ml = 193. 

This same type of grid distribution was used for ail the one­

dimensional turbulent flow calculations. It should be noted, however, 

that with the grid generating procedure described in Section 5.3.2 and 

Appendlx 1, the total number of gr,d points located in the near-wall 

regions, y+ < 30, wi 1 1 remaln constant, but the physical dimension of 

the core-flow region located between the wall regions decreases as 

Refr1c decreases and, hence, the total number of grid points also 

decreases. The correspondlng number of grid points used for each value 

of Re fr,c are shown in column three of Table 8. The number of grid 

points located in each near wall regioo, y+ < 3D, is 41 for a total of 
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82 near-wal 1 grid points. Results of grid-independence checks for 

Refric = 3.72x102 • the minimum value used, are shown in Figs. 30(a), 

(b), and (c). Again, the close agreement between the U, k, and ( pro­

files fo!" the various grids verify that grid-independent results have 

been achieved by using the same type of grid as that used for the maxi­

mum Reynolds number, Refric = 10.5x103 . 

To enable a one-to-one comparison of the prediction capabi lities of 

the JL t89], LS [91], and the ST [75] k-( turbulence models. the same 

grids were used with ail models. The standard k-( model solves the dis­

cretization equations at grid points outside the near-wall regions: Sa 

with thls model, ail grid points located ln the wall reglons, y+ < 30, 

were excluded from the calcuiations. This is the reason for the lower 

number of grid points shawn for this model in column 4 of Table 8. 

Resul ts 

The numerical results for turbulent fully developed two-dimensional 

channel flows using the JL [89]. LS [91]. and ST [75] k-l model of tur­

bulence were compared to each other and, when possible, ta experimental 

data and establ ished correlat ions avai lable in the 1 i terature. The 

results and conclusions of this study are pres~nted in this subsect ion. 

It is ta be remembered that ta calculate a value of Red USlng the JL, 

LS, and ST models, the same value of Refnc is speci fted for ail three 

models. For this reason, different Reynolds number runs will be identi­

fied by the particular value of Re frlc specifjed. As Re frlc increases. 

the value of Red also increases, sa that reference ta high Re frlc values 

also impl ies that the corresponding value of Red is high, as shawn in 
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Table 8. 

As ment ioned in Chapter III, i t is the funct ional forms of the terms 

fCI-" fCh ' f C2 €' Ek' and Ef' appearing in Eqs. (3-8), and (3-14) to 

(3-21), that determine the differences between the various Icw-Reynolds-

number k-f models and the standard k-f model. In regions of the f low 

where the turbulence Reynolds number, Ret, is large (Ret> 445), the 

low-Reynolds-number k-f models are expected to take on the form of the 

standard k-€ mode 1 , and hence ail f's should asymptote to 1, and the 

effects of Ek and Ef should become negl igible. In arder to evaluate the 

performance of the JL 'lnd LS models, relative to each other, the behav-

iour of these E and f terms, as weil as local and overall calculated 

flow data, are examined over the whole range of Reynolds numbers inves-

t i ga ted. 

Bahavlour of Ek and Et 

Although f has a finite value greater than Lero at a wall boundary, 

l has been set to zero at such boundaries for computational convenience 

in both the JL and LS models, as dlscussed in Chapter III. This resul ts 

in the Ok term, Eq. (3-17), Irl the k equation, Eq. (3-14), going arti-

ficially to zero as a wall boundary is approached. To compensate for 

this, an additional term, Ek' was added ta Eq. (5-6), to ensure that Sk 

behaves in the proper fashion near the wall. In Figs. 31(a) and (b), 

the ratio of Ek/Dk for the JL and LS models is plotted against the non-

dimensional wall distance, y+, for the maximum and minimum extremes of 

the RElynolds number range investlgated. In Fig. 31(a), where 

Refnc = l':'.5xl03 , and in Fig. 31(b), where Refrlc = 3.72x102 , Ek/Dk 

behaves in the same manner for both the JL and LS models and, as 
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expected, the ratio is significant only very close to the wall, y. < 10, 

weil into the viscous dominated near-wal 1 flow region. 

The inclusion of El in the l equation, Eq. (3-18), of the Jl and lS 

models is necessary to ensure that the calculated k distribution peaks 

in the near-wall reglon, y. ~ 20, thus giving better accord with exper­

imental observations for wall bounded shear flows [80,89] . The effect 

of Elon the performance the Jl and LS models is, therefore, best evalu­

ated by examining the k profi les calculated using these models. This 

wi Il be done later on in this section. 

Behavlour of fe'l and fezl 

The fC'l term does not affect the relative performance of the Jl, 

lS, and ST models, as it has a constant value of one. 

The fCZl term is formulated in the same manner for both the JL and 

lS models, as shown in Table 2. ihe behavior ~f this function as a 

function of Ret, the turbulence Reynolds number, is shawn in Fig. 32. 

From this figure, i t !S seen that fez! asymptotes to i ts ST model value 

of one for Ret> 3. For the fully developed channel flows considered in 

this work, thls implles that fez! has a damping effect only within the 

viscous sublayer region, y. < 5. 

Behavlour of f ep 

The damping effect imposed on the Reynolds stresses in the viscous 

dominated flow regions is modelled using the fep term in the expression 

for Pt' Eq. (3-8). As see~ ln Table 2, this 'unct ion is dependent on 

Ret' the turbulence Reynolds number, and is formulated differently for 
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the JL and LS models. These two formulations a(e il lustrated in Figs. 

33(a) and (b). Figure 33(a) shows the behaviour of fep at low values of 

Ret « 50), as would be expected to occur very close to a channel wall. 

ln this figure, it is seen that the LS mociel fep formulation initially 

gives a lower value than the JL formulation, but fOI net> 18, f ep of 

the LS model increases at a greater rate and becolIIes larger ln magnitude 

than that of the JL 0'i0del. 1 t is observed in Fig. 33(b) thaï, as Ret 

increases ta fui Iy turbulent values, the fcp in the LS formulation 

approaches the value of one (the ST mode 1 value) noticeably faster than 

that in the JL formulat ion. For Ret values of 145, 445, 610, and 850, 

f ep has corresponding values of 0.80, 0.97, 0.98, and 0.99 for the LS 

formulation, and respect ive values of 0.53, 0.78, 0.83, and 0.87 for the 

JL formulat ion. Even at Ret = 3000, close to the upper 1 imi t of Ret for 

the fui Iy developed channel flows studied in this investigation, the JL 

model value of fep only reaches 0.96. 

Plots of Ret versus y/H, and y., are shown in Figs. 34(a) and (b) 

for the maximum and minimum values of Refric used in this investigation. 

Values obtained uSlng the JL, lS, and ST models are presented. Fram 

these two figures, as expected, it is seen that for the larger Refric ' 

y. is larger at the same y/H distance tram the wall: For example, y. 

values of 2.62x103 and 93.0 occur at y/H = 1.0 for Refric values of 

1U.5x103 and 3.72x102 , respectively. For fui Iy developed channel flows 

having a large Refric ' the rapid increase in values of Ret compared to 

y/H verifies that the flow can be Gonsidered fui Iy turbulent over most 

of the flow damain. In Fig. 34(a), the region y+ < 30 occupies less 

thon 1.2 percent of the f low damain, and for y/H = 0.1, Ret IS large 

enough 50 that f ep of the LS model reaches 99 percent of the ST model 

l 
~ 

j 
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value of one, as can be seen by viewing the plots in Fig. 35(a). It 15 

seen in Fig. 35(a) that fc~ of the JL mode 1 only reaches a value of 0.90 

and 0.96 at y/H locations of 0.1 and 1.0, res~ tively. For the low­

Reynolds-number fui Iy developed turbulent channel flow with 

Refric = 3.72x102 , there is a notlceable difference in the values of Ret 

trom model to Il'Iodel, as observed in Fig. 34(b). Despi te this di ffer­

ence, relative to the Ret values occurring in high-Reynolds-number turbu­

lent flows, il lustrated by Fig. 34(a), the values of Ret remain low 

throughout the calculation domain: Values of Ret are less than 120 for 

the JL mod~1 and less than 90 for the LS mode 1 . Even for the ST model, 

the Ret values are ail lower than 142, and they are even less than the 

bounda,y-point value of 136, located at y. = 30.6, in over 75 percent of 

the calculation domain. The fc~ profi les calculated using the JL and LS 

models for Refric = 3.72xl02 , shown in Fig. 35(b), also reflect the fact 

that neither model indicates the presence of a fully turbulent flow 

region, where IJ can be neglected relat ive to IJt . In addi t ion, the near­

wall region where the fc~ term of the JL model is greater is just over 

10 percent of the total calculation domain. 

Figure 35(b} also shows that by locating the calculation domain 

boundary points at y+ ~ 30 in the ST mod~l, over 30 percent of the flow 

domain is handled by the use of wall functions. It is expected that use 

of the wall functions over such a large physical region of the flow 

domain could lead to a significant decrease in the accuracy of the 

overall flow and turbulence calculations. 

Hodel Predictions 

Plots of nondimensional velocity, U/Ur , versus nondimensional 
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di~tance from the channel wal l, y+ and y/H, are presented in Fig. 36 and 

Figs. 37(a) ta (f). In the viscous sublayer region of wall bounded 

shear flows, 0 ~ y+~ 5, the mean velocity can be expressed using the 

so-called "Iaw of the wall H [63]: 

(7-11) 

The mean velocity in the logarithmic region of these flows, 

30 < y+< 100, is given by Eq. (3-29). In Fig. 36 and ail of Figs. 37, 

Eq. ( 7 - 11) i spi ott ed as t he sa 1 i d cu r ved 1 i ne f r am 0 ~ y+ ~ 11.5 and 

Eq. (3-29) is plotted as the sol id straight 1 ine for y+ > 11.5. Turbu-

lent velocity profi les are not expected ta fall along either of these 

curves through the buffer region, 5 < y+ < 30. The logarithmic profile 

of Eq. (3-29) is, however, often characteristic of the velocity pro-

files exhibi ted up to y+ values in the range of 500 ta 1000. These 

semi-analytical correlations are used ta give an indication of the 

accuracyof the numerical data shawn in Figs. 37(a) ta (f). 

ln Fig. 36, fully developed velocity profiles from three different 

experimental investigations of turbulent duct flows are presented and 

compared to Eqs. (7-11) and (3-29). The experimental data of 

Comte-Bellot [62], Clark [63], and Hussain and Reynolds [64], were 

taken in ducts wi th aspect rat ios of 13.3, 12, and 18, respect ively. 

The corresponding flow Reynolds number~ were ReH = 57.0x103 [62], 

Remex = 15.2x103 [63], and ReM8x = 13.8x103 [64]. The purpose of 

present ing the data in Fig. 36 was to (1) i Ilustrate that the nandimen-

sional ized mean velocity profile does exhibit a Reynolds number depen-

dence, and (2) show that there is no one set of data or correlation that 

J 
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can be used as a definitive means of determining the quantitative accu­

racyof the numerical resul ts ta be presented for t~e fully developed 

channel flows investigated. In the literature, no local experimental 

data of flow and turbulence properties was found for comparison with the 

numerical data in the range 3.72x102 ~ Refric ~ 1.48x103 . For this 

low-Reynolds-number range, comparison with the velocity profiles given 

by the s9l'1i-analytical expressions of Eqs. (7-11) and (3-29) was the 

only means of obtaining a measure of the accuracy of the local numerical 

data. 

Values of U/Ur , versus y+ and y/H, obtained using the JL, LS, and ST 

models are plotted for Refric values of 3.72x102 , 6.69x102 • 9.48x102
, 

1.48x103 , 3.00x103 , and 10.5x103 in Figs. 37(a) ta (f), respectively. 

Equations (7-11) and (3-29) are also plotted in ail these figures. The 

experimental data of Clark [63] and Hussain and Reynolds [64] correspond 

to Reynolds number values that are approximately the same as those cal­

culated numerical Iy for Refric = 3.00x103 and are therefore plotted in 

Fig. 37(e) as weil. For simi lar reasons, the exper imental data of 

Comte-Bellot [62] is plotted in Fig. 37(f). In ail these figures, the 

actual grid-point values of the numerical data are shown, rather than a 

best-fit curve, in arder ta avoid confusion with the curves plotted for 

the semi-analytical and experimental profi les. 

ln ail cases, except for the minimum Refr1C value of 3.72x102 shown 

in Fig. 37(a), the ST model velocities follow the logarithmic profile, 

Eq. (3-29), from 30 < y+ < 100. For y+ > 100, the U/Ur generally 

increases 51 ightly above the logarithmic profi le. 
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ln the viscous sublayer region, bath the JL and LS models show 

agreement with the velocity profile given by Eq. (7-11) over the full 

range of Refric investigated in this thesis, as seen in ail of Figs. 37. 

Outside the viscous sublayer region, the LS mode 1 predicts higher values 

of U/U r than the JL model in ail cases plotted. For the low-Reynolds­

number flows shawn in Figs. 37(a~ ta (d), 3.72x102 ~ Refric ~ 1.48x103 , 

the JL model gives better agreement overall with the ST model results 

and the logarithmic profile. However, for the higher-Reynolds-number 

flow shawn in Fig. 37(e), Refric = 3.0x103 , the y+ > 30 values of U/U r 

calculated using the LS model are close tu those of the ST model, and 

they follow the experimental data of Clark [63] right through the buffer 

zone, 5 < y. < 30. The JL model on the other har.c;. gives a U/Ur profi le 

that is lower in magnitude than the corresponding LS, ST. and logarith­

mic prof i les for 10 ~ y. ~ 200. For y. > 100, the JL data agrees wi th 

the experimental U/Ur values of Hussain and Reynolds [64]. but underpre­

dicts this data for 10 ~ y. ~ 100, whereas the values of the LS model 

follow the experimental data from y+ < 30. At even higher Reynolds num­

bers. as shawn for Refrlc = 10.5x103 in Fig. 37(f). the agreement 

between the LS and ST models for y. > 30 is good, although it underpre­

dicts the experimental data of Comte-Bellot [62] in this region. The JL 

model is seen to give velocity values that are again somewha\ lower that 

those of the other two models. 

ln Figs. 35(a) and (b). it was shawn that values of fcJ.' for the LS 

mode 1 are larger than those of the JL mode 1 over approximately 99 per­

cent and 90 percent of the calculation domain with Refric = 10.5x103 , 

and 3.72x102 , respectively. From Eq. (3-8) for the turbulent viscosity. 

it appears that the same type of relationship would also exist between 
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corresponding ~t values of both models, resulting in the LS model havlng 

larger values of ~t over most of the flow domain, compared to the JL 

model. At first thought, it might be expected that the larger ~t values 

of the LS model would lead to smaller values of U/U r compared to the JL 

model. However, exactly the opposite trend is observed in Fig. 37(a) to 

(f). Because of the strong coupling between the governing U, k, and t 

equations, and the dependence of both fc~ and ~t on k Qnd t values, it 

is difficult to predict the behaviour of ~t sirnply by considering the 

behaviour of fc~ for each model. Plots of the IAt/~ profi les for the JL 

and LS models are shown in Figs. 38(a) and (b) for the respective 

extremes of Refnc = 10.5x103 and 3.72xl02 • In these figures, the same 

trends are observed as for the fc~ function: The JL mode 1 values of lAt 

are larger than the corresponding LS values in the near-wal 1 region 

where y. < 24 and 29, for the respectiv6 maximum and minimum Re fr1C 

values, and smal 1er outside this region. The difference between the ~t 

values of each model is, however, relatively small compared tn that of 

the corresponding fc~ values, particularly for Refric. = 10.5xl03 , in 

Fig. 38(a), where bath models give values of ~t very close to each other 

wh en y+ > 30. 1 t is thus concluded that, even fer the hlgh Reynolds 

number case, with Refric = 10.5x103 , where the reglon corresponding ta 

y+ < 30 rnakes up less than one percent of the total flow domain, the 

modelling of the flow in the near-wall region can have a noticeable 

effect on the magnitude of the velocity profi les outside the region. 

This can be explained by examining the expression for au/aV that is 

obtained by subst i tut ion of Eqs. (5-37) and (3-4) into Eq. (5-34), inte­

grating the expression over the duet half-height, H, and rearranging the 

resul t ta give: 
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au (ap ) CH - y) 
ay = - 8x (p + Pt) (7-12) 

From Eq. (7-12), it can be shown that in the near-wall viscous 

region, where Pt values are smallest, the largest velocity gradients of 

the flow will occur, as verified by experimental observations. In the 

near-wall region of y. < 24, Pt of the LS model is smaller than that of 

the JL model for ail flows investigated in this work. This mesns that 

the U velocity profile calculated using the LS model wi Il increase, from 

its wall value of zero, at a greater rate than that of the JL mode 1 • At 

the cross-over point where Pt of the LS model becomes larger than that 

of the JL model, the rate of increase of the LS velocity profile will 

become less than that of the JL profi le, but the level of the LS model U 

profile is higher than that of the JL model. There is enough of a dif-

ference in these two levels that the LS model velocities remain greater 

than those of the JL model throughout the fully turbulent flow region. 

The near-wall velocity gradients are 50 large that at y. = 30, for both 

JL and lS models, U/U r reac~~s just over 50 percent of its maximum value 

for Refnc = 10.5x103 , at a physical distance fram the wall that is only 

one percent of the total flow domain. Therefore, even for high-

Reynolds-number flows, the performance of the turbulence model in the 

near-wall region, y+ < 30, has a significant influence on the overall 

flow calculations. As Refric is decreased, the effect of this region is 

even more important, as WI tnessed by the 9ven larger differences in the 

U/UT profi les shawn in Fig. 37(a). 

From the preceding discussion, it can be concluded that an important 

factor in determining the accuracy of a low-Reynolds-number turbulence 

mOdel is i ts abi 1 ity to properly simulate the flow and turbulence in the 
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near-wall viscous region, y+ < 30. From the comparlsons with the semi­

analytical expressions, Eqs. (7-11) and (3-29), and local experimental 

data for U/Ur , presented in Figs. 37(e) and (n, it appears that the LS 

mode 1 has better predictIon capabi lities for high-Reynolds-number flows, 

Refric ~ 3.00x103 . However, a similar eomparison of the nondimensional 

turbulent kinetic energy profi les, presented in Figs. 39 and 40 for the 

corresponding Refric values of 3.00x103 and 10.5x103 , shows that in the 

near-wall region, the JL model gives marginal Iy better agreement with 

the experimental results [62-64] eompared to the LS model. Further from 

the wal I~ there is little difference between the two profiles and the ST 

mode 1 profile. It will also be noticed from these two plots that k 

peaks at y+ ~ 20, indicaï in~ that the El term is having the ~esi red 

influence on the k profi les. The plot of nondimensional kinetic energy 

for Refric = 3.72x102 , shown in Fig. 41, illustrates again that, as 

Refric becomes smaller, the difference:; increase between values of com­

mon variables caleulated using the JL, LS, and ST models. At low 

Reynolds numbers, 3.72x102 ~ Re fric ~ 1.48x203 , one may conclude, based 

on quall tat Ive agreement wi th Eq. (3-29), that the JL model is better 

than the LS model. However, at small values of Refr1c where the y+ < 30 

region oecupies a significant portion of tne flow, as much as 30 percent 

at Refric = 3.72x102 , the overal 1 accuracy of a given model depends to a 

large extent on its abi 1 i ty to aeeurately simulate the flow in the buf­

fer region, 5 < y+ < 30. A proper performance evaluation of the JL and 

LS models for the low-Reynolds-number flows of this thesis requires eom­

parison with experimental data in the near-wal: viscous flow region. To 

this author's knowledge, this type of local data is not presently 

avai lable in the 1 iterature. 
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ST Model: Near-W~II Hass-Flow Calculatlon 

Using the ST model, the boundary value of U is specified at y. ~ 30. 

The common practice in the calculation of the mass flow rate is to 

assume that this boundary value, determined by Eq. (3-29), prevai Is over 

the near-wal 1 boundary control volume which axtends ail the way to the 

wall. This wi Il be referred to as the Qr~vai 1 ing assumpt ion pract ice. 

One of the advantages in using the low-Reynolds-number models is that 

veloci ty is calculated ail the way to the wall and should therefore 

result in more accurate calculation of the naar-wall portion of the 

total mass flow rate than if the prevail ing assumption practice were 

used. The overRl1 flow rates were used ta calculate Reynolds number, 

Red' values and the corresponding friction factor, f d , values. 

An indication of the overall accuracy of the flow rates calculated 

using the JL, LS, and ST models was obtained by comparison of fd values 

with those ealeulated by using the eorresponding values of Red in the PJ 

correlation for a duet with { = ~. The results are presented in Table 9, 

and plotted ln Fig. 42 where the PJ correlation, Eq. (7-3), is shawn by 

the sol id curve, and the two dashed 1 ines represent the correlat ion's 

± 5 percent uncertainty band [54]. 1 t is seen that the fd values of the 

JL model fall inside the ± 5 percent uncertainty band, ail being within 

± 2 percent of the corresponding PJ values. The fd values of both the 

LS and ST models show paarer agreement, underpredicting the PJ correla-

tian fd values by 8.59 and 6.75 percent, respectively, at the highest 

Reynolds numbers and by as much as 14.2 and 10.5 percent, respectively, 

at the lower Reynolds numbers. It is perhaps surprising that the LS 

mode 1 data shows poorer agreement with the PJ curve than the ST model, 

partieularly in the low-Reynolds-number range of 
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5.00x103 < Red < 30.0x103 . From Figs. 37(a) to (d), it is seen that the 

LS mode 1 overpredicts the floYi in ail regions of the flow domain com­

pared to the ST and JL models. Without accurate experimental data for 

such low-Reynolds-number flows, it cannot be determined if tlow ln ail 

regions is being overpredicted, or just that of one ragion, say the 

y~ < 30 region. It is al50 possible that the JL model shows close 

agreement with the PJ correlation because it underpredicts U values in 

one region of the flow and overpredicts thorn ln the other region of the 

tlow. Rel iable and accurate axperimental flow and turbulence data for 

low-Reynolds-number flows is required to verity whlch model can best 

predict the local tlow characteristics. Based on the friction factor -

Reynolds number data avai lable in the 1 i terature, i t appears that the JL 

model is better suited than the LS model for the range of Reynolds num­

bers investigated in this thesis. 

The difference between the fd values of the ST mode 1 and those of 

the PJ correlation become greater as the Reynolds number decreases, with 

the ST model values always being lower. It has already been shown that 

even for the upper range of Reynolds numbers used ln this investigation, 

the value of U at the y+ = 30 boundary-point location of the ST model 

will be at least 50 percent of the calculated maximum U velocity in the 

channel. At high Reynolds numbers, the y. < 30 region compr ises only a 

small fraction of the tloYi domain, and hence, compared to the total mass 

tlow rate. the mass flow rate calculated in the near-wall ragion using 

the prevailing assumption practice is relatively smal 1. For example, at 

Re
fnc 

= 10.5x103 • the near-wall region comprises about one percent of 

the floYi domain and the mass tlow rate in this ragion, calculated using 

the prevailing assumption practice, is less than 0.75 percent of the 

~.-
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total mass flow rate. An error in the calculated near-wall mass flow 

rate wi 1 1 cause an error of less than 0.75 percent in the total mass 

flow rate calculation. At this Reynolds number, the lS and ST models 

show close agreement in fd and Red values, as seen in Fig. 42. 

ln the lower-Reynolds-number range, 5.00x103 ~ Red ~ 30.0x103 

corresponding to 3.72x102 ~ Refrfc ~ 1.48x103 , the relative error 

195 

caused by using the prevai ling assumption practice in the calculation of 

the mass flow rate is greater than at higher Reynolds numbers. This is 

observed fram the results of the ST model compared ta those of the JL 

model and the PJ correlation, as shawn in Fig. 42. For instance, at 

Refric = 3.72xl02 , Red ~ 5xl03 , 31 percent of the total mass flow rate 

occurs wi thin the y. ~ 30 region, which occupies just over 30 percent of 

the flow domain. This is an overprediction of the near-wal 1 flow rate 

and it significantly affects the overal 1 channel mass flow rate calcula-

tian. For y. > 30, the JL model predicts higher U velocities than the 

ST model, as seen in Fig. 37(a), yet as shawn by the lower values of fd 

in Fig. 42, the ST model overpredicts the channel mass flow rate due to 

the error caused by using the prevai 1 ing assumption practice. 

ln arder to improve the near-wal 1 mass flow rate calculation of the 

ST model, particularly for low-Reynolds-number flows, it was assumed 

that the velocity distribution over the y+ ~ 30 region is given by Eq. 

(3-29) for 11.5 ~ y+ ~ 30 and by Eq. (7-11) for 0 ~ y+ ~ 11.5. As seen 

by comparison with the experimental data in Fig. 36, while such a pro-

fi le approxImation overestimates the flow in the buffer region, it is 

nevertheless better than the prevai 1 ing assumption practice. Sy 

integrating the two-piece velocity profi le over the appropriate limits, 
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the calculated mass flow rate for a given Refric is reduced, and this 

results in better agreement of the ST model friction factor - Reynolds 

number data with the PJ correlation values, most noticeably for low 

Reynolds numbers, as shown in Table 10 and Fig. 43: For Red < 25x103 , 

the ST mode 1 friction factors agree with the PJ correlation to within 

its ± 5 percent uncertainty band. It is also evident from this figure 

that there is 1 ittle difference between the mass flow rate values calcu­

lated with the prevail ing-assumption and the two-piece velocity profi le 

integration over the near-wall region for 50x103 < Red < 240x103 . 

7.2.2 Evaluation of Source Term Formulations 

ln this section, the different formulations proposed for incorporat­

ing sr and Sl into the discretization equations, as presented in 

Section 5.3.3, are evaluated in terms of their effect on the rate of 

convergence of the overal 1 solution procedure. It is to be noted again 

at this stage that the only difference ln the JL and LS models is the 

expression used to calculate fc~: Since the other features of these two 

models are simi lar, the effect of one source term treatment relative to 

the others is expected to be the same when using either mode 1 • There­

fore, the source term evaluations were done using only the JL k-( turbu­

lence model . 

First, the evaluation of the different combinat ions of source terms, 

Sk" Sk 2 , St" and S(2, was done using Procedure A, described in 

Section 5.3.3, in which ail Sc and Sp terms are calculated using the 

previous iteration values of k and ( rather than the most recent values, 

as done when Procedure B is implernented. Following these tests, the 

L ____________ _ 
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combinat ion of Sk and St: chosen as the most appropriate was used with 

each of Procedures A and B to determine the effects of these procedures 

on the rate of convergence of the overal 1 solution procedure. 

Based on the method of classification prasented in Section 5.3.3, 

four combinat ions of two possible sr and St: formulations were tested: 

treatments were evaluated in terms of the number of machine execute 

units required to achieve the convergence criteria described in 

Section 7.2.1. Table 11 shows the results for four different Refrie 

values: For each Refrle value the results are normalized with respect 

to the number of execute units required to obtain q converged solutior. 

when using the Sk,-Sf,-A formulation. The four values of Refrie are 

representative of the Reynolds number range investigated in the perfor-

mance evaluation presented in Section 7.2.1. For Refrie = 10.5x103 , the 

results shcw that wi th the Sk,_St:,_A formulation a converged solution 

was reached ln 40 percent, or less, of the total time required wh en 

using any one of the other three formulat ions. For the intermediate 

Refrie values in Table 11, it is evident that there is at least a margi-

nal advantage to be galned by usin; the Sk,-Si,-A formulation instead of 

either the Sk 1 -Sf 2 -A or Sk 2 -Si 2 -A formulations. However, the Sk 2 -S(,-A 

formulation gives equivalent or, ln some cases, aven better rates of 

convergence, as shown by the results for Refrle = 3.00x103 where conver-

gence is achieved in 84 percent of the time required when using the 

Sk,_St:,_A formulation. At the lowest end of the Reffle range, 

Refrie = 3.72x102 , it appears that no significant savings in computa-

tion time can be gained by using any one particular formulation. This 
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is true if the underrelaxation coefficients in the U, k, and f discreti­

zation equations are kept at the values of 1.0, 0.9, and 0.9, respec­

tively. These values are required in order to achieve stable converged 

solutions using any of the four source term formulations, over the 

entire range of Refrlc being investigated. Qnly with the Sk,-Sf,_A 

formulation, for Refric = 3.72x102 , was it possible to attain a con­

verged solution without using underrelaxation (i .e. ail a's = 1.0): The 

comput ing t ime reql~i rad in this case was one sixth of that needed when 

the k and f underrelaxation values of a = 0.9 were used. This low­

Reynolds-number behaviour indicates that the Sk, -Sf,-A formulat ion leads 

to greater stabil ity of the iterative solution procedure than the other 

three formulations. 

This desirable behaviour of the Sk,_Sf, -A formulation is also 

demonstrated with the ST model for the case of no underrelaxation, as 

shown by the rssuits in Table 12: When using the Sk, _Sc, -A formulation, 

a converged solution is obtained for bath the minimum and maximum 

Re fric ; when using any of the other three formulations, a converged solu­

tion is not obtained for the maximum RefrlC ; and at the lowest Refric' 

the Sk,-Sf 2 -A and Sk 2 -Sf 2 -A formulations give converged solutions, but 

they need more than 175 percent of the time required when using the 

Sk, -Sf,-A formulation. 

Based on the foregoing discussion, it can be concluded that the 

Sk, -Sf,-A source term formulation should be used to ensure that a 

converged solution is achieved efficiently for the entira range of 

Reynolds numbers used in this investigation. It can also be argued that 

the Sk,_Sf,_A formulation will be more efficient than the other 
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formulations, even fo( the more complex case of two-dimensional periodic 

fully developed duct flows investigated in this thesis. Solution of such 

ell iptic flows requires the use of two-dimensional grids, which contain 

a considerahly larger number of grid points than the one-dimensional 

grids used in this initial evaluatlon. ana Ilne-by-line TOMA/CTOMA iter-

ative procedures for solving the 1 inearized and decoupled sets of dis-

cretization equations WI thin one iteration of the overall solution pro-

cess. In this context, the addi t ional i terat ive procedures that are 

required in the implementation of the Sk 2 treatment for the k equation 

could greatly decrease the computational efficiency of the SkZ-Sf,-A 

formulation. In addition, for the complex interrupted-plate duct flows, 

it is desirable to use a source term formulation that enhances the sta-

bit ity of the overal 1 iterative process. This characteristic is clearly 

demonstrated by the Sk, -Sf,-A formulation when compared to the Sk 2 -Sf,-A 

formulat ion. 

The evaluation of the effects of using Procedures A and B for calcu-

lating the Sc and Sp terms of the k and f equations was do ne with 

the Sk,-Sf, formulation, for the minimum and maximum Refric values of 

3.72x10z and 10. 5x 103 , respec t ive 1 y. When underre 1 axa tian coef fic i ents 

of Q = 0.9 were used in the k and f discretization equations, the 

results of the two procedures showed 1 itt,d difference. Converged solu-

tians using Procedure B required only one percent and three percent more 

time than with Procedure A for the respective minimum and maximum Refric 

values. When no underrelaxation was used for Refric = 3.72x102 , a con-

verged solution USlng Procedure B required 222 percent more time than 

when using Procedure A. Thus Procedure A can be considered more 

efficient than Procedure B. 

j 
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From the evaluations of the k and E equation source term formula­

tions presented in this section, it was concluded that the Sk,_Sl,_A 

formulation is the most stable and efficient of the four formulations 

considered. 

7.3 INITIAL NUMERICAL INVESTIGATION: PERIODIC POLLY 

DEVELOPED LAMINAR PLOW 

As was stated in Chapter l, a computer code incorporating the numer­

Ical formulation described in Chapter IV was developed during the course 

of this research. In this section, an evaluation of the codets capabi 1-

Ity ta predict two-dimensional periodic fui Iy developed flows is made: 

Results for laminar flows are presented and compared to results obtained 

by Patankar and Prakash [14] for simi lar flows. This was done to ver­

ify that the proposed numerical method was correctly implemented in the 

computer code. Similar checks of the results for turbulent periodic 

fully developed flows were not possible at the time of tris evaluation 

since no suitable comparison data were avai lable in the publ ished 1 iter­

ature. 

The results presented in this section were obtained by performing 

the numerical computations on the CRAY X-MP/22 supercomputer operated 

by the Centre for large Scale Computat ion (ClSC) at the University of 

Toronto. The FOPTRAN source code was campi led using the Cray FORTRAN 

Campi 1er (CFT) and ail real numbers and variables were specified as raal 

(R), or single precision, ty~e values which al lows real numbers in the 

range 10-246~ c R < 102465 to be approxiwated to 14 decimal digits of 
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precision [124]. 

7.3.1 Mathematical Model 

Patankar and Prakash [14] performed a numerical analysis of periodic 

fui Iy developed laminar flow in an interrupted-plate passage similar to 

the one depicted in Fig. 44. As discussed in Chapter Il, for periodic 

fully developed flow, it is sufficient ta solve for the flow field in 

only one geometrically similar module: One s~ch module is shawn by the 

shaded area ABCDEF in Fig. 44. The x and y momentum equations governing 

this type of flow are given by Eqs. (5-1) and (5-2) when ~t is set equal 

ta zero. The k and f equations are, of course, not required for laminar 

flow calculations. 

With reference to the nomenclature shawn in Fig. 44, a nominal 

flow Reynolds number, Res' and module friction factor, fs ' for the 

module ABCDEF have been defined in [14] as: 

Res = 

fs = 

p Uay (4H) 

~ 

P (4H) 

2 
(2 P Ua v) 

The average velocity, Uav is: 

Uav = mM 
(p H) 

where mM is the mass flow rate through the module ABCDEF. 

---------------------------------------------------------------

\7-13) 

(7-14) 

(7-15) 
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The mass flow rate through a module is determined by the value spe­

cified for the modular pressure gradient, p, in Eq. (5-3). The only 

quantitative measure of p presented in [14] is in the form of friction 

factor - Reynolds number, fs versus Res' plots. For l/H = 1.0, 

t IH = 0.3, and Res va 1 ues 0 f 100, 200, 500, 1000, and 2000, cor respond­

ing values of fs were read from the appropriate figures given in [14]. 

These values are representative of the fui 1 range of Reynolds numbers 

and the largest plate thickness parameter studied by Patankar and Pra­

kash [14]. From this set of f. versus Res data, the input values of p 

were determined for the geometric module parameters already given. The 

values of fs read from the graphical data in [14] are presented in 

Table 13. 

7.3.2 Numerical Formulation 

The periodic fully developed laminai flow in this problem is gov­

erned by the continuity equation, Eq. (2-7), and the x and y momentum 

equations given by Eqs. (5-1) and (5-2), respectively, when ail ~t terms 

are set to zero. Excluding any steps that involve IJ t , k and l, the same 

Iterative solution procedure summarized in Section 5.2.5 was used to 

solve the laminar flowequations: Only Steps 1, 3 to 8, and 11 were 

performed. In Step 1, the relaxation parameters, 0'5, are se, ta 0.9 

for the U and V momentum discretization equations, and the convergence 

tolerance was set ta 10- 8 . Convergence is considered to be achieved 

when the mass source term, b/, in the pressure correct ion equat Ion, Eq. 

(4-38), was less than the convergence tolerance. The modular pressure 

gradient term was determlned tram the data of Table 13. It was found 

from prel iminary tests that some repet i t ions of the internai 
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line-by-I ine TOMA/CTOMA iterations, five times for the U and V momentum 

discretization equations in Steps 4 and 5, respectively, and fifteen 

times for the pl discretization equation in Step (6), provided the bast 

overall rate of convergence. 

The calculation domain was discratized in the same manner as that 

described in Section 5.2.1, except that an additional y zone was added 

at the top of the domain to account for the plate in this region. This 

ensured that y-direction grid spacing was finer near plate surfaces and 

the x-direction grid spacing was finer near the leading and trailing 

edges of a plate. After performing calculations with a number of dif­

ferent grid distributions, generated as described in Appendix 1, it was 

determined that an x-y grid distribution of 88x73 nodes gives grid­

independent results for the range of Reynolds numbers investigated. 

This grid is shown in Fig. 45, and it was used for ail laminar flow com­

putations. The results of these tests are presented in the next section. 

The flow field in the module ABCDEF, shown in Fig. 44, repeats 

itself at the periodic boundaries, AF and CD. A flow symmetry 1 ine is 

assumed at the boundaries along Be and EF. These boundaries and the 

solid plate regions are treated in the same manner as that described in 

Sections 5.2.3 and 5.2.4 for simi lar boundaries and regions in turbulent 

interrupted-plate duct flow. 

7.3.3 Resulta 

Gr Id Checks 

Because of the complex elliptic nature of the laminar periodic fully 
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developed flows investigated, densely packed uniform grids are requlred 

to obtain solutions that can be extrapolated to approximate true grld­

independent solutions. As was the case for the turbulent flow studies 

of Section 7.2, the use of such grids was impractical because of the 

large computational expense that would be involved. Instead, nonunlform 

grids of 56x11 to 112x10S were generated using the procedure described 

in Appendix 1. Computations using grids of 56x11, 88x73, and 

112x105, yielded the U velocity profiles at the inlet of the module 

ABCOEF that are shown in Fig. 46. Little change is observed between 

the profi les of the two densest grids indicating that for the purposes 

of this study: The 8Bx73 grid was ta give grid-independent solutions. 

ln arder of Increasing grid density, the CPU time required ta obtain a 

converged 50lution ranged from just less then 4 minutes for the coarsest 

grid ta over 60 minutes for the finest grid with the intermediate grid 

requiring some 30 minutes. This il lustrates the importance in determin­

ing an optimum grid, for which essential Iy grid-independent solutions 

are achieved at reasonable costs: The 88x73 grid can be used at half the 

cost of the 112x10S grid to give results that are within less than 0.5 

percent of each other. 

The grid checks presented here were done for the ma<imum Reynolds 

number flow. At this Reynolds number the flow is assumed to be of a 

more complex nature, with greater velocity gradients occurring near 

plate surfaces and more extensive recirculation zones existing between 

the trai 1 ing and leading edges of plates, compared to the lower­

Reynolds-number flows. For thls reason, i t is val id to assume that the 

BBx73 grîd calculations wi Il glve grid-independent results over the 

whole Reynolds number range considered here. 
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Friction Factor - Reynolds Nuaber Plots 

The friction factor - Reynolds number results of the computations 

are plotted in Fig. 47 along with the corresponding data of Patankar and 

Prakash [14]. The curve obtained trom the computations done in this 

work is shifted si ightly above that drawn from the data in [14], 

although both curves show the same trends. It is difficult to explain 

why this ditference exists without having more detai lad information than 

what is given in [14] about the grids employed and the methods used to 

determine the numerical accuracy of thp. solutions. A thorough review of 

the source code used for this work did not reveal any errors, thereby 

providing confidence in the numerical correctness of the computations. 

Care was taken to minimize any error that may have occurred in reading 

the fs values trom the plots in [14]. There is, however, a degree of 

uncertainty that is inherent in these values due to the fact that they 

were read from logarithmic plots reduced to al low inclusion in the text 

of a journal publ ication. Another plausible explanatlon is that the 

mass flow rates calculated uSlng the 88x73 grid of this work are more 

accurate than the 60x30 grid solutions reported in [14]. This cannot be 

verified without quantitative information on how the grid in [14] was 

distributed across the calculation domain. It was found that a 56x11 

grid used in the grid checks of this study resulted in a computed Rs 

value of 2001, compared to the value of 2000 in [14], but with the finer 

88x73 grid the computed Rs value increased to a value of 2075. 

Strea.line Plots 

The discussion in the preceding paragraph is somewhat speculative. 

However, if it is assumed that both the computations of this work and 

• 
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those in [14] are numerically correct, for the particular grid distribu­

tions used, then the results of both sets of computations should exhibit 

at least quai itative agreement. Su ch agreement between the calculated 

flow fields of this investigation and those in [14] is demonstrated by 

the streaml ine plots shown in Fig. 48 for the maximum and minimum val­

ues of Res' 

Conclusion 

From the results presented for the laminar flow investigation, it 

was concluded that the numerical method presented in Chapter IV has been 

properly implemented in the numerical code. This al lowed appl ications 

of the code to periodic fully developed turbulent flows to be undertaken 

with confidence. 
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CBAPTBR VIII 

RESULTS OF ~HB EXPERIMENTAL XNVESTIGATION 

The results of the experimental investigation of turbulent periodie 

fui Iy developed flow in interrupted-plate rectangular duets are presented 

in this chapter. Initial tests were first run to determine that statis­

tieally steady periodic fully developed flows are establ ished. The 

results of t~ese tests are presented and discussed tirst. Then the 

results of time-mean wall statie pressure measurements and flow vi5ual­

ization studies are presented. In this ehapter, the emphasis is on the 

presentation of the experime~tdl results. A detailed discussion of these 

results is left for the next chap~er, in which the corresponding numeri­

cal data are also presented and eompared to the experimental data. 

8.1 SPECIFICATIONS OF INTERRUPTEV-PLATE DUCT TEST SECTIONS 

Three interrupted-plate reetangular duct test sections, denoted as 

D~et 1, Duet 2, and Duct 3, where used in this researeh. Each test sec­

tion could be constructed by suitably adapting a commen rectangular duct 

test section, as described in Chapter VI. The nominal values of the 

dimensions and the geometrie parameters of the three interrupted-plate 

ducts were also given in Chapter VI. The aetual measured values of 

these quantities are presented in Table 3. The wall statie pressure 

taps are located along the centerline of the bottom aluminum plate of 

each test section. The same aluminum plate is used in aIl three duets, 

and the locations of the centers of the pressure tap holes are given in 

Table 4. 
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8.2 CHECKS '1'0 DETERMINE THE ESTABLISHMENT OP TURBULENT 

PERIODIC PULLY DEVELOPED PLOW 

First, checks to determine the repeatability of the time-mean static 

pressure measurements were done at the maximum and minimum flow rates 

used in this investigation, for each of Ducts 1 to 3. The results of 

these checks are shown in Figs. 49(a) and (b) in terms of (P*o-P*)m 

versus (x*-x*o)m plots for the respective maximum and minimum flow rates 

of Duet 1. The eorresponding results for Duct 2 and Duet 3 are shown in 

Figs. 50(a) and (b), and Figs. 51(a) and (b), respectively. In these 

figures: 

(P* 0 - P*)m = 
(Po - P) 

.1.. -2 
2 P Um 

and 

(x* - x*o)m = (x - xo) 
Oh 

(8 - 1 ) 

(8-2) 

P*o and x*o denote nondimensional values of the time-mean wall static 

pressure and axial coordinate, respectively, at a suitably chosen refer-

en ce pressure port, or tap. With reference to Figs. 1 and 2, and to the 

data in Tables 3 and 4, the reference pressure tap for Ducts 1 to 3 was 

located at port 91, ensuring that there were at least 11 geometrically 

simi lar modules upstream. Thus in each duct, periodie fui Iy developed 

flow conditions were expected to prevai lover the geometrieal Iy simi lar 

modules loeated downstream of this reference pressure port. Time-mean 

wall statie pressure measurements were taken over the first 11 modules 
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located downstream of port 91. 

The numerical simulations in this thesis are done for two-

dimensional flow geometries. In Eq. (8-2), to be consistent with the 

nondimensional numerical data presented, the two dimensional form of Dh 

Is used for both the numerical and the complementary experimental 

results. This two-dimensional form of Dh ÎS: 

(8-3 ) 

ln Eq. (8-1), Um is defined by Eq. (2-47): 

(2-47) 

The overall mass flow rate, m, in the interrupted-plate duet test 

section is the same mass flow rate that is caleulated trom the measure-

ments in the flow metering section. Since the air flows investigated 

are essential Iy isothermal and incompressible, the density, p, was basad 

on the air temperature and the time-mean wall static pressure measured 

in the flow metering section. For ail test runs, the lotal pressure 

drop across the section of duct in which pressure measurements were 

taken, was less than 460 Pa. The difference in the arithmetic mean of 

the time-mean wall statie pressures at the reference port and the last 

port in the aluminum duct test section, and the time-mean static pres-

sure of the f 10'tV meter ing sect ion, was one percent or less of the former 

quan t i ty. 1 n add i t ion, for the max imum fi o'tV ra te, the Mach number based 

on the average velocity, Uk, at the minimum flo'tV area in the duet was 

less than 0.06. These results indicate that the assumptiOri of incom-

pressible, constant property, fluid flow is valid throughout the length 
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of the flow faeil ity over which pressure measurements were taken. 

ln each of the Figs. 49(a) to 51(b), the results of the initial 

and the repeatabi 1 i ty test runs are denoted by the symbols 0 and 0 , 

respectively. Three types of vertical 1 ines are also shawn in each of 

these figures. They denote the locations of the leading edge 

------), the center (- - - - - - -), and the t rai 1 i ng edge 

(---- --) of each of the plates in the col inear interrupted-plate 

arr ay. A geome tri ca 1 1 y sim i 1 a r modu 1 e, sueh as ABCDE in Fig. 2, 

extends over the region between the leading edge of a plate to the lead-

ing edge of an adjacent plate in the col inear interrupted-plate array. 

Wi thin each module, the region between the trai 1 ing edge of the plate ta 

the exit plane of the module comprises the wake region of the flow corn-

ing off the plate. With reference to Fig. 19, pressure measurements 

are taken at LE, Le, CP, CT, TE, G1, G2, and G3 locat Ions in each of the 

first 11 modules downstream of the reference pressure port, as weil as 

at the LE location of the twelfth module. The plots in Figs. 49(a) to 

51(b) show that in each module, there IS a drop in the time-mean wall 

static pressure over the leading-edge region of a plate and a partial 

recover of this pressure drop in the wake region just downstream of a 

plate trai ling edge. A detailed examination and discussion of this 

intramodular pressure behaviour is present'3d in Chapter IX. 

Each test run required 90 minutes ta 120 minutes to complete, and 

each repeatability run was performed 10 minutes to 15 minutes after the 

corresponding initial run. The maximum ± uncertainty in (P*o-P*)m 

va 1 ues i s 0.024, 0.046, 0.033, 0.058, .055, and O. 11, in Fi 9s. 49 (a) , 

49(b), 50(a), 50(b), 51(a), and 5i(b), respectively. The maximum 
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uneertainty in (x*.x·o)m values is ±O.041 Inall of these figures. A 

datai lad deser iption of the uncertainty analysis used is givan in 

Appandix 5, where a sample caleulatian of the uncertainty in Rem is pre­

sented. The results from the initial and repeated runs for the maximum 

flaw rates in Duets 1, 2, and 3, shown in Figs. 49(a), 50(a), and 51(a), 

respectively, are almost indistingllishable from each other, indicating 

very good repeatabi 1 i ty. The resul ts shown ln Figs. 49(b), 50(b), and 

51(b) for the minimum flow rates in these three duets, also show good 

agreement between the initial and repeated runs, although nat as gaad as 

thase for the maximum tlaw rates. The measurement errars relative ta 

the magnitude of flow rates and pressure differentials will be larger at 

lower tlaVo' rates than at higher flow rates. However, bath initial and 

repeated sets of data plotted in eaeh of Figs. 49(b), 50(b), and 51(b) 

do agree within the 1 imits of the experimenta! uncertainty in the 

measurements. A better quantitative measure of the overall repeatabil-

ity of the data presented in Figs. 49(a) to 51(b) can be obtained by 

comparisan of the eorresponding modular friction factor - Reynolds num­

ber values. 

As was diseussecl in Chapter Il, the behaviour of the time-mean 

stat ie pressure in the per iodie fully developed region of turbulent 

flows in interrupted plate duets is given by Eqs. (2-17) ta (2-19). Ta 

faei 1 i tate the following discussion, these equations are repeated here: 

{ P(x,y,z) - P(x+L+s,y,z) } = {P(x+L+s,y,z) - P(x+2L+2s,y,z) } 

= { P(x+2L+2s,y,z) - P(x+3L1-3s,y,z) } (2-17) 

and 
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P(x,y,z) = -px + P(x,y,z) (2-19) 

where 

p = { P(x,y,z) - P(x+L+s,y,z) } 
(L + s) (2-18) 

P is related to the pressure drop required to generate the oversll mass 

f low rate in the duct. P(x,y,z} is the per iodically varying component 

of the pressure related to the details of the local flow field in each 

geometr ically simi lar module: 

P(x,y,z} = P(x+L+s,y,z) = P(x+2L+2s,y,z} = (2-20) 

This periodicity in the time-mean wall static pressure variation can 

be seen in the results in Figs. 49(a} ta 51(b}. 

Equations (2-17) and (2-18) imply that the same drop in time-mean 

static pressure occurs between any two points that have the same (y,z) 

coordinates and are ~eparated by a periodic distance of (L+s) in the x 

direction. Therefore, in Figs. 49(a) to 51(b), if perlodic fully devel-

oped flow conditions prevail downstream of the reference pressure port, 

then any set of data points having a periodic spacing of (L+s) in the x 

di rect ion should ail fall on a straight 1 ine. The method of lellst 

squares was used to fit a ~traight line through each of 8 sets of 

(P*o-P*}m versus (x*-x·o>m data points having a periodic spacing of 

(L+s): With reference to Fig. 19, lines were fitted through sets of data 

points located at the LE, LC, CP, CT, TE, G1, G2, and G3 locations of 

the 11 modules shown in Figs. 49(a) ta 51(b). The LE data point of the 

twelfth module, loc&ted at the exit of the eleventh module, is also 
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included in the LE data set. The correlation coefficient and slope of 

each 1 ine were calculated: The correlation coefficient serves as a 

measure of the 1 inearity of the (P*o-P*). versus (x*-x*o)~ data, and the 

slope is equal to the module friction factor, fm, as defined in 

Eq. (2-46): 

tlft = (2-46) 

The fm values reported without any additionsl subscript are the 

average of the eight local values, fmLE , 'mLc' fmcp ' 'mcT' fmTE , fmG1 , 

fmG2 , and fmG3 , calculated for the aforementioned sets of periodically 

spaced data points. In principle, for each run, ail module friction 

factor values should be the same. A comparison of the eight local 

module friction factors with the average module friction factor was used 

as an internai consistency check on the experimental {p* o-P*)m versus 

(x*-x*o}m data obtained for each run, as discussed in the following 

paragraphs. 

The correlation coefficients and fm values produced by the above 

mentioned analysis of the data in Figs. 49(a) to 51(b) are prese~ted 

in Table 14. The correlation coefficient in every case is better than 

0.9985. The results also indicate, quantitatively, the repeatabi 1 ity of 

the data in Figs. 49{a) to 51(b). The deviation in fm of the repeated 

run fram the initial run is Jess th~fI ± 2.7 percent for ail cases and 

less than ± 0.7 percent for ail thB maximum flow rate tests. The CJrre-

sponding Reynolds number deviations are ail less than ± 0.8 percent. 

These results demonstrate the ability of the flow facil ity to provide 
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steady air flow rates and repeatable time-mean wall static pressure 

measurements in each of the three interrupted-plate duet test sections, 

over the range of module Reynolds numbers investigated. 

For each of Duets 1 to 3, seven different Reynolds numbers were con­

sidered: Thus a total of 21 different combinat ions of flow rates and 

interrupted-plate geometries wero investigated. The establ ishment of 

periodic fully developed flow for each of these combinat ions can be ver­

i fied by examining the deviations of the local values, f"'LE' f"'LC f",cp' 

f mcT ' fmTE , fmG1 , f mG2 , and fmG3 , trom the average value o~ fm. These 

are given in Table 15 along with corresponding valu~s of correlation 

coefficients. The deviation of ail local fm values trom the average 

value for any given Rem is less than ± 1.6 percent in ail cases. 

Indeed, in only four instances did any of the local values deviate tram 

the average fm value by more than ± 1 percent. These deviation 1 imits 

are roughly the same as, or better than, the deviation limits obtained 

from the r~peatabi 1 ity checks discussed in the previous paragraph, and 

ail fall within the experimental uncertainty of the corresponding aver­

age fm values h .. '~orted in Table 16. In addition, ail correlation coef­

ficients for local fm values were better than 0.9985, indicatlng a good 

degree of linear ity in the sets of periodical Iy spaced points .. Ta pro­

vide a visual appreciation of the linearity and internai consistency of 

the data at periodically spaced points, (p·o-p·)m versus {x*-x"o}m data 

points for the Le, TE, and G3 locations of Duct 3 for the maximum Rem 

are presented in Fig. 52, along with the plots of the corresponding 

least-squares straight 1 ines: The Reynolds number for this run is 

Rem = 32. 32x 1 03 • 
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Based on the results presented in this section, it was eoncluded 

that steady and repeatable time-mean wall statie pressure measurements 

eould be obtained with the experimental faci 1 ity ~nd procedures used in 

this work, over the entire range of Reynolds numbers eonsidered. In 

addition, for this Rem range, it l'fas eoncluded that periodie fully 

developed flows are establ ished in Duets 1 to 3 downstream of the refer-

ence pressure tap located at port 91. 

8.3 MODULE FRICTION FACTOR - REYNOLDS NUMBER RESULTS 

The module friction factor - Reynolds number results for Duets 1 to 

3 are presented in this section. As was mentioned in the preeeding see-

tion, a total of 21 different eombinations of interrupted-plate duet and 

flow rates were investigated. As was diseussed in Chapter ", for a 

given flow rate, two di fferent Reynolds numbers can be defined for 

interrupted-plate duets: one based on Um and one based on Uk: 

Rem = e. LJD} Db 
J.I 

(2-45) 

and 

Relt = e. Uk Dbk 
J.I 

(2-39) 

with Um and Uk given by Eqs. (2-47) and (2-41), respectively. As 

diseussed in Section 8.2, the two dimensional form of Oh Is used, Eq. 

(8-3), and simi larly, Dhk is given by the two dimensiona' form of Eq. 

(2-42): 

= 4 (H - t) (L + s) 
(2L + s) (8-4) 



The method used to calculate the module friction factor, f m, has 

already been described in Section 8.2. Another commonly used module 

friction factor, fk , was defined in Eq. (2-40), and discussed in 

Sect ion 2.6.2. 1 t is related to f
lR 

by the following equat ion: 

Dhk 
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fk = f m ( ) ( (8-5) 

The f m versus Rem results for Ducts 1 to 3 are shown in Table 16, and 

the corresponding fk versus Rek results are presented in Table 17. The 

nominal geometric dimensions of modules in Ducts 1 to 3 are equiva-

lent, except for the plate thickness, 2t. Thus, for a given mass flow 

rate, m, the only variable which changes in the fm values for Duet 1, 

Duct 2, and Duet 3, is the module pressure gradient term, p. However, 

due ta the di fferent values of 2t in Duct 1, Duct 2, and Duet 3, if fie 

and Rele values are eonsidered, the average flow veloci ty, Uk, the 

module hydraul ic diameter, Dhk' and p are ail variable quanti ties. Ta 

facilitate a direct evaluation of the effect of plate thickness on the 

overall module pressure drop, the discussion in this thesls wi 1 1 be 

focussed on the fm versus Rem data for Duets 1 to 3. The fkversus Re le 

values are presented for completeness only. 

Graphical representation of the f m versus Rem resul ts for Duct~ 1, 

2, and 3 are shawn in Fig. 53. As indicated in Table 16, the 

uncertainty in the fm values ranges from ± 12 percent at the lowest 

Reynolds numbers to less than ± 2 percent at the higher Reynolds num­

bers, and it is less than ± 5 percent for most of the data. The 
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eorresponding uneertainty in Rem values is less than ± 2.25 percent in ail 

cases. Wi thin the limits of the experimental uncertainty re~orted in 

Table 3, the only differenee in the geometries of Duets 1,2, and ,'3 is 

the plate thiekness parameter, t*, which is approximately doubled 'rom 

Duet 1 ta 2 and from Duet 2 ta 3: t* = 0.027 for Duct 1; t* = 0.056 for 

Duet 2; and t* = O.11G for Duet 3. 

The affects on overal 1 pressure drop eaused by changing t* and Rem 

can be seen in the friction factor data plotted in Fig. 53. For ail 

three duets, the friction factors follow the 5ame general trend: The 

values of f m become smaller as Rem inereases, with the deerease in fm 

beeoming progressively less as Rem increases. When t* increases 50 does 

the overal 1 pressure drop, as demonstrated by the increase in the levels 

ot f m trom Duet 1 ta Duet 2, and the even greater increase in the f m 

level from Duet 2 to Duct 3. A more detai led analysis of these resul ts 

wi 1 1 be deferred unti 1 Chapter IX, where the numerical results are also 

presented. 

8.4 INTRAMODULAR TlKE-MEAN WALL STATIC PRESSURE RESULTS 

ln this section, nondimensional ized time-mean wall slatie pressure 

distributions within a module are presented. Detailed experimental data 
, 

on intramodular pressure distributions for periodic fui Iy developed flow 

in interrupted-plate duets, or any other periodically interrupted flow 

passages, have not been reported in the publ ished literature by any 

other investigators for either laminar or turbulent conditions. There-

fore the results presented in this section for various combinat ions of 

the plate thickness parameter, t*, and the module Reynolds number, Rem' 

• 

l , 
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add new information to the fluid flow data in the publ ished 1 iterature, 

and are considered as an important original contribution of this thesis. 

Seven different Reynolds numbers were eonsldered for each of Duets 1 

ta 3. The 21 time-mean wall statie pressure distributions obtained 

from this experimental investigation are presented in Figs. 54(a) to (d) 

and Figs. 55(a) to (c) for Duet 1; Figs. 56(a) ta (d) and 57(a) to (c) 

for Duet 2; and Figs. 58(a) ta (dl and Figs. 59(a) ta (c) for Duct 3. In 

these figures, the intramodular time-mean wall static pressure distribu-

tions are plotted as (P*l-P*)m versus (x*-x*dm: P's and x's are 

-2 nondimensionalized by {(1/2)pUm } and Oh, respectively, and the sub-

script, i, is used ta denote quantities pertaining to the wall statie 

pressure tap located over the leadlng edge of the plate in the periodic 

fui Iy developed module. The pressure values shawn are the ari thmetic 

averages of the nondimensional time-mean wall static pressures at corre-

sponding x locations, having a perlOdic x spaclng of (L+s), in each of 

the 11 modules where pressure measurements were taken: VII th reference ta 

Fig. 19, arithmetic averages of pressure measurements at the LE, LC, CP, 

CT, TE, G1, G2, G3, and LE at the exit of each module, are presented in 

Figs. 54(a) ta 59(c). In these figures, the experimental data points 

are represented by the symbol 0, and the vertical Ilnes denote the loca-

tians of the leading edge (------------), the center (- - - - - - -l, 

and the trai 1 ing edge (---- - - ----) of the plate. The corresponding 

plate locations are also the arithmetic averages of the measured LE, CT, 

TE, and module exit LE locations of the 11 modules in whlch pressure 

measurements were taken. In these figures, the maximum uncertainty in 

(X*-X*i)m values is less than 1.3x10· 3 , and the maXIITlUm uncertainty in 

the (P*i-P*)m values ranges from a minimum of 8.3x10· 4 for Duet 1 with 
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Rem = 33.49xl03 , to a maximum of 1.5x10- 2 for Duet 3 with 

R = 4.997x103 : em 
The maximum uncertainties of nondimensional pressure 

values eorresponding to each duct and Rem eombination are given in the 

eaption aceompanying each of the figures. 

From Figs. 54(a) to 59(c), it is observed that for ail Reynolds 

numbers, there is a steep drop in time-mean wall static pressure over 

the leading-half of ,~~ plate, a rise in this pressure over the first 

half of the interrupted-plate gap. and a drop in the time-mean wall 

statie pressure in the second hal f of the gap as the next plate leading 

edge is approached. Over the second hait of the plate. the time-mean 

wall statie pressure begins to rise before the trai 1 ing edge of the 

plate is reached in ail cases, except for the lowest Reynolds number of 

Duet 1 where the rise in time-mean wall statie pressure does not begin 

unti 1 the flow has entered the interplate gap region. These experimen-

tal results shall be examined and discussed in more detail in 

Chapter IX, after ail the experimenta! and numerical data has first been 

presented. To aid in the use of the experimental intramodular time-mean 

wall static pressure distributions in future investigations, the aetual 

values of (p* i -P*)m versus (x· -x· i)m data points which correspond ta the 

minimum and maximum flow rates in Ducts 1, 2, and 3 are presented in 

Table 18. 

8.5 INTERRUPTED-PLATE SURFACE STREAMLINE RESULTS 

The nature of the flow over the surface of an interrupted-plate in 

periodie fully developed turbulent flow was investigated using the sur­

face ai I-flow technique described in Chapter V'. Initially, two types 

-

-
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of kerosene based paints were used: one containing a Day-glo orange 

fluorescent pigment and the other containing powdered titanium dioxide 

(Ti02 ). A detailed discussion concerning the paint compositions and 

appl ication procedures was presented in Section 6.6.4. The results 

of this surface flow visual ization study are presented in the current 

sect ion. 

The clear acryl ic flow visual ization section used in this work was a 

continuation of the interrupted-plate geometry of the upstream alumi­

num duct sect ion. Wi thin the 1 imi ts of the repor led measurement uneer­

taint ies, the dimensions of the f low visual izat ion sect ion for Ducts 1 

to 3 are the same as those values presented in Table 3 for the corre­

sponding aluminum duct sections. The module-to-module repeatabi lit y, 

characteristic of velocities at periodical Iy spaced (L+s) points in the 

x direction with the same (y,z) locations, is demonstrated, quai ita­

tively, by the simi larity in the surface streaml ine patterns on the 

three successive plates shawn in Fig. 60 for Rem = 8.08"lx103 in Duet 2. 

The main-flow direction in this figure is from right to left and, start­

ing trom the upstream positior., these plates are located in the fourth, 

fi f th and six th pe ri ad i c modu 1 es downs t r eam 0 f the st art 0 f the f low 

visual izat ion sect ion. This type of repeatabi 1 i ty was exhib. ted for ail 

of the 21 interrupted-plate duct geometry and module Reynolds number 

combinat ions investigated. 

As explained in Section 6.1.1, each of the plates in Fig. 18 has a 

total cross-flow width of 175.0 mm, of which the central 152.4 mm makes 

up the plate width, b, that is located in the turbulent air flow. As 

seen from the dark streaks that run in the flow-oriented (Iength-wise) 
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direction of the three plates shown in Fig. 60, the flow over the 

surface of each plate can be considered ta be two-dimensional over at 

least the central 80 percent of the aforementioned 152.4 mm width of 

plate. 

The surface streamline patterns in Fig. 60 show three distinct 

regions from the leading edge ta the trai 1 ing edge of a plate: (1) a 

leading-edge region where 1 ittle or no streaking is observed; (2) a 

central region where dark streaks are seen extending towards the trai 1-

ing edge of the plate; and (3) a trail ing edge zone which begins where 

an accumulation of paint is observed. These three regions were observed 

in each of the 21 different cases considered. 

The plate-surface streamline patterns characteristic of the periodic . 
fui Iy developed turbulent flows investigated are presented in Figs. 61 

to 81: Results are shown for each value of Rem' beginning with the min-

imum value and increasing to the maximum value, in Figs. 61 ta 67, Figs. 

68 ta 74, and Figs. 75 to 81, for Duct 1, Duct 2, and Duet 3, 

respectively. In each of these photographs, the upper edge of the plate 

is the leading edge and the bottom edge is the trai ling edge. To 

enhance the details of the streamline patterns, only close-up photo-

graphs, which in most cases show the central 70 percent of the plate 

cross-flow width, b, are presented in Figs. 61 ta 81. The streamlines 

in Figs. 61 ta 67 for Duct 1 were obtained using the Ti02 paint, whi le 

the patterns shawn in Figs. 68 to 81 were obtained using the Day-glo 

orange fluorescent paint. The reasons for this are discussed in the 

next paragraph. 

L ft 
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From preliminary tests, it was found that bath the Day-glo and li02 

paints show slmilar streamline patterns, but the li02 palnt gave a finer 

resolutlon of the detai Is than the Day-glo palnt in some cases. Ta 

determine if the li02 paint would give the best results over the whole 

range of flow rates Investigated, both the li02 and Day-glo paints were 

used in the experlmental runs with Duct 1. Four plates were painted, two 

with the li02 palnt and two with the Day-glo paint, and placed in the 

flow visual ization saction at the beginnlng of each run. After enough 

time had elapsed to allow the kerosene to evaporate and leave the dried 

1102 or Day-glo pigment on the plate in the form of the surface stream­

Ilne patterns, the plates were removed trom the flow visual ization sec­

tion and photographed. Figures 66 and 67 are examples of dr ied TiOz 

flow patterns, and Figs. 68 to 81 are examples of dried Day-glo flow 

patterns. It was found that the streamline patterns could be more 

clearly photographed from the dried Day-glo paint patterns than the 

dried li02 patterns. The Ti02 streaml ine patterns appear finer than the 

Day-glo patterns wh en visual Iy examined, but the Ti0 2 detai Is are more 

difficult to distinguish in a photograph, at least when dried. On the 

other hand, the Day-glo pigment is flu~rescent when il luminated by 

ultraviolet 1 ight and ev en faint flow patterns can be made quite visible 

and easi Iy photographed. The photographs shawn ln Figs. 61 ta 65 are 

also li02 patterns, but thes9 were taken through the top of the flow 

visualization section when tne plates were still in the air flow and the 

paint had not yet drled. Yhe detail in these photographs Is clearer 

than those of Figs. 66 and 67, but It was very difficult and tedious ta 

take such photographs with the photographie equipment avai lable for this 

work. Speeifiea/ly, It was diffieult to position the camera close 

enough ta the plate ta capture the details of the flow pattern without 
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the camera-support stand partial Iy obstructing the view of the plate, as 

occurred in Fig. 64, or without interfering with the 1 ighting, as is 

shown by the dark patches caused by shadows in Figs. 61 and 63. Because 

of the good photographie quai ity of the surface streamline patterns 

obtained using the Day-glo fluorescent paint, and the relative ease and 

efficieney of the procedure used to obtain these photographs, it was 

decided that the Day-glo paint would be used for the experiments with 

Ducts 2 and 3. With each of these duets, the Day-glo paint was appl ied 

to the four th, fifth and sixth plates downstream of the start of the 

flow visual ization section, as shown in Fig. 60. 

ln Figs. 61 to 81, the streaml ine patterns over the central region 

of the plate indicate that the flow over the surface is essential Iy two-

dimensional: There is no indication of cross flows, as ail streaml inp.s 

ex t end ove r t he en tir e pla te i n t he x, 0 r ma i n - f 1 ow, d i r ec t i on . 1 t i s 

also observed that the accumulation of paint in the trai 1 ing-edge region 

starts further upstream of the trai 1 ing edge as the value of Rem 

decreases: At the lowest Rem values, this region begins at an upstream 

distance that is as much as 20 to 25 percent of the streamwise plate 

length, L. As the maximum value of Rem is approached in ail ducts, the 

extent of this trai 1 ing-edge zone decreases, and paint accumulation 

along the plate leading edge is also observed. A detai led analysis of 

these plate-surface streaml ine results wi 1 1 be deferred to Chapter IX, 

after the results of the numerical investigation have been presented. 
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CHAPTER IX 

RESULTS OF THE NUHERICAL INVESTIGATION AND DISCUSSION 

ln this ehapter, the results of the numerical investigation of tur­

bulent two-dimensional periodic fui Iy developed flow in interrupted­

plate rectangular duets are presented and discussed with respect 10 the 

corresponding experimental data that was presented in Chapter VI Il. 

There are nine sections in this chapter. The tirst section describes 

some of the key features of the numerical investigation, including the 

results of a performance evaluation done ta finalize the k-( model of 

turbulence used in this study. In the remaining eight sections, the 

focus is on the presentation and discussion of the results of the numer­

ical investigation, in the context of the experimental results presented 

in Chapter VIII. 

Ail the numerieal resul ts presented in this ehapter were obtained by 

performing the computations on the CRAY X-MP/22 supercomputer operated 

by the Centre for Large Scale Computation (CLSC) at the University of 

Toronto. The Cray FORTRAN Compi 1er (CFT) was used ta compile the 

FORTRAN source code. Ail real numbers and variables were specif ied as 

single precision type. This al lowed real numbers between 10. 2466 and 

102465 to be approximated to 14 signifieant digi ts of precision [124]. 

9.1 KEY FEATURES OF THE NOMERICAL INVESTIGATION 

9.1.1 Introduction 

During the course of this research, a computer code incorporating 
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the numerical formulation described in Chapter IV was developed. This 

code was tested, debugged, and validated by applying it to several test 

problems, including the periodlc fui Iy developed laminar flow discussed 

in Chapter VII. In addi tion, the Jones and Launder (JL) [89] and the 

Launder and Sharma (LS) [91] k-( models of turbulence were evaluated in 

the context of fui Iy developed turbulent flow in a channel. Based on 

the results presented in Section 7.2.1, it was coneluded that the JL k-" 

mode 1 was better than the LS model for low-Reynolds-number, 

5.00x103 ~ (Red)nom ~ 25.0x103 , fully developed turbulent channel flows. 

The turbulent periodie fully developed, two-dimensional, interrupted-

plate duct flows (5.00x103 ~ (Rem)nom ~ 30.0x103 ) of this investiga-

tion, however, are more complex than fui Iy developed two-dimensional 

channel flows. Therefore, a final comparison of the JL and LS models was 

undertaken to see if the JL mooel is indeed the better one of the two ta 

use for the numerical simulation of such flows. These results are pre-

sented in Section 9.1.4. 

As was discussed in Section 3.6, in the numerical investigations of 

Hanjal ic and Launder [96] and Rodi and Seheuerer [97], the prediction 

capabi 1 ities of k-f models in adverse pressure gradient turbulent flows 

were improved by incorporatlng the Hanjal ie and Laundèr [96] modifiea-

tion to the l equation production term p(. This modification brings in 

a term that favours higher dissipation for irrotational strains compared 

ta that for rotational strains. With this modification, the p( term of 

SE, Eq. (5-11), is modelled by Eq. (5-12). In the interrupted-plate duct 

flows investigated here, due to the sudden change ln module eross-

sectional area that occurs when the plate ends and the interplate gap 

begins, it was expected that the flow within a module would experience 
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an adverse pressure gradient and undergo some deceleration ln this 

region. The experimental values of intramodular time-mean wall static 

pressure distributions, presented in Figs. 54(a) to 59(c), do indeed 

indicate an adverse pressure gradient in this region of the module. It 

was assumed, therefore, that the HanJalic and Launder modification [96] 

would be useful when model ling the periodic turbulent flows studiad in 

this thesis. To confirm this, however, results of the JL model [89] 

with and without the modification were compared to corresponding exper­

imental data. These results are given in Section 9.1.4. 

Following these prel iminary tests and performance evaluations, the 

computer code, incorporat ing the JL model of turbulence [89] wi th the 

Hanjal ic and Launder modification [96], was used ta investigate turbu­

lent, two-dimensional, periodic fully developed flows in interrupted­

plate rectangular ducts. The key features of this numerical investiga­

tion are discussed in this section. 

9.1.2 Problem Description 

The problem of interest involves turbulent per iodie fully developed 

f10w in a strai~~t rectangular two-dimensional interrupted-plate ducl. 

As was discussed :n Chapter Il, for such f lows, i t is possible and suf­

ficient ta calculate the flow field in Qnly one geometrically similar 

module, such as the module ABCDE shawn in Fig. 2. The x and y momentum 

and the continuity equations governing this type of flow are given by 

Eqs. ( 5 - 1 ), (5 -2), and (2 -7) The complete set of governing equations 

includes Eqs. (5-5) and (5-10) for k and f, respectively, and Eq. (3-B) 

for the calculation of the J.'t field. 
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The investigation was p~r~ormed for three module geometries which 

are designated as Duet 1, 2, and 3. A schematic representation of these 

ducts is given in Fig. 2. The nondimensional plate length parameter, 

L*, and plate thickness parameter, l*, for these duels in the numerical 

study were the same as those used in the experimenlal investigation, and 

they are given in Table 3. Considering the range of measurement uncer­

tainties speei fied in this table, the values of s* and L* can be consid­

ered the S8me. In the numerical formulation of the problem, the value 

of 5* was, therefore, set equal to the value of LW speci f ied in Table 3. 

Hereafter in this ehapter, unless otherwise specified, reference to 

Duet 1, 2, or 3 will imply one geometric module in the periodic fully 

developed region of the flow in these duels. Furlhermore, the words 

duel and module will be used interehangeably. 

Four flow rates (with nominal Rem values of 5x103 , 10x103 , 15x103 

and 25x103 ) 'Nere invesligated for eaeh of the three module geometries. 

The value speeified for the modular pressure gradient, {3, in Eq. (5-3) 

determlnes the mass flow rate through a module. The speeified values of 

p in the numerical investigation were obtained trom the experimental 

module friction factor - Reynolds number, fm versus Rem' data for Runs 

1, 3, 4, and 6 for eaeh of Duels 1, 2, and 3, given in Table 16. 

9.1.3 Numerical Details 

The calculalion domain was diseretized in the manner described in 

Section 5.2.1 Il was determined that nonuniform x-y grid distributions 
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of 72x78, 72x100, and 72x100 provided essentially grid-independent 

results for the module configurations of Ducts 1, 2, and 3, respec­

tively, over the range of Reynolds numbers investigated. Further 

details are given in Section 9.1.4. These grids are shown in Figs. 13, 

14, a~i 15. It should be noted that the y dimension of the grids in 

these figures has been expanded to three times its actual size relative 

to the x dimension. This was done in order to clearly il lustrate the 

relative changes in the y control-volume lengths across the module. 

Detai Is of the grid generat;on procedure are given in Appendix 1, and 

more wi 1 1 be said about how these grids were chosen in Section 9.1.4. 

The derivation of the discretized forms of the governing equations 

was discu$sed in Chapter IV. The procedures used to specify boundary 

conditions and the treatment of the blocked-off plate regions were dis­

cussed in Sections 5.2.3 and 5.2.4, respectively. 

The iterative procedure that was used to solve the discretized gov­

e r ni ng equa tians was summa ri zed in Sec t ion 5.2.5. 1 n St ep 1 0 f th i s 

procedure, the relaxation parameters, Q'S, were set to 0.9 in the dis­

cretized x and y momentum and the k and E equations. In the first run 

for each of Ducts 1, 2, and 3, the initial guess values of the U veloci­

ties were set equal ta the value of the cross-sectional average mean­

flow velocity, based on the appropriate experimental value of Rem and 

the appropriate flow passage cross-sectional dimension of the module. 

Initial guess values of k and f were also specified as constant values 

for a given stream-wise location. The guess va!ues of k were arbi­

trari Iy set ta 3.5 percent of the local mean-flow kinetlc energy, and 

the values of f were determlned based on an arbitrary length scale, 
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chosen as (0.2 x H): The guess values of f were set equal ta 

k3/2 /(0.2 H). The initial values of V and P were set to zero. After the 

first run, in subsequent runs for a given duct, the converged solutions 

for U, V, P, k, and f from a previous run, having the value of Rem 

closest to the nominal Rem value of the current run, were used as ini~ 

tial guess values. This resulted in fewer overall Iterations to achieve 

the new converged solutions than the number required if arbitrary con~ 

stant-value initial values were specified. 

The convergence tolerance was set to 10- 8 , with the convergence 

criteria stated in Section 5.2.7. 

The block correction procedure described in Section 4.1.7 was used 

in Steps 3, 4, and 6 of the overall i terat ive solut ion procedure, when 

solving for the U·, V·, and pl values, but it was turned off in Steps 9 

and 10 when solving the k and l equations, respectively. It was found 

that black correction on k and l did not improve the overal 1 rate of 

convergence of the solution. The number of internai 1 ine-by-I ine TOMA 

and CTOMA Iterations used when solving the 1 inearized, decoupled, U, V, 

pl, k, and l discretization equatior.s was initial Iy set ta 2, 2, 10,3, 

and 3, in StP.ps 3, 4, 6, J, and 10, respect ively. 1 t was found that 

after an initial fifty Iterations these internai iterations could be 

reduced to 1, 1, 5, 1, and 1, without adversely affecting the overall 

number of Iterations needed ta achieve a converged solution. 

L ___ _ 
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9.1.4 preliminary Numerical Resulta 

Notes on Nondi.enslonallzatlon 

The results of grid checks and a final performance evaluation of the 

JL [89] and LS[91] k-f turbulence models are discussed in this section. 

These results, and other numerical results in this chapter, are pre-

sented in terms of nondimensional values. ln most cases, nondimen-

sional variables and parameters are the same as those defined and used 

in Chapter VIII ta present the experimental data. Two dimensional vari­

ables which need special mention, however, are the average module velo­

city, Um , and a periodic fui Iy develo~ed friction velocity, u" that 

are used in the nondimensional ization of the numerical data. 

The mass flow rate through a geometric module of height H, such 85 

ABCDE in Figs. 2 and 11, is m/2. As was discussed in Section 4.1.2 

with reference ta the nomenclature in Figs. 6 and 10(c), in the discret­

ized calculation domain, the main-grid nodes are located at the inter­

sections of the vertical and horizontal main-grid 1 Ines: Such a main­

grid node P is located at the intersection of the 1 Ines 1 and J. Two 

control-volume faces of length t::.Y J are located on the two adjacent U­

velocity staggered-grid lines, at i and i+1, adjacent to the main-grid 

1 ine 1 shown in Fig. 10(c). The correspondlng x-direction mass flow 

rate across a vertica! centrol-volume face of length t::.Y J on the i grid 

1 ine can be expressed as (p U"J t::.Y J ). Since it is assumed that there is 

no mass flow in or out of the top or bottom horizonta! boundaries of a 

module, the total mass flow rate through the module is the same across 

any vertical cross section of the module. This value is calculated by 

summing the local stream-wise mass flow rate across ail t::.Y J 
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control-volume faces located on the same 1 grid line: 

m M2 
'2 = E (p U i ,J I:1Y J ) 

J=2 
for 2 ~ i~ L2 
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(9-1) 

As was stated in Chapter IV, the boundary values of ~YJ (I:1Y, and I:1YM1 ) 

are zero, hence. the summation is trom 2 ta M2. M2 = Ml-l. The corre-

sponding two-dimensional value of U~, Eq. (2-47) with b = 1, is then 

calculated using the m/2 value obtained trom Eq. (9-1): 

Um = 
m 1 
2 p H (9-2) 

A friction velocity value is used in the nondimensionalization of k 

and f values presented in this chapter. The friction velocity, Ur' is 

defined by Eq. (3-30) as: 

Ur = (7) 1/2 (3-30) 

which for fully developed turbulent duct flows can be written in the 

form of Eq. (7-9): 

Ur = {(- 8P H) / p}'/2 8x (7-9) 

ln contrast ta fully developed duct f lows, the value of Ur given by 

Eqs. (3-30) and (7-9) is not constant in periodic fully developed duct 

f 1 ows, because (- 8P / 8x ) i s no t cons t an t. Si nce i t i s des i rab 1 e t 0 use 

a constant value of friction velocity in the nondimensional ization of 

the data for a particular run, in this work, a periodic fully developed 

friction velocity, ur' was defined based on {3, the constant part of the 

module pressure gradient. In analogy ta the expression in Eq. (7-9), 

. 
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the value of ur was defined as: 

UT = {( PH) 1 p} 1/2 (9-3) 

Gr Id Checks 

As was stated in Section 9.1.3, the calculation domains of Ducts 1, 

2, and 3, were discretized into nonuniform x-y grid distributions of 

72x7B, 72x100, and 72x100 nodes. These grids were chosen after a care­

fui examination of the values of the c~~puted variables obtained with 

many different nonuniform grid distributions. These type of grid checks 

were performed for the maximum Reynolds number flow in eaeh of Duets 1, 

2, and 3. It was assumed that grids which give grid-independent solu­

tions at maximum Reynolds numbers wi 1 1 also glve grid-independent solu­

tions over the whole range of Reynolds numbers considered for a particu­

lar duct. 

A quantitative estimate of the numerical accuracy of the solutions 

was obtained by determining how wei 1 the above-mentioned grids allow 

truly grid-independent solutions ta be approached. As was discussed in 

Section 7.2.1, grid-independent solutions can often be weil approximated 

using the extrapolation procedure used by de Vahl DavIs in [118J. 

Because of the complex el liptic nature of the turbulent periodic fully 

developed flows investigated here, densely packed uniform grids were 

required ta obtain solutions that could be extrapolated ta the true 

grid-independent limit. The use of such grlds is computationally very 

expensive, 50 a quantItative estimate of numerical accuracy was done for 

only one case, involving the maximum flow rate in Duct 3. This numeri-

cal error was assumed to be a conservative estimate of the numerical 

errors in ail other interrupted·plate turbulent f low compu\at Ions, for 
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the reasons discussed in the fol lowing paragraph. 

Steep velocity and turbulence property gradients are expected to 

occur in regions near solid surface - fluid interfaces. These gradients 

generally become greater as the flow Reynolds number increases, thus 

requiring a larger number of grid points to ensure proper resolution of 

the flow field. Therefore, a grid that gives a grid-independent solu­

tion for a large value of flow Reynolds number would be expected to give 

a grid-independent solution at smaller values of Reynolds number for the 

same flow-passage configuration. In Ducts 1, 2, and 3, most of the 

sol id surface - fluid interfaces occur parai lei ta the main-flow, or x, 

direction, and the y dimension of each corresponding module is about one 

quarter of the x dimension: As a iesult, the greatest concentration of 

grid points, per unit length, is required in the y direction to ensure 

adequate resolution of the flow properties. The mast complex flow 

regions ta be resolved involve recirculation, and these zones are larg­

est in the interplate-gap region, shawn by dcCD in Fig. 11, extending 

in the y direction from y = 0 to the height of the plate, v = t. In 

this region, the number of grid points in the y direction per unit of 

the plate thicknes~ parameter, t*, was the smallest for the grid used in 

Duet 3: for example, 254 points par unit of t* compared to 370 for Duet 

1 and 393 for Duct 2. For this reasan, it was cansidered that the least 

aceurate solution of the flow field wi 1 1 result for this duel, grid, and 

maximum flow combination. The numerical accuracy of ail the other tur­

bulent periodic fui Iy developed flow solutions would be at least as good 

as, or better than, the accuracy of the solution obtained for Duet 3 

with the maximum value of Rem . 
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For Duct 3, with a specified P corresponding to the maximum flow 

rate, the extrapolated grid-independent value of Rem was 27.27x103 . This 

was obtained by assuming that with fine grids the numerical method used 

is second order accurate [41,125], and by extrapolating Rem values 

obtained with grids of 124x174, 124x201, 146x174, and 146x201 nodes, 

uniformly spaced in the x and y directions. Full details of how the 

extrapolated grid-Independent solution for Re~ was obtained are given in 

Appendix 6. The value of Rem obtained using the nonuniform 72x100 grid 

distribution, Rem = 27.84x103 , was within 2 percent of the extrapolated 

grid-independent value. This is representative of the accuracy of 

ail other overall flow results calculflted using this grid. 

A visual appreciation of this numerical accuracy can be obtained by 

examining Figs. 82(a) and (b); and 83(a) ta (d). These figures show 

plots of various nondimensional variables obtained with the nonuniform 

72x100 grid and tne uniformly spaced 146x201 grid. The value of Rem for 

the 146x201 grid was 27.21x103 , a difference of less than 0.25 percent 

from the extrapolated grid independent value of 27.27x103 . Figure 82(a) 

shows plots of the nondimensional U velocity profi le at the module cross 

section located at the plate trailing edge. The location of the plate in 

these plots is shown by the region of zero velocity extending fram 

y/H = 0 to 0.110. Figure 82(b) shows the variation of the cross-stream 

x-momentum flux with distance along the length of the module: The plate 

leading-edge, center-point, and trailing-edge locations are denoted by 

the vertical 1 ines (---- ), (- - - - -), and (- - - -) , 

respectively. The cross-stream x-momentum flux will be referred ta as 

the axial momentum flux, and for a given x location, it is defined as 

fo Il ows: 
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* MZ 
Mi = E (U i • J U 1 • J AV J) 1 (t u., U., Oh) 

J=Z 
for 2 ~ ~ L2 ( 9 -4 ) 

where Oh and U., are defined by Eqs. (8-3) and (9-2), respectively. 

Plots of nondimensional k profiles are shown in Figs. 83(a) and (b), 

and nondimensional f profiles are shown in Figs. 83(c) and (d). These 

profiles are for module cross sections loeated over the first half of 

the plate and the tirst half of the interplate-gap region, at 

(X*-X*j)m = 0.1414 and 1.027, respeetively. The plots in Figs. 82(a) 

and (b), and 83(a) to (d) show that there is good agreement between the 

results obtained with the 146x201 uniform grid and those obtained with 

the nonuniform 72x100 grid: However, the CPU time required to obtain 

the solution using the nonuniform grid is in the order of 50 minutes, 

and this is less than half that required with the uniformly spaeed grid. 

This indicates the computational efficieney attained by using the non-

uniform grid distribution. 

To summarize, i t was eoneluded that the nonuniform 72x100 grid 

yielded numerical solutions of overall flow rates that were within 2 

percent of the true grid-independent value in the case of Duct 3. For 

reasons already discussed, this was used as a conservative estimate of 

the agreement expected between extrapolated grid-independent solutions 

and the numerical solutions reported for Duets 1 and 2, using 72x78 and 

12x100 node nonunitorm gîid distributions, respectively. 

Turbulence Hodels: Final Perfor.ance Evaluation 

The final performance evaluation of the k-f turbulence models 

. 
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consisted of two-parts: Fi rst, the effect of using the Hanjal ic and 

Launder modification [96], discussed in Sections 3.6 and 9.1.1, was 

examined; and second, the relative performance of the Jones and Launder 

[89], JL, and Launder and Sharma [91], LS, k-( models of turbulence was 

evaluated. These evaluations were done by comparing the numerlcally cal­

culated friction factor - Reynolds number, fm versus Rem' values for 

Duct 1 with those obtained from the corresponding experimental investi­

gat ion. 

The effect of using the Hanjalic and Launder [96] modification for 

the f equation production term, Pf , was studied using the JL turbulence 

mode 1 • To indicate that this modification has been incorporated into 

the JL turbulence model, H will be added to the two letters representing 

the mode 1 : ln this case, the JL model becomes the JLH model. The 

results of the computations are shown by the fm versus Rem plots in FiQ. 

84. In this figure, the symbols. , 0 , and 0 denote the experimen­

tal results for Duct 1, the solutions obtained with the JL model, and 

the solutions obtained with the JLH model, respeetively. It can be seen 

that the fm values calculated using the JL and the JLH models follow the 

same general trend: At low values of Rem' Rem < 15x103 , the numerical 

values of f m are underpredicted with respect to the experimental values; 

but as the value of Rem increases, the experimental values of fm 

decrease faster than the numerical values, and the numerical values 

eventual Iy become larger than the experimental values. The cross-over 

point, where the numerical fm values become greater than experimental 

values, occurs at Rem ~ 25x103 with the JLH model and at Rem ~ 15x103 

with the JL model. From the experimental time-mean wall static pressure 

measurements for Duet 1, presented in Figs. 54(a) to (d) and 55(a) to 
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(c), it is observed that the recovery in the time-mean wall static pres-

sure ove' the region extending trom just upstream of the plate trailing 

edge to the center of the interplate gap becomes larger, relative to the 

total time-mesn static pressure drop over the entire module, as Rem 

increases. 1 t is nat surprising that the difference in the predictions 

of the JLH and the JL models becomes greater in flows where the relative 

effect of adverse pressure gradients increases, with the JLH values 

shawing closer agreement with experimental values, as shawn in Fig. 84. 

As a result of this performance evaluation, it Y/as concluded that 

the inclusion of the Hanjalie and launder modification [96] in the k-f 

turbulence model resul ts in numerical predict ions that are generally in 

better agreement wi th the exper imental data over the range of Reynolds 

numbers studied in this investigation. 

The relative performance of the Jl and lS k-f turbulence madels was 

examined for the flows with the maximum and minimum values of Rem in 

Duct 1. For this comparisan, the Hanjalic and Launder modification [96] 

was incorporated inta bath models, and designated as the JlH and LSH 

models. The results of this study are also shawn in Fig. 84 where 0 

denates the results using the lSH madel and, as stated previously. 0 

denates the resul ts using the JlH mode 1 • These resul ts conf i rm the 

trend that was observed in the turbulent channel flow data presented in 

Section 7.2: At Rem ~ 25x103 bath models give approximately the same 

results for fm• but as Rem decreases. the f", values calculated using the 

LSH model show paorer agreement with experimental values than those pre-

f , di cted by the JLH madel. 1 t was concluded that for the range of 

Reynolds numbers of interest in this investigat ion, the JLH model is 
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bet ter than the LSH mode 1 . 

The numerical predictions of turbulent periodic fui Iy developed flow 

presented in the remainder of this thesis were done using the Jones and 

Launder [89] k-( model of turbulence with the modification proposed by 

Hanjal ic and Launder [96]. The values of the constants used in this 

turbulence model are given in Table 1. 

9.2 MODULE FRICTION FACTOR - REYNOLDS NUMBER RESULTS 

As was previously stated, numerical calculations were done for a 

total of twelve interrupted-plate duct and flow rate combinations: four 

flow rates through each of Ducts 1,2, and 3. In this section, the 

module friction factor - Reynolds number results obtained from these 

numerical studies are presented and compared to the corresponding exper­

imental resul ts presented in Section 8.3. A discussion of these fm ver­

sus Rem results is also presented in this section. 

The fm versus Rem results of the numerical investigation for Ducts 

1, 2, and 3 are given in Table 19. The respective graphical representa­

tions of these numerical results along with the corresponding expenmen­

tal results are shown in Figs. 85(a), (b), and (c). In these figures, 

the numerical data points are jOined by cont inuous 1 ines, and the corre­

sponding experimental data points are shown with error bars representing 

the uncertainties reported for these values in Table 16. 

ln Figs. 53 and 85(a) to (c), it is observed that both the experi­

mental and numer ical values exhibi t the same general trends: (a) flll 
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drops with increasing Rem for a given duct, but this drop becomes pro­

gressively smaller as Rem increases; and (b) as t* increases tram Duct 1 

ta Duel 2, and again from Ducl 2 to Duct 3, 50 does the overal 1 level of 

fm• These trends can be understood by noting that an overal 1 pressure 

drop over a module is required to overcome: (i) wall friction, or shear 

forces, at the walls and plate surfaces of the module; and (i i) the so­

-2 ealled inertial lasses [26], that are proportional ta Um and occur in 

ragions of separation and recirculation at the leading and trai ling edge 

of the plate. At low Reynolds numbers, the contribution of the wall 

friction ta the overall module pressure drop is signifieant, and the 

module friction factor, fm, responds noticeably ta changes in the module 

Reynolds number, Rem' However, at high Reynolds numbers, the inertial 

-2 lasses dominate the wall friction lasses, and fm, {= P Dh/(pUm /2)}, 

becomes relatively insensitive ta chan~es in Rem' This accounts for the 

above-mentioned Trend (a). Trend (b) i~ a result of the decrease in 

minImum flow area, Ac' caused when t* is approximately doubled from Duct 

1 ta Duct 2, and then again tram Duct 2 ta Duet 3. For the same values 

of Rem' as Ac deeroases, the flow rate through the plate region of a 

module increases, and this in turn results in greater frictional lasses 

due ta the larger shear stresses un the plate surface and at the duet 

walls. Furthermore, the increased blockage affect of the plates wi th 

increasing t*, and the accompanying increase in the flow rate for the 

same Rem' lead to greater regions of separation and recireulation, caus-

ing the inertial lasses to also inerease in magni tude. 

Figures 85(a) ta (c) 9ive an indication of the overall accuraey of 

the numerical predictions obtained in this study. In ail cases, the 

difference between numerical and experimental results is greatest at the 
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lowest values of Rem (~5x103). As ReAl increases, the experimental 

values of f m decrease at a greater rate than the numerical values, and 

they eventually crOSS-Qver, and become lower than, the numerical values 

for Rem> 25x103 . Over the range of Rem investigated, agreement between 

the numerical and experimental data is best for Duct 1, t* :: 0.027, and 

becomes progressively less satisfactory as t* increases ta 0.056 for Duet 

2, and 0.110 for Duet 3, as shawn in Figs. 85(8) to (c~. A quantitative 

measure of the differences between the numerical and experimental sets 

of data is given ln Table 20. The diflerences in the numerically calcu­

lated values of Rem' reported in Table 19, from the corresponding exper­

imental values, reported in Table 16, ranqe tram 7.90 percent ta -1.94 

percent for Duct 1, 7.63 percent ta -0.563 percent for Duel 2, and 14.4 

percent ta 0.00 percent for Duct 3 over the Reynolds number range of 

5x103 ~ Rem ~ 28x103 . Considering the range of the uncertainties 

reported for Rem in Tables 16 and 20, i t may be stated that the 

numerical and experimental data agree for Reynolds numbers in the range 

16x103 < Rem < 28x103 . AI though the Hanjal ic and launder modification 

[96] ta the (equation production term, P
f

, has improved the numerlcal 

results at the hlgher Rem values, there is a need for further 

impravement of the JlH model in arder ta oblain better agreement of the 

numerical f m versus Rem results with thos& oblained experimentally. 

It was demonstrated in (97) that wi thout the Hanjal.c and launder 

modification (96), the k-E turbulence model gives values of skin fric­

tion coeff icients that are too high when applied ta two-dimensional 

decelerated thin shear layers. As is evident trom Eqs. (5-8) and (5-12), 

in the presence of large gradients of velocitles, atJ/8x or aV/dy, sucn as 

those experienced when strong deceleration or accelerat ion of the flow 
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occurs, the modification suggested in [96J will give rise to larger ~ 

values than those obtained wi thout the modification, and, as a result, 

smaller values of k and smaller values of p.t' are obtained. In turn, 

the value of the effective viscosity, (/S+/Jd, becomes less, and larger 

flo\v rates, hence smaller values of f m, are calculated for a specified 

modular pressure gradient, p. This is observed in Fig. 84 where the fm 

versus Rem results for the JLH mode 1 are shifted downward from the 

corresponding Jl model results, most noticeabl~ for Rem> 15x103 • 

The interrupted-plate duet flows of this investigation are more com-

plex in nature than the two-dimensional decelerated thin shear layers of 

[96] and [97]. In contrast ta the results of those two investigations, 

where skin friction factors were ail overpredicted before the modifica-

t ion of Pl' in the interrupted-plate duet f lows of this study, the over-

prediction in f m values only occurred at Rem ~ 15x103 . At these large 

ValutlS of Rem, as already discussed, the overprediction of the f m 

values by the numerical model is due, at least partially, ta the under-

prediction of the effects of irrotational strains on the dissipation of 

the turbulence kinetic energy in flows experiencing acceleration or 

deceleration. This has baen corrected ta a noticeable extent by imple-

menting the launder and Hanjalic modification (96] ta Pf' However, in 

the resu i ts of Duct shawn in Fig. 84, a comparison of the f m values of 

the Jl and JlH models reveals that this modification to P
é 

has had rela-

tively Iittie effect at low values of Rem' where frictional losses are 

significant. One possible explanation of these results may be obtained 

by examining the streaml ine patterns on the plates shown in the flow 

visual ization results of Figs. 60 ta 81. They indicate that over the 

central 80 percent of the duct, the mean-flow field can be considered to 

. 



be two-dimensional. However, at low values of Rem' the wall friction 

makes a signifieant contribution to the overall module pressure drop. 
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Uni ike the ideal two-dimensional flow module used in the numerical cal­

culations, the experimental flow module has side walls that lead ta an 

increase in total wall fr ict ion forces, and, hence, a greater ml>,:ule 

pressure drop is required ta obtain the same flow rate as for the ideal 

two-dimensional situation. It is thus expe~ted that experimental fm val­

ues should be larger than the two-dimensional numerieal \alues, espe-

ci ail Y a t rel a t ive 1 y low va 1 ues 0 f Rem' when f r i ct i ona 1 losses beeorne 

more signifieant relative ta inertial losses. 

As a final note in this section, it must be remembered that the f 

equation, Eq.(3-18), was derived trom Eq. (3-12) only after sorne rathtH 

"ad hoc" assumptions, and in its present form, ev en after the modifica­

tion ta Pf [96], i t is sti Il a very simpl ist ic model. Conslder ing the 

eomplex nature of turbulent periodic fully developed duct flow. some 

improvements ta the E equation and the viscous damping functions 

employ~d in the JL form of the k-f model are necfrssary before accurate 

predictions can be achieved over a wide rapge of Rem' Specifie recom­

mendations for such improvements require detai led analytieal and numer­

ical studies. supported by detai lad experimental measurements of U. V. 

k, and Reynolds stresses, using hot-wire and laser-Doppler anemJmetry. 

Su ch studies and measurements are beyond the scope of this thesis. 

9.3 DISCUSSION OF SURFAC~ STREAMLlNE RESULTS 

The behaviour of the flow over the surface of a plate can be deter­

mined by careful examination of the surface streaml ine results shawn in 
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Figs. 61 to 81. The interpretation of these results has been done after 

studying surface streaml ine patterns and discussions presented by Maltby 

and Keating [47] for separating and reattaching flows. 

Regions of surface flow separation are indicated by either dark 

patches, indicating the absence of paint, or solid bright regions which 

indicate t~e accumulation of paint at one location [47]. Regions of 

paint accumulation in the vicinity of the leading edge of the plate are 

clearly visible in aIl of Figs. 61 to 81, except in the case of the low­

est Reynolds number runs for each duct, Figs. 61, 6B, and 75, and for 

Runs 2, 3, and 4, (Rem = 8.806x10J , 11.22x103 , and 17 .17,,103 , respec­

tively) with Duct 1. In the cases without leading-edge paint accumula­

tion, it cannot be conclusively stated that a leading-edge separation 

and recirculation zone does not occur, but only that no definite indica­

t ion of i ts occurrence appears in the surface streaml ine data. In the 

cases where leading-edge paint accumulation does occur, the paint was 

actually seen to be recirculating in, and confined to, these regions 

befere it dried. Furthermore, it will be noticed that immediately down­

stream Of these leading-edge paint accumulation zones, there is a small 

region where streaks are not clearly defined or are completely absent. 

This would indicate a ragion of low surface shear relative to the region 

just downstream cf this one, where the streaks are very distinct, 

extending along the length of the plate towards the trai 1 ing edge. 1 t 

is to be cxpec?ed that just downstream of a separation zone, as the main 

tlow reattaches to the wal l, the wall shear wi 1 1 be initial Iy weak as 

the surface boundary layer will require some distance to strongly 

reestab!ish itsalt [47]. 
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For flows with Rem less than 20x103 , there is another region of 

separation and recirculation that appears ~stream of the plate trail ing 

edge, particularly noticeable at the lowest Rem values for each Duct. In 

Flgs. 61, 68, and 75, showing the results for Run 1 with Ducts 1 , 2 and 

3, respectively, the two-dimensional streaml ina patterns on the central 

region of the plates are ended abruptly by a line of aecumulated paint 

that stretche~ acrJ~S the width of the plate. This is best seen in the 

case of Duct 1, Fig. 61, where the paint has accumulated at a location 

roughly 25 percent of the plate length, ~ 0.25 L, upstream of the trai 1-

ing edge. 8ehind this region, is a clear dark region where, Inl tial Iy, 

paint was observed to be reci reulat ing unt il i t began to dry and accumu­

late at the indicated locat ion. Wi th the other duct and f low CG.nblna­

tians, for Rem < 20x103 , the same type of phenomena is eVldent in the 

streaml ine patterns, although less distinctly. In sorne cases, specks uf 

paint broke through the reclfculatlon lC'18 and flowed towards the trall­

ing edge, where a seco~d region of paint accumulation is observed ln the 

streaml ine photographs. A distinct dark 1 ine demarcates the boundary 

between these two regions. During the experiments, before the paint had 

dried, it was observed that no paint would cross this dark line, except 

in the case where speeks broke through. 1 t is plausible that the dark 

line indicates the end of the trai 1 ing-edge separation zone, but thls 

could not be defini tely confirmed from the results obtalned here As the 

value of Rem increases, the extent of these t'ai 1 ing-edge reclrculatlon 

zones deereases, until for Rem> 20x103 , Figs. 65 ta 67, 72 tû 74, and 

79 ta 81, the zones become 50 small that il IS not possible ta defini­

tely determine if the accumulation of paint at the tralling edges is due 

to such zones or is simply the result of paint on the upstream surface 

of the plate being pushed downstream until It arrives at the trailing 
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edge. 

To summarize, three distinct regions were observed in the streaml ine 

patterns on the surface of the plates in turbulent periodic fui Iy devsl­

oped interrupted-plate duet flows: 1) a leading-edge separation and 

recircuiat.on zone, fol lowed by a region of low surface shear relative 

to that on the central region of the plate; 2) a central zone character­

ized by strong shear in the mean axial-flow direction; and 3) a region 

adjacent to the trailing edge charaeterized by paint accumulation and, 

for Rem < 20x103 , a zone of surface flow separation and recirculation 

that extends as much as ~ 0.25 L upstream of the plate trai 1 ing edge for 

the minimum Rem values. The occurrence of the first two of these regions 

was anticipated, but the presence of a separation zone upstream of the 

trai 1 ing edge was unexpeeted, and ta the best of this author's knowledge 

no simi lar phenomena has been reported in the 1 iterature ta date. The 

first step in formulating an explanation for the observed experimental 

resul ts .s ta examine the numerical data to see if the same phenomena are 

predicted. 

9.4 STREAMLlNE PLOTS 

Streaml ine plots were generated from the numerical solutions 

obtained for flows through Ducts 1, 2, and 3. Using the terminology 

adopted in Table 19, the streaml ine plots for Runs 1, 3, 4, and 6, 

appear in Figs. 86(a) ta (d) for Duct 1, 87(a) ta (d) for Duet 2, and 

88(a) ta (d) for :.Jct 3. In these f.gures, the uppermost horizontal 

line represents the streaml ine on the upper duet wall, shawn by 1 ine AB 

in Fig. 2, and wi 1 1 be denoted as the first streaml ine. The value of 
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the stream function values corresponding ta the next nine streaml ines 

below it, ta the tenth streaml ine, decrease by equal amounts; and the 

stream hnct ion values of the four streaml ines immediately below these, 

the eleventh ta fourteenth streaml ines, also decrease by an equal, but 

smaller, Increment. The values of these fourteen stream funetl-.Jns are 

given in Table 21 for Dl1cts 1, 2, and 3. The location of the plate 

within the module is shown by the cross-hatched area, and the zero 

stream function is shown by the zero streaml ine located slong the plate 

surface - fluid interface. The flow direction is indlcated by the 

arrows. Ail recirculation zones are also bounded by the zero streaml ine. 

ln the streaml ine plots shown in Figs. 86(a) ta 88(d), f low separa-

tion and recirculatlon is evident immediately downstream of the plate 

trai 1 ing edge in the interplate gap, and, except for Run 1 of Duct 1 in 

Fig. 86(a), a leading-edge separation and recirculatlon zone IS also 

seen. This leadlng-edge separation zone is d.ffieult ta see for the 

resul ts of Duet 1, and Run 1 of Duet 2, beeause of the small size of the 

recirculatlon reglon compared to the resolution of the plots. The 

stream-wise extents of these reclrculatlon zones vary as Rem and t* 

increase. The streamwise lengths of the leading-edge and trail ing-edge 

recirculation zones, appearing in Figs. 86(a) ta 88(d), are presented in 

Figs. 69 and 90, respect ively, in terms of a nondimensional length, 

XR/t. versus a plate Reynolds number, Rep : xR is the length of the 

recirculation zone in the mean-flow, or x, direction. and t is the plate 

half-thlckness, shown by the length of line Dd in Fig. 11. The plate 

Reynolds number is defined as: 

(9-5) 
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where Uk, given by Eq. (2-41) with b = 1, is the mean-flow average 

veloeity per unit width based on the minimum flow cross-sectional area, 

Ac, which oceurs in the region where the plate i5 located. The conf in­

ing effect of duct wal Is on the flow around a rectangular plate has been 

found to cause signlfieant changes in the characteristics of the flow 

around such a plate [126]. This confinement effect is expected ta 

change as the blockage caused by the plate, indicated by the value of 

t*, changes. This is reflected by the differences in the data for 

Ducts 1 to 3 in Flgs. 89 and 90. 

The length of a recirculation zone is influenced by the rate of 

spread of the separated shear layer in the cross-stream, or y, direc­

tion [127]. When this shear layer encounters a sol id surface and reat­

taches to Il or, ln the case of trall ing-edge separation in the inter­

plate gap, when it merges with its counterpart that has separated from 

the opposite surface of the plate, a recirculation zone is establ ished. 

As the value of Rep is increased, starting fram relatively low val-

ues, the streamwise extent of the recirculation zone initially 

increases, then decreases, and final Iy becomes essentially constant, as 

seen in Figs. 89 and 90. At low values of Rep , the rate at which the 

separated shear layer diffuses in the cross-stream, or y, direction is 

determined primari Iy by viscous diffusion [127-129]. As Rep increases, 

it reaches a eritical value beyond which the separated shear layer 

becomes initial Iy unstable, experi~ncing osci 1 lat ions in the y dIrec­

tion, and, as the increase in Re p contin~es, turbulent mixing also 

increases [126-128,130,131]: The y di;ection spread of the separated 

shear layer tends ta be dominated by these latter two processes relative 
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to the viscous diffusion process. Eventually, at very high values of 

Rep ' the viscous effects become comparably negl igible and the length of 

the recirculation zone becomes essentially constant, independent of Rep 

[126-131]. It must be remembered, however, that the recirculation zones 

predicted by the numerical model used in this thesis are based on the 

assumpt i on of s ta t i st i ca 1 1 y-steady t ime-mean fi ows. Thus, the numer i ca 1 

model cannat account for instabi 1 ities that develop in the separated 

shear layer. As a result, the critical value of Rep in Figs. 89 and 90 

occurs only when turbulent mixing begins to dominate over the viscous 

diffusion of the separated shear layer: The critical value of Rep would 

be smaller if unsteady effects in the shear layer were also modelled. 

Evidence that the reduction in the length of recirculation zones 

with Rep ' for relatively high Rep ' is caused by the increased effects of 

turbulence, comp,ared ta viscous effects, can also be obtained by examin­

ing the levels of the turbulence Reynolds number, Ret, in regions of the 

flow where such zones occur. Streamwise profiles of Ret in the inter­

plate gap are shawn in Figs. 91(a) ta (c) for Ducts 1 ta 3, respec­

tively. These profi les are representative of Ret levels throughout the 

interplate-gap region, where y/H < t*. In ail cases, as Rem' and hence 

Rep ' increases for a given duct, sa does the level of Ret. Of particular 

interest is the region immediately downstream of the plate, where the 

trail ing-edge recirculation zones, shawn in Flgs. 86(a) ta 88(d), occur: 

For the minimum flow rates in each duel, the values of Ret in the recir­

culation zones are less than 10, 20, and 100 for Duets 1, 2, and 3, 

respect ively. As Rem increases, i t is clear Iy seen that the levels of 

Ret increase rapidly in the near-plate-wake region. 



. 
1 

249 

The flow in the interplate gap between two pairs of eolinear 

reetangular plates was studied experimentally by Roadman and loehrke 

[27]. Thei r resul ts indieated that the downstream plate provided an 

upstream influence, which has an effect on the Mnatural" disturbances in 

the wake of the upstream plate. This eaused a deerease in the eritieal 

Reynolds number for whieh unsteadiness in the wake of the upstream plate 

wou 1 d occu r . 1 t was al so observed tha t th i s • feedback proeess N was 1 ess 

evident as the flow rates increased beyond the critieal Reynolds number 

value. A similar sort of unsteady effect, caused by one plate on the 

next plate located immediately upstream of it, could also contribute ta 

the observed characteristies of the aforementioned reeirculation zones 

that became smaller as flow rates were ir~reased. At higher flow .ates, 

the ellipt ic nature of the flow is diminished due ta the larger flow 

Peelet numbers, and the effect of a downstream plate on its upstream 

ne i ghbou ris r educed . 

9.5 FLOW OVER A PLATE UPSTREAM OF THE TRAILING EDGE 

The numer ical resul ts show a trai 1 ing-edge separat ion zone only 

Q.ownstream of a plate, in the interplate gap. The flow visual ization 

results for Rem < 20x103 , however, show that there is a region of sepa-

ration and recirculation on the surface of the plate upstream of its 

trai 1 ing edge. Sinee this upstream trai 1 ing-edge separation region is 

not predicted numerically, it was coneluded that it is due to sorne 

unsteady flow phenomena. In the case of an abrupt channel expansion, 

where the main flow reattaches ta the channel wall downstream of the 

recirculation zone, unsteady osci Ilations in the separated shear layer 

have been observed when the streamwise len9th of the reeirculation zone 
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stops increasing and begins ta decrease with increasing flow rate [127]. 

The effects of turbulence become important after the initial onset of 

this instabi 1 i ty which causes the length of the recirculation zone to 

begin decreasing [127]. In the case of the present numerical simula­

tions, since the decrease in recirculation-zone length can only be 

accounted for by increased turbulent mixing in the f low. i t was con­

cluded that when this decrease was observed nu~arically, the separated 

shear layer in the actual flow situation would already be experiencing 

unsteady disturbances. However, the onset of instability in a separated 

shear layer in the wake of a bluff body, such as a rectangular plate. is 

usually accompanied by the well-known von Karman vortex street, the phe­

nomenon of periodic vortex shedding from alternate sldes of the body 

[130-132]. Such a periodic shedding of vortices could conceivably cause 

the separation zone upstream of the pl~(e trai 1 ing edge. Ta confirm 

this, unsteady flow simulations or local flow measurements using hot­

wire or laser-Doppler anemometry are needed. Such investigations are 

suggested as extensions of the work reported in this thesis. 

9.6 FLOW OVER THE CENTRAL REGION OF A PLATE 

As previously ment ioned, in Figs. 61 to 81. immediately downstream 

of a plate leading-edge separation zone. there was either an absence of 

streaks in the surface paint pattern or they were not very distinct. 

Further downstream, over the central region of a plate, there were very 

distinct streak patterns ind=cating that the shear stress on the 

plate surface was greater here than in the region immediately downstream 

of the plate leading edg~. This observation is conflrmed by the numeri­

cal resul ts, as shown from the plots of nondimensional plate-~ 'r face 
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shear stress presented in Figs. 92(a), 93(a), and 94(a) for Ducts 1, 2, 

and 3, respectively. in these figures, the plate leading-edge, center-

point and trai 1 ing-edge locations are denoted by the vertical 1 ines 

------), (- -- -- -- --), and (-- - - --), respect ively, and 

* the nondimensional plate-surface shear stress, r p' has been defined for 

a given U-velocity ~taggered-grid 1 ine location, j, as: 

U;, Jp ~ -2 
* / for 2 ~ ~ ip (9-6) r p = 1" (2 pUll) 

~YJp 
(-) 

2 

where ip denotes the value of i at the U-velocity staggered-grid 1 ine 

that fal Is on the trai ling edge of the plate, and Jp denotes the hori-

zontal main-grid 1 ine located in the flow immediately above the horizon-

tal surface of the plate. (f:j.YJp/2) is, therefore, the vertical distance 

from the location of U"JP to the plate surface. Um is obtained trom 

Eq. (9 - 2) . 

ln ail cases of the numerical investigation, except for Run 1 ~ith 

Duet 1 (Rem = 5.764x103 ), the value of r*p is less than zero at the 

leading edge of the plate, thus indicating the presence of a leading-

edge separation and recirculation zone. * r p increases rapidly along the 

first upstream quarter of the plate and then increases relatively slowly 

810ng the rest of the plate ta its trailing edge. Compared to the 

region where the surface boundary layer reestabl ishes itself just down-

stream of 8 leading-edge recirculation zone, the shear stress over the 

central region of the plate is large. This behaviour was also evident 

in the surface streaml ine results shown in Figs. 61 ta 81, further val i-

dating the qualitative prediction capabilities of the numerical model. In 

ft 
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the case of the lowest Rem of Duct 1, in Fig. 92(a), no leading-edge 

separation was predicted, and the surface shear stress in the immediate 

vicinityof the leading edge of the plate is larger than that on the 

central section of plate. This is expected, as large velocity gradients 

occur when the leading edge of the plate is encountered and the fluid Is 

suddenly brought to rest at its surface, with only a very small or no 

separation zone. 

9.7 PLATE SHEAR STRESS, WALL SHEAR STRESS, AXIAL MOHENTUH 

FLUX, AND U VELOCITY DISTRIBUTIONS 

Profi les of nondimensional shear stress at the plate surface, r* p' 

the shear stress at the upper-wall surface, r*w' axial momentum flux, 

M*, and cross-sectional profile plots of nondimensional U velocities, 

U/Um, ~re discussed in this section. M* and r*p have already been 

def ined by Eqs. (9-4) and (9-6), respect ively. r* w is def ined in an 

analogous fashion to r* p : 

1 - 2 
r* w = JJ --- 1 (2 p Um ) 

U" J w 
for 2 ~ ~ L2 (9-7) 

where the subscript Jw denotes the horizontal main-grid line located 

immediately below the upper-wall surface, shown by 1 ine AB in Fig. 11, 

and (~YJW/2) is the vertical distance trom U"JW to the wall. The plots 

of r*p' r· w and M* are shown, respectively, in Figs. 92(a), (b) and (c) 

for Duct 1, in Figs. 93(a), (b) and (c) for Duct 2, and in Figs. 94(a), 

(b) and (c) for Duct 3. To aid in the discussion of these results, at 

eight (x*-x*,)m locations along a module, cross-sectional profile plots 



253 

of noodimensional U velocities are presented for the minimum and maximum 

Rem values in each duct. These eight streamwise locations, denoted as 

X1, X2, ... , ta X8, and are shawn in Figs. 95(a) ta (c) for Ducts 1 ta 

3, respectively. In these figures, the plate leading-edge, center-point 

and trail ing-edge locations are denoted by the vertical lines 

------), (---------), and (----), respectively. With 

reference to the nomenclature in Fig. 19, X1 ta X4 are located over the 

plate at approximately the LE, LC, CP and TE locations, respectively. 

X5 to X8 are located in the interplate gap: X5 is just downstream of the 

TE location, and X6, X7, and X8 correspond approximately ta the Gl, G2, 

and G3 locations. The corresponding plots of U/Um for the minimum and 

maximum Rem values, Runs 1 and 6 in Table 19, appear in Figs. 96 to 101. 

The plots of (P*l- P*)m, * l' p, 1'*w, M*, and U/Um exhibit simi lar 

trends for ail values of Rem and t~ in this investIgation. Consequently, 

the discussIon of these results wi 1 1 be foeused on the data of Duet 3, 

for the case of Run 6, Rem = 27.84x103 . The relative changes in velo-

city profi les at different streamwise locations along the module are 

greater for this duet and flow combinat ion than for others, and wi 1 l, 

therefore, faci 1 i tate the following discussion. 

The prof i les of 1'* P' 1'* Il' and M* for Rem = 27.84)(103 in Duet 3, 

Figs. 94(a) to (c), can be explained by examining the corresponding 

cross-sectional profiles of U/Um for the X1 ta X4, and X5 ta XB module 

locations shown in Figs. 101(a) and (bl. respectively. Just upstream of 

a plate. the fluid ln the 0 ~ y/H ~ t* region of the interplate gap has 

a nonzero velocity, as seen by the profi le for position X8 in Fig. 

101(b). At the inlet plane of a geometric module, the flow encounters 
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the plate, which has blunt, square, leading and trai ling edges. The flow 

separates at the leading edge of the plate, and, in order to satisfy 

continuity requirements, undergoes a strong streamwise acceleration in 

the region just outside the separation zone. This is evident in the 

veloci ty prof i le at X1, in Fig. 101(a): the présence of the plate i s 

indicated by the region of zero velocity for 0 ~ y/H ~ 0.110; the lead­

ing-edge separation is indicated by the negative values of U/Um; and the 

strong acceleration near the plate surface is seen by the steep gradient 

of U/Um in this ragian. At a short distance downstream of the leading 

edge, the flow reattaches to the plate surface and begins to develop in 

the streamwise direction, as shawn by the velocity profi les at X2, X3, 

and X4 in Fig. 101(a). It can be seen that the presence of the plate 

causes the flow ta be initial Iy deflected towards the upper wall, as 

displayed by the following featules of the velocity profile at X2 com­

pared to that at X1: (i) the upward shtft in the location of the maximum 

velocity and the increase in its magnitude; (ii) the flatter veloclty 

profile in the reglon near the upper wall; and (iii) the reduced '-fOSS­

stream gradients in velocity just above the plate. These changes in 

velocity profi le also result in an Increase ln the axial momentum flux 

of the flow tram X1 ta X2, shawn by the appropriate M* profile in Fig. 

94(c}. As the f low adjusts ta the presence of the plate, j t begins to 

redistribute itselt ln a more symmetric fashlon, resultlng in a decrease 

of the maximum velocity, with a sllg~t shift downward in its location, 

and an increase in the flatness of the veloel ty profi le in the reglon 

adjr.cent to the plate, as can bp seen fram the relative change in the 

velocity proli les going fram X2 to X3 to X4 These changes in velocity 

profile are reflected and confirmed in FI~s. 94(a), (b), and (c), by the 

continuous increase of r*p' and the continuous decrease in r* w and M*, 
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over the plate from X2 to the trai ling edge at X4. 

The cross-sectional U/Um velocity profiles ln the interplate gap 

develop as shown by the plots in Fig. 101(b). The flow begins to redis­

tribute itself more towards the centerl ine of the duet, shown by the 

symmetry 1 ine ODE in Figs. 2 and ~1, as it adjusts to the increased flow 

area resul t ing trom the absence of the plate. In Fig. 101(b), progress­

ing from location X5 through to X8, the magnitude of the maximum velo­

city continually decreases. the U velocity along the centerl ine 

increases, and the velocity gradients near the upper wall become 

smaller. At location X8, however, the decrease in the maximum velocity 

levels off, and the fluid begins ta aceelerate towards the upper half of 

the module as il approaches the leading edge of the next downstream 

plate, resulting in steeper velocity gradients along the upper wall. 

This behaviour is also evident in the corresponding profiles of ~*w and 

M* shown in Figs. 94(b) and (c). 

9.8 INTRAMODULAR TIME-MEAN WALL STATIC PRESSURES 

9.8.1 Results 

The experimental intramodular time-mean wall statie pressure distri­

butions measured for the 21 different combinat ions of interrupted-plate 

duet and flow rate have been presented in Figs. 54(a) to 59(c) and 

deseribed briefly in Section 8.4. With reference to the run numbers in 

Tables 16 and 19, the corresponding numerical data for Auns l, 3, 4, and 

6 are also presented in Figs. 54(a), (e), (d) and 55(b) for Duct 1; in 

Figs. 56(a), (c), (d), and 57(b) for Duct 2; and in Figs. 58(a), (b), 
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(e) and 59(b) for Duet 3, respeetively. The numerieal data displays 

good quai itative agreement with the experimental data. For ail Reynolds 

numbers, there is a steep drop in time-mean wall statie pressure in the 

region located over the first hait of the plate, fol lowed by a rise in 

pressure that begins in the regian aboya the last Guarter of the plate 

and continues over the first half of the interplate-gap region. The 

time-mean wall static pressure begins to drop again over the last half 

of the interplate-gap region as the next plate is approaehed. The only 

instance where the wall static pressure behaviour is slightly different 

is in the experimental data pertaining to the minimum Rem in Duct 1, 

Run 1 displayed in Fig. 54(a): The time-mean wall statle pressure 

decreases ail the way to the trai 1 ing edge of the plate. a!bei t mi Idly 

over the last quarter, and the pressure recovery, or decrease in 

(P*;-P*)m' begins only in the region over the interplate gap. 

The numerical values of (P*;-P*)m are iower than the experimental 

ones, with the differenee becoming smaller as Rem increases. The best 

agreement between numerical and experimental data is at the maximum Rem 

values, as was the case for the fm versus Rem data of Section 9.2. 

The largosl difference in the experimental and numerical results 

occurs in the magnitude of the maximum pressure drop along the wall 

region located over the plate. With resp~ct to the nomenclature illus­

trated in Fig. 19, this occurs on the wall at a position corresponding 

to CT, located midway between the center of the plate and its trailing 

edge. 

Although the quantitative accuracy of the numerieal data requires 

improvement, the quai itative accuracy is general Iy quite gooo. 
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Therefore, the numerical results may be used in a qualitative manner, in 

COlljunction with the experimental data, to gain insight into the turbu-

lent fluid flow phenomena occurring within a periodic fui Iy developed 

flow module. As was mentioned in Chapter l, in the publ ished literature 

there is a lack of both detai led numerical and experimental intramodular 

results for periodic fui Iy developed turbulent flows. Therefore the 

results pre~ented in this section are considsred as an important origi-

nal contribution of this thesis. 

9.8.2 Discussion of Results 

The variations observed in the measured values of the intramodular 

time-mean wall static pressures, presented in Figs. 54(a) to 59(C) for 

ail the 21 combinat Ions of interrupted-plate duct and flow rata combina-

tions, wi 1 1 now be discussed. 

An increase in M*. or an incre~se in overal 1 frictional losses 

* * caused by inereases in r w or T p' will result in a drop of the 

time-mean statie pressure within a module. For Run 6 of Duet 3, as 

observed in Figs. 94(b) and (e), r\ and M* increase in the region 

immediately downstream of the leading edge of a plate. They then level 

off and start deereasing slowly towards the trai 1 ing edge of the plate, 

whi le r*p graduai Iy inereases. The corresponding plot in Fig. 59(b) 

shows that the time-mean wall static pressure undergops a large drop 

from LE to LC as the plate is eneountered by the flow: This is to be 

db h * *. e~pe~te eeause t e increase in M and r w ln this ragion overshadows 

the local effects eaused by the rise in statie pressure on the p~ 

§urface at the leading-edge separation zone. However, the time-mean 
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wall static pressure is observed to continue dropping, although progres­

sively less, from lC to CP to CT. Since both M* and r*w deerease 

gradually over this region of the module, it must be nssumed that the 

observed inerease in f* p is large enough to overshadow the~e drops, 

resul t ing in a net increase in oversll losses and 8ceount ing for the 

continuai Iy decreasing time-mean statie pressures experieneed at the 

wall, shown in Fig. 59(b) as increased levels of (P*;-P*)",. From 

locations CT to TE, in Fig. 59(b), the values of (p*; -p*)", begin to 

decrease, indicat ing that the decreases in M* and r* w have become large 

. * enough to cance' the ef tects caused by the 1 ncrease 1 n T p over th i 5 

region. 

ln Fig. 59(b), over the interplate-gap region, from TE to G2, a 

sharp rise in static pressure is observed to occur. This occurs because 

the total transport of axial momentum a~sociated with the veloclty pro-

files in this region continuos .0 decrease, as does the wall shear 

stress, and the elimination of the plate surface results ln a slzeable 

reduction in the overall frletional losses. About halfway along the 

length of the Interplate gap, T* w beglns to increase again and the value 

of M* begins ta level off, as shown in Figs. 94(b) and (c). The net 

effeet of these events is a decrease in statie pressure, as seen by the 

increased drop of ~all pressure at G3 in Fig. 59(b). This drop in time-

mean statie pressure continues as the flow approaches the leading edge 

of the next plate, and M* and r* w continue to inclease. 

Reasoning simi lar to that presented above to explain time-mean wall 

statie pressure distributions for Run 6 of Duet 3 can be used to explain 

the results for the ether cases investigated and presented in 
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Figs. 54(a) to 59(c). As the value of Re. decreases, the mo~t notice­

able change in these results is that the reeovery of the time-mean wall 

static pressure over the plate is observed ta begin further along the 

module towards the rE location. The reasons for this ean be seen by 

examining the data plotted ln Flgs. 92(a) to 94(c). As Re~ deereases: 

(i) the relative rlse in T~ paver the plate becomes greater; (i i) along 

the plate reglon of the module, the relative decrease in M* becomes 

less, or in the ea~e of Run 1 for Duet l, M* actually increases over 

most of the plate region; and (i i i) the wall shear stress inereases to 

its maximum value at a point further downstream from the region over the 

leading edge of the plate but, relative ta this inerease, its rate of 

deerease over the last half of the plate is greater. lhe net effect of 

(i) and (i i) is to cause the time-mean static pressure ta decrease in 

the region over a platE. but the effect of (iii) over the last half of 

the plate moderates, and eventual Iy cancels, this decrease, and the 

time-mean wall statie pressure begins to inerease. Th:s reeovery of 

time-mean wal 1 stati~ pressure, shown as deereased values of 

(P*i - P*)m' occurs closer to the trailing edge of the plate as Rem 

decreases. In the case of Duet l, for the minimum value of Rem' shown 

in Fig. 54(a), the time-mean wall static pressure continues to drop ail 

the way ta the trai 1 ing-edge region. 

The preceding explanations have been based on the assumption that 

the numerieal solutions accurately represent, at least quai itatively, 

the tlme-averaged behaviour of turbulent periodic fully developed flow 

through an Interrupted-plate duet. In the case of the time-mean wall 

static pressure data, this has baen shawn to be true. However, the flow 

visual ization data, Figs. 61 ta 81, shows a flow separation and 
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recirculation region that extends upstream fr~ the trai 1 ing edge of the 

plate for Rem < 20x103 , and the time-averaged numerical mode 1 does not 

predict this. The effect of su ch a zone is ta reduce frictional lasses 

due to r*p' although, it would be expected that the corresponding change 

in the shape of the velocity profile may act ta increase M~ and f* w as 

wei 1. Ouantitatively, the magnitude of these changes and the net effect 

on the local cross-sectional time-mean static pressure values cannot be 

determined wi thout measurements of the local f low field. However, based 

on the quai itative agreement shawn between present numerical and exper­

imental pressure data, the local effect of the above-mentioned separa­

tion and recirculation region on time-mean wall static pressures appears 

to be small. In terms of the overall lasses through a module, an addi­

tional zone of separation and recirculation, and the effective increase 

in the y-direction extent of the plate wake that could be caused by the 

periodic shedding of vortices [132], wi Il increase the inertial losses 

in the flow. As a result, a higher pressure drop across a module is 

needed ta maintain the same flow rate in the presence of these Increased 

losses. This would explain, in part, why the experimental values of Rem 

are lower than the numerical {alues calculated for the same value of 

module pressure gradient, p, for flow rates corresponding ta 

Rem < 20x 103 • 

9.9 TURBULENCE RESULTS 

As a final point of interest, the numerically ~redicted cross­

sectional profi les of the turbulence kinetic energy, k, and the 

turbulence Reynolds number, Ret, are presented for the minimum and maxi­

mum Rem values in Ducts 1, 2, and 3 at four locations along the module. 
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These locations correspond approximately ta the Xl. X4. X5. and X8 posi­

tions shown in Figs. 95(a) ta (c) and are labelled as such. The exact 

locations, given in Figs. 102(a) to (c) for Duets 1 to 3, are slightly 

different from the corresponding velocity locations. because k and Ret 

values are ealculated at main-grid points rather than at the staggered 

U-velocity grid locations. 

The profiles of nondimensionalized k values are shown in Figs. 103 

to lOS, and profi les of Ret are shawn in Figs. 106 to 108, for Ducts l, 

2, and 3, respectively. In Figs. 103 to 105, it is observed that the 

presence of the plate, or lack of it, has little effect on the k pro­

files in the proximity of the upper wall for a given duct and flow rate. 

It may be reca"ed from Chapter VII. that values of Ret in the range 

100 < Ret < 400 corresponded to y+ values of approximately 30 < y+ < 100 

for a fui Iy developed turbulent channel flow. This is the region where 

boundary conditions are specified for the standard k-f turbulence model 

used in conjunction wi th wall functions. It was found from the investi­

gation presented in Chapter VII that the standard, or high Reynolds num­

ber, k-l model performed poorly, compared to the JL k-f model, in the 

calculation of overall flow rates when the levels of Ret were not 

greater than the above-mentioned range over most of the flow domain. In 

Figs. 106(a), 107(a), and 108(a) the Ret profiles for Rem values of 

5.764xl03 in Duet l, 5.809x103 in Duet 2, and 5.71f~103 in Duct 3, 

respectively, show that ail these flows exhibit a low level of turbu­

lence: Ret < 200 for Duet 3, and less than 140 in the case of Ducts 1 

and 2. The levels of Ret increase for the maximum Rem flows, presented 

in Figs. 106(b), 107(b), and 108(b) corresponding ta Rem values of 

27.27x103 in Duct 1. 26.47x103 in Duct 2. and 27.84x103 in Duet 3. 
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However , even in these flows , the level of Ret is less than 900 , and it 

is less than 400 over at least 20 percent of the flow domain. These 

results confirm the reasoning presented in Chapter V and the conclusions 

reached in Chapter VII that the low-Reynolds-number form of the k-( tur-

bulence model is better sui ted for the simulatl.on of the flows of inter-

est than the standard, or high-Reynolds-number, model. 

This concludos the presentation and discussion of the results of 

this investigation. 
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CONCLUSION 
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This chapter is divided into two main sections: ln the first sec­

tion, the main contributions of this thesis are concisely reviewed; and 

some recommendations for the extension and improvement of this work are 

presented in the second section. 

10.1 CONTRIBUTIONS OF THE THESIS 

ln this research work, complementary experimental and numerical 

investigations of turbulent periodic fui Iy developed flows in three dif­

ferent interrupted-plate ducts have been carried out. The results of 

these investigations include (i) overall pressure drop data presented in 

the form of module friction factor - Reynolds number plots; (i i) plots 

of intramodular time-mean wall static pressure di<.>tributions in the 

periodic fully developed regime; (iii) plate surface streamline photo­

graphs taken as part of the experiments; and (iv) numerical preai~tions 

of streaml ines, and distributions of plate shear stress, w~1 1 shear 

stress, axial momentum flux, and axial (U) velocities. In addi tion, 

profi les of mean turbulence kinetic energy, k, and turbulence Reynolds 

numbers, Ret 1 have been presented as part of the numerical results. 

The main achievements and contributions of the work reported in this 

thesis are summarized in the fol lowing subsections. 
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.. A literature review pertaining to experimental investigations of 

turbulent fully developed flows in reetangular duets and periodie fui Iy 

developed flows in interrupted-plate passages was presented in Sections 

1.2.1 and 1.2.3. respectively. It was found that experimental data on 

overall heat transfer and pressure drops in full-scale heat exchanger 

models have been reported in the published literature, but they are not 

suitable for use as critieal tests of numerical predictions because they 

lack the necessary accuracy and local details. The results of several 

laboratory investigations of fluld flow and heat transfer Ir"' rectangular 

interrupted-surfaee flow passages are also avai lable ln the Iiterature, 

but there is sti lia shortage of detailed and accurate data on heat 

transfer and fluid flow in such geometries. The experimental work pre­

sented in this thesl5 is an effort to fui f i Il a part of thl5 need, and 

it has also provided new Inslghts into fluid flow ln interrupted-plate 

rectangular ducts. 

Nu.or ical Invest Igat ion 

It is evident from the 1 iterature survey presented in Section 1.2.3 

that several numerieal studies concerned with laminar flows through 

interrupted-surfaee passages are avai lable in the Il terature. 1 t was 

found, however. that there 15 an absence of numerical studies that deal 

with the Simulation of Im\-Reynolds-number turbulent flows ln such pas­

sages. Such flows are commonly encountered in heat exchange equipment. 

The module Reynolds numbers ranged from approximately 5x103 to 33x103 in 
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this numerical investigation. 

Based on the review of turbulence models presented in Sect ion 1.2.2, 

i t was decided that the two equat ion k-E mode 1 of turbulence would be 

incorporated into the computer code developed as a part of this 

research. The computational costs a5sociated with this model are rela-

tively low compared to the more elaborate higher-order models. Further-

more, this mode 1 has been found to give satisfaetory results for many 

complex two-dimensional turbulent flows encountered in industrial appl i-

cations. In Section 5.1, it was decided that only the Jones ami Launder 

[89] (JL), and the Launder and Sharma [91] (LS) low-Reynolds-number ver-

sions of the k-f model would be considered for use in the simulation of 

the interrupted-plate duet flows of ir.terest. These two versions of the 

model possesi> the desirable feature of having vlseous damping functions 

that are dependent only on local ;:>roperties of the flow, unlike func-

t Ions in the other low-Reynolds-number models whlch are also dependant 

on the normal distance to the nearest wall, and, therefor., unsuitab!e 

for flows in interrupted-surface geometries. 

10.1.2 Experimental Facility and Procedures 

Initial tests performed with the rectangular duct test section, 

wi thout an interrupted-plate array. establ ished that the f low faci 1 i ty 

and procedures used in this research were capable of providing flow rate 

and time-mean wall slatie pressure measurements that are repeatable and 

accurate over the range of Reynolds numbers inve~tigated: 

10x103 ~ Red ~ 60x103 . The fully developed duel f low data yielded 

Reynolds number values that have an uncertainty of less than 

ft 
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± 2.4 percent and are repeatable ta within less than 1 percent of a pre­

vious run at the same flow rate. The friction factor values, f d , have an 

uncertainty of less than ± 5.0 percent, they are repeatable to wi thin 

less than ± 2.5 percent of a previous run at the same flow rate, and 

they deviate from the corresponding Prandtl-Jones (PJ) correlation [54] 

values by less than ± 2.7 percent. 

From initial tests with each of the three interrupted-plate duct 

conf igurations used in this work, it was concluded that the experimental 

faei lit Y was capable of providing flow rate and time-mean pressure 

measurements that were repeatable to within the fol lowing experimental 

uncertainties: The uncertainty in module Reyr.)lds numbers, Rem' was 

less than ± 2.3 percent; and the uncertainty in module fr iction factorr, 

fm, ranged fram 12 percent at the smallest flow rates (Rem:::: 5xl03 ) to 

2 percent or less at the largest flow rates (Rem:::: 33xl03 ). These Ini-

tiai test results, along with surface streamline flow visualization 

data, also confirmed that periodic fui Iy developed flows were generated 

throughout the portion of the test section where measurements and obser­

vations were made. 

Based on the surface streaml ine flow patterns observed over the cen­

trai region of a plate in periodic fully developed flow, for the range 

of Reynolds numbers invest igated (5x103 ~ Rem ~ 33.5x103 ), 1 t was con· 

cluded that the flow over the central 80 percent of the plate surface is 

essentially two-dimensional: The module aspect ratio was À :::: 10.6, for 

the three duets investigated. 
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10.1.3 computer Code 

A computer code for the simulation of two-dimensional, steady, 

spatially-periodic fully developed flows in interrupted-plate channels 

was developed and tested as a part of this work. This code is based on 

the finite volume method of Patankar (41). It incorporates the SIMPLEC 

procedure of Van Doormaal and Raithby [113], along with line-by-line 

TOMA [41] and CTDMA [13] algorithms and block correction procedures 

[114J, for the solution of the coupled nonlinear discretization equa­

tions. The code is written in FORTRAN, and it was run on the 

CRAY X-MP/22 wi th the Cray FORTRAN Compi 1er. 

An evaluation of this computer code was undertaken in the context of 

periodic fui Iy developed laminar flows, before final incorporation of a 

turbulence model. The results for laminar flows were compared to those 

obtained by Patankar and Prakash [23] for simi lar flows. 1 t was con-

cluded that the numerical method formulated in Chapter IV has been prop­

erly implemented in this code. 

10.1." Performance E"aluations of Some k-f Models of 

Turbulence and Related Implementation Procedures 

Performance evaluations were done ta determine the suitabi lit Y of 

some of the avai lable k-( models of turbulence, and related implementa­

tion procedures, for the simulation of the nows considered in this 

thes i s. The st anda rd (ST) [75]. t he Jones and Launder (JL) [89], and 

the Launder and Sharma (LS) [91] versions of the k-f model were examined 

in detail. The low-Reynolds-number JL and lS models were tested with 
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and without the Hanjalic and launder modification (96) discussed in 

Sections 1.2.2, 3.6, and 5.2.2. The sets of numerical results obtained 

with these models were compared to each other. and. whenever possible, 

they were also checked against experimental data and correlations avail­

able in the 1 iterature. These performance evaluations lead to the fol­

lowing conclusions: 

(i) ln low-Reynolds-number two-dimensional fui Iy developed turbulent 

f lows in a channel (5x103 ~ Red ~ 30x103 ), where a signi f icant 

portion of the flow field has a low turbulence Reynolds number, Ret, 

the averal 1 mass flow calculations, and hence friction factor -

Reynolds number predictions, of the ST model [75] can be improved by 

assuming, and integrating, a simple two-piece velocity profi le over 

the near-wal 1 boundary control volume, rather than USlng the pre­

vai ling assumption practice, as described in Section 7.2.1. 

(i i) Of the four different combinat ions of k and l equation source term 

1 inearizations presented in Section 5.3.3, the formulation desig­

nated as Sk,-Sf 1 -A ensures that a converged solution is efficiently 

achieved for the entire range of Reynolds numbers 

(5x103 ~ Red ~ 244x103 ) used in the numerical investigation of fully 

developed channel flow. This desirable performance of the Sk,-Sf,-A 

formulation i5 also real ized in the simulation of steady, spatially­

periodic, fully developed turbulent flows in interrupted-plate chan-

nels. 

(i ii) ln the simulation of fui Iy developed channel flows, the lS model 

[91] predicts U velocity profi les that are greater in magnitude than 

those obtained with the Jl model [89]. over the whole range of 

Reynolds numbers investigated (5x103 ~ Red ~ 244x103
). Based on a 

comparison with experimental and analytical data avai lable in the 



1 iterature, it was concluded that the JL mode 1 gives better 

predictions of the flow field than the LS mode 1 over the low­

Reynolds-number range (5xl03 ~ Red ~ 30xl03 ). This conclusion was 

based on the quai itative agreement with the logarithmic v~locity 
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profile, Eq. (3-29), and the quanlitative agreement of the numerical 

friction factor results with the PJ correlation [54] values: The 

friction factor values of the JL model are ail within ± 2 percent of 

the PJ values, whi le those of the LS mode 1 deviate by 85 much as -14 

percent at the smal lest flow rate. 

(iv) Of the k-e models of turbulence considered in this evaluation, the 

JL model [89] with the Hanjal ie and Launder modi fication [96], and 

the model constants listed in Table 1, is the best sui led for the 

prediction of the steady spatially-periodic fui Iy devploped turbu-

lent flows considered in this thesis. 

(v) For given values of the module pressure-drop parameter, p, the cor-

responding flow rates were calculated: The numerically calculated 

values of Rem ranged fram being as mu ch as 14.4 percent greater than 

the correspondlng experimental values at the lowest tlow rates 

(Rem ~ 5x103 ), to 1.94 percent lower than experimental values at the 

highest flow rates (Rem ~ 27xl03 ). In general, as the plate thick-

n~ss was increased and the flow rate was decreased, the numerical 

data were qualitatively good, but the quantitative differences 

between corresponding numerical and experimental data became 

greater, particularly in the lower range of Reynolds numbers 

(5xl03 ~ Rem ~ 16xl03 ) where numerical flow rates were higher than 

the experimental flow rates. 

Although the Quantitative accuracy of the numerical data requires 
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improvement, the aual i tat ive accuracy of the numer ical resul ts is qui te 

good. It was therefore concluded that computer code developed for th~s 

research may be used, in conjunction with the experlmental data. ta gain 

an enhanced under~tanding of turbulent fluid flow phenomena within a 

periodic fui Iy developed module. 

10.l.5 Module Friction Factor - Reynolds Humber Results 

The module friction factor - Reynolds number results show the fol­

lowing: 

(i) At low Reynolds numbers, bath the inertial and frictional lo~ses 

make a significant contribution ta the overal 1 pressure drop, and 

the module friction factor responds noticeably ta changes ln the 

module Reynold5 number. However, as the Reynolds number increases, 

the inertial lasses begin ta dominate the frictional lasses, and the 

module friction factor becomes less sensitive ta changes in the 

Reyno 1 ds numbe r . 

(ii) As the plate thickl-,ess is increased, for the same duct aspect ratio 

and module Reynolds number, bath the flow rate through the plate 

regions and the effective blockage of the plates increase. This 

causes an i ncrease in the fr i c t i ana 1 and i ner t i ail osses, resp9c­

tively, and increases the value of the module friction factor. 

10.1.6 Intramodular Time-Hean Wall static Preasure 

Distributions 

The intramodular time-mean wall statie pressure distributions 

presented in this thesis, along with those in earl ier work by the author 
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[109,110], represent the fi'~t contribution of such data ta the 1 i tera­

ture on fluid flow in i,.,errupted-surface geometries. These results 

show el ear 1 y tha t sprt i a" y-per i od i e time-mean fu Il y deve 1 oped turbu 1 en t 

flows were indeed Jbtained in the experiments undertaken in this work. 

ln addition, thf'seresultsshow that there is a steep drop inwall 

statie pressura over the first half of a plate, and there is a signifi­

eant recover/ in this pressure in the initial part of the wake region. 

Except for .he lowest flow and thinnest plate combination, this pressure 

recovery il wall static pressure starts in the region above the second 

half of tre plate. 

10.1.7 :urface Streamline Results 

The l,urface streaml ine results al'3o show that spatially-periodic 

fully de.eloped turbulent flows were obtained in this itlvestigation. 

Furtherm\He. the flow in the central SO percent of the ducts was essen­

t ially h )-dimensional. 

The su'face streamline results, and the numerical predictions of U 

veloeity an~ shear stress at the plate surface, show that a small sepa­

ration zone 0 'eurs over the leading-edge region of the plates, exeept 

at the lowest t'ow rate and thinnest plate combination. This separation 

zone Is followed~'" a reglon of low surface shear stress, just after 

reattaehment of the ,'ir flow to the plate surface. 

The surface streaml ine data has also shown for the first time the 

existence of a second separation and recirculation region which occurs 

over the plate ir •. mediately uost ream of i ts trai 1 ing edge, for values of 
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module Reynolds numbers in the range 5x103 ~ Re", ~ 20x103 • At the 

lowest f low rates, this region extends upstream of the trai 1 ing edge by 

as much as one quarter of the plate length, ar,j decreases in its 

upstream extent as t~~ flow rr!te increases. This region is not predicted 

by the steady state numer ical model. 1 t may thus be concluded that this 

separat ion region is caused by some unsteady phenomena in the flow, such 

as periodic shedding of vortices trom the plates. 

10. 1.8 Turbulence Kinetic Enerqy and Turbulence Reynolds 

Humber Resulta 

The numerically predicted profiles of mean turbulence kinetic 

energy, k, and turbulence Reynolds number, Ret, show that, for the flow 

rates considered, there can be large regions where the turbulence level 

is low within a periodic module (Ret < 400). Thus thp. low-Reynolds­

number form of the k-( model is more suitable than the standard form of 

this turbulence model for the; prediction of flows simi lar ta those con­

s i de red in th i s research 

10.2 SUGGESTIONS FOR EXTENSIONS AND IMPROVEMENTS OF THIS 

'flORK 

New insights into the local f low phenomena occurring in a periodic 

fully developed flow module in an interrupted-plate duct have been 

obtained as a resul t of the \York presented in this thesis. Whi le this 

success has been encouraging, there are sorne extensions and improvements 

of this work that would be worthwhi le to undertake in future research. 

Sorne suggestions in this regard are presented in this section. 
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ln the initial performance evaluation of the turbulence models con­

sidered for use in this work, i t became evident that there is a lack of 

exper imental data avai lable for low-Reynolds-number flows 

(5x103 ~ Red!:. 30x103 ), especially in the region close to a wall 

(y+ < 30). In this region, it would be very useful to obtain detailed 

velocity measurements using techniques such as laser-Doppler and thermal 

anemometry [133]. Such data are needed in order that a critical perfor­

mance evaluation, and fine-tuning, of the low-Reynolds-number turbulence 

models may be carried out. These flow measurement techniques could also 

be used to obtain local velocity measurements wi thin a periodic module 

in interrupted-plate duet flows. Such data are also urgently needed, 

part icular Iy in the region where a separat ion zone upstream of the 

trai 1 ing edge of the plate has been indicated by the surface streaml ine 

resul ts of this investigation. 

The results of this research indicate that some ionprovements to the 

f equation and the viscous damping functions employed in the JL form 

[89] of the k-t: model are in arder. In addition, the surface streamline 

results of this investigation have Indicated the existence of a separa­

tion zone upstream of the trai 1 ing edge of the plate. Ta properly simu­

late this flow, the present steady-state numerrcal mode! should be 

extended ta model unsteady flow phenomena. The results obtained by 

using su ch a model could be compared to those obtained using the present 

mode 1 ta determine the extent of any error that 15 Introdueed by model­

ling only the tlme-averaged behavlour of the flow. Another lagical 

extension of the numerieal invest igation would be ta incorporate heat 

transfer into the present computer code. The two-dimensional numerical 



formulation used in this work could also be expanded to a three­

dimensional one. 
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ln conjunction with the above-mentioned exte'1sions of the numerical 

research, additional experimental research could include the study of 

heat transfer, and three-dimensional flows in interrupted-plate pas­

sages. An expe ri men t a 1 i nves t i ga tian 0 f pe r i od 1 c full Y deys 1 oped hea t 

transfer in such ducts could be directed towards obtaining, first, aver­

age Nusselt number data and, then, local Nusselt number data. Such 

local heat transfer data could be acquired by using electrieal Iy heated 

thin fi Ims of gold or stainless steel [134,135], or by using mass trans­

fer experiments and the analogy between convective transport of mass and 

the convective transport of thermal energy [136]. The naphthalene subli­

mation studies of Sparrow et al. [12-14J are examples of heat transfer 

studies based on mass transfer experiments. Flows through modules with 

small aspect ratios. for example 1 ~ X ~ 5, could be studied to obtain 

three-dimensional flo'IV and heat transfer data. 

Both the experimental and numerical investigations eould also be 

extended to include turbulent periodie fui Iy developed flows in other 

interrupted-surfaee flow passages that are used in heat transfer 

deviees. Such flow passages include louvered plate-fin ducts. rod or 

tube arrays. and shrouded pin~fin arrays [1). The test section used in 

this experimental study could be reconfigured to allow simulation of 

flows through su ch passages. The numeriea! model would require semiau­

tomat ie curvi Ilnear gr Id-generat Ion procedures r 137]. and modi f icat ions 

similar to those elaborated by Raithby and Schneider [42}. Following 

that, the numerical simulation of fluid flow and heat transfer in aetual 
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heat transfer equipment having interrupted-surface flow passages [1,2] 

could be undertaken. 

ln conclusion, it is hoped that the work presented ln thls ~hesis 

will lead to a better understanding of the fluid flow and heat tiansfer 

phenomena that occur in interrupted-surface flow passages, and enable 

improvements of the numerical methods suitable for the prediction of 

these phenomena. 
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APPENDICES 



APPEND:tX :t 

GR:tD'GENERATION 

ln the finite volume methods used in this work, the calculBtion 

domain is first divided into rectangular main-grid control volumes. 

2BB 

Then ail other main-grid and staggered-grid locations are determined. as 

described in Section 5.2.1. 

Tho purpose of this appendix is to describe the procedure that was 

used to calculate the position of the rectangular main-grid control­

volume faces within a calculation domain. The first part of the appen­

dix deals with the generation of grids having nonuniform distributions 

of control volumes in the x- and y-coordlnate directions, and the second 

part outlines the procedure employed to obtain the uniform grid distri­

butions used in the grid independence tests mentioned in Section 9.1.4 

and described in Appendix 6. 

Al.l NONUNIFORM GRID DISTR:tBUTIONS 

Each calculation domain was first divided into rectangular zones, or 

subdomains, in the x- and y-coordinate directions: The distribution of 

the respective x and y control-volume face locations wÎthin each zone 

was then determined. The calculation domains used in this research 

where divided into: (i) 1 y-zone for turbulent fui Iy developed two­

dimensional channel fJows, as described in Section 5.3.2; (i i) 2 x-zones 

and 3 y-zones for laminar periodic fui Iy developed flow in a two­

dimensional interrupted-plate passage, in the manner stated ln 

Section 7.3.2; and (iii) 2 x-zones and 2 y-zones for periodic fully 
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developed turbule~t flows in two-dimensional interrupted-plate ducts, as 

discussed in Section 5.2.1. The general procedure that was used to 

determine the location of control-volume faces within each zone wl Il be 

discussed next, using the calculation of y control-volume face locations 

within a y-zone as an example. 

ln the general procedure, the length of the calculatlon domain, LzT , 

in the y-coordinate direction was divided into N zones, aach of length 

LZi' where i= 1 ta N, as depicted in Fig. 109(a). Each of thase zones 

was symmetrically subdivided into two outer layers, Band C, and one 

inner layer. A. that extends from lines cc to dd, as shown for Zone 2 in 

Fig. 109(b). Because of this symmetrical subdivision, control-volume 

face locations calculated in one hait of a zone can be used to obtain 

the locatIons in the other half of the zone. The dimensions of control 

volumes were expanded from a minimum value at the outer boundaries of 

the zone, located at 1 ines aa and bb with respect to Zone 2 in Fig. 109, 

ta a maximum value in !he central region of the zone: This expansion 

was done using a power-Iaw formulation across the outer layers and a 

geometric-growth formulation across the inner layer. The y dimension of 

the inner layer varied from zone to zone, but the y dimension of the 

outer layers and the number of control volumes in them was kept the same 

for ail zones: This ensured that there were no sudden changes ln con-

trol-volume size across zone boundaries, such as lines aa and bb in 

Fig. 109. 

With reference to the nomenclature employed in Fig. 109 and using 

Zone 2 in this figure as an example, the detai 15 of the general discre-

tization process are as follows for the y-coordinate direction. 
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Spec i fy: 

(1) Lz, the y dimension of the zone. 

(2) LO
, the common y dimension of ail outer layers in each zone. 

(3) NCvo, the number of y control volumes into which each outer layer is 

subdivided: This value is kept the same for ail y-zones in 

the calculation domain. 

(4) Ncvt, the desired total number of control volumes wlthln the partlc-

ular zone of interest. Ncvt must be an odd number to ensure 

that there will be one control volume that symmetrically spans 

the zonal 1 ine of synvnetry, 1 ine xx for Zone 2 in 

Fig. 109 (b) . 

Calculate: 

(5) nl, the index number of the y control-volume face located at the 

common boundary of Outer Layer Band Inner Layer A, shown by 

line cc in Fig. 109(b). This value is calculated as: 

n1 = nO + Nevo (A1-1) 

where nO is the index number of the first y control-volume face 

at the bottom of the zone, on 1 ine aa in Fig. 109(b). If this 

location is the boundary of the calculation domain, then nO = 2, 

otherwise, i t is the number of the top-most control-volume face 

of the adjacent zone, Zone 1 in this case. 

(6) CV j , the y control-volume face locations in Outer Layer B. This 

is do ne using the following power-Iaw expansion: 
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Pow 
CVj = CVno + {(j - nO)/(n1-nO)} lo 

for j = (nO + 1) to n1 (A1-2) 

where Pow is the ·Power-Law M expansion exponent whlch was 

assigned a value of 1.4 for the grlds generated ln t~ls work. 

(7) LCV j • the y dimension of the control-volumes in Outer Layer B. given 

by: 

lCV j ., = CV j - CV j - , 

for = (nO + 1) to n1 (A1-3) 

(8) Lin. the y dimension of the inner layer: 

L; n = Lz - 2 LO (A1-4) 

(9) Nev;. the total number of y control volumes desired in the Inner 

layer: 

Nev; = Nevt - 2 Nevo (A1-5) 

(10) LCVmx. the desired maximum control-volume length in the inner layer: 

LCvmx = L;n 1 Nev; (A1-6) 

(11) CV j ' lCV j • in the bottom hal f of Inner Layer A. fram 1 Ines cc to xx 

in Fig. 109(b). These are calculated by doing a 

geometric expansion of the dimension of the last control 

volume in Outer Layer B: 

CVj = CVj-, + (LCVj-2) GF 
LCV j . 1 = CV j - CV J • 1 

for j = (n1 + 1) to n2 

(A1-2a) 
(A1-3a) 



., 
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where GF is the geometric expansion factor, and n2 

is the value of for which one of the two follow-

ing conditions is satisfied: 

(a) (LeVj-1 ~ LCVmx ) 

or 

( b) {( Lin /2 ) - CV J)} < {( LeV j - 1) GF} 

(12) Lct, the dimension of that position of the central-core region of 

the inner layer where control-volume faces have yet to be 

located: 

Let = Li n - 2 ( CV n Z - 1 - ev n 1 ) (A 1-7) 

(13) Neve, the number of control volumes that can be located over the 

remaining central region of length Let, This number must be 

an integer value, and it is calculated in the following man-

ner, 

(i) If only (b) in Step (11) has been satisfied then: 

Neve = Integer value of (Let 1 LCVnZ-1) 

otherwise: 

Neve = Integer value of (Let 1 LCVmx ) 

("1-8) 

(A1-8a) 

(ii) If Neve fram (i) is an ev en number then, in order ta 

ensure that symmetry in the control-volume distribution 

i s preserved: 

Ne v e = Ne ve - 1 (A 1-8b) 

otherwise the value calculated in (i) is used for Nevc, 

j 
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(14) LCVet , the length of the control volumes in the central portion of 

1 nner Layer A: 

LCVet = Let / Neve 

(15) CV j ' LCV j , in the remaining portion of the bottom half of 

Inner Layer A, between the 1 ines cc and xx ln 

Fig. 109 (b ) : 

CVj+1 = CVj + LCVet 
LCV J - 1 = CV j - CV J - 1 

for j = (n2 - 1) ta (n3 + 1) 

where 

n3 = (n2 - 1) + {(Neve -1)/2)} 

(A1-9) 

(A1-2b) 
(A1-3b) 

(A1-10) 

(16) CV j , LCV j , for the upper hal f of the zone, from 1 ine xx to bb in 

Fig. 109(b). These are calculated from the values 

obtained for the lower hall of the zone: 

CVn3+ j = (CVno + Lz) - (CVn3+ 1 - j - CVnO) 

for j = 1 ta (n3 - nO) 

CVZ(n3)-1 = (CVno + Lz) 

for = n3 ta {2(n3) - 2} 

(A 1-2c) 

(A 1-2d) 

(A 1-3c) 

The position of the x-zone control volume faces are calculated in an 

analogous fashion. The values of the variables that were used ta gener-

ate the nonuniform grids in this work are given in Table 22 for each 

zone. 
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Al.2 UNIFORM GRID DISTRIBUTIONS 

As was discussed in Section 9.1.4, various uniform grid distribu-

tions were employed to compute values of Re. in Duct 3, with the speci-

fied p corresponding to the maximum flow rate in the complementary 

experiments, and these solutions were extrapolated using the method in 

(118) to calculats the grid-independent value of ReM' The extrapolation 

method is discussed in detai 1 in Appendix 6, and the details of the 

uni form-grid generation procedure are presented in this section. 

The calculation domain was divided into the same 2 x-zones and 2 

y-zones as were used to generate the nonuniform grid distributions dis-

cussed in Section A1.1. This ensured that main-grid control-volume 

boundaries were located at the interface between the plate surface and 

the fluid. The control-volume dimensions within a y-zone were calcu-

lated as follows, using the nomenclature presented in Section A1.1 and 

Fig. 109. 

(1) Speci fy NevT, the number of y-direction control vollMlles desired 

across the entire y-dimension, LzT , of the calcula-

t ion doma in. 

(2) Calculate Ncvt, the number of y control volumes located within a 

given zone of length Lz. 

Ncvt = the nearest integer value of (Lz NevT) LzT 
(Al-11) 



(3) Calculate h, CV j , the length of the control volumes and their 

boundary' locations, respectively: 

Lz 
h = Nevt 

CVj = CVj'1 + h 
for j = (na + 1) ta (na + Ncvt) 
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(A1-12) 

(A1-13) 

If LzT is an integer multiple of ail Lz values, then h is the same 

value for ail zones. For the geometry of Duct 3, this Is not the case 

for the 2 y-zones used as (LzT ILz)= 9.06 for the bottom zone and 1.12 

for the top zone. However, by using the aforementioned procedure and by 

choosing an appropriate value of NcvT, the h values of the two zones can 

be made almost equal. The average of these two h values is the value 

used in Table 23 for each uniform y-grid distribution, and it was the 

value used for the extrapolation of Rem. lhe differences in h values 

for the two y-zones of the same grld from the average of these two val-

ues in ail cases was less than 0.07 percent. 

The 2 x-zones used have the same x dimension~, and the value of h is 

therefore the same for both zones. These values are also shown in 

Table 23 for the uniform grid distributions, and they were used in 

Appendix 6 in the extrapolation procedure used ta obtain grld-

independent values of Rem. 
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APPBNDIX II 

PERFOaMANCB CHARACTERISTICS OF THE AIR BLOWER 

The air blower used in this research was operated in the suction 

mode. It is a centrifugai-type, constant speed, blower (Regenalr 

R7100A). The blower is driven by a 10 HP AC motar (550 volts, 3 phase, 

60 Hz) with a rotor speed of 3450 rpm, and it has a no-Ioad air fJow 

capacity of 660 m3 /hr when operated in the suction mode. A More cam-

piete description of the physical and operational characteristics of the 

blower are glven ln the manufacturer's "GENERAL SPECIFICATIONSM sheet 

presented on the next page. It should be noted that the 460 volts line 

voltage specified for the 3 phase motor unit in the specification sheet 

was changed to 550 volts in this appl ication. 

{ 



REGENAIR. R7100A 

-Maxlmum amUlenl 104 oF. (40 OC) 

e2Sn RPM 050 Hz.; 3450 RPM 0 &0 Hz. 
-So' J Une on gr.ph IndlcatlS conUnuous duty performance 
eSu gl1lph lor minimum air now lor conllnuous operallon 
-Ul I1IcognlZed and CSA certlfied motors 
-SI*:\IIeatlons aUbJ.ct to change wlthout noUce 
'Nel welghl 2n lbs. (125.9 kg.) 

GENERAL SPECIFICATIONS 

Motor Specifications: 
R7100A 

Thttt Phas. Nominal VOUIOU. 2O&-23OI460V eo Hl., 
2001380 50 Hz. ° Ft.A 0 110 Hz. 2~ 8112.4 • 10 HP • 
TEFC: • cra .. 8 !Nulatlon 

PERFORMANCE CURVES _ ... _ ..... _-­..................... .........,. 

- ".. .... ___ v_ 

Blower Umltatlons for Contlnuous Out y: 
R7100A 

50 Hz. mu. P/1Inur ..... C1J\I11l a5170 ln H,O 
50 Hz. max. now 350 clm 
110 Hz. max pr'lSure/VICIIllm 1001;5 ln. H,O 
110 Hz. mc.x. lIow .(20 clr., 

HOICO ............ ,'.ut. 
u.lJ\IftpefIaJ 

alAII '" -----1 ,----tUI "" 

--.--- 101_ 
'~IC'R7Tn .......... .., 
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APPENDIX III 

CALIBaATION OF THE BAROCEL PRESSURE TRANSDUCBR 

Ail differential pressures of less than 1 kPa were measured using an 

Integral Baracel Pressure Transducer (Oatametrics Mode 1 

590-D-1-kPa-2QS-V1X-40). A cut-away sketch of this pressure transducer 

is shown in Fig. 110. This unit has a fui 1 scale range of 0 to 1 kPa 

and an output signal of 0 to 10 volts OC. Other details of the specifi­

cations provided by the manufacturer can be found in [109]. 

Th~ manufacturer's cal ibration curve for the Barocel pressure 

transducer is shown in Fig. 111: It shows that the output signal of 0 to 

10 vol ts is ; ,nearly proportional to positive differential pressures 

applied across the Barocel's diaphragm. Since this calibration curve 

was suppl ied with the unit at the time of i ts purchase, some four years 

prior ta this work, a cal,bration was done in the Heat Transfer 

laboratory to verify the accuracy of the curve given in Fig. 111. This 

procedure is outl ined briefly in the following text. 

The Barocel pressure transducer was cal ibrated using an Askania 

manometer (Model WS-Minimeter). This manometer has a fui 1 scale range 

of 0 to 100 mm with a resolution of 0.01 mm, and the manometer fluid is 

disti lied water. When converted to Pascals. the unceïtainty in the 

manometer readlng was ± 0.1 Pa. The Barocel pressure transducer and the 

manometer were conr,ected in parai lei and measurements of di tferential 

pressures ranging trom 0 2 Pa to 900 Pa were recorded with both units. 

The final value of the Barocel output voltage for a given pressure dif­

ferential was obtained by using the fol lowing procedures: 60 readings 
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were taken over an interval of 13 seconds, and the average zero-pressure 

output signal of the Barocel wàs subtracted trom the arithllletic mean of 

the 60 readings ta obtain the zero-corrected Barocel output voltage. 

Since the cal ibration measurements were of steady statlc pressure dif­

ferentials, it was assumed that the any uncertainty in the Barocel out­

put signal would be due to fluctuations that were caused by the uni t 

itself, and not due to any intrinsic fluctuat ions in the prassures being 

measured. A quantitative measure of this uncertainty was obtained by 

calculating the standard deviation of the 60 readings taken to obtain 

each zero-corrected Baracel output vol tage Threû sets of pressure 

measurements were made. ranging tram. 10 Pa to 900 Pa; 1 Pa ta 10 Pa; 

and 0.2 Pa to 1 Pa The poo 1 ed st anda rd dey 1 a tian, Eq. 6.6, a f ail 

recorded output voltag,'s for each range were doubled and used as the 

estimate of uncertainty ln the recorded zero-corrected output voltage. 

From this data, a value of ± 500 JJV was established as a conservative 

estimate of the uncertainty in the vol tage output signal of the Barocel 

pressure transducer, for measurements ranglng from 0.2 Pa to 900 Pa. 

The resul ts of the cal ibrat ion tests for the three pressure ranges 

already mentioned are shown in Figs. 112(a) ta (c). The sol id 1 ine is 

fram the manufacturer's calibration curve, Fig. 111, and it has a slope 

of 1.000x10- 2 V/Pa. The data points trom the present calibration, 0, 

are shLwn ta agree with this line, within the limits of uncertainty that 

are also plotted. In Figs. 112(a) and (b), the uncertainty in the data 

points is barely discernable on the plots: The slopo of the loast­

squares (best-fit) Ilne ta the data, ln bath figures. differs trom 

1.000x10- 2 V/Pa by less than 0.02%. At differential pressures less than 

1 Pa, i t is shown fram the data in Fig. 112(c) that the Barocel output 
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begins ta deviate from its linear behaviour. However, within the limits 

of uncertainty, the data points still show agreement with the manufac-

turer's cal ibration 1 ine. 

From this calibration, it was concluded that for the range of pres-

sure differentials measured in this work, the uncertainty in the output 

voltage of the Barocel can be given as ± 6Vcal = ± 500 ~V. 
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APPENDIX IV 

FLOW VISUALIZATION PAINTS 

This appendix consists of two sections: The tirst section gives a 

brief description of the substances from which the flow visuallzatlon 

paints were prepared; and the second section presents the basic recipes 

used to make these paints. 

A4.1 PROPERTIES OF THE PAINT CONSTITUENTS 

As discussed in Section 6.5.5, two types of kerosene based flow 

visualization paints were used. Titanium dioxide, TiOz' was used as 

the pigment in one paint, and fluorescent orange Day~glo pigment was 

used in the other. In addition, when required, Oleic acid (C,sH340Z) 

was used as an additive to control the extent of flocculation by pigment 

particles in the kerosene. The properties of these substances are 

1 isted in this section. 

Kerosene 

Pure odourless kerosene was used (Fisher Scientific K10-4). After 

ret ining, less than 1% of the sromat ic content remained and the 

combustible flash point, as specified by the manufacturer, was 

63.3 oC (146 OF). 

Tltanlu. Dioxide Pig.ent: TIOz 

The Ti02 pigment used was an opaque fine white powder 

(Fisher Scientific T-315). The content analysis of the powdar, suppl iad 

by the manufacturer, is as follows: 
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TiOz Formula Weight 79.90 

Water Soluble Sai ts 0.12% 

Arsenic (As) 0.4 ppm 

1 ron (Fe) 0.01% 

Lead (Pb) 0.005% 

Zinc (Zn) 0.01% 

Day-glo Plg.ent 

The Day-glo pigment used was a fluorescent orange powder 

(Day-glo Corp., A-15-N Blaze Orange). The physical properties of this 

pigment were specified by the manufacturer as: 

Specifie Gravit y 1.36 

Averag9 Partiele Size (microns) 3.5 - 4.0 

Softening Point 115-120 oC 

Decomposition Point 195°C 

Oi 1 Absorpt ion (g/100g pigment) 47 

Dlelc Acld: C,sH34 02 

Purified oleic acid was used (Fisher Scientific A-222). As 

specified by the manufacturer, this substance has a formula weight of 

282.47, low 1 inoleic acid content, and a maximum of 5% polyunsaturates. 

A4.2 PAINT RECIPES 

The composi tion of the Ti02 and Day-glo paints was based on corn­

binations given in [47]. The recipes presented in this section were 

found to work wei 1 for the particular eircumstanees prevai ling in this 

work. As explained in Section 6.6.4, the basic reeipes presented here 



were often "fine-tuned" during the application procedures employed in 

this work. 

TI02 Paint 
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By weight, the composition of this paint was 1 part TiOz to 4 parts 

kerosene to 1 part Oleie aeid. Slight changes in the amount of Olaie 

aeid were otten neeessary to fine-tune the quai ity of the straak pat­

terns produced as flow rates varied. 

Day-glo Palnts 

Three different basic paint reeipes were used in arder ta provide 

required adjustments as the flow rates varied: (1) for flows with 

Rem < 25x103 , 1 part Day-glo powder ta 4.5 parts kerosene, by weight, 

plus 2 drops Oleie aeid; (i i) for Rem ~ 25x103 • 1 part Day-gl0 powder ta 

3 parts kerosene, by weight; and (i i i) for Rem ~ 30x103 , 1 part Day-glo 

powder ta 2 parts kerasene. by weight. 
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APPBHDIZ V 

SAHPLE CALCULATION: MODULB REYNOLDS HUMBER 

ln this appendix, a sample calculation is presented to demonstrate 

the method used to obtain f!nal experimental results and corresponding 

overall uncertainties. A general description of these procedures has 

been given in Section 6.6. As an example, the calculation of the module 

Reynolds number, ReM' and its uncertainty, ± 6Re., is done for the mini-

mum flow rate, Run 1 in Table 16, in Duet 3. The calculation of Re. is 

discussed fjrst, and this is fol lowed by that of 5Rem . 

AS.l CALCULATION OF Rem 

Rem is defined in Eq. (2-45) as: 

where Um and Oh are given as: 

Um = ri! 
2pbH 

Using Eq. (6-3), the experimental value of ri! is ca culated: 

iii = p Uft Aft 

(2-45) 

(2-47) 

(8-3) 

(6-3) 

ln the above equations, the area of the flow metering cross section, 

Aft , was calculated using the internai radius of the flow tube, measured 

during flow-rate calibration tests; values of band H were obtained from 
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measurements of the test section dimensions after final assembly; and 

the measured values of the amblent atmospheric pressure, and the air 

temperature and static gauge pressure in the flow meterlng cross sec-

tion, were used to calculate values of ~ and Pt as described in 

Section 6.6.2 The values of Aft , b, ~, and P are shawn ln Tabl. 24. 

The average fluid velocity through the flow metering croas section, 

Uft in Eq. (6-3), was calculated from ten measured values of Pdyn ' uslng 

the ten-point log-linear rule [45]: The ten measurement locations along 

the internai diameter of the flow tube are shown in Fig. 113. In terms 

of the ten values of Pdyn ' Uft can be expressed as: 

where 

A 
10 

[ 
i=10 1/2 

A = .E {Pdyn (1 + CFwpx)}i ] (1 + CFlgln) 
1 = 1 

(AS - 1 ) 

(A5-2) 

The CFwpx and CF lgln terms in Eq. (A5-2) are correction factors. As 

the pitot stagnation probe approaches the wall of the flow metering 

tube, the wall-probe interaction causes deflection of the flow and 

resul ts in a negat ive error in the pressure measurement [46]. From the 

data in [46], a wall-proximity correction factor, (CFwpxh, was esti­

mated at each of the 10 measurement points shown in Fig. 113. The 

CF lgln correction factor accounts for the estimated error in the average 

flow calculated using the ten-point log-linear integration technique. 

For the flow rates of this investigation, the value of CF lgln was estl-

mated from the resul ts provided in [45]. The values of the (CFwpx h 

and CF lgln correction factors are given in Table 25. 

M 
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Correction factors were also used in the calculation of Pdyn ' The 

value of Pdyn at any one of the 10 locations shown in Fig. 113 is calcu­

lated using the following equation: 

(Pdyn), = 100 (Vdyn - Vzero)i (1 - CFtrb - CFys + CFal n) 

for i = 1 ta 10 (AS-3) 

The errors in the measured values of (Pdyn)1 due ta the turbulence in 

the flow, viscosity ef~ects, and possible slight misalignment of the 

pitot tube wiih the flow direction were accounted for by the CFtrb , 

CFyS ' and CFal9n correction factors, respectively. The values of CFtrb 

and CF. lgn were estimated from the data in [119] and [46], respectively. 

These values are given in Table 25, and they are the same at ail ten 

measurement locations. The value of CFyS depends on the value of a 

Reynolds number that is based on the local velocity, U, and the internai 

diameter of the pi tot stagnation tube. The appropriate values are given 

in Table 25: They were obtained by interpolation of the data presented 

in [46]. 

ln Eq. (A5-3), Vdyn and Vzero are the output vol tages tram the 

Barocel pressure transducer that correspond ta the (Pstag - Pstatic) 

differential pressure measurement and the averaged zero-reading, dis­

cussed in Sections 6.6.2 and 6.6.1, respectively. The factor of 100 is 

to convert Volts to Pascals. In this example, 

Vzero = (1840 ± 454) x 10- 6 V and the values of (Vdyn ), are shown in 

Table 25, along wi th the corresponding values of (Pdyn)i calculated 

using Eq. (AS-3). 

l 
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Substituting the appropriate values, presented in Tables 24 and 25, 

8 value for A can be calculatsd using Eq. (A5-2), and i t is given in 

Table 24. 

Substitution of Eqs. (2-47), (8-3), (6-3), (A5-l), and (A5-2) Into 

Eq. (2-45) allows Re. to be expressed 8S: 

Re", 
1/2 = (2p) Af t A 

10 1" b (A5-4) 

This particular formulation facil itates the calculation of the 

uncertainty in Rem' ± SRem , discussed in the next section of this appen-

dix. Using the values given in Table 24, the value of Rem in this 

example was calculated to be 4.997x103 . 

AS.2 CALCULATION OF 6 Re", 

The methoc1 of Constant Odds Combinat ion (48.49], discussed in 

Section 6.6.3, was used to calculate the magni tude of the uncertainty ln 

Rem' SRem. Starting trom Eq. (A5-4), analogous ta the derivation of 

Eq. (6-4), an expression for SRe
ll1 

can be derived 

ing of terms, this expression can be written as: 

2 

+ 1 (~) + 
4 p 

After some rearrang-

+ 
1/2 

} 

(AS-S) 

The values of 6~, Sb, op, and SAft were calculated from the 

estimated uncertainty in the measurements used to obtain these values 

and, when necessary, with the use of Eq. (6-4). The squared values of 
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(6",/1-'), (6b/b), (6p/p), and (6Aft/Aft) are presented in Table 24. The 

calculation of 6A is not as simple as the other aforementioned 6 values, 

as Is avident trom the equ~Hon for A., Eq. (A5-2). 6A is calculatad 

using the same assumptions and procedures as those used to calculate 

6Rem• In the calculation of 5Re
Rl

, A, is then treated as an Independent 

variable having a normal distribution and 20 to 1 odds for 6A. 

Using Eq. (6-4), the magni tude of the uncertainty in A, as glven by 

Eq. (A5-2), can be wr i tten 8S: 

6A= 
[ 

[ 1~10 1 -1/2 ]2 2 
~ -2 {Pdyn 6Pdyn (1 + CFwpx)}i (1 + CFlgl n ) 

; : 1 

[
;=10 '/2 2 2 

+ E {Pdyn 6CFwpx )}; ] (1 + CFtgln) 
1 = 1 

[ 
;=10 1/2 J2 2 

+ .E {Pdyn (1 + CFwpx)}i 6CF l g l n 
1 = 1 

] '" (A5-6) 

The uncertaint ies in ail the CF correction factors used in Eqs. 

(A5-2) and (A5-3) were conservat ively approximated as ± 100 percent of 

the respect ive values given in lable 25. 

The uncertainty in values of (Pdynh, as given by Eq. (A5-3), was 

calculated using Eq. (6.4), and can be expressed as: 
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2 2 
(6Vdyn + 6Vzero ) 

{ . 

for = 1 ta 10 (A5-7) 

The uncertainty in Vdyn 15 due to (i) the random uncertainty in the 

Barocel output signal, 6Veat , mentioned in Section 6.5.1 and calcu-

lated in Appendix 3; and (i i) the random uncertainty, 8VdP ' in the mag-

nitude of the pressure differential that is being measured. The proce-

dure for obtaining 8VdP has been described in Section 6.6.3. In this 

example, 8Veat and ôVdP have values of 500 pV and 623 pV, re5pectively, 

and are combined ta give 6Vdyn in the fol lowing way: 

2 2 1/2 
ÔVdyn = { (6Vea t) + (6Vdp) } (AS-a) 

From the values given in Table 25, the values of (ôPdyn)j were cal­

culated using Eq. (A5-7). The results are 1 isted as the ± uncertaintles 

in (Pdyn)j values in the 5ame table. 

6A was calculated using Eq. (A5-6) and the data in Table 25: The 

value of (6A/A)2 is given in Table 24. 

6Rem was calculated from Eq. (A5-5) using the value of Re. calcu­

lated in Section A5.1 and the values given in Table 24 for (6p/p)2, 

(8b/b)2, (8p/p)2, (8Aft/Aft)2, and (H/A)2: 6Rem = 96.21. Therefore, 



Re. = 4.997x103 ± 1.92 % for Run 1 in Duct 3. From the values of the 

terms in Eq. (A5-6), as presented in Table 24, it is seen that the 
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uncertainty in Aft and A are the dominant factors in determining 6Re •. 

The complete uncertainty analysis presented in this appendix was 

incorporated into the general software of the data acquisition system 

and W8S, therefore, performed for each flow rate. Similar procedures 

were used to determine the uncertainties in the pressure-drop data that 

is also reported in this thesis. 
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APPENDIX VI 

EXTRAPOLATION OF R_. TO A GRID-INDEPENDENT VALUE 

As discussed in Section 9.1.4, to determine the accuracy of the 

solutions obtained for the interrupted-plate duct flows of this study, 

it is necessary to establ ish how weil these solutions approach true 

grid-independent values. The grid-independent value of ReM was calcu­

lated for the maximum flow rate in Duct 3, Run 6 in Tab!e 19, and used 

to obtain a quantitative estimate of the numerical accuracy of the cor­

responding Rem value reported in Table 19: This estimate was used as a 

conservative estimate of the accuracy in ail other interrupted-plate 

duct solutions, for the reasons discussed in Section 9.1.4. The extra­

polation method used to obtain the grid-independent value of Rem ;5 

described in this appendix. 

Employing the extrapolation method presented by de Vahl Davis [118], 

the grid-independent value of Rem' Remt , can be found from the following 

equa t i on se t : 

n 
Remt = (Rem); + C (h; ) = 1,2,3 (A6-1) 

where the subscript i indicates values obtained with one of three 

different grid spacings; h is the characteristic control-volume length 

of a grid; C is a constant assumed to be independent of hl' and n is the 

order of the truncation error for the numerical method used Remt , C, 

and n are unknowns in this set of equations. The value of h is constant 

in a given coordlnate direction for the grld distribution of interest. 

From the set of equations given by Eq. (A6-1), the following relation 

1 
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can be obtained and used ta solve for the value of n: 

n n 
(Hem12 - (Rem), (h,)· (h2) 
------:: (A6-2) 

With this value of n, the value of C can be calculated as: 

(Rem)2 - (Rem ), 
C :: (A6-3) n n 

(h1) - (h2 ) 

ln the present extrapolation, the values of hi were di f feren t for 

the x- and y-coordlnate directions of the gr ids that were used. To 

perform this extrapolation for Rem' using Eqs. (A6-1) ta (A6-3), values 

of Rem were required from nine different x-y grid combinat ions: Three 

uniform x-grid distributions, Xl, X2, and X3, and three uniform y-grid 

distributions, Yl, Y2, and Y3, were used. A value of Remt was obtained 

fOi a fixed x-grid distribution, by extrapolating values of Rem obtained 

for the three y-grid distribut ions: For eyample, values of Rem calcu-

lated using grid distributions of Xl x Yl, Xl x Y2, and X1 x Y3, were 

eX1 ' and then calculate a value of (Rem~ )X,. Extrapolated Rem values 

were obtained in this manner with respect to the changing y-grid distri-

butions, ta obtain values for (Re"'t)X1 ' (Relllt)xz, and (Remtlx3' Using 

Eqs. (A6-1) ta (A6-3) in a simi lar fashion, these values of (Remt >Xi 

were then extrapolated ln the x-coordinate direction ta obtain the final 

extrapolated value of Remt . If this were the true grid-independent 

value. the same value of Remt would be obtained by doing the extrapola-

tion in the other grid-direction (i.e. extrapolatlng first with respect 

ta changing x-grld distributions and then extrapolating these (Remt)Yi 
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values with respect ta changing y-grid distributions). In addition, it 

would be expected that the vatue of n should always be close to 2, since 

the numerical method becomes second arder accurate 8S h, ~ 0 (41,125). 

ln the present study, values of Rem were calculated for three uni­

form x- and three uniform y-grid distributions: The number of grid 

points for each was X1 = 100, X2 = 124, X3 = 1~6, y, = 147, Y2 = 174, 

and Y3 = 201. The corresponding hi values are given in Table 23, in 

"ondimensional form, and detal Is of the general grid-generation proce­

dure are given in Appendlx 1. The computed values of (Rem)Xl.YI are 

shown in Table 26, as are the extrapolated (Remt )XI and (Remt h, values. 

The calculated values of n ranged tram 0.5 to 5.0, indicating that true 

quadratic convergence had not been achieved with the grids used. The 

reason for this IS probably due ta the fact that with the coarsest 

grids, Eqs. (A6-1) are not qUlte valid. thus contaminatlng the extrapo­

lated solution. This is demonstrated in the results shown in Table 26, 

where osci 1 lat Ions are observed in the value of (Remt lXl as the y-grid 

spacing becomes finer, making it Impossible to extrapolate to an accu­

rate value of Remt . The obvious solution ta this problem is ta conduct 

additional runs using finer grids, hO\'fever, the financial reSQurces ta 

do so were not available, since CPU times in excess of 120 minutes wara 

required for each such run. Due to this restriction, it was assumed 

that the contaminatIon of the extrapolated solutions had been caused by 

gr ids wi th ei ther the coarsest x or y distr ibut ions, X1 and Y1. Gr ids 

that had either X2 or X3 t and Y2 or Y3 distrIbutions were assumed to 'le 

sufficiently fine that a value of n = 2 could be assumed. Assuming this 

value of nt the values of (Remt )XI and (Remt)Yi could be calculated by 

solving Eqs. (A6-3) and (A6-1). The results of these calculations are 
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shawn in Table 27, where two values of Re~t are given: One W8S extrapo­

lated from the (ReMt)Xi values· and the other from the {Remt)y; values. 

These two Remt values differ by les5 than ± 0.004 percent fro~ the 

average of the two values, Re. t = 27.27x103 , which is reported 9S the 

grid-independent value of ReM for Run 6 in Duct 3. This verifies that 

the assumptions required ta make this extrapolation from the available 

data were indeed reasonable. 



- ~ ~-------------------------------------~ 
315 

FIGURES 



'. 

316 

)---

" L,, __ 
,L __ 

, 
~,,- - -

Figure 1: Straight reetangular interrupted-plate duet. 

-
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-- r//////////////////////////////////////////////////b. 

Figure 2: Cross section of a reetangular interrupted-plate duet, 
assoeiated nomenclature, and representatlon of a geometrieally 
sim; lar module ABCDE. 
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Figure 3: (a) Schemallc representatlon of a compact heat exchanger 
core; and (b) detalls of rectangular plata-fin flow passages. 
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(a) 

Figure 4' ( . a) Typical heat eXChang~~c~angUlar offset-fi deployed olong c~re [41; and lb) ~ arrangement in 0 orcu. t boards th rray of electr . compaci at are stacked .onle modules ln parai le 1 
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St rai gh t rectongular duet. 
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J= 1 .. 1 1-2 i-l 1-1 i+1 i+1 \.,Ll 

i .. 2 j.L1 
Figure 6: Locations of grid points relative ta their associated 

control-volume faces in a two-dimensional calculation domain. 
Shown in this diagram are: internai grid points <.); boundary 
grid points (0): control-volume face locations (---), num­
bered as i=2 to L1 in the x direction and j=2 to M1 in the y 
direction; main-grid lines (--) , numbered as 1=1 ta L1 and 
J=1 to M1 in the x and y directions, respectively; an internai 
control volume (&SSS\I) , associated with point P; and a 
boundary control volume (1ZIl2d), associated with point B. 

w 

s 
~.xp 

Figure 7: Schematic of the control volume associated with node P in 
Fig. 6. Distances between neigbouring nodes and control-volume 
faces are shawn: (ox)e_ = ~p/2 and (6Y)n-= AYp/2. 
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Figure 8: Block correction along grid lines of constant 1 . 
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Figure 9: Staggered locations for U (.) and V ( • ) velocities: 
control-volume face locations (- - -); main-grid 1 ines 
--); and main-grid points (e). 
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Figure 10: Staggered momentum control volumes for: (a) U velocity; (b) V 
velocity; and (c) Ue velocity showing neigbouring node and 
velocity locations. 
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Figure 11: Positions and distances within the geometric flow module 
ABCDE. 
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KSSl velocity control volume iocated at the plate surface 

Figure 12: Location of U and V velocities at a plate surface-fluid 
interface: U velocity (.) and V velocity ( • ). The plate 
region is in the bot tom left-hand corner of the figure. 
enclosed by the bold-dashed lines which indicate the location 
of i ts horizontal and vertical surfaces 
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Figure 13: Control-volume locations in the domain dlscretization used 
for the turbulent periodlc fully developed flow simulations 
in Duet 1: 72x78 x-y grid. This figure Is not to scale, as 
the y dimensions have been expanded relative to the x dimen­
sions ln order to aid the vlsual aspect of the presentation 
(true scale Is XL:YL = 4:1). 
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Figure 14: Control-volume locations ln the damain dlscretlzatlon used 

for the turbulent perlodlc fui Iy developed flow simulations 
in Duet 2: 72x100 x-y grid. This figure Is not to seale, as 
the y dimensions have been expanded relative to the x dimen­
sions in or~er to aid the visual aspect of the presentation 
(true scala is XL:YL = 4:1). 
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Figure 15: Control-volume locations in the domaln dlscretlzation used 
for the turbulent perlodlc fully developed flow simulations 
ln Duct 3: 72x100 x-y grld. This figure is not ta scale, as 
the y dimensions have been expanded relative ta the x dimen­
sions ln arder to a/d the vlsual aspect of the presentation 
(true scale Is XL:YL = 4:1). 
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~IBINA TION FUMI W~L STA TI 
Tuee THERMOCOUPlE VlSlJALIZATlON ,SURE 

r~ t 
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f
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FU. FLOW F OW NERATI~ METEAII\G :r~ANSITION TEST _ 

§ittfi'(~} SECTION SECTION SECTION 

Figure 16: Schematic of the overall experimental setup. 

Figure 17: Photograph of the experimental f low faei 1 ity, showing trom 
right to left: the aluminum duet and the neryl ie flow 
vi~.ualization duct of the test section; followed by the flow 
redevelopment duct and flow adjustment box of the flow 
transition section; the flow meterlng section; and some of 
the black colored rubber and plastic duets, and two flow con­
trol valves of the flow control, generat ion, and exhaust sec­
tion. The Barocel pressure transducer is mounted in the pro­
teetive wooden casing visible in the middle rlght-hand por­
tion of the photograph, Just above the aluminum duc!. The 
air f 1 ow i s f rom r i gh t toi e ft . 
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Figure 18: 

- All dimensions are in rnillirneters. 

An exploded view of the aluminum sect ion of Duet 3: <D top 
wall; ® bottom wall ;1 location and al ignment shoulders 
for inner side walls; 4 locat ion and al ignmant shoulders 

~ 
outer side walls; 5 upper set of Inner slde walls; 

6 lower set of inner sida walls; CD outer sida wall,,; 
8 steel dowel pins used for positioning of the interrupted 

plates; ® interrupted plates; @ aluminum angles used for 
attaehment of the duet to the rest of the flow circuit; and 
<[j) statlc pressure tap holes. 

......... ----------------------~------
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Figure 19: Intramodule wall statie pressure measurement locations LE, 
LC, CP, CT, TE, G1, G2, G3, and LE. The length of the 
geometric module ls (2L) and nominal spaclng between adjacent 
pressure measurement points Is (L/4). 

T' 

Figure 20: Photograph of an assembled interrupted-plate reetangular duet 
test section, showing the aluminum duct on the right and the 
downstream acrylic flow visual ization duet on the left. 
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Figure 21: Photograph of a dtsassembled aluminum interrupted-plate 
duet, showlng the top and bottom plates, the inner and outer 
side wal Is, and the array of colinear interrupted plates. 

Figure 22: Photograph of the acrylie flow visual ization duet, sealed and 
mounted in the f low faei 1 i ty. The col inear array of plates 
are clearly seen along the duct's length: The three orange 
colored plates were painted with Day-glo paint for surface 
flow v i sua 1 i za t ion. 



Figure 23: Photograph showing the aeryl ie duet wi th the central top 
section removed to allow easy access to the array of 
interrupted plates. 
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Figure 24: Photograph showlng the acrylic duet and the removal of one of 
the inlerrupted plates used in the surface f low visual ization 
studies. 
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Figure 25: Close-up view, from above, of the acryl ie duet test section 
with the central top plate section and one of the plates 
removed. Details of the duet inner side walls, the plates 
and dowel pins used to construct the colinear interrupted­
plate array, and the interplate spacers used to fil 1 the gaps 
between plates along the inner side walls, are clearly seen. 
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Figure 26: Repeatabi 1 ity checks oi tlme-mean wall statlc pressure 
measurements for fui Iy developed flow in a stralght rectangu­
lar duet: (a) maximum flow rate; (b) minimum flow rate. The 
maximum uncertainty in (P*o·P*)d values is ± 0.012 in (a) and 
± 0.024 in (b); and the maximum uncertainty in (x*-x* o)d 
values is less than ± 0.019 in both (a) and (b). 
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~o 0.1 ...... 
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0.0 2.0 4.0 6.0 8.0 10.0 12.0 

Least-squares straight Ilne fitted ta the (p·o-P·)d 
versus (x*-x* o)d data for fully developed duct flow: maximum 
flow rate. The maximum uncertalnty ln (p·o-P·)d values is 
± 0.012 and is less than ± 0.019 in (x·-x·o)d values. 
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Figure 28: Friction factor - Reynolds number results for fui Iy developed 
duet f1ows: 0 denotes the experimental resul ts of this inves­
tigat ion; ( ) denotes the results obtained from the PJ 
correlation [54]; and (-- --) denotes ± 5% deviation in the 
PJ correlation values. The uncertainty ln ail experlmental fd 
and Red values is less then ± 5.00% and ± 2.35%. respec-
t ivel y. 
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Intramodular tlme-mesn wall statle pressure distributions ln Duet 1. For the 
experlmental da~a (0) of eaeh graph, the (1) run number, (II) Re., and the maximum 

1 ** * * uneertalnt as ln (III) (P ,-P ). and (Iv) (x -x t)m values are, respectlvely: 
(a) 1, 5.432x103 , ± 6.8x10· 3 , and ± 1.3x10· 3 ; 
(b) 2, 8.806x103 , ± 3.6x10· 3 • and ± 1.3x10· 3 ; 
(e) 3, 11.22x103 , ± 2.2x10· 3 , and ± 1.3x10· 3 ; and 
(d) 4, 17.17x103 , ± 1.3x10· 3 , and ± 1.3x10· 3 . 

Numerlcal data (------) Is shown for Runs 1,3, and 4: Sea Table 19 for Rem values. 
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Figure 55: IntramoduJar time-mean wall statle pressure distributions ln Duet 1. For the 
experimental data (0) of each graph. the (1) run number, (II) Re., and the maximum 
uncertalntles in (1 il) (P*f-P·). and (Iv) (x·-x·,). values are, respectlvely: 
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Numerlcal data (-----) Is shawn for Run 6: See T~~le 19 for Re. value. 
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Figure 38: Intramodular tlme-mean wall statie pressure distributions ln Duet 3. For the 
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uncerlaintles ln (ill) (p* -p*). and (Iv) (x*-x*,). values are. respectlvely: 
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(d) 4. 16.93x103 , ± 2.1x10- 3 • and ± 1.3x10- 3 • 
Numerlcal data (-----) Is shawn for Runs 1,3, and 4: See Table 19 for Rem values. 
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Figure 59: Intramodular lime-mean wall statle pressure distributions ln Duet 3. For the 
experimental data (0) of each graph, the (1) run number, (il) Re •• and the maximum 

, * ft * * 1 J uncertalntles ln (III) (P j-P)m and (Iv) (x -x 1). values are, respect va y: 
(a) 5, 21.85x103 , ± 1.9x10- 3 , and ± 1.3x10- 3 ; 
(b) 6, 27.84x103 , ± 1.8x10- 3 , and ± 1.3x10- 3 ; and 
(c) 7, 32.32x103 , ± 1.6x10· 3 , and ± 1.3x10· 3 . 
Numerlcai dala (--) is shawn for Run 6: See Table 19 for Re. value. 
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Figure 60: Surface streamline patterns on plates in thp tourth, fifth 
and sixth periodic modules downstream of the start of the 
flow visualization section in Duct 2 for Run 2, 
Rem = 8.087x103 : The main-flow direction is tram right ta 
left . 
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Figure 61: Plate-surface streaml ine pattern for periodic fui Iy developed 
turbulent flow in Duet 1 with Rem = 5.432x103 : The main-flow 
direction is tram top ta bot tom. 

Figure 62: Plate-surface streaml ine pattern for periodic fui Iy developed 
turbulent flow in Duct 1 wlth Rem::' 8.806x103 : The main-flow 
di r ec tian i s f rom top t 0 bo t tom. 
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Figure 63: Plate-surface streamline pattern for periodic fully developed 
turbulent flow in Duct 1 with Rem = 11.22x103 : The main-flow 
di rection is trom top to bottom. 

-.... 
Figure 64: Plate-surface streaml ine pattern for periodic fully developed 

turbulent flow in Duet 1 with Rem = 17.17xl03 : The main-flow 
di rect ion is tram top to bodom. 
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Figure 65: Plate-surface streaml ine pattern for pericdic fui Iy developed 
turbulent flow in Duct 1 with Rem = 22.06x103 : rhe main-flow 
direction is from top ta battom. 

Figure 66: Plate-surface streaml ine pattern for periodlc fui Iy developed 
turbulent flow in Duct 1 wi th Rem = 27 81x103 . The main-flow 
direction is from top ta bottom. 
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Figure 67: Plate-surface streaml ine pat~ern for periodic fui Iy developed 
turbulent flow in Duct 1 with Rem = 33.49x103 : The main-flow 
direction is trom top to bottom. 

Figure 68: Plate-surface streaml ine pattern for periodie fui Iy developed 
turbulent flow in Duet 2 with Rem = 5.397x103 : The main-flow 
direction is trom top to bottom. 
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Figure 69: Plate-surface streaml ine pattern for periodic fully developed 
turbulent flow in Duct 2 with Rem = 8.087x103 : The main-flow 
direction is trom top to bottom. 

Figure 70: Plate-surface streamline pattern for periodic fully developed 
tu r bu 1 en t f low i n Duc t 2 w i th Rem = 10. 94x 103 : The ma i n - f low 
direction is from top to bottom . 
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Figure 71: Plate-surface streaml ine pattern for periodic fully developed 
turbulent flow in Duct 2 with Rem = 1è.28x103 . The main-flow 
direction is from top to bottom. 

Figure 72: Plate-surface streaml ine pattern for periodic fui Iy developed 
turbulent flow in Duet 2 with Rem = 21.33x103 : The ma,in-flow 
direction is tram top to bottom. 
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Figure 73: Plate-surface streamline pattern for periodic fui Iy developed 
turbulent flow in Duet 2 with Rem = 26.62x103 : The main-flow 
direction is tram top to bat tom. 

Figure 74: Plate-surface streaml ine pattern for periodic fui Iy developed 
turbulent flow in Duct 2 with Rem = 32.93x103 : The main-flow 
direction is from top to bot tom. 
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Figure 75: Plate-surface streamline pattern for periodie fui Iy developed 
turbulent f low in Duet 3 wi th Rem = 4.997x103 : The main- f low 
directio'1 is from top to bottom. 

Figure 76: Plate-surface streamline pattern for periodie fui Iy developed 
turbulent flow in Duet 3 with Rem = 8.682x103 : The main-flow 
direction is from top to bottom. 
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Figure 77: Plate-surface streamline pattern for periodic fully developed 
turbulent flow in Duct 3 with Rem = 10.98x103 : The main-flow 
direction is trom top ta bottom. 

Figure 78: Plate-surface streaml ine pattern for periodic fui Iy developed 
turbulent flow in Duet 3 with Rem = 16.93x103 : The main-flow 
direction is from top to bot tom . 
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Figure 79: Plate-surface streaml ine pattern for periodic fully developed 
turbulent flow in Duet 3 with Rem = 21.85x103 : The mai~-flow 
direction is trom top to bottom. 

Figure 80: Plate-surface streaml ine pattern for periodie fully developed 
turbulent flow in Duet 3 with Rem = 27.84x103 : The main-flow 
direction is from top to bottom. 
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Figure 81: Plate-surface streaml ine pattern for periodic fully developed 
turbulent flow n Duct 3 with Rem = 32.32x103 : The main-flow 
direction is 'rom top to bottom. 
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Figure 82: Comparison of nondimensional results obtained from numerical 
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(d) 
Figure 86" Streamline plots for Duct 1: (a) Run 1, Rem = 5.764x103 ; 

(b) Run 3, Rem = 11.72x103 ; (c) Run 4, Rem:::: 17.42x103 ; and 
(d) Run 6, Rem::: 27.27x103 . (Diagrams are not to scale, true 
ho r j zon t al: ve r t 1 ca 1 di mens ions = 4: 1 . ) 
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Figure 87. Streamline plots for Duet 2: (a) Run 1, Rem = 5.809x103 ; 

(b) Run 3, Rem = 11.56x103 ; (c) Run 4, Rem = 16.76x103 ; and 
(d) Run 6, Rem = 26.47x1C3 . (Diagrams are not ta scale, true 
horizontal :vertical dimensions = 4:1.) 
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Figure 88: Streamline plots for Duct 3: (a) Run 1, Rem = 5.718x10

3
; 

(b) Run 3, Rem = 11.78x103 ; (c) Run 4, Rein = 17.42x103 ; and 
(d) Run 6, Rem = 27 .84x103 . (Diagrams are not ta scale, true 
horizontal :vertical dimensions = 4:1.) 
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Figure 91: Streamwise profi les of Ret in the Interplate gap (y/t = 0.5). 
Profiles for Run 1 ( ..... ), Run 3 (---), Run 4 ( ), 
and Run 6 (- - - -) are shown for eaeh of Duets 1 to 3. 
The respective values of Rem for Runs 1, 3, 4, and 6, are: 
(a) 5.764xl03 , 11.72x103 , 17.42xl03 , and 27.27x103 ln Duet 1; 
(b) 5.809xl03 , 11.56x103 , 16.76xl03 and 26.47xl03 ln Duet 2; 
and (e) 5.718xl03 , 11.78xl03 , 17.12xl03 and 27.84xl03 ln 
Duet 3. 
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Axial profi les of nondimensional variables in Duet 1 
wlth Rem = 5.764x103 ~ ..... ), 11.72x103 (-_._), 17.42x103 

( ), and 27.27x10 (- -- -): (a) nondimensional 
plate shear stress; (b) nondimensional wall shear stress; and 
(c) nondimensional axial momentum flux. 
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Axial profi les of nondimensional variables in Duet 2 
with Rem = 5.809x103 f·· .. ). 11.56x103 (---), 16.76x103 

( ). and 26.47x10 (- - - -): (a) nondlmensional 
plate shear stress; (b) nondimensional wall shear stress; and 
(c) nondimensional axial momentum flux. 
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Axial profiles of nondimensional variables in Duet 3 
with Rem = 5.718x103 ( ..... ), 11.78x103 (- - -l, 17.42x103 

( ), and 27.84x103 (- - - -): (a) nondimensional 
plate shear stress; (b) nondimensional wall shear stress: and 
(c) nondimensional axial momentum flux. 
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Figure 95: The eight intramodular locations, X1 to xe. for the 
U velocity plots presented in Figs. 96 to 101: (a) Duet 1; 
(b) Duct 2; and (c) Duet 3. 
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Figure 96: Nondimensional U velocity profi les for Duet 1, 
Rem = 5.764x103 , at: (a) X1 ( ....• ), X2 (----), 
X3 (- --l, and X4 ( ); and (b) X5 ( ••••• ), 
X6 (- - - -), X7 (- - -), an-d X8 ( ) • (Refer to 
Fig. 95 for locat ions of X1 to xe.) 
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Figure 97: Nondimensional U velocity profl les for Duet 1, 
Rem = 27.27x103 • at: (a) X1 ( ..... ), X2 (----), 
X3 {---l, and X4 ( ); and (b) X5 ( ..... ), 
X6 (- - - -), X7 (- - -), and xe (-). (Refer to 
Fig. 95 for locations of X1 to xe.) 
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Figure 98: Nondimensional U veloeity profiles for Duet 2, 
ReAl = 5.e09x103 , at: (a) X1 ( ...•• ), X2 (- - - -), 
X3 (---), and X4 ( ); and (b) X5 ( ..... ), 
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Figure 99: Nondimensional U veloeity profi les for Duet 2, 
Rem = 26.47x103 • at: (a) X1 ( ..... ). X2 (- - - -). 
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Figure 102: The intramodular locations, X1, X4, X5, and X8, for the 
profi le plots of k and Ret presented in Figs. 103 to 108: 
(a) Duet 1; (b) Duet 2; and (e) Duet 3. 
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Figure 104: Nondimensional mean turbulence kinetic energy, k, profi les 
in Duc t 2 a t X 1 ( ••••• ), X4 (- - - -), X5 (- - -), and 
xe ( ): (a) Rem = 5.809x103 ; and (b) Rem = 26.47x103 . 
(Refer to Fig. 102 for locat ions X1, X4, X5, and X8.) 
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(Refer to Fig. 102 for locations X1, X4, X5, and X8.) 
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Figure 106: Profi les of turbulence Reynolds numbers, Ret' in Duet 1 at 
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Figure 107: Profiles of turbulence Reynolds numbers, Ret, in Duct 2 at 
Xl ( ..... ), X4 (- - - -), X5 (- - -), and X8 ( ) : 
(a) Rem = 5.809x103 ; and (b) Rem = 26.47x103 • (Refer to 
Fig. 102 for locations X1, X4, X5, and X8.) 
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Table 1 

Values of the constants used in the k-f models of turbulence {"2]. 

c~ C'f C2f O'k O'l 

0.09 1.44 1.9~ 1.0 1.3 

Table 2 

Functions for the k-f models. Models are designated by the following 
two-Jetter codes: 

hl 
0 
d f C,II 
1 
1 

ST 1.0 

·2.5 
JL exp{ } 

( 1+0. 02Ae t ) 

-3.4 
LS exp{ ) 

( 1+0.02Aet )2 

CH l-exp(-O.OIIS VO) 

LB (1·8Xp(-0.0165 Rey)} 

20 5 
x (1+--) 

Rel 

ST - standard or high-Reynolds-number [75] 
JL - Jones and Launder [80,89] 
LS - Launder and Sharma [91] 
CH - Chien [92] 
LB - Lam and Bremhorst [93] 

f CI f fez c Ec Et 

1.0 1.0 0 0 

2 Z 1/2 

Z 2,11,111 a U, 8{k ) 
1.0 1-0.3exp{-(Rlt ) ) -(--) 2p{-- } 

p 8x j 8xt hl 

2 2 1/2 

Z 2,11"", B UI 8(k ) 
1.0 1-0.3exp{ - (Rit) } -(--) 2",,{-- } 

p BIC) BXt hj 

2 
Ret f k 

1.0 1-0.22exp{-(-) ) 2,.,.- exp( -0 Sv·) 2,11-
6 yZ yZ 

3 
l 0.05 2 

1+(--) l-exp{· (Ret> ) 0 0 

f"" 

9= near-wall ( value is specified using wall functions. 

r 
al 
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2 

0 

2 

0 
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Z a k 
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Table 3 

cross-sectionaltand modular dimensions of interrupted-plate rectangular duet test sections 
(Duets 1 to 3). 

Duel b H L t À L- lt 1 -s s 
No. (mm) (nvn ) (mm) (mm) (mm) = b/H = LlH = t/H = s/H 

1 152.54 14.50 25.45 0.40 25.36 10.52 1.755 0.027 1.749 

2 152.46 14.40 25.45 O.BO 25.36 10.59 1.767 0.056 1.761 

3 152.52 14.40 25.50 1.59 25.30 10.59 1.771 O. 1 ~O 1.757 1 

--_._- -_ ... ~-- ---

+ 1. Values of H and t w~re ea/eu/ated 'rom measured values of 2H and 2t. 
2. The uncertalnty ln ail values of b, H, li and s, is less than ±1.0% of the 

reported va/u~. 
3. The uncertalnty ln ail value~ of t is ±0.01 mm. 

., 

4. The uncerta:nty in ail values of ~, l- 1 and s· Is less than ±1.1% of the reported value. 
5. The uncertalnty ln al 1 va~ues of l- is less than ±0.0014. 

.e:. 
o 
co 
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Table 4 

Locations of the centers of the wall 
portion of the test section.t 

static pressure tap hales for the alumlnum duel 

1" l -1 
1 l ~ t..:::::.::::.:.:.:::::.; 2'l' 1 
r (l-x) x....---l 

*>1. (l-x)+ '101~~{i-x)+ Ital. (l-x)=f 1101. (l-x)+ r lin 1 , (l-x)+ ""J. (l-x)+ ",,1. (l-x)=f 1101. (l-xl=f ... 1. (t-xfl= 
~ ~ ~ ~ ~ ~ ~ ~ ~6 

1-_1---'(,-,mC-'m~) ( III m ) ( mm) ( mm) J. ~ ':? _ t-_I--'(~m.:..:m:;..:..) _-+f-_+-(_m_Dl_)~-j+-_+(:.;":::.III=')_-+f-_+(:".';;;'.;;;':') __ 

102 9g lb 221 61 ~I IAn SO 16 SI') 1) 101 {,qa Jo 126 a~~ gl 1~1 lOIS ll6 ln 1174.U lot uu ... , 

69 09 21 117 91 ~1 IR6 8~ 11 54> S} lM '04 64 127 86).)6 1~2 1022 16 111 ll'1.~l 20l In',11 

n 45 18 1)4 n SI ]9, 14 18 551 i1 101 710 % 110 ~"9.1J IH 102" 6) 1711 lI~'.n 201 U".'" 
III 84 H 1<0 6) H )99 &5 79 558 57 1<'>4 1\1 40 119 AH 91 154 10)~.01 n9 11'1).70 204 U51.·" 

8f1 16 JO 141 00 55 (as 91 00 564 90 105 11 J 46 110 ~1l2 H 155 1041;0 110 UOO.07 J05 Us ..... ' 

6 94 57 Il lS) H 56 412 ]6 al 571 20 106 11007 ni 8ell.74 156 IOU.51 lin 1206.52 2a. Il'S.11 

100 98 )] ,59 7) \7 418 7i 02 511 .. 4 101 1)' 5J 1)2 695 16 151 10$) 9C 1.2 1212 7' 207 1371.4J 

• 107 H 11 26S qll ~9 H4'2 il 501 91 lat! Hl69 !!) 90! H I~. 1060 )0 IIU 121'.1. lOG l)17.U 

• 11) " 14 211 .4 ~9 .)1 14 e. ~90 14 109 14' O' 114 907 99 1~9 1064 60 le. 1225.54 109 11U4.1. 

10 119 94 ,5 27894 60 "7 '2 ., ,'666 lia 75\ 3S l)~ 914.2\ 160 107) 02 195 1111.90 110 1190.\1 

Il 116 l' lb les l' 61 444.16 96 601 8S III 761 1ft \)6 9JO,51 161 1019 •• 10. Il~ l' 211 119'.01 

12 11165 ») Jil.6) 61 ~50 44 e, 609 la 112 '68 08 Il' 92~ 92 l" lOIS 71 187 1244.50 III 140) 1) 

1) 11906 lS 191 es 61 .S615 ou 615.69 III "4 40 lla ~11 26 16) 10'1.11 180 1250.1 21) 140. '5 

14 1.~ 11 )9 )0. 20 ~4 46) 10 0' 621 9~ ll~ 7~Q Dt 119 9)9 S, 164 lO~.l~ l~ IlS! 21 114 1415.'0 

n 15/ 65 40 11050 lbS 069 42 90 629 O!I 11~ 107 10 140 9459) 165 1104 9] !J<O 12'154 liS 1423.11 

16 15ft 06 41 116D? 66 .J~ 9~ 91 614.75 116 '9l., 141 952.3\ 16~ J.l1 07 1.1 12i~.'1 JI' 142'." 

11 164 l~ 41 1.'8 bl '~2 le 92 bU 04 111 7'~ a9 142 9U 105 167 1111 46 l'U 12U lJ 211 l"U.OS 

18 110 79 4] J2967 GO 408 60 91 641)5 118 006 15 If1 ~s O~ 168 Ill) 14 i~) 1212.6~ 211 It.l.lS 

19 171 20 44 ))6 09 69 4~S 00 94 6~J a~ 119 al~ ~l 144 971 4~ 169 111~ 9a l~, 12..... 21. 1.41.)2 

la 18).~1 4S 141 4' 10 SOI 15 95 ~o 17 JlO 818 98 14S 971 7e 170 Illi.&1 115 11'5.11 120 ItS4.1t 

11 Iii' e~ 46 '48 '6 71 507 H % 6bO SI III 815 li 146 I);If 1) J71 1141.90 !1J6 1l01.70 221 l"O.S~ 
]J 196 1) 47 155 1) ,2 514 O~ 97 6'2 8~ III ~)I.;S ,~7 ~90 48 172 1149)4 1., l}Ql.'~ 

H 202.50 CIl 16 49 7) ~~o .0 9. 67 .. 10 III 011 B6 lU ~." ln lIS5.!>1 lM 1114.)B 

24 200.'1 H 16'76 74 51f. eo 9' 63~.~O 114 944 14 149 looJ.01 174 JIU 04 l'n lll0.K 1 
25 JI' 111 SO Hi 2) ,/75 51,.1_0 100 ,,91 Dl 115 850 '0 ISO IOO9.~~ 115 ll'I.ll 200 DU .... 

+ 
+ 

(l-x) dimension 15 shONn ln the table as the pressure tap hale positions were meas­
ured with the respect to the exit plane of the aluminum duel section, al x=l. 
Tolerances on ail (f-x) values are less than ±O.10 mm. 

.., 

r.o--

.c. --o 
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Table 5 

Cross-sectionsl dimensions of the rectangular duct test section.+ 

b 2H e 
(mm ) (mm) = b/2H 

152.57 28.74 5.309 
(±O. 10) (±0.05) (±0.010) 

+ Reter ta Fig. 5 for a descr ipt ion of the nomenclature. 

Table 6 

Fui Iy developed turbulent flow in the rectangular duct: repeatsbility 
checks. 

Red Run Red + fd -ft Correlation=f % Deviat ion 

Range No. x 10· 3 x 102 Coefficient in Red# in fdm 

1 9.284 3.336 0.9978 
(Red)min -0.77 -2.34 

2 9.211 3.258 0.9978 

-
1 60.09 2.039 0.9978 

(Red)max -0.47 1.57 
2 59.81 2.071 0.9980 

r Uncertainty in Red values is less than ± 2.35%. 
Uncertainty in ail fd values is less than ± 5.00%. 
Correlation coefficient for {Po* - P*)d vs. (x* - x*o)d data points 
[ 123] . 

++ (% dev~at~on ~n Red) = (Red2 - Red1 ) / Red1 x 100%. 
#+ (% dey 1 a tian 1 n f d) = (f d 2 - f d 1) / f d 1 x 100%. 



Table 7 

Fully developed turbulent flow in the rectangular duet: comparison 
of friction factoçs with thosu obtained using the Prandtl-Jones 
co r rel a t i on [54]. "f 

Red fd (fd>r'J) % Deviat ion 

x10- 3 x 102 x102 trom (fd)PJ 

9.284 3.336 3.321 0.45 

15.46 2.887 2.900 -0.45 

20.57 2.697 2.698 -0.04 

30.28 2.379 2.454 -3.06 

40.05 2.272 2.298 -1.13 

49.87 2.145 2.184 -1.79 

60.09 2.039 2.095 -2.67 
.-

+ 1. Uncertainty in Red values is less than ± 2.35%. 
2. Uncertainty in fd values is less than ± 5.00%. 
3. Estimated uncertainty in (fd}PJ values is ± 5% [54]. 
4. (% Deviation from (fd}PJ) = {fd - (fd}PJ}/(fd}PJ x 100%. 

412 
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Tlbl. 8 

Nominal values of Red and the corresponding values of Refrtc and M1, the 
number of grid points used in the numerical investigation of fully 
developed turbulent flow in a two-dimensional channel. 

(Red )nom Ret rie Ml = (number of grid points) 

x10· 3 x10· 3 JL and LS mode 1 s ST model 

5.00 0.372 161 81 

10.0 0.669 165 85 

15.0 0.948 169 89 

25.0 1.48 173 93 

56.2 3.00 181 101 

92.8 4.69 185 105 

129. 6.30 189 109 

228. 10.5 193 113 
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Table 9 

Values of Red and fd calculated from the solutions obtained with the JL (891. LS[911. and 
ST [75] models. 

JL model LS model ST mode 1 

Refrie Red fd (fd}PJ % Di ft. Red fd (fd)PJ %Dift. Red fd (fd}PJ % Diff. 

x10- 3 )(10- 3 )(100 x100 in fd + x10- 3 x100 x100 ln fd + )(10- 3 )(100 x100 in fd +' 
0.372 5.16 4.16 4.17 -0.240 5.64 3.49 4.07 -14.2 5.50 3.67 4.10 -10.5 1 

! 

0.669 10.3 3.36 3.42 -1.75 11. 1 2.88 3.35 -14.0 10.8 3.10 3.38 ~8.28 

0.948 15.4 3.01 3.07 -1.95 16.6 2.61 3.01 -13.3 16.1 2.78 3.03 -B.25 

1.48 25.6 2.65 2.69 -1.49 27.4 2.32 2.85 -12.4 26.7 2.44 2.66 -8.27 

3.00 57.3 2.20 2.22 -0.900 60.8 1.95 2.19 -11.0 59.8 2.02 2.20 -8.18 

4.69 94.3 1.98 1.99 -0.500 99.7 1.77 1.96 -9.69 98.5 1.81 1.97 -8.12 

6.30 131. LBS 1.85 0.000 138. 1.66 1.83 -9.29 137. 1.70 1.83 -7.10 

10.5 231- 1.65 1.65 0.000 243. 1.49 1.63 -8.59 241. 1.52 1.63 -6.75 
- _ ... _--_.- - ---

+ (~Dlff. in 'd) = { fd - (fd)PJ } 1 (fd}PJ X 100". 

f'.I 

.. 

~ 
~ 

~ 
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. Table 10 

Values of Red and fd obtained with the ST model [75] when using a two­
piece velacity profile to calculate near-wall (y+ < 30) flow rates. 

RefriS Red fd ( f d )p J ' Diff' t x 10' x 10' 3 x 100 x 100 in fd 

0.372 5.04 4.37 4.20 4.05 

0.669 10.3 3.38 3.42 -1.17 

0.948 15.6 2.95 3.06 -3.59 

1.48 26.3 2.53 2.68 -5.60 

3.00 59.4 2.05 2.20 -6.82 

4.69 98.0 1.83 1.97 -7.11 

6.30 136. 1. 71 1.84 -7.06 

10.5 240. 1.53 1.63 -6.13 

+ % 0 i f f. in f d = [ f d - (f d ) P J ] 1 (f d ) P J x 100%. 

Table 11 

Effeet on the the averall rate of convergence wh en employing 
different k and f equation source term formulations in the JL 
mode 1 • Procedure A was used with ail source term combinat ions 
listed. (Refer to Section 7.2.2 for details.) 

Refric Norma 1 i zed Execute Un i ts + 
x 10'3 Sk,_Sf, Sk, -Sl2 Sk 2-Sl

1 
Sk 2 -Sl

2 

0.372 1. 00 1.00 0.970 0.970 

1.48 1.00 1.40 1.03 1.19 

3.00 1.00 1.30 0.840 1. 10 

10.5 1.00 4.72 2.58 2.49 

Values shown are the number of execute uni ts required, normalized 
by the execute units required for the Sk 1 -Si, combination at the 
same value of Refric' 

ft 
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. Table 12 

Effect on the the overall rate of convergence when employlng dlfferent k 
and ( equation source term formulations ln the ST model. Procedure A 
was used with ail source term combinations listed. and ail relaxation 
parameters. o's. are 1.0. (Refer to Section 7.2.2 for detalls). 

Ref r i c Normalized Execute Unlts + 
x 10· 3 Sk,_Sf, Sk, -Sf 2 SkZ-Sf, sk _SE Z Z 

0.372 1.00 1.75 NC+ 4.00 

10.5 1.00 Ne+ NC+ NC+ 

+ Values shown are the number of execute units required. normalized by 
the execute units required for the Sk,_Sf, combinat ion at the same 
value of Refric' + NC - no convergence achieved 

Table 13 

Res and fs values used to determine the input value of p for the 
periodic fui Iy developed laminar flow calculations. 

Res f5 

from [14] from [14J 

100 0.500 

200 1.00 

500 1.90 

1000 3.25 

2000 5.00 



r 
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Periodic fully developed turbulent flow ln Ducts 1 to 3: repeatabliity 
checks. 

Duel Re. Run Re .. + '. +t Cor rel a tion+ , Deviation 

No. Range No. x 10- 3 x 102 Coefficient ln Ra.# ln f. +H= 
1 5.432 4.522 > 0.9993 

(Re.).ln -0.63 0.84 
2 5.398 4.560 > 0.9995 

1 
1 33.49 2.735 > 0.9990 

(Re. ) ... x 0.03 0.00 
2 33.50 2.735 > 0.9990 

1 5.397 5.678 > 0.9991 
(Re.).in -0.17 -2.32 

2 5.388 5.546 > 0.9990 
2 

1 32.93 3.756 > 0.9985 
(Re. )ux -0.70 -0.61 

2 32.70 3.733 > 0.9985 

1 4.997 9.723 > 0.9990 
(Re.).ln -0.34 -2.60 

2 4.980 9.470 > 0.9993 
3 

1 32.32 6.352 > 0.9990 
(Re. )ux -0.53 -0.52 

2 32.15 6.319 > 0.9988 

+ Uncertainty in Rem values is less than ± 2.25%. ++ The estimated experimental uncertainty in f m values is less than or 
equal to ± 2.00% and ± 12% of the reported values corresponding to 
Rema~ and Remin • respectively. + Correlation coefficients for (P/ - p*) vs. (x* - x· o ) data points 
[123]. The value shown Is the minimum value obtained for the sets of 
periodic data points used ta calculate local f. values. 

# (% dev~at~on ~n Rem) = (Re1l2 - Re. 1 ) 1 Rem1 x 100%. 
=f=H= (% devlatlon ln flll ) = (f1l2 - '.,) 1 f .. , x 100%_ 
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Tabl. 15 

Deviation of local friction factors from the average friction factor 
calculated for the varlous module Reynolds numbers of Ducts 1, 2, and 3. 
(See Table 16 for average friction factor values, f., and uncertalnty ln 
Re. va 1 ues . ) 

'li. Dev i a t 1 on 0 f local f. valuls 'rOl'A av.rage f. valui + Cor relat Ion 

Re. 
x 10. 3 '. L ( '.lC f.c, '.CT f. TE '.GI '.;2 f. Gl Coe' 1 ic;llnls + 

5.432 0.28 0.54 -0.42 -0.23 -0.61 0.26 0.07 O. Il ~ o D993 

0 8.806 o 28 0.14 o 1~ 0.47 -1.S4 0.09 -0.50 0.84 ~ o 8D93 
U 

c; Il.22 -0.58 0.06 0.09 0.27 o 24 0.18 -0.13 -IL 12 ~ 0.!lgD4 
t 

17.17 ·O.OB -0 06 0.24 0.17 -0.32 o 21 -0.03 -0 14 ~ o 9992 
1 

22.06 -0.37 -0.50 o 13 0.42 ·0 10 0.25 0.05 o 12 ~ o 9992 

27.81 -0 18 -0 21 -0 33 0.12 -0 36 o 73 -0 13 0.37 ~ O.9S1e9 

33 49 -0 24 -0.42 -0 22 o 10 ·0 42 o 65 o 25 0.30 ~ 0.9990 

S 397 -0 08 o 67 -0 07 o 65 ·0 37 -0.43 -0 62 o 26 ~ 0.9991 

0 8 087 o 15 -0.24 -0 24 -0.31 -0 60 0.26 0.61 0.15 ~ o DS90 
U 

c; 10 94 0.02 -0.24 -1 02 Cl.27 -0 13 0.32 o 39 0.39 ~ o 9988 
t 

16 28 o 19 -:l.06 0.16 o 04 -0 53 -0 24 o 03 0.41 ~ o D907 
2 

21.33 -0 02 ·0.22 -0.25 -0.31 ·0.25 o 20 -0 04 o 89 ~ o 9986 

26.62 -0 13 -0.'5 -0 37 -0.31 -0 28 0.19 o 45 o eo ~ o 9g86 

32 93 o 01 -0.52 -0.18 -0 16 -0.48 0.02 o 51 o 81 ? 0.1I9B5 

4.997 o 57 -0.88 o 97 0.06 -0.05 -0.53 -0.52 0.38 ~ o ggSO 

0 B 682 -0 13 -0.38 0.01 0.35 -0.25 -0.33 0.32 o 40 2 o D995 
u 
c; 10.98 0 15 -0 71 -0 OS 0.06 -0 07 0.26 -0 17 0.54 ~ 0.9994 
t 

16 93 0.30 -0.85 0.02 o 22 0.09 -0.06 0 12 0.17 ~ o ggD4 
3 

21.85 0.30 -0 98 -0 03 0.42 -0.20 -0.13 0.02 0.59 ~ 0.91192 

27.84 0.09 -1.00 0.19 -0 04 -0 27 0.10 0.53 o 41 2 0.119112 

32 32 o 28 ·1.35 0.111 o 15 -0 01 0.18 0 19 o 37 ? o gg90 

+ % Deviation in local 'III 'rom average '. = (f.lOC8l • f.l 1 '. x 100% + Correlation coefficients for periodically spaced (P*o·p ) vs. 
* * (x ·x 0) data points [123]. The value shown Is the minimum value 

obtained from ail 8 sets of the perlodic data points used to calcu· 
late the local value of f m• 

- - ---- -----------~ 



Run 

No. 

1 

2 

3 

4 

5 

6 

7 

..... , 

Tabl. 16 

Experimenta! values of module Reynolds number, Rem and eorresponding 
module friction factor, f m , values fer periodic fui Iy developed turbu­
lent flow ln interrupted-plate ree~angular duets: Duets l, 2, and 3. 

Duct 1 Duct 2 Duct 3 

Rem + 'm ±'m # Rem + '. ±f. =+= Rem + fm ±f. # 

x10- 3 x 102 % x10- 3 x102 % x 10- 3 x 102 % 

5.432 4.522 12. 5.397 5.678 10. 4.997 9.723 12. 

8.806 3.871 7.1 8.087 5.227 4.4 8.682 8.257 2.8 

11.22 3.664 4.5 10.94 4.874 3.7 10.98 7.975 2.4 

17.17 3.234 2.8 16.28 4.453 2.0 16.93 7.157 1.9 

22.06 3.056 3.7 21.33 4.146 1.8 21.85 6.854 1.6 

27.81 2.875 2.9 26.62 3.990 2.0 27.84 6.569 1.6 

33.49 2.735 2.0 32.93 3.756 1.7 32.32 6.352 1.5 

+ Uncertainty in Rem values is less than ± 2.25%. 

++ ±f m (%) = (± uneertainty in fm) 1 fm x 100%. 

r" 

• .... 
co 
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Table 17 

Rey~olds number, Rek , and corresponding module friction factor, f
k

, v~l­
ues lor periodic fui Iy developed turbulent flow in Duets 1, 2, and 3.~ 

Duet 1 Duet 2 Duet 3 

Rek + fic Re le + f k Rele t f k 

xl0- 3 xl02 xl0- 3 x102 xl0- 3 x 102 
j 

7.238 5.467 7.191 6.374 6.654 9.114 

11. 74 4.748 10.78 5.868 11.56 7.740 

14.95 4.494 14.58 5.472 14.62 7.476 

22.87 3.967 21.70 4.999 22.55 6.709 

29.40 3.748 28.43 4.654 29.08 6.425 

37.06 3.526 35.47 4.479 37.07 6.158 

44.63 3.355 43.88 4.216 43.04 5.954 

+ Uncertainty in Re le values is less than ± 3.00%. 
=t= f k values derived from f m values of Table 16, using Eq. (8-3). 



!, 
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Table 18 

Intramodula· (P*I - p*). vs. (x* -x*I). data points çorrespondlng to tne 
minimum and maximum tlow rates in Duets 1, 2, and 3.~ 

Duet 1 Duet 2 Duet 3 

(x· -x t ). (p. f -p. )111 x 102 (x·-x",). (P·I -p. )111 x 102 exo _xe 1 ). (P·I -p. '. 

x10 Re. = Re. ::: x10 Re. = Re. ::: xl0 Re. = 
5.432 33.49 5.397 32.93 ".997 
x103 xl03 x103 x103 x103 

-
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 

2.186 3.105 2.565 2.201 5.191 4.348 2.201 10.35 

4.396 5.857 4.007 4.427 9.079 6.758 4.427 16.98 

6.578 7.523 4.469 6.624 10.73 6.805 6.624 18.58 

8.776 7.699 3.860 8.837 10.47 5.306 8.837 16.84 

10.96 7.006 '1.570 11.04 8.982 2.605 11.04 13.70 

13.14 6.087 1.909 13.23 6.900 1.177 13.23 9.960 

15.34 6.192 2.672 15.45 6.528 2.362 15.45 9.799 

17.53 7.971 4 783 17 .66 10.09 6.615 17 .66 17 .22 

+ 1. Uncertainty in ail Rem values is less than ± 2.25%. 
2. The maximum uneertainty in (x· - xOi)m values is less than 

± 1.3xl0- 3 . 

x 102 

Re. = 
32.32 
x103 

0.000 

7.985 

11.7', 

11.56 

8.948 

3.954 

0.5086 

2.670 

11. 268 

3. The maximum uncertainty in the (p. i - p·)m values ranges from a 
minimum value of ± 8.3xl0- 4 for Duet 1, with Re. = 33.49x103 to 
± 1.5x10- 2 for Duel 3, with Re. = 32.32x103 . 
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. Tabl. 19 

Numerieal values of module Reynolds number, Re. and corresponding module 
friction factor, fm, for periodic fui Iy developed turbulent flow in 
interrupted-plate rectangular duets: Ducts 1, 2, and 3. 

.-
Duet 1 Duct 2 Duet 3 

Run + + + Re .. fm Rel; fra Re .. f. 
No. 

x10- 3 x102 x10' 3 x102 x 10' 3 x102 

1 5.764 4.018 5.809 4.901 5.718 7.425 

3 11.72 3.356 11.56 4.368 11.78 6.935 

4 17 .42 3.143 16.76 4.204 17.42 6.762 

6 27.27 2.989 26.47 4.035 27.84 6.570 

+Differenee between reported Rem values and grid-independent values is 
estimated to be less than 2% of the grid-independent values. 

Table 20 

Percent deviation of numerieal values of Rem in~Table 19 from 
eorresponding experimental values in Table 16. T 

Run Duet 1 Duet 2 Duet 3 
No. 

1 7.90 7.63 14.4 

3 4.46 5.67 7.28 

4 1.46 2.95 2.69 

6 -1.94 -0.563 0.00 

1= (Percent deviation) = (Numerieal - Experimental) 1 Experimental x 100% 
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Table 21 

Values of stream funetions eorresponding to streaml ines plotted in F!gs. 86(8) ta 88(d) for 
Duets 1, 2, and 3. In these figures, Streamline Number 1 Is the uppermost horizontal Ilne fol­
lowed by Streamline number 2 immediately below it, followed by the streamlines below It whlch 
are numbered 3 to 14 in the same manner. Streaml ine Number 14 Is loeated immedlately above the 
horizontal surface of the plate. 

Stream Funetlon Values 

(m2 /s) x 10~ 

Duet 1 Duet 2 Duet 3 
St real1l-

Re = 1Re -= 1 ine Rem = Rem = Rem = Rem = Rem = Rem = Rem = Rell! = Ra lll = Rem = III III 
No. 5.764 11.72 17 .42 27.27 5.809 11.56 16.76 26.47 5.718 11.78 17 .42 27.84 

x 103 x103 x103 x103 x 103 x103 x103 x103 x103 x103 x103 x103 

1 432.1 878.9 1306. 2044. 420.6 882.2 1285. 2016. 423.3 866.7 1282. 2090. 
2 388.9 791.0 1176. 1840. 378.5 794.0 1156. 1814. 3B1.0 780.0 1154. 18B1. 
3 345.7 703.1 1045. 1636. 336.5 705.7 1028. 1613. 338.6 693.4 1026. 1672. 
4 302.5 615.2 914.5 1431. 294.4 617.5 899.4 1411. 296.3 606.7 897.4 1463. 
5 ~59.3 527.3 783.8 1227. 252.4 529.3 770.9 1210. 254.D 520.0 769.2 1254. 
6 216.0 439.4 653.2 1022. 210.3 441.1 642.4 1008. 211. 6 433.3 641.0 1045. 
7 172.8 351.6 522.6 817 .8 168.2 352.9 513.9 806.3 169.3 3·i6.1 512.8 835.8 
8 129.6 263.7 391.9 613.3 126.2 264.6 385.5 604.8 127.0 260.0 384.6 626.9 
9 86.42 175.8 261.3 408.9 84.12 176.4 257.0 403.2 8~.66 173.3 256.4 417 .9 
10 43.21 87.83 130.6 204.4 42.06 88.22 128.5 201.6 42.33 86.67 128.2 209.0 
11 32.76 66.79 99.35 155.6 31. 71 66.54 96.93 152.1 32.05 65.66 97.12 158.5 
12 22.31 45.70 68.07 106.6 21.35 44.87 65.37 102.6 21. 77 44.65 66.04 108.1 

~lL_ 
11.86 24.60 36.78 57.75 11.00 23.19 33.81 53.05 11.49 23.64 34.96 57.70 
1.417 3.502 5.4Q8 8.855 .6416 1.519 2.251 3.538 1.207 2.626 3.880 7.273 

--'----_._--- -_._.-

~ 
N 
(.,) 
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Table 22 

Values of variables used ln the generatlon of the nonunlform x and y grlds that were employed ln 
the simulations of turbulent fui Iy developed channel flow (Turb.F.D.Ch.Flow), and lamlnar and 
turbulent periodlc fully developed (P.F.D.) flows. (See Appendlx 1 for further detalls). 

Turb. Lamlnar P.F.O. Turbulent P.F.D. 
F.O. Interrupted-Plate Interrupted-Plate 
Ch.Flow Passage Flow Duet Flow 

Gr Id 
1 2 3 2 2 

Y zone x zonas y zor.es • zones y zones 
Variable 

Ups t rm Top Ups t rm Bot tom 
& 8. Middle & 

Dwns t rm Bot tom Ownst rm Duet 1 Duet 2 Duet 3 Duet 1 

GF 1.2 1 2 1.2 1.2 1.2 1.2 1.2 1.2 1.2 

60 + 
LO/LzT ( ) 0.05 0.06 0.06 0.05 5.45 1. 11 2.21 5.45 

Rafrle 
.10-] x10' 2 x10· 2 .10'] 

NCVO 40 10 6 6 8 3 7 9 3 

lz/lzl 1.000 0.500 0.300 0.400 0.500 0.027 0.973 0.056 0.944 

Nevt : 
specl i y 159 41 23 27 33 7 13 17 93 
calculate # 43 23 25 35 11 23 29 65 

, --_ .. _-

+ Corresponds to a distance of y. = 30 from the channel wall. 
t+See Table 8: Nfvt = (Ml - 2) for JL and LS models; 

Ncvt = {{Nfvt) _ 2{NCVO)} for ST model Jl .odel • 

Top 

Duet 2 Duel 3 

1.2 1.2 

! 

1. 11 2.21 
xl0· 2 .10- 2 

7 9 
1 

0.110 0.890 

97 81 
75 69 

.... 
1\) .... 
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Table 23 

Unlform X and Y grid distributions used ln Appendix 6. 

Gr id Number of h/LzT 
Gr id Points 

Xl 100 1.020 x 10- 2 

X2 124 8.196 x 10- 3 

X3 146 6.945 x 10- 3 

Y1 147 6.899 x 10- 3 

Y2 174 5.813 x 10- 3 

Y3 201 5.022 x 10- 3 

Table 24 

Values of variables, denoted as ~i in this table, used in the sample 
calculation of Rem ± c5Rem. (See Appendix 5 for details.) 

~, Value of '1, (6~/'1 h 2 

Aft 6.204x10- 3 [m2 ] 1.21Cxl0- 4 

b 0.1525 [m] 4.299xl0- 7 

IJ 1. 782x10- 5 [kg/(m-s)] 1. 545xl0' 7 

P 1.203 [kg/m3 ] 1. 432xl0- B 

A 14.11 [Pa1/Z ] 2. 485x 10- 4 



r-
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Table 25 

Values of variables. and their associated uncertainties, used ln the calculatlon of A and ± A 
terms ln Eqs. (A5-2) and (A5-6), respectlvely. 

=+= 

M.P.L. CF lgln CFtrb CFalgn CFwpx CFvs Vdyn Pdyn 

x103 x102 x102 x103 x103 (v) x106 (Pa) 1 

1 5.0 ±5.0 1.0 ±1.0 1.0 ±1.0 2.5 ±2.5 20.32 ±20.32 11569 ±799 
1 

0.9531 ±o.09319: 
2 5.0 ±5.0 1.0 ±1.0 1.0 ±1.0 0.0 ±O.O 14.29 ±14.29 20516 ±799 1.841 ±o.09806 
3 5.0 ±5.0 1.0 ±1.0 1.0 ±1.0 0.0 ±o.O 12.69 ±12.69 24509 ±799 2.238 ±O. 1004 
4 5.0 ±5.0 1.0 ±1.0 1.0 ±1.0 0.0 ±D.O 11. 80 ±11. 80 26903 ±799 2.476 ±0.1018 
5 5.0 ±5.0 1.0 ±1. 0 1. 0 ±1. 0 0.0 ±O.O 11.28 ±11.28 28379 ±799 2.625 ±O.1028 
6 5.0 ±5.0 1.0 ±1.0 1.0 ±1.0 0.0 ±O.O 11.36 ±1l.36 26128 ±799 2.600 ±O.1026 
7 5.0 ±5.0 1.0 ±1.0 1.0 ±1.0 0.0 ±O.O 11.85 ±11.a5 26786 ±799 2.465 ±0.1018 
8 5.0 ±5.0 1.0 ±1.0 1.0 ±1.0 0.0 ±O.O 12.53 ±12.53 24937 ±799 2.280 ±o .1007 
9 5.0 ±5.0 1.0 ±1. 0 1.0 ±1.0 0.0 ±O.O 14.15 ±14.15 20846 ±799 1.874 ±D.09827 
10 5.0 ±5.0 1.0 ±1.0 1.0 ±1.0 2.5 ±2.5 21.33 ±21.33 11079 ±799 0.9042 ±o.09299 

+ M.P.L. = me8SUfement point location (se8 Fig. 113). 

.:.. 
1\) 
en 
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Tml. 26 

Values of (Re.)x,y obtained uslng uniforM X-Y grld distributions, and 
values of (Re.t)x and (Re.t)y extrapolated from these values uslng the 
method described in Appendix 6. 

y + 
(Re. t )x 

X 147 174 201 

100 27105 27036 26945 ...... 26739 

124 27317 27171 27115 -.27063 

146 27398 27265 27208 ----.. 27143 

=1= + + + 
(Re", t )y 28086 28551 27500 

=1= Re"'t values were extrapolated from the Re. values. 

Table 27 

Extrapolation of (Rem)x y values, to grid-independent value of Re. t , 
assuming n = 2 in Eq. (Â6-1). 

y =1= 

(Re. t )x 
X 174 201 

124 27171 27115 ~ 26950 

146 27265 27208 --.. 27040 

~ 
+ + 1= 

27270 

(Remt )y 27504 27445 --'27269 
1 

=1= Remt values were extrapolated from the Re", values. ** estimated grid-independent value of Re"'t 


