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I present the measurements, analysi§ ‘and rcsults‘obtaincd with the NA34 cxperiment at the
CERN European laboratory, on the global charactéristigs of particle production 1n ultra-relativistic
oxygen — nucleus collisions, at incident éx;crgics of 60 and 20Q Gé"l\’/nuclcem. The observed
properties of the particle flow are analysed in the framework of phenomenological models inspired by
quantum chromodynamics. From this analys§s, novel nformation cmcrggiy concerning  the
mechanisms and space-time evolution of the soft:had:omc processes m short-lived extended volumes
of matter at extreme densities and tcmpcratum./ We consequently study the parameters and critical
conditions under which nuclear collisions could allow thc\o\bscrvation of a phase transition from

hadronic matter towards a new state of deconfined quark —gluon plasma matter
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Je présente les mesures, analyses ct résultats obtenus dans I'expérience NA34 au laboratoire
européen du CERN, ct concernant les caractéristiques globales de la production de particules dans les
collisions ultra-relativistes oxygcnc— noyau a des énergies inadentes de 60 et 200 GeV/nucléon. Les
preprigtés observées du flot de particules sont analysécs dans le cadre de modcles phénomeénologiques
inspirés de la chrompdynimique quantique De cette analyse découle une compréhension accrue des -
mécarusmes et de I'évolution spatio-temnporelle des processus d’'mteractions hadromques molles dans
un volume ¢tendu de matiére soumus temporairement a des densités ct des températures extrémes.
Nous ¢tudions finalement les paramcétres ct les conditions cntiques pour lesquels les collsions
nucléaires pourraient conduire 3 'observation d’une transition de phase de la matiére hadromque vers

un plasma de quarks et de gluons déconfinés
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Preface

'

In this thesis, I present the results of a research conducted within the HELIOS Collaboration,
an experiment of the ﬁrst‘gcncration devoted to the study of extended V()IU;TK‘: of matter under
extreme densities and temperature. This exploratory research s fundamentally motivated by the
possibility of using ultra-relativistic nuclear collisions to create short-lived systems where hadronic
matter would undergo a phase transition towards a new state of deconfined quark-gluon plasma
matter The stallation of the HELIOS multi-purpose sct-up started in 1984 in thé north fixed
target arca of the Super Proton Synchrotron at the CERN European laboratory in Geneva, The
expenment (NA34) was fully operational 1n november and decemnber 1986 for three weeks of data
taking with inadent oxygen itons of 60 and 200 GeV/nucleon, colliding on aluminium, silver or
tungsten target nucler'. The design of the detectors and the corresponding chowce of physics
observables were largely dictated by the very complex nature of the nuclear collisions  These
collisions mvolve a very large number of valence and sea quarks, and arc dominated by soft-hadronic
processes which are intimately connccted to the confinement problem and thus outsidethe proper

domaun of perturbative quantum chromodynamics (QCD) applicability.

In a global strategy for the creation of a quark-gluon plasma 1n nuclear colistons arfd, its
unambiguous identification, one has to reach the appropnate critical initial condifions, demonstrate
the achievemnent of some degree of thermalization in a system with fluid propertics and, finally,
measure signals directly probing the very naturc of the hot and densc matter, or sensitive to the
character of the phase-transition between quark matter and normal hadronic matter. The guidelines
for the experimental selection of the most significant observables will emerge from the introduction
chapter in which I will bnefly review the theoretical expectations conceming the critical parameters,
the nature of the phase transition and the probing signals. Morcover, 1 will insist on the necessity to
understand the mechamusms by which the system develops a collective behaviour starting from the
space-time evolution of the microscopic elementary interactions. The global characteristics of the

encrgy and multiphcity flow will appear to be closely related to crucial thermodynamic variables such

|

i1 Throughout thus thesis, following the uruversal pracuce of the fugh energy physics community, energies will be given in
GeV (1GeV = 10%V = 1602 x 10-'%)), distances 1n fermu (Ifm = 107'’m), and cross-secuons in barn (Ib =
10~ ?®m?) A complete hst of equvalents in the SI (internaucnal system of metnic units) can be found in the “Review of

Parucles Properues” by M Agular-Berutez et al., Phys. Lett. B170(1986)1
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as the initial energy density or the entropy.

¢

In chapter 2, I will study the multi-particle production in “conventional” models for
soft-hadronic interactions. These models will provide the “background” above which one hopes to
find experimental evidence for new phenomena. There is no unique model to describe the
mechanisms and evolution of the multiple soft processes within matter brought to extreme
conditions, and one shall gain new information by comparing tht observed properties of the particle
flow with predictions made in the framework of vanous models, in particular the framework of

QCID-inspired phenomenological models.

@]

I will then smin chapter 3, how the HELIOS cxpenimental set-up addresses the various
stages of our search for the quark matter I will descnbe in some details the multiplicity and
calonnmetry detectors which were used as the main sources of information, and describe a
spectrometer 1h which we performed individual particle identification over a mited solid angle. A
particular attention will be given to the calorimeters for which I participated in general studies,

reconstruction, and optimization of the performances

The treatment of the 1986 *5Q-nucleus data and the associated correction procedures based on
Monte Carlo simulations will be the subject of chapter 4 The prcs'cn;)ation of the cxpernimental
results, their interpretation based on a comparison with microscopic models, and the discussion on
the implications for the production of the quark-gluon plasma, will form the chapter 5. Conclusions

*will be prescnted in chapter 6. ) -

The success of the expennmental work presented 1n this thesis is the result of the effort of a large
collaboration of which 1 would like to thank all members 2 The measurcments were made possible
by the dedication of the CERN technical stdff who contnbuted to the superb performance of the
PS — SPS accelerator complex, and by the support of the CERN DD division staff.

I am deeply grateful to my supervisor, Professor Claude Leroy of McGill University, for his
invaluable, continuous and active support, and for his most appreciated constructivé comments

during the completion of thus thesis.

I am indebted to Dr CW Fabjan, Dr W. Willis and our spokesman Prof. H. Specht for their
encouragements and trust, and for many knowledgeable discussions. I express my gratitude to Dr R.
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express my gratitude to Dr G. London and Dr J.P. Pansart for providing multichain Monte Carlo
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2 The complete hst of members of the HELIOS Collaboration can be found in ref [126].
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Chapter 1

Introduction: from colour confinement to quark matter

1.1 Strongly interacting matter at high density

The fundamental theory of strong mteraction 15 widely believed to be quantum chroxpodynarmcs
(QCD), a theory of coloured quarks mwteracting with massless vector fields, the gluors, Although
beirzg very sumlar m spint to quantum clcctmdfn:umcs (QED), 1t differs in particular m the fact that
there are three colours instcad of one electne charge, Unlike the QED cld’ gauge factors, the SUs
transformations do not commute with each other  So gluons, unhke photons, are themselves
charged This leads to important differences 1n the way one performs charge renonmnahization. In
QILEI3, the virtual pairs screen the charge so that the effective charge mcreases as we get closer to a
point charge. In QCD the result is inverted and the effective charge decreases, a behaviour called
asymptotic freedom or antiscreening. There the lowcstl order 1nteraction is just the one gluon
exchange, while in the next orders the interactions arc essentially modified due to vacuum and matter
polanizations The complicated field theory for the QCD vacuum presumably provides for the ¢olour

confinement: the absence of quarks and gluons in the observed physical spectrum

Quarks and gluons are normally colour confined within hadrons  Absolute confinement implies
not only that some work should be done to extract quarks from hadrons, but also that the work
would be infinite, a fact taken into account in bag and stnng models. Due to asymptotic freedom, it
is believed that asymptotically dense matter should be in a phase consisting of unbound quarks and
gluons; a ghasc called the QCD (quark — gluon) plasma [ 1], in analogy with similar phenomena 1n
atomic physics. Deconfinement in strongly interacting matter can be viewed as the QCD version of
an insulator — conductor tragsition in atormic physics: at low density, quarks and gluon3 form
colour-neutral bound states, and hence hadronic matter is a colour insulator. At sufficiently high
density or temperature, the hadrons will interpenetrate each other and the colour antiscreening will
lead to a phase transition from a colour insulator to a colour conducting plasma. Such extreme
energy densities and temperatures have probably prevailed in the very early baryon free umverse,
about 10” 3sec after the big bang. A transition fromi the deconfined quark matter to deconfined
singlet states occurred as the universe expanded and cooled down. There, the vacuum with its
vanishing “diclectric® constant for the colour field was created and the primordial quark — gluon
plasma condensed into colourless hadrons. In our cold universe quark matter may be formed in the

¥
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central regions of supemovas, which are submitted to sudden compression through gravitational
collapse, or in the very high baryon density regions of the core of neutron stars.

1.2 The QCD-phase transition

Wxthinf) the framework of QCD, there is impressive evidence that a deconfinement phasc
transition from hadronic matter into the quark mattér should occur at baryon number densities’ of
n = 5-10n, and/or very high temperature T = 150220 McV (ie. ~2x Ip¥ °K) [2] {3].
Assuming the existence of quark matter and hadronic matter as an input, the two-phase nature of
strongly interacting matter has been studied in a great vanety of phenomenological m()}dcls [4] Such
models are based for mstance on the M LT. bag model (see ref  [5] [6]), or they approach the
phase transition either from the confined hadron matter (using the effective selativistic field theory
[S]) or from the high temperature plasrna phase (far enough from the non-perturbative effects of the
transiion region to make use of perturbative OCD [7] [51)  Nevertheless, the man quanttative
mformation on entical parameters and the proof of the very existence of a phase transition have
emerged from mvestigations withm gauge theorv on the lattice (sce reviews woref {31 [6]) The
lattice regulanzation of QCD has the umique advantage of offering the possibility to follow physical
observables through the transition region, from absolute confinement to quark —gluon plasma
Besides, 1t fundamentally requires only A, the characteristic scale of QCD‘; as a “frec” parameter

.

The physical observable we are mostly mterested in is the cnergy density € It is to be expressed
in terms of thermodynamic varables, as a function e(u, T) of the temperature 'I" and the chermical
potential g This function® should exhibit a “discontinuity” at the phase transition for cntical
temperature T, and/or chermcal potential p . In lattice QCD, the study of this function is
unfo\mmatcly (at present) restricted to 4 = 0 This corresponds to a situation where the net baryon
number density 1s vamshing and only gluons and ¢—7 pairs may be mcluded. In practice there is
severe and yet unsolved theoretical difficulties which hamper the inclusion of light quarks on the
lattice {5]. The most significant results have thus been obtained for pure SU/N) Yang-Mills gluon
matter. The applications of the lattice approach using SU(2) or SU(3) have been shown to give
essentially the same results [4] [3] so that the more extensive Monte Carlo calculations have been
performed with the smaller colour group. In all cases, one observes a rapid vanation of the energy
density and a sharp peak of the specific heat, which both signal the phase transition, at critical
temperatures within :n interval from 7, = 150 to 220 MeV. (One finds 7, ~ 200 MeV for SU(2)

3 ng = 0.15m ¥ 15 the nuclear ground stale mean baryon number density

4 See rcf.‘[b] for the detaded theoreucal formulation.




" and T. ~ 160 MeV for SU(3).) The dramatic rise of the energy density £ m Figure 1 on page 3

corresponds to the many degrees of freedom being “liberated” and, at high T the energy density

follows the Stefan-Boltzman &g, behaviour of a non-interacting gluon gas.
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I'tgure | Energy density as a function of temperature (an units of the lattice scale A,

= 5 MeV) in a pure SU(2) Yang-Mulls lattice caleulation [8]

The introduction of fermons on the lat}l(':c has only been donc 1n the "quenched” approximation
where the quarks acquire a large mass m, >> 7, so that an }/m,_ expansion converges. Despite this
limitation, it has revealed the possibility of another distinct phase transition at high temperature
where chiral symmetry would be restored. At the deconfinement transition the hadrons would melt
into massive constituent quarks and massless pions and then, at thc,.ch;ral phase transition, pions
would disappear and leave a gas of massless quarks and gluons. Thef temperature separation between
those two transitions and their nature (first order with large latent heat releases, or second order) is
still under debate [2] [3]. With the inclusion of fermions on the lattice, the Stefan- Boltzman limit
for the energy density is given by [6]

£gp = (-’-‘i) r (N’«—1+7-—-)

(he)’

Using this formula to estimate the critical energy density, we find for SU(3) with two quark flavours
(N, = 2) that a cnitical temperature of T, ~ 160 MeV corresponds to a cntical energy density of £ ~

2.5 GeV fid,

)




Very similar £, i$ obtained at ¢ = 0 and finite T from simple two-phase phenomenological
approaches based on the bag model [4], and also at T = 0 and finite baryon densities where one

¢4

finds £, < 1—2 GeV/fm’ with a broad phase coexistence region of the quark — gluon and hadron

S

plasma [5].

Combinung the actual knowledge on the entical parameters at finite temperature or fimite baryon

densities (see ref [6]), the phase diagram of nuclear matter could resemble that of Figure 2.

T’ Early universe
~10"%5 atter

the bigbang
CENTRAL REGION
/tt/_

nucteus - nucleus
Deconfined plasma of
quarks and gluons

T
~200 MeV

—

Hadrons,

"Massless' Pions NUCLEAR

FRAGMENTATION
REGIONS

e e ——"

L

TEMPERATURE

LIQ-GAS
TCRIY
]
CPZ N NN Cl%,o
aser i)
\\?\\ N e\ge&\ oy
] O p

nm

Neutron stars (?)
4

o
7

1/ & Supernovae (7)
m

—

BARYON DENSITY

Figure 2: Phase diagram of nuclear matter m the temperature versus baryon number
density plane The dashed lines show how if may be cxplered by nature or

ultra-relativistic heavy 1on collisions (section 13 on page 5)

The confined hadron matter at Jow n, and T will proceed through comphcated phase transmtions, as
the encrgy density 1s rased to € ~ 1-3 GeV/m? with increasing s, andor T, towards

deconfinement




1.3 Production and signals of quark matter fermation in nuclear collisions
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By compression and heating oficold nuclear matter, ultra-relativistic nucleus — nucleus collisions
tould allow the study of both low and high baryon number density hot matter. In these collisions,
the bearn and target nuclei fragments (togethér with some inclastically produced particles) form two
hot dense fireballs presumably joined by a central hot firctube of mesonic matter. As will be seen 1n
next section, critical densities and temperatures sufficient to produce short lived extended. volumes of
quark — gluon plasma matter are expected both in the fragmentation region [9], where the pllasma is
assocated with large baryon \dcnsity charactefistic of the core of ncutron stars, and in the central
region [ 10] with small net baryon number, thus reproducing the conditions of the strox;g interaction
physics which took place 1n the very early umverse. “The production of such a volume with a
distance scale very large (> 1 fm) compared to the hadron swe could be identified by the
manifestation of collective phenommena and wia direct probes, revealing novel non-perturbative aspects
of QCD. Varous signatures are suggested to recogniuze the formation of a deconfined state of matter
in the fragmentation region or mn the baryon free central region. The signals are related esther to the
transitton between phases or they reveal some properties of the quark-gluon phase by whuch 3t can be

distingushed from the hadron gas phase

Photons and leptons are considered to be amongst the best probes [11] for mvestigating the
hadronme phases, They act as good thermometers of the initial hot quark --gluon plasma phase from
where they rmostly emanate  They probe the entire volume of the plasma, and due to their relatively
stnatll rescattenng cross-sections compared to hadrons, they retatn a memory of the plasma less
confused by the expansion processes. Lepton pairs are emitted from inside the plasma by virtual
photons. In this context, ordinary perturbative QCD Drell-Yan lepton pair production 1s the
background for the electromagnetic radiation from the thermalized phases. The thermal radation is
expected to dominate for large Feynman x, where the continuum would then give a measurement of
the temperature of the plasma. Direct photons from quark bremsstrahlung also act as thermometers.
For these, the background ongmates from QCD-—Compton direct photon production The
dependence of the photon or dilepton ermussion on the pion multiplicity per umt rapidity allows us to
determine whether the emission is due to hard processes or whether it is collective 1n nature {12].
The production from hard processes is independent of pion multiplicity whereas it increases
quadratically with pion multiplicity for collective processes  This dramatic difference provides a clear
test for collective behaviour but 1s mute about the degree of thermalization. If the muxed pion-quark
phase lasts much longer than the pure QGP ;;imase. and extends over a larger region, it may be tasier

to obscrve such lepton signals from the mixed phase.

The correlabon between identical particles measures the size and shape of the interaction
volume. The large spatial extent of the pmnéuark mixed phase should show up mm pon
interferometry experiments. Two or three particle correlations are also sensitive to the degree of
phasc coherence at frecze-out time when the particles are emitted.
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The productidn of strange particles may provide information on the transient QGP [13] If
thermalization or chemical equilibnum is effective in the QGP, abnommally large abundance of

strange particles, such as K, A and I, is expected. In an environment rich in u or d quarks, Pauli’s

prnciple suppresses appearance of further w2 and dd pairs relative to strange particles. Abnormally

large antthyperons to antiprotons ratio or large A abundance shouh‘{ then result from the plasma
hadronization. If the expansion rate is larger than the annihilation rate, large amount of strange
quarks will survive the expansioh and enhanced K/r ratio would be a good signal for QGP

formation

Another fundamental observable is the “melting” of resonances which was first discussed in
terms of p and w [14] but may be more striking for the J/ and ¢’ [15]. Resonances can no more
be formed 1n the plasma as thé confinement bags are “melted” away by the Debye screeming of the
quark colour charge. In the hugh temperature QGP (at T ~ 13 T)) the screening radius falls to 0.2 -

0 3 fm while, for nstance, the J/{ radius increases above | fm (= 3 - rJ’,;“) 50 that ¢ bound states

cannot exist  The suppression of the resonances will have to compete against ¢4 recombination at
the hadronization point 1n the “tnixed phase and in the pion gas This is espeaally true for fight
resonances  For heavy mesons such as the Jif the contamination from ¢§ recombmation wall be
strongly reduced. Dunng the time 1 takes for the evolution of the thermalized plasma towards the
hadronization phases, the quarks and antiquarks of the lowest-py. pairs created imtially have been
brought to large distance separation and they cannot recombine with cach other. “'he ¢ and ¢ quarks

will hardly find the needed ¢ and ¢ comparons as the presence of these copnpamons 1s thermally

reduced by a factor e ™' For a cntical temperature of T, ~ 200 MeV this implies that the J/

production via hadronization 1s reduced by approximately four orders of magmtude

- !
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1.4 Space-time evolution of hadronic interactions in nuclear collisions

Y
~

Precise the;\raical quantitative estimate of the production rate of leptons and hadrons requires
to understand the dynamics of the expanding quark matter. The space-time cvolunon of a nucleus—
nucleus collision will generally depend on pre-equlibrium effects, initial condmons transport
scenario, hadronization and final state interactions. The fundamental stimulus for starting a detailed
theoretical and experimental investigation of these questions came when one realized that
ultra-relativistic nuclear collisions could allow the thermahzation of large volumes of matter in which

the critical conditions for quark — gluon plasma formation would be satisfied.

In the center of mass (c.m ) frame of a nucleon collision, the colliding nucler form two Lorentz
contracted pancakes approaching one another. As a consequence of the uncertainty principle, the
pancakes cannot be contracted below a hmiting thickness This phenomenon arises becausc the
nucleon’s low longitudinal momentum degrees of freedom (g¢, gluons), which contnbute to the
nucleus wave function, cannot be resotved within a distance scale smaller than Az~ #1/p (of order |
fm). The colision between these two contracted pancakes will result in the formation of two hot
receding fireballs with longitudinal momentum and barvon number close to that of the projectile or
target nuclei (= nuclear fragmentation regions) This nuclear transparency 1s due to Lorentz
invariance and the uncertainty pnnciple. The interactions of the incoming nucleons with the target
nucleons, at rest in the laboratory frame, produce colour field chans linking the incident quarks to
quarks of the target nucleons, The chains linked to fast forward moving (p: >> p) wvirtual
fragments, which contain the quantum numbers of the valence constituents of the projectile pancake,
will have no time to materalize while the incident nucleus is traversing the target nuclens  These
chains have a proper formation time 7, a consequence of the uncertanty prinaple, which 1s stoutly
dilated to ' ~ pi* | pz, . While the contracted incident pancake traverses the target nucleus, the
incident nucleons, which have a mean free path in nuclear matter of order 4, = 1.6 fm, will undergo
several inelastic collisions when traversing, for instance, the 7.1 fm radius of a heavy target nucleus
such as 208Pb. The high momentum component of an incident nucleon’s wave function will pass
through the target nucleus largely unperturbed by the multiple inelastic collisions, and will travel with
the beam fireball until hadronization. The eventual rescattering of the resulting secondary particles
within the fircballs will play an important role in the thermalization of the energy in the
fragmentation regions. The multi};lc scattering processes mainly involve the low momentum
component of the nucleons wave functions, i.c. the quarks, antiquarks and gluons of the virtual cloud
attached to the valence quarks, and remove relatively littf energy from the fast forward moving
valence fragments while giving rise to chains méstly polﬁaﬁng the central region. These chains
engender the formation of a hot firetube of mesonic matter [10] lﬁldng the fragmentation fireballs.
Some of the low momentum components of the inc/ident pancake scraped off by the target nuclei will
remain “trapped” in the target nucleus and will heat the target fireball. It is this heating mechanism
together with a nuclear shock compression, that contributes to the extreme energy density achievable

/ in the fragmentation regions [9]. 2 o -
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1.4.1 Critical initial conditions in the fragmentation regions -

-

The heating and compression of the fireballs are better describable in the referential frame whcm
the target nucleus is orgmally at rest A central symmetic A - A collision is schcmatxcally

represented m{Fzgum 3

(a) (b) (c)
..__.E‘lb _"E“;
Heat and
COMPressiOn
" Heat and compression
ax~1tm
Figure 3: Schematic representation of a nuclear collision i the rest frame of the tarpet

nucleus  (a) The projectile nucleus «ith its houting thickness of Az ~ 1 fin
approaches the target nucleus (b As the projectile passes through the
target nucleus, the target nuclear mastter 19 heated and compressed (¢ The

target fireball finally acquires a velocity v, the fireballs separate and matter

is created 1n the sentral regron.

We can estimate the magnitude of the shock compression suffered by the target nuclcus by treating
the projectile as a slab of negligible thickness sweeping the target nucleus at the vclocuy of light The
projectile scattérs first on the closest encountered target nucleons. These mrgct nucleons acquure a
longitudinal velocity v,, which is, on average, the velocity given to the target nuclear fireball. The
second “row” of target nucleons will then be struck after the time irterval it takes for the thin
projectile slab to travel the average longitudinal distance that scparates the first and sccond “rows”.
This implies, for a projectile with velocity ~ ¢, that the longitudinal separation betwgen two nucleons
1s changed by Az = (1 — vgy/c)z. When the beam nucleus has traversed the target nucleus, the

original radius R, ~ 124" fm of the target nucleus has been compressed to R(1 — v,,/c) for a
recoil compmssxoh of p/p, = (1 — vg/c) in the laboratory rest frame. The density of the target
fireball 1n 1ts rest fgamc, which 15 moving with a laboratory velocity v,,, has thus increased by a

compression factor:




Pr 12
R chal 7 (T (n

In order to evaluate the effect of compression 1t 1s then sufficient to know the average velocity of the
target fircball Note that formula (1) can be further rewntten (omitting the fpccd of light constant, ¢,
for convemience) 1n  terms of the laboratory rapidity of the firchal by using

Ypp =120 {((E+ p)E — p)} and £ = y,,»m and the fact that for g} << r?, p~m J(y},— 1),

which yiclds k ~ &7

The evaluation of y,, for vanous collidmg nuclei, has been performed in ref [9], where a

Jdétailed study of the heating’s contribution to the encrgy density 1s also made  This study requires to
identify the slow wvirtual fragments thay have a chance to be trapped and may then transform their
kinetic cnergy mtghcatmg of the fireball  The prescnption in ref. [ 9] uses general arguments based

on time dilatation, proper formation time, and known properties of hadrome fragmentation

(assuming umversality from tugh ? data) for quantitative calculations  In order that a slow wirtual

fragment be allowed 10 matenalize mside the target nucleus, 1t should have separated from his parent
by a distance equal or greater than the QCD formation length® cty ~hip, ~ Aé}o ~ 1 fm If this

condition 1s satisficd at a time when the fragment 1s stul instde the target nucleus, 1t may rescatter and

emit its own terbary fragments. For a fragment having longrtudinal veloaty v~ ¢ emutted with p, and
! Py the condition that 1t be separated from its parent by ¢, before 1t escapes from the target nuclei

sets a COHStrIlim on 1ts transverse momentum
P
Pr 2 - (€7) (2)
Q

Note that in terms of the fragment’s rapidaty, this condition is wntten y < In(2 R /ct ), which reduces
to (2) for p} > n?. The condition that the fragment be¢still in the target nuclei further imposes a

limit on the longitudinal momentum

-

where m is an effective frapment-mass and x is our compression factor. Using the constraints of
egquations (2) and (3), together with fragments momenta obtamned by cxtra};olating structure

functions from e"e” data, ref. [9] evaluates the equivalent total number of particles of different

*

% 1f the separauon 15 less than ~ | {m, the virtual fragment would be included as a parton excitation of the projecule Such
excitabons are’ehulted only after the passage of the projectile through the target nucleus T h

( N
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flavors trapped and the total energy M, trapped per incident nucleon.

LS

Taking into account the compression. and heating mechanisms, the initial energy density of the
fireball in a symmetric A — A collision 1s simply expressed as

e, = tl —p M _k=n M -é? . “

where n_ is the nuclear matter ground state baryon den@hy, n,~0.15/m™ The quantitative

calculations [9] show that for A— A collisons at c.m. energies of 30 beVS Vi < 70 GeV with A
varying from *°Fe to #*2U: the recouling target nucleons are- relativistic and carry an average
longitudinal momentum of P~ 1.9~ 24, GeV/nucleon, and 95 — 97% of them arc trapped; the
pions carry p, ~ 1.8 —+ 3.8 GeV/nucleon and 2 6 — 3.5 pions/nucleon ure trapped; there is only 0.1 —
0.2 kaons/nucleon trapped, the target. fireball 15 relativistic with y,,~ 1.7 = 2.0( = x ~ 3.1 = 3.7)
and it has trapped a total Encrgy of M ,~ 27— 36 GeV/rucleon. From these results we find using

A

equaﬁfm (4), an estimate for the encrgy density reachable in the fircballs of
i

£y~ 0.15+ (27— 3.6) - (3.1 = 3.7) GeV/frm’ ~ 1.3~ 2.0 GeV/fm’ L)

)
Such energy densities are well within the region of the critical values required for the deconfinement
phase transition. A useful approximate phenomenological formula for equation (4) is given in ref.
[16].

[

egp~Bon (247 — 1) GeVifm® ; (6)

where B 1s a parameter of order one. In the gc?neral casesof a central collision between uneven nuclei
A-"BwithA < B, equation (6) becomes

-
¥
ey~ B -nm~{l + 2(3”’ - —%E)}Qel’/fm’ _ Y

) \ » L .
The predictions of equations (6) and (7) are shown in Figure 4 on page 11 for A — B collisions with
A= Band A = °0Q, together wath the quantitative estumates of ref. [9].
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Fiﬁn 4 Phenomenological estimate of the initial energy density reachable in the
fragmentation regions. Quantitative estimates [9] are shown for A-B~
collisions at v s of 30 GeV/nucleon (closed triangle), 50 GeV/nucleon
(closed circles) and 70 GeV/nucleon (closed box) together with the
predictions from equation (6) with § = 1.08, 1.22 and 1.32 respectively.
i
The prediction of equation (7) for O — nucleus collisions 1s also shown for
- g = 122

1.4.2 Critjcal initial conditions in the central region
/

1 shall now come back 1\5 the central region for which I i\iave already mentioned that the slow
virtualfragments contributed to the formation of a hot region of mesonic matter. In order to study
this region, the main additional concept introduced in Bjorken’s scaling hydrodynamics [10] [17] is
the appearance at sufficiently high energy of a “central plateau” structure for the part;xlcle production
as a function of the rapidity vanable, similar to the onc observed in nucleon—nucleon collisions.
This is motivated by the assertion [10] that the space-time evolution of the system should look
essentially the same in all cm.—like frames, 1. m all frames where the fireballs are contracted
pancakes receding in opposite direction at nearly the speed of light. A cylindrcal symmetry property,
imposed as initial conditron, leads 1o simple solution of the hydrodynamic equations in whach the
entropy per unit rapidity s constant. This imphes in turn that the particle production per umt
rapidity, which is proportional to the entropy, does not depend on the details of the hydrodynamuc
evolution but only on the initial energy and entropy deposition in the carly stage of the collision. A
schematic representation of the geometry in the can. frame of the colliding pancakes is given in
Figure 5 on page 12. Near the collision axis the fluid expansion is longitudinal and homogeneous.
At midway the fluid remains at ;'cst while at longitudinal distance z from that midpoint 1t moves with

’ ~ 11 -
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Figure 5: Schematic representation of a nuclear collision 1n the ¢ m. frame of the
colliding\_nuelci. The collision (a) of the two contracted pancakes gives (b)
birth to a hot flud of mesonic matter in the central region. The fluid moves

= with a velocity v = z/At where z i3 measured from midway to the nuclear
" fireballs. ‘
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At carly tirfle 1, after the collision, in a rest frame centered at y = 0 (i.c. around the midpoint), a

o

thin slab of thickness d has a volume in fm? of -

V'ozrrernma’=n(r:,-A;/;)z-d - A

>

where 7o + A2 is the radius of the smallest nuclei in fm, with r, ~ 1.2 fm. Now the distance d can

min

be rewritten in terms of the slab surface velécity as d~ 2v1,% c1,8y. The carly enérgy density is

then obtained from . S
dE . — 2dN S ’
~ == Sy~ 28
s‘o V‘o dy 6y mT ¢ dy Y -
AN
v
which gives [10] - ' _ b ?
»
i = - i )
£ ~ T dN(y = 0) GeV/fm® - (8)

o ¢ty 7t(ry ~A:rfn)z dy

whtre in the baryon free central region, dN/dy is the pion multiplicity density at y ~ 0 (~ 3/2

dN*|dy) and 7, & = (;La’rc’ + nt ¢*)'? is the average transverse mass of the pions. An estimate of
-




the carly entropy can then be obtained 1in a smple manner. I have mentioned in section 1.2 on page
( - 2 the results from lattice QCD calculaticns showing that above the critical temperature the system
can be dcscribcd‘as an ideal gas of rr\*xasslcss quarks and gluons, with the energy density ¢ following
the simple Stefan-Boltzman limit ¢ ~ aT* Morcovér, it is known from the combined first and
second laws of thermodynamics, that fC\)hnehi:‘l system at phase equilibrium:

A

-

" TS=U+ PVes = ~-‘31a7" ‘ 9)

[N

£
T

where P = ¢/3 was used. From equations (8) and (9) one obtains, using 7i,~ T, an estimate of the

early entropy density:

! dN(Gy = 0) 5, -3 (10)

cTq mry s A7) dy

19 ~i
3

To

} \ This equation together with equation (8) prowvide crucial hinks between the observable charactenistics

of the particle flow and the 1nstial thermodynamic properties of the hot central firetube In principle,

Bjorken’s formula (8) is only applicable as such 1n an ultrarelativistic scaling regime where the central

region 15 well decoupled from the target fragmentation regrons. In such a regume, a rough estimate of

w the achievable enerizy density myy be obtained wia an extrapolation based on p ~p data. For that
( onc may use the very hugh encrgy limit of the Dual Parton Model (section 2 3.1.3 on page 45) for

% which the particle density in the central region scales hke

e dN:IH/d’v
S Y Vg .

‘ dep/a’y
where v, is given by [18] v, = dB o Jo , HcreQO'” 1s the p—~p inelastic cross-seczon (~ 32 mb)
and o, is the nucleus—nucleus inclastic cross-section (parametnzed in ref. [19] as

g, (mb) = 659(4 + B” — 111)*) We furthermore use the charged pions mean transversc

momenta of p,.~ 340 MeV//c charactenstic of p — p data, and assume that the thermalization time 7,
is approximatcly the same as the particlé formation time 1n p—p collisions, i e. 7, ~ 1 fm/c. Under

these assumptions, the energy density ¢ (ctuation (8)) for an **0—2%8Pb collision is evaluated

Brorken
to be: '
~k
037 GeV 32 mb 3 dN (=0 s
€ Brorken ™~ m x 16 x 208 x 3515 mb x B b ——Lmd}*w GeV/fm (11)
{ dA”C:O‘ = 0) . s
. aB}orkm ~ 0.58 d)—‘ Gel /fm

)
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The charged muluphaty density in p—p colhsions is dcpcmim‘n6 on the available Vs. For
ultra-relativistic cnergres (say v 5 ~ 50-100 GeV), d.\’:’;()m(l)f’dyz 3 — 6 which leads using (11) to

energy denssuies of ¢, > 17 — 3.5Ge}l /fim’, well within the critical domain for a deconfinement

rorken

transition

The Bjorken formula (8) 1s constdered as representing a “lower bound” to the initial cnergy
»
density since, 1 more realistic models, part of the wutial energy 15 spent 1n the form of work done by

the fluid during expansion [20]. Taking this mnto account, the cnérgy densty is expressed as

I+
Iljorkrrx}

&y = (Constani » ¢
where v is the sound velocity in the flud  Conversely, equation (10) provides an “upper bound” on
the 1utial entropy density since there are additional sources of entropy (¢ g viscous heating and the

phase transition from the quark to hadronic phase [ 207)

«

1.4.3 Thermalization and expansion

Considerable thecretical efforts have been devoted to the study of the quark matter formation
and evolution n nuclear collisions, from pre-equaibibrium to final state iteractions  These efforts
have not yet resulted 11 a umversal description allowing us to make unuque quantitative statements
about the true signficance of the various direct quark matter probes {section 13 on page 5). They
have nevertheless considerably improved our understandmg, ot the role and importance of different
parameters, and revealed the possibility 1o use macroscopse properties of the particle flow to

pre-select the most interesting event candidates

In the quark ~ gluon plasma formation stage, the beam kinetic energy 1s converted into internal
excitation energy and this enecrgy becomes thermaluzed (entropy production)  Rapid local
thermodynamic equilibnum 1s usually assumed as it leads to simple dynarmical models of the
collisions based on hydrodynamics. However the validity of this assumption remains to be checked
Important efforts have to be devoted to the questions of how to characterize the gquanta which have
2 chance to thermalize and on what time scale the cquilibnum s reached [21] The question of the
energy density soon after thermalization can be investigated by solving the kinctic cquatigns, given
the pre-cqudibrium conditions, but 1t requires a detadled knowledge of the microscopic processes by
which the quanta excl#fange cnergy, m?mcmum and quantum numbers  An ambitious but necessary

program 1s to addbgss these questions 1in the framework of mucroscopic parton models [22]

{

6 The dependence on Vs of the average charged muitphcity in p - p colbsior:s 15 well described as =77, > = 088 + 044
;
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Similarly the role of the rescattering of secondaries, within the interaction volume, has to be

investigated T4

The latter global evolution of the systern will be determined by conservation laws and the
equation of state of matter which wall provide a system of hydrodynamic equations In most
hydrodynamical studies of nuclear collisions, the initial conditions for the hydrodynamic evolution of
the matter produced in the central rapidity region are unposed to be invanant under a Lorentz boost
in the beam direction {10]. This symmetry constramnt on the initial conditions has been motivated
by the apparent formation of a central rapidity plateau 1in hadron —~hadron particle dxsmbuiy&{s o
Thus a superposition of rapidity distributions measured 1n hadron ~hadron mtertictiohs 1s Hften
taken to define the initial conditions for hydrodynamic treatment of a nucleus — nucleus iffferaction.
The vahdity of these assumptions 1s connected to the more general question of knowing to what
extent one can infer the properties of nucleus —nucleus collisions from the superposition of the
physics of hadron —hadron collisions  This question calls for expenmental data on global energy
flow and particle multiplicity  The global properties of this particle flow may be dependent on nature
of dissipative processes, as well as on the mechamsm by which proceeds the transter of the energy
and entropy into the longitudinal and transverse directions {231 The <tudy of the tran<fer to
transverse expansion has led to the conjecture that [24] the energy density of the maed phase might
vary constderably as hadronic matter 1y converted mto quark matter and that ths could result m a
change of slope 1n the curve of tracsverse momenturn versus multiplicity  Such @ behaviour may
have been observed m overy high energy nucleus ~nucleus collisions by the JACKFE cosnue ray
experiment [25]  ‘lhewr results are shown in fagure 6 on page 16 where p, 15 plotted versus the
energy density estumated using Byerken's formula (8)  Also shown are results from the UAI

Collaboration [ 26] for which the smaldl rise of p, may be explained by the contributien of muns-jets

I'rom the detailed theoretical predictions [27] [287] the p, 1s expected to increase while € and P

increase, until reaching the region (corresponding to a mixed phase) of a first order transibon

which p, remans constant (1e. P and T both remain constant while £ continfes 1o mcrease) A
steeper nise is finally expected n the pure plasma phase The p, enhancement is predicted to be

greater for larger masses (Figurfg 7 on page 16) and the eventual observation of such a mass
dependence could signal the existence of coliective flow 1n the final state of heavy ion collisions
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Figure 6 The average transverse momentum p,. versus the cnergy density e, . The
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In the hadronization phase prior to the final freezout into free streaming particles, it is known
that the vartual particles created will matenalize 1in a sequence dictated by time dilatation and the
uncertainty principle, but little is known about how the energetic environment of hadronic matter
affects the materalization [29]. The 1nitial distnbution of virtual particles could be changed by
interactions with the-surrounding matter and this could lead to observable difference in the rapidity
distnbutions. The hadronization of the quark —gluon plasma may proceed from its outer surface or
correspond to a Radronization transition from inside the plasma due to the rapid cooling caused by
the longitudinal expansion. The hadioruzation mechanism has been studied using flud mechanics
theory, in the framework of the combustion theory, and with phenomenological microscopic models
ins<pared by QCD [23]  The studies withun the combustion theory have led to speculation on the
possibility of large event-by-event fluctuations resulting from explosive deflagration or detonatien
durnng final state matenalization [ 30], or 1solated maxima of width dy ~ 1 m the rapudity distribution
dNrdy of hadrons cngcnd&rcd by the deflagraton of quark-gluon plasma dropiets [317  Note that
large ovent-by-event fluctudtions may also be inked to the plasma formation process [32]  Both
expenmental information and parton maodels extrapolations from haaron physies are essential tools
for identifyving such abnormal events or explicitly collective effects of unknown creoracter

In this exploratory phase of the quark matter search, a clear strategy for the fust proeration of
ultra-relativistic heavy son expermments ~, while bemng alert for signels diectly probing the quark
matter phase or phase transiion, to measare with great preciston the enetgy and particie flow and
selated event-by-event correlations The distnbunons and  thictuations will e mformation on
cmcxral thermodynamuce vanables defimnyg conditions of the plasma formatic: Compuarisons 10
evtrapolation from hadron—hadron physes, based for mstance on parton maodels, will allow
charactenization of events which are most hkely candidates for plasma formatien.  Nucleus-nuclens
mteractions are dormnated by low-p processes. These are mtimately connccted with the quark
confinement problem and outsde .the proper domain of perturbative QCD  applicability.
Nevertheless, a number of QCD-nspired phenomenological models have been developed to descnibe
low-p particle production in terms of the quark structure and fragmentation functions. The most
successful of these models, the Dual Parton Model and the String Fragmentation Model (see section
2.5 on page 32), have been incorporated in Monte Carlo event generators and thus extensively
compared to a variety of processes in hadron—hadron and hght nucler colisions These models
should be used )»:xth a minimum of ad hoc assumptions 1o predict the vanous features of nucleus —
nucleus colbsions from hadron —hadron physics. The descnption of nuclear collisions within
conventional low-p—r particle production s the “background” aganst which the effects of quark-gluon
plasma formation have to be found A further constraint on the parton models 15 the necessity to
reproduce the right correlation between the energy lost by the leading baryons and the distnbution of
produced particles in phase space. Here, parton models become not only tools for rdentufying
deviations from standard physics but also tools for optimization of the conditions for the formation
of the quark mattcr, The leading baryon spectrum can be studied in parton models framework to
provide us with the Mon densities in the different regions of phase space and the energy lost by the
leading baryons dunng the collision. These are two basic parameters for quark-gluon plasma
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formation.

Given the assumption of thermalization, precise experimental inforration on energy and particle
flow in rappdity provides information on thermodynamuc properties like the encrgy density and the
entropy and, thus, will help to establish the equation of state. The mean transverse momentum of
particles produced in very high energy nucleus—nucleus collisions may be directly related to the
energy per umnit cntropy of the hot matter originally formed and also, together wath the rapidity
density of particles, to the mitial energy density.
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Chapter 2\ -

A

Models for particle production in ultra-relativistic nuclear collisions

2.1 Introduction

In order to be able to discnminate the signals pointing to a possible formation of quark matter
in nucleus - nucleus colhsions, we will need to compare the observed energy and particle flow to
extrapolations made withmn the tramework of conventional models for soft-hadrone processes
These extrapolations based on known charactenstics of particle production i hadron -- hadron
colhsiczns will tell us what to expect a prion {from conventienal physics The search for deviations
from such conventional “backpround” is a2 necessary pathway towards gdenufi. ation of effects
resulting from quark-gluen plasma production Undostunatey, there eosts yet 1o unique way to
denve o “ronventional” preture of Gltrasrelats stie noe Jear cothaons

Forst of all, the nudier themiscives are ne tnvial 7aols Predwbons tor the me i behasour and
fluctuoetions of observables depend on a rreune desenptior. of the instantaneous distibantion of
nuclec-nic matter i the colbding nucler, and the companson with cgporumental data requures a
knowledge of the effective samphing of impact patametetrs  Once the “peometry ™ of the nuclear
collistons is under control, we need a detaifed descmption of the mechanitsm of multiple mteractions
which took place and of the resulting particle production VFor these, one can rely on a wide variety
of more or less fundamental theoretical approaches, with more or less predictive power

a

The theoretical models can be roughly classified nto two classes  In a first class of models
(section 2.2 on page 20). an incormung hadron 1s assumed to interact 1n a sequential cascading way
with several nucleons of the target nucleus  Durnng this propagation through nuclear matter, the
projectile hadron never looses 1ts sdentity. In this case, except for energy-mornentum conservation, a
multiple collision is a superposition of individual ihdependent collisions  On the contrary, one can
adorﬁ a picture where the colhision breaks completely the hadromc projectile into partonic fragments
which subsequently undergo interactions with other target nucleons  In such models (section 235 on
page 32) one no longer has a simple superposiion  The space-time development of the multiple

interactions will be function of the basic dynamics of the hadronic interactions




¢

¢

ﬁg

2.2 Nucleon collisions and global particle flow characteristics

The sumplest superposition models are the Wounded Nucleon and Nucleon Collision models,
for which the basic assumption 1s that for a certain class of phenomena, the underlying quark-gluon
structure of hadrons is not revealed or plays no significant role in the mechanism of the muluple
soft-hadronic collisions. These models pretend to be interested only in global properties of the
nucleus —~ nucleus colbisions, which they deduce by convoluting a parametrization of the average
behaviour of py, By or the multiplicity distribution observed m hadron —hadron or hadron -
nucleus collisions  In the most naive versions of the models, a drastic oversimphfication 1s made by
neglecting energy-momentum conservation, One starts wath a description of the colliding nucier 4
and B in terms of the nucleonic density profiles o and p,. A geometrical cross-section s caleulated
via a convolution which :nvolves either the sum p, + p, to calculste the probability of having NL
participating nucleons, or the product o, -p, to caleulate the probability for the incomung n,ixch‘cms
to suffer N, coilisions The geometncal probabihty distribution is then folded with a simple
parametrization of p -p data The resulting spectrum may provide simple heunstic descnptions of

distnbutions measured in nudeus - nuddens collisaons

F

The calenlation of " s the crarting porr * of the Sucleon Collion Model (NOM) T thiy
stmple miodel [ €] [34] rhe number o1 collsse rs experrenced by an incident nudeon arnving with

unpact parametes bon o sarget nuckots s estinated os
! ?l(h) i el thi({ ) (]2)

where 5, 15 the target no Jear density profile ftaken as trapesosdal in [3]) and 7 s the madenece

axis  hes relanon unplies that an nadent nuclenn s imagned to mnteract successively wath all 1arget
nucleons 1t encounters within a cylinder of crossesectional area g, the melastic nucicon -nucicon

cross-section  The quantity a(b) has large R M 5 spread around the average over impact parameter,

7, which corresponds te A = A +{c_Jo ) For a projectile nucleus B contered at unpact parameter

b, the total number N(b) of nucleon - nucleon collimons 1s constructed by making (over the allowed
impact parameter domain for the individual nuc leons) the product #2(h’) tumes the effectis e number of

participating incident nucleons:

fv’e/},(b’) = jde’c:'vJ.d:pB(,\“ b)) (1)

The foluing of equations (12} (13} gves

Ny = o fdxjdyjdz‘ p A{xy,zl)jdzzp a(xy,zr?:\
¢
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or in abbreviated notations
N = o, [dst (14)

where S is the surface of the interaction volume orthogonal to the incidence axis, and £, , £, are the

projected “density” per umt area

The number of participating mncident nucleons B';(b) and the total number of wnelastic collisions
N(b) arec shown as a function of impact paramcters mn Figure 8, for 1°0 on b at 200 GeV/n
incident energy [ 34\] . For central collistons (b < 3fm), all incrdent nucleons participate and undergo

~ 7 inelastic collisions,
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Figure 8. The number of (a) participating adent nucleons and (b) nelastc

scatterings as a function of impact parameter for '*0O- Pb colbsions at 200
GeV/in Averaging over impact parameter, one finds ~ 8 participating

nucleons for ~ 29 nelastic ceollisions
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In order to construct observable distnbutions, the NCM makes the ad hoc assumption of a
scaling with the total number of inelastic colhsions. For instance, a transverse energy differential
cross-section is built on the assumption that each independent collision has a probability of
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to contribute by the amount £ The function p(E;) is chosen to fit p—p data. The fluctuations,of
these “clementary” contnbutions depend on the choice of AE,), which 1s taken as 1 in [33] for a

“Eny

. . . oL,
variance of €], and 4E jee m [34] for a vanance of €/2  The total number of collisions is

then allowed to be subject to possoman fluctuations such that for a given impact parameter, onc has
an £, distnbution of [34]-

e NONT(b) (2B je )2

m'(2m— 1)}

p(EL)

(1

where the sum over m ranges from 1 to infimty The differential cross-section is finally obtained by
averaging over unpact parameters  Such a smple one parameter fit was performed on expenimental
dita for '°O — Pb collistons at 200 GeV/n measured in the pseudorapidity region 22 <, < 38
{351 The fit [34] with ¢, = 079 GeV gave a reasonable descrniption of the data This value of g
may be compared to the corresponding value tor p - p collistons, which 1s found [ 347 to be 12 GeV

in the pseudoraprdity doman considered

The mceapacity to mamtam the parameters values from nucleon-- nucledn collisions 15 an

mcurable discase of the NCM  In general, different data sets will reqinre different values of ¢, [34]

and the introductivn of a vanance pararneter w such that

[}

The values of neither £ nor @ can be deduced 1n a straightforward manner from p—p data. A
pam.ﬂ‘ cure may be the ntroduction of an additional parameter, to take into account the cnergy
losses between successive intranuclear scattenings, such as a damping factor l/kx for the relative
contnbunon Ctv) of the v* scatter This kind of hincar fall-off C(v) « v has been used to
reproduce the A-dependence of the transverse energy distnbution 11 p — A collisions {36] For B~ A
collisions, this prescniption would requare to keep trace of the whole multi-colhsion lustory in order
to "correctly” weight the interaction between already mulu-scattered nucleons
|
In the Nucleon Collision model, any given nucleon may undergo an unbimited number of

contnbuung scatters independently of its hustory.  Furthermore, without any self-consistent
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iustification, the total number of scatters N, is assumed to play a fundamental role mn nucleus—
nucleus collisions, similar to its presumed role in p— A collisions [37]. There N, is linearly related to

the total number of participating ("Wounded”) nucleons,

N =N -1, |
¢ w
J:

so that either N_ or N, may be used. For a nucleus— nucleus collision, there is no unique relation

between N, and N,

. In the Wounded Nucleon Model (WNM) [38], the conjecture is made that a more fundamental
role 1s played by the total number of wounded nucleons N,. The observable properties of a
nucleus ~nucleus collision are assumed to be obtained by N, convolution of the corresponding
properties measured in p—p collisions  Here agamn, the model offers no self-consistent justification
for the average scaling with N . This ad hoe choice implies that a nucleon—nucleon scatter will
contribute only if one of the interacting nucleons 15 not already wounded, although a given nucleon
may “wound” an unlimited numbgr of nucleons. The WNM assumption that each wounded nucleon

contnbutes independently to the observable particle fiow implies that the overall produced particle

"multiplicity should increase hpearly as a function of the number of participants. Hence, when

comparing the particle production mm nucleon—nucieus and nucleon —nucleon collisions, the

prediction 15 that

My 1w (A%
RpAlpp)=— =5 (N + 1)"3( pat el (15)
Aw pA

?

This linear relation between the particle production and the thickness of the target nucleus is in good
agreement with experimental observations [ 39] [40] up to N3, ~ 4. Note that such a A-dependence

is dramatically weaker than what was predicted by naive intranuclear cascade models in which all
particles created in the primary collision were allowed to interact immediately with other nucleons in

the nucleus {41].

Given the assumption that each wounded nucleon acts as an mdependent source, a distribution

such as a transverse energy differential cross-section can be built from a convolution of the form [36]

do*? ARA:‘E ‘
T 2 e S (16)

The nuclear inelastic cross-section 4’ is calculated using the Glauber multiple scattering model [42]

for which the scale is fixed by the free nucleon —nucleon melastic cross-segtion (077 ~ 32 mb at /s ~

~23...
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19.4 GeV). The colliding nuclei are descnbed in terms of Wood-Saxon pyclear density profiles. The
probability a_ that N, nucleons get wounded in the A— B collision is written a8

a,=>P (W) Py(w=w,)

where P, (w,) is the probability that w, nuclecns of nucleus A get wounded [43]. A parametrization

of the experimental nucleon — nucleon dc""/c;E, dist-ibution leads to an expression of the form ,

e

w
« ek, 00T 1)

SAE)= —& .y : o an

3o+

for the contribution to equation (16) from the n, wounded nucleons The parameters @ and 8 in

) (17) are gaven by the fit to the p~p data or are left as free parameters.

An extension of the WNM to introduce the quark — gluon structure of hadrons is made in string
models such as the Additive Quark Model (AQM) [44] [45] [46]. In AQM, the first stage of the
nuclear collision 1s a set of parallel collisions of constituent quarks. Coloured strings are assumed to
span between the participating quarks and the fragmentation of the strings gves rise to th® particle
production in the central region Durnng the multiple scattering processes, several strings may be
connected to any given quark and one postulates that these eventually coalesce into one string prior
to fragmentation. The effective total number of coloured strifigs is thus, cqual to the total number of
wounded valence quarks of the incident protons and all strings are assumed to contnbute with equal
weights independently of the number of “parent” stnngs ‘ﬁ:om which they were formed. The building
of an observable particle distnbution can then proceed [42] as for WNM, except that now the sum
in equation (16) runs from w= | to 3-4 wounded quarks, a_ is the probability to have N,

wotnded Mks [47], and the scale 1s fixed by the quark — quark cvoss-scct{on (6%~ 1/9 0.
4

The attempt to account for the particle production (in central regions) by a‘rélmplc ~couming otti
the total number of wounded nucleons or by counting the “gluon stnngs”, together with the
ass\umpﬁon that all wounded nucleons or strings can be considered as equivalent independent sources
of particles, allowed a reasonable descnption {46] of multiplicity distnbutions for p—~a and « —a
collsions at Vs = 44 and 31 GeV/n and provicicd therd a simple explanation for the nuciear
enhancement at large F’T [36] On the other hand, one cannot find a cohcren{ set of values for the «
and f parameters that sunultancously fits the charactenstics of the parucle flow (e.g. da/dET
distributions) measured in npclcon-— nuglcon. nucleon — nucleus and nucleus — nucleus collisions { 42]
(48] (49]. The global shape of the distnbutions 1s generally )produced to an extent such that one

miy nevertheless use the models as a basis for 2 compact paramcmfation of the data {507 [517. The [
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models furthermore provide simple rough estimates of average quantities characterizing the particle
productipn. It is worth noting here that in somé-Very limiting cases, as we will see in 2.5.1.3 on
page 45, the more fundamental underlying constituent quark dynamics will result indeed in an
approximate scaling with N, in the central rapidity region. In the WNM, the mean numbe; of

L

participants from projectile A and target B is

1 . o
5 T m Bl ’
N,=A—-% and Ny = —2- (18)
(4 ag
Q@ in n 0

.
where o4” is ‘the A — B production inclastic cross-section, i.e. excluding the cases of a nuclear
breakup without meson production. This cross-section is thus a fraction of the total inelastic
cross-section as measured in' emulsion experiments and which is known to be parametrized [52] as
v

. | 2 ' 3
TOT _ _2( 113 13 c
T = np} (A B B'/’> (19)

with p, ~ 1.3 fm and ¢ ~ 4.45. The formula (19) deviates slightly from the pure geometrical
cross-section (0, = mp; (B + A4'7)) for a spectator-participant picture with straight line trajectories,
since the obtlines of the boundary between spectators and participants are blurred by the finite

-

scattering angles. This is taken into account by the last term in (19). The o4? in (18) corresponds to

a7 minus the contribution from nuclear breakup and from electromagnetic dissociation. A useful

in
parametrization js [ 19]

Sﬁﬁ.ﬁ 659(4'” + B — 1.1} inmb (20)

LY

One can use WNM to derive simple expressions for quantities such as the average transverse energy

- o

produced in a nuclear collision [49]:

o

-

4B NAB NAB> B ap

- + =P — e

. 4 B _ T

B = A JRLE - (% +w )-2 1)
(l + Ny ) ‘

For an !*0Q— 2°¥Pp collision at 200 GeV/n incident energy, we thus expect (from (20) and (18) and

ing ¢2? ~ 292 mb and ¢*” ~ 1770 mb) an average of ~ 7.9 participating incident nucleons leading

to an average transverse energy production of 'E’,(O-— Pb) ~ 12.5 E,(p—p)- Note the average number
of participating’ incident nucleons coincides with the prediction’(see Figure 8 on page 21) of the
NCM. | . ,

3
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2.3 Energy conservation and nuclear stopping power

The simple “counting rules® of the NCM (number of inelastic scatt@crings)‘, the WNM (number of
participants) and the AQM (number of stnngs for the central region) are merely usefull
parametrizations which are seen to be of lrited applicability as soon as the particle production is
studied 1n greater details. First of all, the encrgy conservation has been omitted and 1t will play a
fundamental role even in collisions mitiated by ultra-relativistic (¢ ~ 102 GeV/nucleon) ipcident
projectles  This rmught be seen, for instance, m p — A data when the thickness of the target nucleus is
brought to a valuc leading to a sizeable number of participating target nucleons ( N, larger than ~ 4)
(531 [36]. The central multiphicity density in p — A collisions 1s scen to increass it proportion with
the number of participants up to N, ~ 4, above which it is m(:‘rc.xsmgly suppressed con.pare to the
naive scali‘ng. This 15 scen 1n Figure 9 on page 27, which shows a compilation of p~emulsion data
made by Brody et al. [36] which they use to study the effect of the inclusion m1 WNM and AQM of
an additional parameter representing the weakenung of the contnbution from successive inelastic

collisions.

A “damping” coefficient is found to i)c necessary to avord an overestumation by the WNM of
both the A-dependence of the central multiplicity arlld the "nuclear enhancement” as measured [[54]
at high transverse encrgy with the ratio (do/dE,),  / '(dd/d[:’,)” The nterpretation of the suppression
mechamism 1n such companson is however not unique, as one cannot distinguish between the effect
on the particle production of the cnergy loss of the leading baryon dunng the multiple scattering
process, and a limstation of the effective number of collisions allowed for the inaident projectile  This
latter case follows from the “counting rules” of a model ke AQM since the total number of
contributing collisions 1s hmated to 3 (valence quarks) for an inadent baryon Neither WNM nor
AQM (wath our without an “cnergy conservation” parameter) seern to be able to simultancously
reproduce the observed nuclear enhancement and the damping of the multiplicity at central rapadity
[36], and the suppression via a valence quark counting in the AQM leads to an underestimation of

the nise of the central rapidity multiplicity density

3]
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Figure 9: Central rapidity multiphcity density p versus the number of participant
nucleons. The p-emulsion data as a function of the.target nucleus thickness
' for inadent energies vamying from 67 to 400 GeV are compared to WNM
and AQM (GSM) predictions made without (dotted hines) or with (sold
lines) the inclusion of an “encrgy conservation” parameter. The figure is
taken from [36] (sec text)
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The crucial role of the energy-momentum conservation 1s better manifested m 1its contnbution
to the increasing rapidity shifi of the incident barvons (so-called stopping power) when brought to
traverse an increasing target nucleus thuckness. As mentioned in chapter 1, the nuclear stopping
power is a necessary ingredient of any attempt to estimate the most favorable experimental
conditions under which one may hope to generate a local deconfinement of quarks and gluons [ $5]
{47]. It allows to evaluate the expected rapidity gap between the baryon nch nuclear fireballs, and
the depostted energy whuch is available for parucle production Considerable theoretical efforts [ 55]
{47] [56] have been devoted to the understanding, in terms of nuciear stopping power, of the
A-dependence of the inclusive invarant cross —sections £ d*a/dp*(= 2E|,/sxd?c|dxdp?;) . These
cross-sections, as measured for p+ A—p + Xandp + A~ " + X as a function of Feynman
x, = 2p/+/5 (in the p—p center-of-mass frame) at 100 GeV incident energy [ 57], are found to be
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increasi”y weighted towards lower x, with increasing target mass. From thc\dxsplaccmcm, one can
extract a function ( (Ap) giving the probability that the projectile looses &y = Y- .. after n
scatters. Although the translation into such a stopping power function is r;xodel dependent, most
models agree 1 assessing for a relatively “large” nmuclear stopping power, giving rise to mean rapidity
losses which vary from Ay~ 1.2 to Ay ~ 1 8 as the mean number of scatters increases from ~1 7
(**C) 1o ~3 8 (*"*Pb)  Figure 10 shows the results of the calculations made by Daté et al. [47], who
mterpreted the data {57] in the framework of a multichaun parton fragmentation model  Their
calculated mean rapidity shift of ~18 in the case O‘I)b (averaged over all umpact parameters)
would correspond to a shift reaching Ay ~ 2—3 umits when an inadent nucleon passes through the

entire 8 fm diameter of a Pb target nucleus
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Figure 10 Stopping power of nuclear matter as characterized by the mean baryon
rapudity shift as a function of nuclear thickness. The rapidity shift for the
]
various elements arc deduced [47] from experimental data [57] on 5
invarant proton 1ncludive cross-sect:ons using a multichain  parton
fragmentation modcl

The extrapolatuon from the nucleon — nucleus information, to predict the stopping power of nuclear
matter 1n the context of a nuclear collision, is hampered by the fact that little is known on the extent
to which the stopping properties of the target nucleus may be fclt differently by the successive layers

of incident nucleons.
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2.4 Hadronic formation time

The proton—nucleus data have also revealed that the particle production mechamisms deviate n
another fundamental aspect from “trivial” superposition of free p—p interactions Ths 15 seen. for
instance, when normalizing the overall rapidity density distnbutions of produced particles measured
in p—nucleus collisions to the one measured 1n p~ p interactions, 1¢. in measurements of the ratio
R=p, (), » The best measurement of such ratio was petformed by a streamer chamber
experiment [ 58] where the momenta and identification of charged particles could be made over the
whole solid angle for 200 GeV/c protons and antiprotons mcident on 1, Ar and Xe targets The

results for negatively charged particles produced in p—Xe collisions are shown n Figure 11
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Figure 11 The rapidity density of negatively charged particles 1n p~Xe collisions
normalized to the corresponding distnbution measured in p—p collisions.
The data are from [ 58] ,
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The ratio distnbution in Figure 11 shows a depleion (R < 1) at large forward rapiditics
corresponding to the beam fragmentation region. It slowly rises to reach a kind of plateau at central
ipidities around y,, = 3 ( y,, = 0 in the nucleon— nucleon c.m frame). In this central region, the
A-dependence of the particle production 15 compatible with the expectations from a naive counting
of the “wounded” nucleons or “gluon strings” (eq. (15)), 1.e. it scales in proporuon to shightly more
than half the number v of inelastic scatters. The particle multiplicity density finally rises much faster
than v in the target fragmentation region. The general trend of such distributions was originally one
of the motivation supporting the AQM assumption that valence quarks played a fundamental role in
the collision process. Thus was generally simply argued [59] [ 18] by extending the simple counting
-
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rules over the full rapidity. While the particle production in the central region would arise mainly
from the breaking of the coloured stnngs, 1t would be dominated in the nuclear fragmentation region
by the fragmentation of quarks which exchanged coloured gluons (wounded quarks [60]) and by the
fragmentation of the spectator quarks in the wounded nucleons. A simple rough estimate obtained
by counting strings, wounded and spccffltor valence quarks [18] leads to a prediction of

Ri~ 4 {c,/0,)=v mn the target fragmcm:fnon regon, RS~ 1/2(v+1) in the central region, and

RP~ i.25 (s = spectator quarks) 1n the beamn fragmentation region (= R"s1). In attempting to
develop a more complete physical picture of the muluple collisions in the framework of the AQM,
one has to implement the fragmentation and eneggy loss mechanisms which are not directly given by
the model [47] Some extensions of the AQM were found to provide a good description of the
multiphiaty rapudity dependence down to y ~$1 [45] 58], but all ruled in reproducing the maximum
(R">>v) 1n the target fragmentation region The very lugh particle density in the target
fragmentation region has been mterpreted as evidence for large amount of cascading msude the target
nucleus by the slow secondanes The fact that this cascading appearcd to be restnicted 1o slow
secondanes argued for the validity of the formation sone concept [61] {9] [411  In the vanous
theoretical approaches, the mechanisms responsible for the existence of this formation sohe, an effect
also called longitudinal growth, have been discussed in termns of the peneral prnaples of gquantum
mechanics and ficld theors but generally speaking they can all be traced to an argument mvolving
the uncertamty prinaple and the orentz time dilatation  ‘The secondaries have a chdaractersstie
formation time 7, m ther own rest frame which s dilated in the target rest frame to
=ty Eymct = 1y stey)  Above a certan energy £, which 1s given by the requirement

T, r'z'o-!;'c/m,r2 a2 ruAm , there 18 no cascade of sccondanes and they escope the target nuclens as

virtual fragments (for mc? ~ 400 MeV thus corresponds to a cntical rapidity of p, — cosh (1. m, %)

~ 1to 2.

With the inclusion of the formation 7one concept, the muluplicity overestimations of the naive
cascade models could be explained, and ricedless to say, a number of improved cascade models were
proposed as valid interpretation of the particle flow properties in p—nucleus collistons [41]
Similarly, numerous models relying on basis ranging from collective hydrodynamic to microscopic
parton concepts have attempted fo explain these observed properties [39] [62] [63]. As | am
presenting in this thesis results of an expenment of the of the first generation on ultra-relativistic
nuclear collisions, and since the actual hadronr —hadron and hadron —nucleus data do not allow yet
to completely discrniminate between the vanous possible physical approaches for describing the
nuclear collision process, one should be aware that there will be no unique intrepretation of our
results  The hadron—~hadron and hadron — nucleus data ncvertheless brought forward some
constraints that gusdz the choice of a high energy nuclear colliston model, whach might be considered
as representing the most reasonable extrapolation from “known” propertics of soft-hadronic
interactions. We shall minimally request that such a model provides a clear mechanism for the
stopping of the incident pucleons and the corresponding rapidity displacement of the particle
production, while preserving the approximate scaling of the central multiphaty and allowing for a




stralgthfox;ward implementation of the hadronic formation time concept and eventual cascading of
secondaries. Furthermore, 1t should require a minimal set of parameters and these should be severely
constrained by the data. Thesc conditions are fullfilled by the QCD-inspired models presented in the
following sections and used as tools for the physics companson with the data in chapter 5
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2.5 QCD-inspired multiple soft-hadronic interactions models

The particle production at low transverse momentum is the dominating observable feature from
ultra-relativistic hadron—hadron to nucleus—nucleus collisions. The soft-hadronic processes
responsible for this production are believed to be closely related to the quark confinement problem.
The low momenta transferred are probing a domain where the strong interaction coupling constant is
very large. thus forbidding a perturbative QCD treatment  Nevertheless, QCD-inspired models
mamntaining a close correspondence to the phenomenology used for hard processes have successfully
been developed to explain soft-hadromic interactions. It is remarkable that the dominant
contributions to phenomena 1n the low-pp regime could depend on essentially free-parton
probabilities  The understanding of the philosophical and practical imphcations of this 13 one of the
major achievement of early recombmation [64] and fragmentation [65] [66] [67] models. These
two classes of models were able to reproduce the main observed features of the mclusive particle

production, although with apparently contradictory viewpoints.

In the recombmation models, the mclusive distnbutions are gven by the parton structure

functions, /%(x), of a fast forward-moving valence “quark which recombines (according to a pnon

unknown recombination functions) with a slow (x,~0) sca quark to produce the outgoing hadron.
Ftus approach, for which x = ¢t x, 7 x, leads to an inclusve differential cross-section (e.g. in

pro-7 Ay of the form

£ ‘
A A S R U (22)

Y

mn agreement with expenimen: It s this discovery [68] of expenimental evidence for a striking
strmularity between hadron ~hadron low-p- hadronic spectra at large x and the structure function of
powutlike constituents measured i decp inelastic scattering which onginally motivated the
recombination approach In the detaded application of the recombination models, the sea quark is
allowed to carry a non-zero momentum fraction and adjustable parameters are required to describe

the joint ¢ ~ § recombination function

The fragmentation models were stimulated by the observation [65] of 4an cqually sinking
sumilanty of the Feynman x—distnbutions of hadrons in soft hadronic collisions to parton
fragmentation functions measured in hard processes. These models are, in pninciple, made parameter
free by using a ot;lour separation mechamsm and parton fragmentation functions fixed by
measurement 1n ¢* e~ or deep ineclastic scattenng A straight-forward application of the
phcnon;cnoiogy of quark fragmentation at large pr to low-pp rcactions would disagree with
equation (22) [69], so a mechanism known as the quark “held back” effect was incorporated. A
valence quark 1s “held back” and the inclusive distribution is described by the fragmentation functions
of the remaining fast-forward moving quark (or diquark) system. The attempts to provide a firmer




theoretical basis to the held-back mechanism, by invoking the concept of stretching the colour flux
tube [70] [71] or through the Dual Model [72] [73], are at the origin of the most successful
fragmentation models: the Lund Model [65] [70] [71] [74] {75] and the Dual Parton Model (see

section 2 5 1) developed at Orsay.

The Lund and the Dual Parton models differ i philosophy and in the details of therr
predictions but nevertheless have sumulanties. In analogy to the physics of ¢ ¢~ annihilation, both
models consider a “perturbative phase” or parton shower responsible for colour separation followed
by a fragmentation, described by stnngs or chamns, of the partonic state mnto hadrons. In the
fragmentation regions they behave like the carly fragmentation models, in the sense that meson

fragmentation }g)o-l(s ke quark fragmentation and proton fragmentation is sunilar 1n hadromc

collisions and 11 deep inelastic scattering

The fragmentation models have the advantage over the recombination models of being
formulated in a general framework allowmg a unified description of the central and fragmentation
regions.  Moreover they can be cxtended to badron —nucleus and nucleus--nucleus interactions
without mntroducing new physical concepts vr assumptions. | shall concentrate on the Dual Parton
fragmentation model in the following sub-sections  Concerming, the still open” debate between
fragmentation and recombination, [ refer to a recent comprehensive review by Ko Falkowskr and W
Kittel {62] and the cnticasms of various protagonssts [ 767, Let me also mentiop that there has been
claims that from the point of view of the Dual Topolosscal Unitansation 5c119nxc, the recombination

and fragmentation are essentially equivalert parton  nterpretations of the <ame dual cyhnder

component [ 73]

2.5.1 The Dual Parton Mode}

2.5.1.1 The Dual Parton Model for hadron — hadron interactions ‘
4

The confinement related non-perturbative effects 1n soft-hadronic mnteractions do not allow a
simple extension of the perturbative treatment of quantum chromodynamics (QCD) which provides
a firm basis for the parton description of hard processes. A possible solution comes from the study
of the comrespondences between QCD and the Dual Topological Unitarization scheme (DTU). It is
su?:h a study which constitutes the foundation of the Dual Parton Model [67j [721 {731 [77].

Ch

In the DTU scheme, given the large values considered for the strorig couphng constant, one tries
to find a different expansion parameter allowing a perturbative tment. This is achieved by
decomposing the scattering matrix S into an infinite number df topological components. The
topological expansion [ 78] is carried in powers of 1/N. where N is the number of flavours and the
ratio of the number of colours over the number of flavors is maintained fixed [79] [80]. This
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expansion in terms of diagrams with increasing complex topology is expected to converge rapidly,
and the graphs with the simplest topologies are assumed to domunate [73]. The fixed ratio .VJN/
permuts the mtroduction of corrections imposed by unitarity [80], and a conceptual link between
gauge theones and Regge field theories 15 obtained. The relative weights between the vanous terms
of the expansion can be determuned within the framework of Regge ficld theory. The first two
dominating components correspond through unutanty to Reggeon and Pomeron exchange and one
can develop a partomc fragmentation interpretation of these cxch:mgdc processes [72] [73]1 [77] The
hadromc scattering amplitudes, at the lowest order in IDI'U, can thus be conadered as provading the
"zeroth order” appronngon to QQD

The requirements of a good correspondence to dual-Regge models lead naturally to a situation
where the dressed quarks, which saturate the whole momentum of a hadron, behave rather
asymmetrically, onc fast and the other ones slow [72]477). This 1s the salient feature of the leading
order colour separation mechamsm o the Dual Parton Model [77]  The mteraction {(colour
exchange) between two nucleons separates the valence quarks of cach nucleon into two coloured
systerns that share the nucleon momentum, one slow with the quantum numnbers of a valence quark
and the other fast with those of a diquark  In order to neutridize these coloured systems. two
multiparticle chams are formed stretchung from vne nudicon to the other as seen i (1) (Figure 12 on

page 35)  The corresponding dagrams for the separation of a4 meson into a quark and agtiquark

cokoured systerm 15 shown i (b) (Igure 12 on page 15) /
&
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Figure 12 Iwo chain diagrams {or soft particle production m badronic collisions In

a p~p collision, fig (a), the quatks « and ¢, are “held back” and 4 coloured |

systemns are produced, 1,4, p pandp- o The two snuluparticle chaws

are (p —1, yand (i, po1), cach cor~sponding to 3« colour separation
Inan p colbision, fig (b), there are two diagtams conespondmg to

holding back the quark and holding ¥ ek the wntiquard

-~

Squanng the diagrams of bagure 12 and summing over the intermediate states, as required by

unitanty, gves the cyhnder topology of the Pameron m the Dual Model [77] !

In order to speaify the colour separation mechamsm quanttatively, one introduces the function

p,m(x‘, x,) which is the probability that the interaction between the colliding nucleons breaks them
into two diquark systems with momentum fractions x, and x,, and two quarks with momentum

fractions (1—x,)and (1-x,) and with flavors labelled i, and i, respectively. The function p,  (x,. x;)

10
is assumed to be proportional to the product of the valence quarks distnbution functions of the
colliding hadrons {77]. The derivation of these momentum distributions, which is based upon the

dominance of the Regge singulanties studied in appropriate rapidity intervals, gives [81] {82] :
p¥(x) ~ (x)” (1—x ) (23)

for a valence quark 7 1n a baryon, and

! Although the Pomeron contrnibution 1s of order I/N2 , it 15 found [81] 1o domunate over the Reggeon contribution which 1s

of order 1//N and contans one chain for two back-to-back Jets.
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for a valence quark or antiquark 1 1n a meson.

The model 15 completed by fixing the rules by which the partons hadronize into observable

particles. In most applications of the Dual Parton model, onc assumes that the fragmentation

functions are untversal such that they scale from high (* to low ¢ processes® | ie. the rapidity
denuty of each chain depends on the nature of the systems at the chain ends but not on the soft or

hard nature of the process which produces them The fragmentation functions are taken from ¢’ e

data when the appropnate data 1s available, or else they are denved from counting rules {~(1—x)"}
They may also be based on event-by-event Monte Carlo mcthods for hadronwzation. Once the
fragmentation rules are speaified, an inclusive spectrum s sumply given by a convolution of quark
momentum distnb¥rion funcuons and quark fragmentatton functions with wesghts given by the

structure functions  This gives for a p—p collision an cquation ke -

| do _ dN _ ] BRECAS — 4N,

; -(Ty- = "(};‘ = J‘J‘(ixld.kzp(.xl)p(lz)’[_*’a—:y‘—(y"Al,[)l) + W( A AZ'P2)
1 I+8,,

Wl[h Al,l = —5 ]l<~‘l—~:}3‘l—2‘

-

where P, (P,) 15 the ¢ m momentum of chain | (2), 8, and 8, are the Lorentz bogsts rcquir%d uz gO
from the ¢ m frame of each chan to the overall c m. frame of the hadronic colliston; and A, (A)) 13
the corresponding shaft 1n rapidaty for the densities dN,/dy (dN,/dy) coming from chain 1 (2) (see ref.
[67] for the dctalled relations). A schematic representation of the corresponding rapidity

distnbutions n the ¢.m. frame of a p— p collision is given 1in Figure 13 on page 37.

8 Apart for the scaling violauons resulung from the ofl-shellness of the quarks in hard processes [ 77]
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Figure 13: The rapidity distnbution of particles 1 each chain and their sum (dashed
line) for a p—p collison. The labels C, C,, ¢, and ', represent the four

coloured objects at the chains ends (two valence quark and two diquark

t systems) and A, ; 1s the distance between the cm of a chain and the
| overall cm . A nse of the central “platcau” will eventually anse from an
!

increasing overlap between the two chans

| ,
| , :
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Conhng back to the momentum distnbutions of eqs. (23) and (24) , one remarks that the singularity
at .\4‘ =0 forces an “held back” slow valence quark 1n the central region. This implies that the
rcméining diquark system, which also contains the gluons and the sea, will carry away most of the
incomung momentumn  The fragmentation of the fast diquark system will often produce a fast

4.,

“leading” baryon.

The two-chain structure of the colour separation in the leading diagrams, together with the “held
back” mechanism and the leading baryon effect, gave to the Dual Parton model a qualitgtive and
quantitative understanding of all low-py multiparticle production data up to the highest ¢ m. energies
at the ISR® , Vs ~ 60 GeV. There, the model reproduced the shape and the energy dependence of
inclusive spectra both in the fragmentation and central regions [67] [77] [83], as well as the ratio of
n—p to p—p cross-sections [77] and the relative particle flavor composition i p~p and p~p
collisions [84].

With increasing v s for the hadromic collisions, the high order terms required by umtanty 1n the
1/N expansion will play an increasingly important role. They correspond to a situation where sea
. quarks get sufficiently energetic to produce new chamns and contnbute to the increase of particle

4 The CERN Intersecuon Storage Rung.
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production. These higher order terms are related to multiple Pomer&n exchange and their relative
contributions are calculated within Regge theory [81]. Figure 14 shows four &hains diagrams (order
1/N*) contributians for p — p collisions.
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igure 14: Four c}Klain contnbutions in p—p nteractions. In ecach diagram, two
chairts are linked to ¢'s and ¢'s from the sea. In diagram (a), the two extra
chains arc stretched between quarks from the sea. The computation of the )
. contnbution of this graph requires the joint probability p(x,, x;, x}/x‘) of
finding a valence quark at x, a sca quark at x,, a sca antiquark at x, and

the diquark at x,= I —x, — x,~ X,, in a proton.

e

The sea guark momentum distribution is of the order [81] p(x) ~ l/x, and is thus sharply pc;l.kcd

near x = 0 . The chans stretched between sea quarks are in general short and concentrated in the
central region so that
@

< ¥ <«< ¥ ' A )
tea ‘;valmcc xdxqucrk .

The multichain (> 2) contribution is below the 10% level for hadron —hadron collisions at the
highest ISR ¢ m%crgxcs [ 85], but is essential at SPS!C collider energies where it reaces 30% for Vs
= 540 GeV [81]. In the collider energy domain, various theoretical developments along the lines of
the rr;tﬂtichain Dual Parton Model were shown to be in reasonable agreement with data for the
average multiphcitics [86]. the rapidity distnbutions (both inclusive and semu-inclussve) [87], KNO
scaling violations and the encrgy and rapidity dependence of multiplicity moments [85] [88], the
long-range rapidity and forward-backward multiplicity correlations [89], the encrgy dependence of

heavy flavour production [85], and the diffractive particle production [88] [90] With the addition
5

RN

10 The CERN Super Proton Synchrotron. !
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of some intrinsic momentum at chains ends (due to semi-hard scattering or multiple gluon emission),
the multichain Dual Parton Model also reproduces the correlation between transverse momentum
and multiplicities of secondaries [91].

3

2.5.1.2 Extension of the Dual Parton Model to hadron— nucleus collisions

The Dual Parton Model can be generalized in a straightforward manner to hadron —nucleus
interactions. For this case, in contrast with hadron — hadron interactions, multi-chain diagrams will
play an important role. Although such diagrams cormrespond to higher order corrections in the 1/N
cxpansion, they arc enhanced in interactions with’ﬂa nucleus due to tnvial combinatorial factors
resulting from the possibility of linking the various chains to different nucleons in the nucleus. This
is scen for example in Figure 15 showing a double-scattenng Hiagram in a proton—nucleus

interaction.
1 X4
& N C
i“"
C xgc C C N
= c(2) c(a)c @)
AS
/ /L
tuvot targeﬂ
Figure 15: Double-scattering diagram in a p— A interaction. Twq participant target
nucleons scatter inelastically with various sea and valence constituents of
the proton projectile, leaving A — 2 target spectator nucleons.

The n inelastic collisions of an incident hadron projectile with n target nucleons correspond to a n—
4 e . .
Pomeron cxc?xang::” leading to the tormation of 2n chains Here again, the large momentum
X
separation between the systems at the end of cach chain will cause the stretching and evoluison of the

chains, via a colour-confining mechanism, into a jet of hadrons.

n The associated dual diagram has a complcated topology with n—1 "handies” {92]

- 39 —
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In a p— A multiple scattering process (e.g. Figure 15 on page 39), there are four types of chains
involved. Chain 1 (4) is stretched between a valence quark (diquark) of the proton projectile and a
valence diquark (quark) of a target nucleon. Chans 2 and 3 involve respectively an antiquark
(quark) of the projectile sea and a valence quark (diquark) of a target nucleon. For any total numbc‘r
n of inelastic scatterings, the chans 1 and 4 can only appear once (neglecting possible rescattering of
fragments) while chains of type 2 and 3 appear n— 1 times cach. The rapidity density of the
produced hadron 4 i an inclusive reaction p+ 4 — A+ X is thus given by [92] [82] :

NP4 1 doPiTW

n

4 i >
= Y e Mo + Ao + @-0[Mom + Mon ]} 9
.

The inclusive particle spectra N for chains of type « = 1, 2,3 and 4 is written as

1 1
Ny = [dx [ax pi0) pEG) N, 0= A.P)
0

0

for a chain stretched between a constituent ¢ (quark or diquark of the projectile) at x and a
constituent ¢’ (quark or diquark of a target nucleon) at x’. The expressions for the c.m. momentum
P(x, x’), and for the rapidity interval A(x, x") between the c.m. of the chain and the overall c.m., can

be found in ref. [82]. The function p(x) 1s the 2n— 1 integral over all variables, the variable x of the
constituent ¢ of the joint momentum distribution function p (x,x,,.. x,) cxcepted. This latter

function being the probability of finding in a proton a valence quark at x, n— 1 sca quark —antiquark
pairs at x,, x;,.. x, _,, and the diquark at x, . It can be wntten 1n terms of a product of functions

derived from single quark momentum distribution functions, as

2n

£y Xy ) = CLR VLGS Y (6,) 80— D )

1=}
with
fx) =+ gy Py :

qu(x) >yt




[0 = (2 4 WP - \
where 4 is a transverse mass (~ 0.3 GeV) and P the hadron center of mass momentum.

In order to characterize the main consequences of the above theoretical formulation on the

particle production, we define the ratio

In the projectile fragmentation region, «(p) is negative due to the n-dependence of N (y, n) anising

from-energy-momentum conservation. Inithe Dual Parton Model, the energy camried away via the
2n— 2 sea quark chains resulting from n nelastic scatterings in the target nucleus, is mainly provided
by removing energy from the fast diquark in chain 4, which 1s the only important contribution in the

fragmentation region.  As the number n increascs, chain 4 becomes shorter and consequently N, (v, 7)
decrcases. If the rapidity distnbution N, was independent of n, there would be no A-dependence in

the projectile fragmentation region, ie. a(y) = 0. At larger y, there will be a cross-over pont for

which R(y,) = 1. It will occur at a value y, independent of the overall cm energy and A [82] In
the central region, a(y) is positive and the functions N?(y, n) should only shghtly depend on ~.

Neglecting this weak dependence and using

A
O_Iu( — a
n n
n=1
A !
Zna = Acf?
" !
=]

equation (25) becomes

dNPA he L ah A £
) = M) + M) + - D[ M) + N0)] (26)
iy 2

where the average number of inclastic scatterings is taken as 7 =v = 4o/ 0?4 Here the rapidity

densities of chains 1 and 4 arc identical to those in a p —p collision, and therefore the average

multiplicities follow
AN

hS
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N=N=N_2 (27

/
where N” is the average p—p multiplicity. If we further neglect the difference between the valence
and sea quarks, ie. Ny(») ~ N,(»), and consider the fact that the chains of type 2 are very short since

they have a quark or an antiquark at both ends, ie. N,(y) ~ 0, we get for the central region from

equations (26) and (27) that )
N Z
R=N N =120+ (28)

In the very high energy limit, all chalns will develop independent plateaus of identical heights and the
contnbutions of chains 2 can no longer be neglected. In this limit [82], R=v This corresponds to
the nput assumption of the naive Nucleon Collision Model (2.2 on page 20) for p— A collisions,

Y3 dependence.

and at asymptotic energies one approuches an A

The extension of the Dual Parton model to p—A collisions has been implemented 1n
Multichain Monte Carlo models which have proven to provide good agreement to exclusive and
inclusive particle production cross-scctions [93], and to forward-backward correlations and the
A-dependence of single paticle distnbutions [94]. Morceover, the Dual Parton Model provides a
satisfactory description of expenimental data on charged multiphcity rapudity distnbutions. Thus is
seen for instance in Figure 16 on page 43 which shows the fit [82] to pscudorapidity charged

multiphaity  distnbutions for central  collsions with  varmous nucleus at  nucleon —nucleon

v = 20GeV.
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Figure 16: The Dual Parton Model comparison to p-—A pseudorapidity charged
multipliaty distributions [95] at Ve = 20GeV.

The apparent faure of the model for reproducing the experimental A-dependence in mé: target
fragmentation region may be due to effects of cascading of slow secondaries.'? These contributions
are neglected in the Dual Parton Model as the model does not provide characteristic timescales for
hadronization. The effect of the rescattering of the secondaries has been studied with the Dual
Monte Carlo Multi— Chain Fragmentation Modg;I (MCFM) developed by Ranft [97]. The DPM
was adapted to\akc into account leading ord‘ﬂgcorrcctions due to secondary interactions inside the
target nucleus via the introduction of an empirical formation time parameter. The virtual secondaries
were not permitted to reinteract before an average time 17, in their own rest frame, after which they
were considered to be present as complete hadronic states. Before they are completely formed, i the
context of the DPM, the wvirtual fragments might be understood as states consisting only of “free”

quarks, without the full system of sea quarks, antiquarks and gluons. It is this absence of soft

12 Sumular conclusions are reached 1n a different extension of the dual approach, developed by Chao et al {96] They assume
that from the first interaction, the chain system linking the fast projectie diquark to a valence quark from a target
nucieon can be treated as an “excited projectle system”. This excited projecule system has no ume to hadromze between
successive collisions and 1t undergoes v collisions giving rise to v *excited target systems”. '}'he model naturally gives the

lugh energy Lmit of equanon (28)
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components in the hadromic quantum state which is responsible for the rcduced probability of
hadronc interactions  The MCFM allows one to follow the full space-time history of the collisions, -
i.e. the vertex coordinates of the elementary collisions in which the nucleons are engaged arc knov

and the energies and momenta of the secondaries are specified. The trajectonies of the secondaries
are followed in space-time and, in the rest frame of the target nucleus, the particles may reinteract
after a dilated ume 1nterval of yt, . Most slow secondanes this have a chance to reinteract while
most fast secondaries are created outside the target nucleus volume. The influence of the formation
T, on the contnibution of rescattering to the particle production is shown in Figure 17 where the

predictions of MCFM are compared to the measured [ 58] rapidity density ratio

- ()

(d,\;l’;/dy)

The relative increase of the charged multiplicity density 1n the target fragmentation region for p — Xe

collisions 1s well reproduced for values of the formation time parameter ranging from pC = 1 to 2
fm.
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Figure 17: MCFM predictions for the charged particles rapidity density distnbution 1in

| p— Xe collisions normalized to the distnbution 1in p~p collisions [97]
i The predictions are compared to the data [58] forz, = I, 2 and 3 fm !
(dotted hLines). The solid line shows the prediction [94] when 1, 18 made
assymptotically large.
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2.5.1.3 The Dual Parton Model for nucleus — nucleus collisions

In further extension of the model to nucleus—nucleus collisions [98] [99], the colour
separation mechanism follows immediately from the “rules” developed for hadron—nucleus For
example, let us consider the configuration in which n, nucleons of nucleus A interact melastically
(get “wounded®) with n, nucleons of nucleus B, via a total of n melastic collisions.  The available
fragments wﬂltbc n, (ny) valence quarks and diquarks from nucleus A (B) In the case where A < B
and n, < n, the chains involving valence constituents are n, chains of type (¢q9), — ¢} and n,
chains of type ¢ — (99), , 7, — 1, chains of type 7, — 4% and n; — n, chains of type ¢ ~ (49),,
where the indices v and s are labelling valence and sea quarks The valence constituents are thus
contained in 2rn, + 2(n, — n,) = 2n, chains Hawving taken care of all valence constituents and since
the dual formulation requures that the n melastic scatterings lead to 271 chawns, the rematmung

2n = 2n, chains will have to be of the type ¢, — 4¢3 (or ¢, — ¢,) As scen for the hadron —nucleus
case, i order to make quantitative predictions concerning for mstance rapidity density distnbutions,
one would need to know the jont momentum distnbution function gving the probability for each
valence or sea quark involved to carry a certain momentum fraction, averaged over all possible
configurations for a given impact paramneter  In other words the rapidity distmbution from a given
chain depends not only on n,, nyand n, but also on new mdices speafymg the ordening and the
number of 1nelastic collistons that cach ‘of the 2, and n, wounded nuclcons has undergone  The
resulting full combinatorial complications and the corresponding chamn configurations probabilitics
have been worked out under simplifying assumptions n ref. [100], but generally it can only be
handled in Monte Carlo applications of the Dual Parton Model For the moment the problem shall
be restricted to the attainment, for averages at fixed impact parameter (1e. central collisions), of
approximate formulas when drastically neglecting energy-momentum conservation. In such a case,

the rapidity density is written as [99]
NPy = A, w) + Gy ~ ) (9} + (= Ry - (s3) (29)

where

»
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These approximate equations have been found to provide good agreement with nucleus — nucleus
rapidity distributions measured in cosmic ray experiments in the TeV/nucleon range [99] and with
negative particles multiplicity, total energy and probability distributions in « —a collisions at
nucleon—nucleon Vs = 31GeV [98] [99] [101] [102] [103]. Some of the results for a—a

collisions are shown in Figure 18
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Figure 18 The Dual Parton Model companson [101] [103] with data on the
negative particles probability distnbution and charged rapidity distnbutions
for a—a collisions at </ s = 31GeV/n[104]

Using the notations (30), the approximate formula (29) may be rewritten [99] in terms of the mean

nucleon —nucleon rapidity distnbution as

dN dN .. 1. _ _ - -
d;“-" = djh [nA + (Ay —n,)- 3—%)1 + (n - ﬂa)’—”(}’)J (31

X .
This can be compared to the corresponding formula 1n the simple Wounded Nudeon Model (section

22 on page 20) \\'\

N, dN,, o
d;B = d; [y + (3 ~ 7)807)] (32)
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where B(y) is a function to be extracted from hadron — nucleus data, The difference between (31) and
(32) resides in the additional sea quark term in (31). The basic ad hoc assumption within the
Wounded Nucleon Model of an approximate scaling in terms of the number of wounded nucleons,
thus finds a support only if 7 ~ 7, is small enough (i.e. close to one scatter per participating target
nucleon) and/or if the sea quark —antiquark densities can be neglected. The latter condition is
fulfilled outside the central rapidity region for nucleon —nucleon Vs < 40GeV [99], but there the
energy-momentum conservation should be properly treated and so the approximations leading to

(31) may not be justified

In Chapter S5, I will desenbe and make use of multichain Monte Carllo\models based on the
colour separation mechamsm of the Dual Parton Model. The predictions of(hcsc models, the IRIS
event generator developed by Pansart [105] and the Dual Monte Carlo Muln-C}{)ajn Fragmentation
Model developed by Ranft [97], wall be compared to the daC

—
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Chapter 3

Observables in HELIOS experiment

/

3.1 The hadronjé and nuclear beams
! 1

The IIEL[IOS experumental set-up 1s installed in the HB8 beam line at the CERN Super Proton
Synchrotron (SPS) The SPS nomunally operates at intensities up to 102 protons per burst (2.4 sec)
with a maximal momentum of 450 GeV/e  An attenuated pnmary beam of ~10% protons can be
deflected 1n H8 By means of a production target, beams of secondary Ingh energy hadrons with

momentum of 200 GeV/c at rates of ~107 per burst are also available

In late 1986, the (:I.:/RL\; accelerator complex proceeded to the extraction and acceleration of
fully stnipped oxygen 1ons ZX;hc acceleration chain compnsed a hinear aceelerator {Linac 1), which first
brought the nuclei to an energy of 12 MeV/nucleon, and transferred them in a synchrotron from
where they were injected at 260 MeV/nucleon 1n the CERN Proton Synchrotron (PS)  'The nuclei
were boosted up to 10 GeV/nucleon in the P§ before injection in the SPS where they were finally
accelerated to energies of up to 200 GeV/nucleon. Intensities of = 10 ions per burst (4 2 sec) were
transported in the SPS where high rate was a minimum requirement for adequate beam control. In
view of the large cross-sectjon and high multiplicity expected in nucleus — nucleus collisions, this
intensity was reduced for HELIOS activities by a factor ~ 10°. This reduction was achieved on the
extracted 10on beam by means of stcel-s“/epturn magnets, and in the H8 secondary transport beam
system by using cylindnical and slit collimators The physics data taking profited from beams of 2
10° ions per burst focused, at the target position, in a ellipsoidal profile;with gaussian spread of
(o, o,) ~ (0.5mm,l 2mm). In the following sections, after a brief general &»vcrvicw of the HELIOS

\v..;:\xpcnmf:mal sct-up, I will descnbe the detector components used to measure observables relevant for
N

thestudy of ultra-relativistic ion collisions.

£
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3.2 Survey of the experimental set-up

The HELIOS multi-purpose detectors were designed to operate both with hadrons and nuclei
incident beam. Using the proton beam, the lepton program of the expenment aims at settling open
questions in the production of electrons, muons and neutrinos 1 p—p and p—A nteractions
Promnent am”\r.g these are e/u universality, anomalies in the production of single leptons,
contnbution of charm decay to lepton pair (Drell-Yan) production, and "anomalous” low mass pairs
The HELIOS 1on program involves ultra-relativistic nucleus —nucleus collisions where both
compression and heating should allow the production of states of high-energy densities over extended

volumes, High densities are a necessary condition for the creation of a plasma of “deconfined”

quarks and gluons

A schematie top view of the set-up 15 shown i Fagure 19

EXTERNAL SPECTROMETER )l SPECTROMEYER
10F_ W w2 3
P3P PCS FCs '

Hagnet AL KN
PC/Cony, Ay Hagnet i L [

\J g Ruregel
/ .
Uk

| = -
i —= ol [ = 1
Target 1 l [H&
v RO ' _J
/s Target 2 5 - i
(U/LA Colorimeter)  U/5¢ } i
eu lS L ) N I‘O 1‘5
Figure 19 Layout of HELIOS (NA34) expenmental set-up.

‘The expenimental design for the lepton program consists of four major components- the target-vertex
trigger system including siicon charged muluplicity counters, the compact electron spectrometer
utilizes dnft chambers with high multitrack capability, a “weak field” calorimetnized magnet,
transition radiators and fast high resolution liquid argon calorimetry; the Uranium/Scintillator
calonimeters extend the energy coverage for accurate measurement of missing energy; the muon
spectrometer, comprising a magnetic spectrometer and an hadron filter. The 4n-coverage of the
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calonmeter for the measurement of the energy flow, in the center-of-mass (c.m.) frame, is a powerful
tool in the ion program, allowing a full reconstruction of the events topologies as well as providing a
trigger on transverse energy 1 various pseudorapidity intervals. The main other component for the
heavy ion physics program is an external spectromcter that views the target through a slit in the
calonmeter wall. It uses Time-Of-Flight and Threshold Cherenkov detectors giving good n/x/p
separation, two proportional chambers spaced by a thin converter for photon detection and drift

chambers coupled with a magnet for electron momentum analysis.

v

3.3 The beam telescope and general trigger system \

Two small santillator counters placed at 23 0 cm and 21.5 cm before the target are used to
define the amval of a beam nucleus and to provide a determination of its'charge by dE/dx
measurement  The first beam scintillator 1s 5 mm thick and has a cross-sectional area of 6 x 6 mrr?
which ensures a full overlap with the beam profile. This counter 15 thick enough to give good time
resolution as 1ts signal defines the time reference ¢, (= 0 see) of the expenment. A cowmcidence
between the two beam scintdlator counters generates & valid beam strobe only 1f a beam comncidence
has not occurred within the before protection interval A == 500 ns. The basic requirement defimng a
valid interaction m the passive target 1s a comcidence between a valid beamn and a minimum charged
track multiphcity detected 1 a silicon array located at 90 cm belund the target. The siheon pad

Array provides a fast analog output whose amphtude 18 proportional to the number of low ievel
discnminators set n the region 7,, > 5 (0 > 077) This signal is disenmimnated to provide the

multiplicity identifying an mnteraction A valid interaction further requires no other interaction in the

before protection wterval A = 1200 ns

a

- * a

The components of the tngger logic relevant for the present discussion are shown in Figure 20

on page S1.
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The beam logic and the s1licosi logic are the main components of the pre-trigger which causes the
information from each of the detectors to be stored in ADC’s, DTR’s, TDC's, etc. This happens at
approxmmatively ¢ = ¢+ 340 ns A pre-tngger may also be an artificial “empty” pre-trigger
generated randomly and used for controlling pedestal stability of vanous detectors components. A
late beam or late interaction abort 15 issued if a beam coinadence occurs within an after protection
interval of A == 300 ns or if an interaction occurs within A = 700 ns After the pre-tngger, the
cnergy flow logic begins to process the calonmeter information which is digitized and combined to
obtain values of E, ., Ep, and py. These values are compared to the lowest threshold m a
comparator and, if a threshold requirement 1s satisfied, a trigger flag signal 1s generated. Thus decision
happens at ~ 800 ns after the beam particle crossing. If an abort 15 to be issued, a fast clear order 15
given to the umts that stored information at pre-trigger time. An cxcess dead time of > 1.2 us is
inserted to permit the data acquusttion electronics to clear and to ensure stable pedestal values in the
charge sensiive ADC’s  After all the subsystems have completed their trigger evaluations, a Very
Fast Bus is clocked to reach a final decision There, the relative population of vanous types of

tnggered cvents 1s weighted via downscale factors 7, so that only every n+ 1 event of type 11s

effectively storcd on a buffer to be transferred to magnetic tape in between bgam bursts

f
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3.4 The silicon detectors for the charged multiplicity measurements

A fine granularity measurement of the charged multiplicity flow is pbtained in the pseudorapidity!?
region 0.9 < n,, < 5.0 with a set of silicon detectors cquipped with a segmented pad readout and
placed at 3 and 9cm behund the target. Both detectors were centered on the nominal beam axis, to a

precision of few mucrons, by the means of an optical telescope.

A 300 pm thick siticon pad (Si-pad) detector [106] covenng 2.5 < 1y, < 5.0 is centered on the
beam axis 90 cm behind the target. It consists of an array of 400 silicon pad segments varying in
size from 002 x 0167 cm? to 0.167 x 066 cm?. The pseudorapidity coverage for the multiplicity
measurement 1s extended to the region 0.9 < n,, < 28 by a 250 um thick silicon ring (Si-ring)
detector placed at 3.0 cm behind the target, and made of 384 segments approximately equally spaced
irpseudorapidity  Both silicon detectors were operated at full depletion and the boundaries between
individual segments are made of 40 um of fully active oxide. The layouts of the Si-pad and Si-ring
detectors are shown in Figure 21. ' .

SILICON RING COUNTER SILICON PAD ARE&I
\

Figure 21 Layout of the charged multiplicity detectors.

. o

The pad (nng) elements are connected to preamnplifiers via a two-step bondung, firstly from the silicon

to a ceramic overlay, and then to a pnnted arcuit board with connectors for flexible jumpers. The

~

13 The psel:x;orapldxly N, 16 defined as 17, = —In {tan(0,,/2)} = In {(p+p)/p;)}- For m = 0 it 15 equivalent

to the Lorentz invanant (ormutung ¢5) ¥ = 1/ 2Un{{E+p (E—p)} = In{(E+p)im,).
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overlay is made of standard 600 um “thick film” ceramic on which a gold pasted was deposited by
serigraphic method. The motherboard is made of G10 (G30) matenal. This material has thermal

propertics compatible with the ones of ceramic.

The signal from cach i{ndiwdual pad or nng segment is sent to charge integrating ADC’s and to
discriminators (the readout jchain of the Si-ring detector includes a charge sensitive preamplifier, an
intermediate amplifier followed by a shaper and peak sensitive. ADC). As mentioned in the previous
section, the discriminators Allow the formation of a fast analog sum used for trigger purposes. Each
of the pad or ring segment was individually calibrated by fitting a modified Landau function to the
pulseheight distribution measured in low multiplicity events { 106] [107]. For the segments of both
detectors, the signal-to-noise ratio, taken as the ratio of the most probable energy loss to the r.m.s.
width of the pedestal, is> 10 for single particles. This is shightly degraded for actual high multiplicity
events due to possible charge contaminatibn coming from neighbourning elements (charge-shanng
resulting from the passage of a particle near the border (£ 20 um) of a segment) More details on
the silicon detectors design and performances can be found in [106] [107]. During the 1986 heavy
ion data taking period, about 25% of the active area of the Si-pad and 30% of the active area of the
Si-ring were not operational due mainly to broken bonds on the detectors themselves. The detectors
were otherwise stable dunng the data taking penod and no degradation of performances due to
radiation damage was observed. [ \

3.5 The 4n calorimetry ‘

3.5.1 General description and mechanical propérties

The measurement of the energy flow is performed in calorimeter elements covering ~41/in the
cm. frame. The target is surrounded by an almost hermetic “box” of calonmeter m6dules that
covers opening angles from ~ 6.3° (4, = 2.9) up to ~ 95.7 (n,, = —O0.). e perpendicular

distance from the target to the vanous walls of the box is approximately 120 cm in all directions.

A, . . . .
The forward region (n,, > 2.9) is covered by calorimeter modules placed further downstream. An

overview of all calonmeters 1s shown in Figure 22 on page 34.
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Figure 22: Overview of the calorimetric components of the experimental set-up. The
' target is surrounded by a calorimctrized dipole magnet, U/scintillator and
U/Cu/scintillator modules covering the full solid angle in the c.m. frame of

collision at 200 GeV/nucleon. The external

spectromster, not shown here, views the target through the 20 msr slit.

The forward region of the box ( 22 < 7, < 2.9) is occupied by a calorimetrized dipole

magnet (Figure 23 on page 55). It consists of an oa yoke of cross-section 64.8 x 64.8 cn’ with a
1

maximum depth of 32 interaction lengths (4, ) mnto which is bored the 6.3° conical hole. The

sampling consists of 1.5 cm Fe plates alternaing wath 0.5 cm santillator plates.
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24 channels
each read out by
wave-tength shifter
bar connected to PMT
by optical Fibres

—

\\6
‘0,,,”’ \J T3 tayers of
\' S mm sontiltator, 15 mm iron
Figure 23 Artist’s view of the calonmetnzed dipole magnet.

[t is divided azimuthaly into 24 “petals” covenng ~15 each, and read out by plastic Wave Length
Shifter (WLS) bars coupled to the PMs wia light-guides made of 1 mm diameter optical fibres about
1 min length. Optical fibres were used because some degree of flexibility was needed due to severe

space constraints

The rest of the box is built up from Ujscintillator and U/Cu/scintillator modules (Figure 24 on
page 56). Both types of modules consist of metal plates interlcaved with 0.25 cm thick scintillator
plates These modules are divided into an electromagnetic and a hadronic section The
electromagnetic section is 6 4 radiation lengths deep and contains 0.2 cm thick depleted U plates.
‘The hadronie scction for the U/santillator modules 1s 4.04 deep and contains 0 3 cm U plates. The

hadronic section for the U/Cu modules is 3.84, deep and the U plates alternate with 0.5 cm Cu plates

in the ratio 2.1,
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Figure 24 Isometnic view of a U/Cu/scintillator module. The enlargement shows the

arrangement  of the optical readout and the sampling for the

electromagnetic and hadronic sections.

In both sections, the scintillator plates (~ 120 x 20 ¢77*) are read out on both sides by six independent
02 cm WLS plates, producing a 20 x 20 cn? tower structurc and giving 24 channels per module
The modules containing only uramum metal plates have the advantage of giving more uniform
response to electromagnetic and hadronic showers, and so were placed in a region whéfe we expect

the maximum transverse energy deposition.

A substantial fraction of the mcident cnergy is carried away by particles passing through the
forward conucal hole and is detected in the downstream U modules which provide 10.54, of sensitive
depth. In order to limit the light sharinﬁ; between the towers of the most forward modules, the 6
towers are optically decoupled by shts of 0 5 mm width made 1n the scintillator plates with a 600 W
CO, laser. Palished surfaces of high quality can thus be obtamned inude the shts  In order to avoid
cross-talk by light refraction, reflectors of aluminized Mylar were mounted inside the slits  The hght
containment 1n optically decoupled towers will allow better cnergy locdlization n the very high

energy and muluphaty environment of the forward rapdities

A shight overpressure of nitrogen 1s” maintained n cach individual module to avoid radiation

induced detenoration of the optical components.
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3.5.2 The absorbent, the readout, and the light collection uniformity

In general, the relationship between the signal in the readout and the true energy deposited in a
calorimeter depends strongly on the type, energy, and shower history of the individual incident
particles. The design criteria governing the choice of the absorbent and readout media and nature of
the light collection system, are based on an attempt to maintain good energy resolution while
approaching the ideal situation of exact linearity and equal response (e/r = 1) Xpr electromagnetic
and hadronic showers. This is particularly important in a large multiplicity environient (e.g. heavy
ion collisions) where clusters due to individual particles are not resolved

!

While constructing the U/§cintdlator modules, we reviewed and optimized the properties of the
optical readout systern, and in&kﬁgatcd the fundamental mechanisms governing the response of a
sampling calorimct{:r to clcctromagt?ctlc and hadronic showers I shall mainly summarize here the
results that had direct implications for the treatment of the calonmeter information in the ion physics
program. That concerns res/t\xlts that directly mfluence the signal handling and energy calibration
proccdux:c (section 3.5 3 on page 69) or the data analysis and Monte Carlo simulations of the
calorimeter response (Chapter 4). A more general account of the above mentioned calonmeter
studics would clearly be outside the scope of this thesss and we shall mainly refer to recent

publications for a more detailed discussion N

\

The choice of absorbent and readout matenal and thicknesses determmunes the mtrinsic quality of
the resolution and bneanty of a sampling calonmeter. The reference scale for the-.calorimeter
response can be defined as the response to an idcalized exactly minimum ionizing particle’® (= mip).
The fraction of the total encrgy deposited that a mip spends for ionization loss in the active medium
is stmply calculable from well known mean dE/dx values in different matenals [108]. For example,

the mean energy loss of a mip is (ATZ)U = 2066 MeV/em 1n uramum and 2 29 MeV/em 1in our

PMMA scintillator readout matenal Hence, for a (3mm U)/(2.5mm santillator) sampling, a mip
depe-its 8.6% of its energy in the active layer. The response of a calonmeter 1s characterized by
comparing this number to the fraction of the energy deposited in the active layer by electromagnetic

(e/mip ratio) or hadronic (h/mip) showers.

For electromagnetic showers, the overall e;mip rauo can be rewntten as a sum over the

sampling layers n of an cffective ratio (e/mip}*(n) multiphed by the shower profile AE JE:

overall

()" =Xl o
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Both the overall ¢/mip ratio and the evolution of the effective ¢/mip as a function of shower depth
are of interest. It is a well known experimental fact that the overall ¢/mip ratio'® for a sampling
calorimeter with Z*** > Z'** satisfies e/mip < 1 [109] and varics roughly lincarily with the ratio
Z*Z**, There are various contributions to this fact. A contribution comes from the so-called
“transition effect” [110]. The high-Z absorbent material has a critical energy ¢ (i.c. encrgy below
which the electron looses more encrgy by onization than by bremsstrahlung) much lower than that
of the low-Z readout material The equlibnum number of secondary electrons scales with the
critical energy of a medium and a rapid reduction of the number T ¢lectrons will occur as the shower
passes the boundary between high-Z and low-Z material This reduction is thought to happen
because the materialization rate per radiation length (X,) of the photons remains unchanged at
crossing whie the collision losses of the electrons*suddenly increase by a large factor. In our
calonmeter modules, the readout medium has only a thickness of 0 0073 X, and for £"™%/e™ ~ 4 we
only expect a small (£ 5%) change of the electron flux  The shower development will be essentially
governed by the properties of the ~ 1 X, thick absorbent matenal. Other contnibutions [1117 to the
relative suppression of the electron response may come from the decrease of the average track length
(which scales Iike E/e) in the readout dug to the larger crtical energy, or from the effect of multiple
scattering which tends to increase the effective path length in the high-Z absorbent iclative to the
low-Z rcadout We mnvestigated another possible source of suppression coming from the low energy
photons 1 the tail of the electromagnetic shower It turned out that the response to low enery y's
(< 1 McV)is a domnant source of suppression of the electromagnetic signal. EGS4 Monte Carlo
simulations [112] indicate that ~ 40% of th’c shower encrgy 15 deposited by particles that are softer
than ~ | MeV Because of the photoelectnic effect which domunates for low energy photons and
which cross-section scales with Z?, the photons interaction cross-section is very much larger for the
high-Z absorbent than for the low-Z readout (see for instance the mass attenuation cocfficients in
[113]) Most of the soft photons will transfer partly (Compton effect) or totally (photoclectric effect)
their energy to the electrons of the absorbent media. These clectrons are gencrally stopped before
they can reach the readout media. Quantitative results concerning the cffect of the low energy
photons suppression mechanism were presented n refs (1133 [114] Among the most important
effects 1s the fact that the e/mip ratio will strongly vary with the absorbent plate thickness for
sufficiently thin plates ( < 1 X, ), and more abruptly for larger (Z** —Z™*) differences This is due
to the increased probability for the soft photons to transfer their energy to electrons close to the
surface of the absorbent plate, 1.e. electrons that can escape the absorbent and contnbute to the
measured signal Hence the e/mup ratio can be “tuned” for sufficiently thin absorbent plates, but at
the expense of a sizeable contribution to the multiparticle resolution (¢/mup then function of the

angle of inadence) In our modules, the absorbent plates are sufficiently thich to mimmuze the

15 In most cases, relativisuc muons are used and the energy dependent e/¢ rato 1s measured In order to be able to compare
different results, the energy depositon of the muons should be corrected back for the nse of the average energy loss due

1o energy (and material) dependent effects such as 8-ray production, bremsstrahlung, e*e” pair producton, elc

_..58._
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16 Another important effect is the

contribution of the ¢/mip fluctuations to the energy resolution
decrcase of the effective ¢/mip ratio with increasing shower depth due to the increasing fraction of the
shower energy camried by slow particles. As will be seen in section 3.5.3 on page 69 this has
important consequences when attempting to use electromagnetic showers to intercalibrate a

longitudinally scgmented calorimeter.

In order to optimuize the performances for the detection of hadronic showers, in terms of
Iinearity and energy resolution, a calorimeter should have equal relative rcsponse to the Burely
clectromagnetic (¢.g 7°) and hadronic components of the showers. This allows to mmumize the
degradation of the encrgy resolution and lincanty caused by the large event-by-event fluctuations, and

average loganthmic increase with energy, of the fraction of the shower’s energy used for =n°

production. For most sampling calonmeters with Z*" > Z'*, one typically finds [ 109] that e¢/h =
(c/mip)/(h/mip) > 1. The suppression of the hadronic shower response 1s caused by the substantial
fraction (25-+30%) of the energy that is transferred by its hadronic component to hardly detectable
{muons, soft neutrons and gammas, neutnnos) or invisible (binding cnergy 1n nucler breakup) energy
A compensation for this undctectable energy was first achieved in Uranium/scintillator calonmeters
[115] and was attnbuted to the role played b;r detectable products (soft evaporation rcutrons and
y’sy of induced uramum fission. In order to gain a better understanding of the nuclear-physics
mechamsms governing the development of the hadronic component of hadronic showers, we
proceeded to a detailed analysis of the *fingerprint” of reaction products left after the passage of a
shower in uramium calonmeters The method allowed us, for instance, to separate the contnibution
of fast charged particles induced fissions from neutron-induced fissions, and to measure the total
neutron “production”. One of the main outcomes [116] of this activation analysis was the finding
that the total number of fissions per GeV was sigmficantly lower (~10/GeV and ~90%
ncutron-induced) than usually assumed and dependent on the calonmeter sampling configuration
The total neutron production was measured to be of the order of ~ 45 per GeV, and only ~ 20% of
those induced a fission before being slowed down and captured From the analysis, we inferred that
fission alonc could not account for the compensation in U/scintillator calorimeters, and we were led
to conjecture that a dominant role could be played by evaporation neutrons and cascade neutrons
and protons from spallation reactions [ 116]. Detailed phenomenological studies [ 113] confirmed the
importance of the contribution from densely ionizing protons (p/mip >> e/mip) liberated in the
sp‘iﬂlation reactions and from neutrons (via energy transfer to recoil protons in the low-Z readout
media). The domnant role of spallation products in the compensation mecharism allowed to
cnvisage non-uranium compensating calonmetry. This was recently achicved with a Pb/scintillator
hadronic calonmeter (117]. Figure 25 on page 60 shows the predictions of [113] for the e/h ratio
and encrgy resolution as a function of the sampling fraction in Ujscantillator calonmeters The

optimal performances are achieved with uranium plates thickness of 2 - 3mm for a 2 5Smm scntillator

16
Useful parametrizauons for the energy resolution of samphng calorimeters for electromagnetic showers are given in refs

(111 [109)
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plate. These values correspond to our choice for the readout and absorbent thicknesses.
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Figure 25 Predictions for (a) the e/h ratio versus the ratio R, of absorbent and
rcadout layers thicknesses and for (b) the vanous contnbutions to the
signal resolution for hadronic showers

Having fixed the absorbent and rcadout media characteristics, there remans to optinize the
optical readout quality by a carcful tuning of the scintillator—WLS — photomultipher (PM)
combination In the modules containing Uranium, the scintillator plates basic matnx is PMMA!7 1o
which is added 1% of PBD —butyl scintillating agent and 10% of naphthalenc to mcm&c)thc
ultraviolet (UV) light yield The scintillator light 1s carried into the WLS plates where 1t 18 converted
from ultraviolet to green The emission spectrum of the PBD —butyl peaks at ~ 368 nm and is well
matched to the absorpuion cfficiency of the WLS (Figure 26 on page 61). !

17 Polymcthy! Methacrylate
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Figure 26 Emssion spectra for butyl~PBD santillating  agent  together with

absorption and emussion curve for the BBQ wave length shifter agent.

The WLS, plates arc made of Plexiglass to which 80 mg/l of BBQ'® shifting agent is added The
BBQ flupfescent chermucal has an cemission spectrum peaked at 500 nm (Figure 26). [Its
concentratfon is optimized to both maximize the absorption of the incoming UV light and minimize
the self-absorption for the re-emitted green light which has to travel along the WLS plate towards the
PM. In order to reduce the sensitivity to the Cherenkov light production by clectrons of leaking
showers, the thun WLS plate is further doped with a chemical absorbing part of the Cherenkov light
before it is converted by the BBQ. The green light from the WLS is brought to the PM by means of
a light- guide made of UV absorbing acrylic glass. A 3 mm thick disk of elastic silicone rubber
doped with a UV absorbing chemical provides the optical coupling between the light-guide and the
PM, and acts as a UV filter with an absorption edge at ~ 390 nm. The optical readout produces

approximately 1.5 photoelectrons per mip per santillator plate.

The optical attenuation length 2 in the santidlator has to be long enough to avod a
significant degradation of the cnergy resolution A too strong attenuation would lead to a reduced
number of photoelectrons per umut of deposited energy and a signal amplhitude that would depend on
the distance from the hght source(s) to the WLS plate. The influence of 25" on the energy
resolution is shown in Figure 27 on page 62, as a result of a Monte Carlo calculation taking into

account only the effects of fluctuations in the light yield for particles entenng the calorimeter cell at
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random impact pomnts These fluctuations essentially add a constant term to o/,/E= C, transforming

it into
2 ~CodCVE
VE P72

where @ means adding in quadrature.
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Figure 27 The winfluence of the santdlators attenuation length on the calonmeter
resolution. The shower 1s parametrized and the effects of photan statistics

and fluctuations 1n lateral shower profile are not taken into account

As 2" decreases, the energy resolution degrades significantly with increasing energy  The scintillator

plates of the U/scintillator modules have A% ~35 cm, which is a compromise allowing good shower

localization while maintaining a uniform total response (no observable contnbution to a/,/E below
100 GcVTm a tower cell.

The U;Cusscintifiator modules were used for S years in the axal field spectrometer operating at
the CéRN Intersecting Storage Rings and their overall performance was found to have considerably
detenorated since their construction. We found that this was due to radiation damage causing severe
degradation of the optical properties of the scintillator plates {118}, The main contnbution to the
radiatuon dose comes from B8’s and y’s from 23*Pa — #**U decay in the decay chain of 2?*U, giving a
dosc!® that amounts to 10 Gy/y. The radiauon damage occurred for an integrated dose which was
orders of magnitude smaller than what was currently believed to be a safe level. This suggested that

v

191 Gray (Gy) = 1 J’kg = 100 rad
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dose rate was a dominating factor. We found that the UV light continuously produced by the 238U

radioactivity, in combination with oxygen diffusing into the scintillator plate, was responsible for the

(: ageing [ 118]. The radioactivity induces production of UV hght by the PBD —butyl. The UV light
breaks up the molecular oxygen into its atomic constituents. The ionized singlet oxygen leads to the

formation of chemically aggressive free radicals which attack the PMMA polymer chain. The impact

' of a given total absorbed dose is limited by the supply of oxygen via diffusion from the surrounding
atmosphere. The contribution of diffusing oxygen was measured in tests performed at a dose rate

more comparable to natural 22U radioactivity. For these we used a 7 mCi °°Sr f-source at 93 mm

from scintillator plates placed in a box that could be flushed with air, mitrogen or oxygen. Each

irradiation was carried up to an accumulation of 115 Gy in the center of the plate, as determined by

LiF counter baséd on thermoluminescence induced by 1onzing radiation. The light vield was then
measured by scanning with a collimated B-source along the long axis of the scintillator plate with the

set-up shown in Figure 28.

TRIGGER

COURTERS BLACK TAPE

>

SUNTILLATOR
PLATE —

*Qy SOURCE 1

REFLECTING
FOIL

Jz

LIGHT
GUIDE

PM

Figure 28: Set-up for optical measurements. Electrons from S-decay of *°°Ru create
scintillation light 1n an area of 1 x 1 ¢#7 defined by two small santillator
tnigger counters that sandwich the plate and define the trigger. As mn a
calorimeter module, the plate 15 coupled by a WLS bar (else covered by
black foil) and a hight guide to a PM. The source-trigger counter system
can be moved by stepping motors in the X — , Y~ and Z —directions

4

Figure 29 on page 64 shows the light yield measurement 1n air, oxygen and mtrogen environment.
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’
The radiation damage decreases with decreasing concentration of oxygen and no observable ageing
4 (< 10 % of the effect in air) is measured in the case of nitrogen environment,

\

The light attenuation characteristics of a scintillator plate from a U/santillator module and of
radiation damaged plates from a U/Cujsantillator module (integrated dose of ~25Gy in an air
environment) arc shown in Figure 30 on page 65.
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Figure 30: Light attenuation curves for radiation damaged and undamaged scintillator
plates.

The attenuation lengths arc considerably shorter for the radiation damaged plates but measurements
close to the WLS yicld the same signal In other words, the light production by ionizing particles is
unaffected whilst the losses between the impact point and the W1LS have changed considerably. This
confirms that it is the basis matnx (PMMA) which is detenorated. Instead of being transparent to
the UV light produced by the sanullating agent, it absorbs this light and re-emuts in the yellow part
of the spectrum which, of course, cannot be converted by the WLS. The effect of light attenuation

on the response in a tower versus the impact point is shown in Figure 31 on page 66.
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Figure 3/: Uniformity of the light collection if] a module tower having radiation
damaged (closed circles) and undamaged (open circles) scintillator plates.

For U/scintillator modules in nitrogen atmosphere, the non-uniformity is below the 1~2% level: ,
while for U/Cu/scintillator modules the relative response varnes by up to a factor 3.
The radiation damage being uniform over the surface of the scintillator plates, it will still be

possible to ensure a correct signal to energy conversion in U/Cu/scintillator modules when averaging

" over random impact poimnts. The knowledge of the optical propertics of the scintillator plates in the

various U/Cu/scintillator modules will be an essential ingredient for the response function studies
that are necessary for a proper reconstruction of the transverse energy flow. These propertics were
deduced from the measurement of the light sharing amongst the different channcls of a module

traversed by a mup. The mecasurements were performed with cosmic muons using the set-up shown
in Figure 32 on page 67
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plotted in (d).
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The light shanng characteristics as a function of integrated dose rate are shown mn windows (a), (b)
and (c) of Figure 33 on page 68. The dedyced relation [118] between /7, and the absorbed dose is-
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duration of the exposure to urammum radioactivity. The quantities shown
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(b) the change in the wadth of the (L. —R)/(I. + R) asymmetry distribution
measured from the nght (R) and left (L) PMs viewing the traversed tower,;
(c) the change 1in the width of the uranium(radxoactivxty stgnal distribution.

The corresponding relation between the attenuation length and the

duration of the exposure is shown in (d).
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The WLS plates, which arc doped with a UV absorbing chemical and did not suffer from
radiation discasec [118], gencrate non-uniformuties as a function of depth due to light attenuation
along the way to the PM tubes The effective attenuation ts a combination of bulk attenuation and

losses due to surface imperfections

The response versus the position, along the WLS, of the light

conversion was measured using the set-up of Figure 28 on page 63 adapted to closely reproduce the

configuration 1 a uraniurn module

This response curve plotted in Figure 34 on page 69 shows a

~10~ 15% non-unuformty which 1s tolerable for our module’s typrcal range of cnergy measurements,



Hadronic Section=

Ny

Defected Light (arbitrary umits)

& ) 4
| i | i { | 1 |
00 200 300 400 500 600 00 800
Distance from end of WLS [mm]
Figure 34: Attenuation of light along the wavelength shufter for the electromagnetic

and hadronic sections of a module

This level of non-uniformuty is to a certain extent fortustous since the hght losses due to bulk
attenuation are partially compensated by reflections from the edge of the WLS [115].

3

3.5.3 Signal handling and energy calibration

High precision calorimetry requires a major effort concerning the energy cabibration which tasks
are, on one hand, to tune the PMs so that the energy deposition of a given particle always produces
the same signal (measured in picoCoulombs) independent of the calorimeter module in which 1t is
detected, and on the other hand, to set the absolute energy scale. The gain balancing for the
uranium modules profits from the natural radioactivity of the uranium plates which provides a
convenient, stable and homogeneously distributed source of signals. The relativcr"gain of the two
scctions (electromagnetic and hadronic) is set using minimum jonizing muons. We use light diodes
and radiogctive sources for-the PM gain balancing in the magnetized calonmeter. The absolute
encrgy scale for all calonmeters is determined using electrons

' o

The detailed calibration procedure has to cope with:- instability of the PMs, which require
frequent checking and adjustment; attenuation of light in the scintillator plates and in the WLS,
which implies that the calorimeter response depends on the impact point of the particle, the angle of
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mcidence and, for hadron showers, the depth at which the shower starts developing; and the absolute
signal-to-energy conversion which is in general quite different for mucns, electrons, photons and
hadrons (for hadrons the signal in a calonmeter 15 1n general not proportional to the particle incident
energy). Moreover, maintamng on-hne an equal energy response (i.‘c. equal gans in MeV/pC) in
each individual calorimeter channel is essential since one third of cach PM anode signal 1s diverted
into f~st analogue summing circuits for tnggered event selection  Two thards of the anode current are

sent to charge mtegrating anadogue-to-digital converters (ADC), for off-line analysis
We have developed the following calibration procedure

1) We first calibrate the charge-ADC channels by using a precision pulse gencerator to
accurately determine the charge equvalent per ADC count of cach individual

channel (nominally 4 counts/pC for our Lecroy 2282 charge-ADC’s)

1) We then balance the current output of all PM’s by measunng the signal resulting
from the natural radwactivity of uramum ("uranium noise”). In order to get aig;ml'i
that are sufficiently accurate with respect to the ADC pedestals, a relatively long gate
tane of 10 us is used instead of the 0.13 us which 1s the standard value for shower
detection. The high-voltage applied on cach PM that reads out towcers of the same
structure-type is adjusted to obtain a pre-defined mean integrated charge for the
uraruum noise signal distribution. We nomunally require in the 10us gate an average
integrated charge of 24.11pC (70 40pC) for the clectromagnetic (hadronic) section of
the U/Cu/scintillator modules and 24.11pC (116 16pC) for the clectromagnetic
(hadronic) section of the U/scintillator modules. The measurement of these ‘%wcragcs
is performed to better than 1% by allowing for sufficient rcadings. This procedure
ensures an equalization of the gains (same relative McV/pC conversion factors) for
all towers of a given type. These gains are function of the number of scintillator

plates, the amount of uranium and the uranium plates thicknesses.

1) We finally determine the absolute values of the ratios MeV/pC by exposing the
various types of modules to beams of different energies. Since the clectromagnetic
sections are thin (6.4X)), the charged particles will in praatc always produce a signal
i both t lectromagnetic and hadronic scctions of a module) add thercfore one
can only tabbratesboth sections simultaneously.

We used tagged electron beams from the CERN SPS, at encrds of 8, 17, 24, 32 and 45 GeV,
and cosmic muons, to denve the absolute values of the calibration constants. The electromagnetic
showers have the advantage of depositing their energy oyer a limuted volume, casily contained within
the modules, with comparable fractions in the two sectipns  We investigated various procedures to
obtain the absolute calibration constants. The simplest one consisted of solving a system of

.
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cquations of the form E, = AS™ + BS™ , where £, 15 a given incident energy, and S} (Sp*) is
taken cither as the mean signal from the electromagnetic (hadronic) section or as the peak values of
the signal distributions (¢ g. obtained from a gaussian fit up to + 3¢). Altematively, the calibration
constants A and B for the electromagnetic and hadronic sections were calculated by mimmizing the

width of the total signal distnbution, i ¢. by mummuzing the quantily

n n n 2
0= <Zz«,‘(beam) - AZS‘;'" ~ BZS{;“"> (33)
g1 f=1 1=1

where 2 and £*? are the sums of all the ADC counts 1n the towers i of the electromagnetic and
hadronic sccuions that contribute to the measured signal for event . In all cases, these different
methods yielded similar results, both when A and B arc left as free parameters or when an additional
. A .
constraint of the type A = Const B is imposed. 1 shall here copcentrate on thc more precise and
powerful minimization method. This method can provide an jhdependent solution for any given
mono-cnergetic beam since, as seen 1n Dgure 35, the ﬂuctuanszxs on the energy sharing between the
clectromagnetic and hadronic sections are much larger than thoSe resulting from energy resolution It

thys allows a complete study of systematic deviation-
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! Figwre 35: Event-by-event cq_rmlm(on between the signals of the electromagnetic and

hadronic sections for electron beams of 8, 17, 32 and 45 GeV.
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A universal calibration together with good error estimates is obtained via a global minimization over
many j different cnergies of the reduced ¥*, x* = £(Q'/AF) , where AF is an estimate of the
sampling resolution (AE ~ 0. 19./E)

We first studied the situation where A and B are left as free parameters. 'We observed that the
values of A and B found when calibrating with electrons were slightly dependent on the incident
cnergy, and that the B/A ratio was inconsistent with the one observed for a muon intercalibration.
The fact that different A and B factors, and also a different B/A ratio, have to be used for different
electron cneigies leads to a violation of the fundamental requirement of signal lincanity for electron
shower detecnon  One cannot find calibration constants that fulfill this requirement and optimize the
energy resolution for electromagnetic showers at the same time. The ratio B/A went up with the
energy by about 20% over the encrgy range studied Cosmic muons only allow to derive a value for
B/A, since the energy deposited in the modules depends in a complicated way on the unknown
energy of the muon The B/A ratio from muon calibration was found to be ~21% larger than the
(average) value from the electron runs. These effects result from the combination of problems of
mstrumental and physics ongin - The instrumental contribution anses from the hght attenuation in
the WLS of the hadronic section. The light production by both muons and uranium noise is
uniform as a function of depth Light from the electron shower tal is produced in the part of the
hadronic section furthest from the PM, and is therefore more attenuated than the average faor
urantum noise and muons From the measured WLS attenuation charactenistics, we found that an
effect of 10— 15% has to be expected on the B value for clectrons  The longitudinal inhomogeneity
of the WLS mught be resolved by properly filtering the light transmitted from the santillator into the
WLS [119]. The physics contnbution 1s related to the fact that in a sampling calorimeter, the
fraction of the electromagnetic shower energy converted into a measurable signal changes with depth.
In the case of uranium absorber a very considerable decrease occurs. This effect 1s due to the soft y
component of the shower, for which the calonmeter response (signal per unit of energy) is much
lower than for mummum i0nizing particles (mip’s) This mc{aﬁs that a given amount of cncrgy\ .
deposited by the fast (more mip-like) part of the shower in the electromagnetic section will yield a ',
larger signal than the same energy deposited by the soft tail in the hadronic section. The cffect of
this on our calibration result is energy-dependent: if the electron energy is increased, the particles in
the fraction of the shower deposited n the hadronic section become on average more encrgetic,
which results in a larger response. As obscrved, the B/A ratio is then cxpected to increase with
ncident energy. This phenomenon creates a very fundamental problem: the relation between the
energy deposited by the shower and the resulting calorimeter signal is different for the two sections of
the calonumeter and, moreover, energy-dependent  This was clearly confirmed by LGS4 calculations
with which we simulated the development of electromagnetic showers in our calosimeter. Averaged
over all energies, the hadronic/electromagnetic signal ratio is predicted to be 30% smaller than the
ratio of the energies deposited in the two sections. The combined instrumental and shower ageing
contnbutions explain the experimentally observed discrepancies between the electron and muon

cahbrations and the energy dependence of A and B in the clectron calibration.
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The relation between the B/A value and the energy resolution, and e/r signal ratio, is shown in
Figure 36 (the dashed line is our chosen B/A value). Window (a) of that figure shows what happens
to the 0, of the signal distribution, which corresponds to the quantity that we minumized in order
to find B and A from the electron measurements. The minima are found for values of B/A lower
than the corresponding value for a muon intercalibration (which gives B/A = 4 () and the minimum
shifts with energy. Because of the arguments just given, the o, . found as a minimum value cannot

be interpreted as an encrgy resolution but as the width of the distribution of the total number of

ADC counts
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Figure 36: Resolution and ¢/t versus the gamn ratio B/A.

Figure 36 (a) also shows that the hadronic energy resolution is very insensitive to the
forward-backward gain balancing. This 1s because the energy fraction deposited by hadrons in the
electromagnetic section (0.24 ) is very small. This also explains what is observed in Figure 36 (b),
where the effect of the B/A value on the e/n signal ratio 1s shown. The e¢/m signal ratio obviously
decreases as more weight 1s given to the part of the shower detected in the hadronic section.

In summarizing we remark that showers cannot be used to intercalibrate sections of a
longitudinally segmented calorimeter, and that 1n such a calonmeter intercalibrated with muons, only
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the total shower energy recorded 1s meaningful, while the signals in the individual segments cannot be
fully interpreted as energy information. Thercfore, the shower-age dependence of the calorimeter
response also implies that the weighting factors used in algorithms [119] to improve the cnergy
resolution off-line using the longmtudinal shower information, should be energy dependent,

In practice, we decided to use the B/A value from the muon calibration, fixing the A and B
values such as to reproduce best the electron beamn energies over our measured range. This
guarantees proportionality between the total electron signal (expressed in energy units) and the
particle encergy. Any other choice would only have had a limited meaning for clectrons of a
particular energy. An inevitable consequence of this choice is that the apparent encrgy deposited by
electromagnetic showers in separate segments is slightly offsct with these calibration constants. This
is also valid for hadronic showers, where the calonmeter response analogously decreases with

increasing shower depth. The calibration constants obtained for B/A = 4 0 are given in Table L.

gf.b/e / Calibration factors for the uramum modules.
Module type Required signal Calibration Correlation
for uranium noise factors coeflicient
equalization p
pC/10us MeV/pC
U/Cu/scntillator em 24.11 15 R44")
had 70.40 63.377
U/scintillator em 24.11 14.844 +0.634 —-092
had 116 16 59.376 ;tz.’slzs
U/scintillator em 24.11 16.191 +£0.606  —0.92
(decoupled towers)had 116 16 67 765 12408
1) Provided by the R807 Collaboration.

The quoted errors on A and B arc rather large but these parameters have a very strong negative

correlation (— 92%) so that the event-by-event reconstruction of the cnergy E= 4 - 57 + B+ Rt

precise to

AB = (A4 - ™ + (AB-§F + 20(A4 - 5™ (AB - 5
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which comesponds to a 3~4 % uncertainty. The mean energies are, however, reconstructed to

i

better than 2%. /
/4
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A small but significant difference between the calibration constants for different modules was
found. This may be explained by the fact that the electrons deposit their energy in a limited region
of the calorimetér volume and therefore the signal relative to uranium noise is rather sensitive to
anomalies in, for example, the thickness of the active or passive layers. The observed difference
between the A and B values for the module with the optically decoupled towers, and the uranium
module with the unmodified scintillator plates, is also partly due to the fact that the reflection of the
aluminized mylar foils in the slits is not perfect (1e. the locally produced light from showers differs
from the uniformly distnibuted light generated by uranium decay), yiclding somewhat larger (by 8%)
A and B values for the dccouplcd/towers. The calorimeter modules are shown to respond linearly to
clectromagnetic showers a?/a‘ﬁﬁlction of energy (Figure 37) to a precision of 1—2%.
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Figure 37: The relative deviation of measured energy compared to incident energy for

electromagnetic showers developing in U/scintillator modules [ 120] (results
concerning U/Cuyscintillator modules can be found in [ 115]).

Once the values for A and B are gmd, the uranium noise signal can be used to set and maintain
the required gain. The gain stability is checked daily by measuring the uranium noisc signal
(nominally ~7uA for a hadronic tube at standard voltage), which is maintained at a fixed number of
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ADC counts for each specific channel.

The response of the 24 tubes of the MAGCAL is checked and maintained by two systems: light
diodes and a radioactive source. One fibre of sach light guide is coupled to a light diode. The light
passes down the fibre, along the WLS bar, where it is reflected at the end and returns back to the
PM. In order to control systematic effects in the light diodes, each diode feeds four channels and the
temperature of the diodes is monitored. To check the scintillator response, a 740 MBq *°Co source
is pulled round the front face of the MAGCAL. This source samples the first few layers of ‘
scntillator. The absolute energy scale wa.?. set by scanming the different types of petals with a 8 GeV

electron beam.

3.5.4 The calorimeter performances

The calorimeter performances were measured with beams of electrons and pions at 8, 17, 24, 32, 45,
70 and 200 GeV/c, incident on the forward beam modules (2 x 4.24, thick). The beam intensity was
mantained at low values of 10? to 10* particles per 2.6s burst. The set-up to define the arrival of a
beam particle 1s the one described in 3.3 on page 50, with a before-and-after protection of + lus. It
1s worth mentioning that the light production induced by a shower extends significantly beyond the
width of our standard charge integrauon gates (130ns) for both clectromagnetic and hadronic
showers, and that the fraction of the Light that is produced after 130ns is measured to be slightly
larger for hadronic showers. The main contribution to the slow component of the signals comes
from the fluorescence mechanism in the wavelength-shufter plates. The small difference in the time
structure of clectromagnetic and hadronic showers may be due to the process of capture of
thermalized neutrons which plays a significant role in the energy deposition [116] for hadronic
showers and has a lus time scale [121].

20 The electrons and pions were scparated

We recorded typically > 10* events at each energy.
efficiently (up to 45 GeV) using the tagging information coming from a Cherenkov differential
counter with achromatic ring focusing (CEDAR). Further particle identification was provided by the
longitudinal and transverse characteristics of the showers [[120] (c.g. requiring > 30% of E,,, in the
electromagnetic section leaves a pure sample of clectrons, whilst requiring < 3% leaves a pure

sample of pions).

The Inearity of the calonmeter response for the detection of pions way investigated in the
energy range from 17 to 200 GeV. The results are shown in Figure 38 on page 77. Over the energy
range considered, there 1s no indication of a deviation from proportionality larger than the 2% overall

s

20 There were not enough pion events avalable at 8 GeV and electron events at 200 GeV for them to be used in the

analysts.
n
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Figure 38. The U/santillator modules response to hadronic showers as a function of
c energy in the range 17 < £, < 200 GeV.

Since the fraction of the total energy spent by a hadronic shower on 7° production increases
logarithmically with energy, one can approach linearity for hadronic showers only if the mtrinsic
response to the purely electromagnetic (ie. #° induced) and purely hadronic components are equal,
ic. (e/n)y""=1. For a perfect detector that does not suffer from inhomogeneities in the light
collcction, this condition is equivalent to the requirement that the measured average responses to
clectrons and charged pions be equal ( (e/r)"™*=constant=1). In our uranium modules, thq?
measured ¢/7 value is sensitive to the effective light attenuation in the WLS bars reading the hadronic
sections. This measured ratio is plotted in Figure 39 on page 78 as a function of energy in the range
17 < E, < 200 GeV (the clectron value at 200 GeV was obtained by assurning that we could

extrapolatc the linear behaviour observed for electrons from 8 to 70 GeV). )
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Figure 39. The e¢/n signal ratio as a function of energy for U/scintiflator modules with

optically decoupled (closed circles) and coupled (closed triangies) towers.

Over the encrgy range studied, the (e/n)™* ratio is constant within experimental uncertainties An
average value of 0.98 + 001 (1.0l + 002) is found for U/scintillator modules with optically
decoupled (coupled) towers. This indicates that (e/m )™ ~ (e/n)"‘"“~ 1 . The results stand in contrast
to non-compensating Fe/scintillator calorimeters where (e/n)™™ varies by ~ 20% over similar cnergy
range [122].

The best resolution performances are cxpected for a calorimeter with (e/n)™ ~ 1 . Only then
will the effect of the non-gaussian event-by-event fluctuations in the fraction of energy spent on n°
production be minimized, and the encrgy resolution for hadronic showers be following a scaling law
o ~ f(E) - JE. The measured energy resolution for electromagnetic and hadronic showers 1s shown
in Figure 40 on page 79 The o of the signal distnbution was determined from a Gaussian fit over
the approximate range [ mean + 30].
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Figure 40 The single particle fractional energy resolution (0/E) - ,/E as a function of
energy fgr clectrons (open squares) and pions (closed circles). The results
were obtamned with a U/santillator module having optically decoupled
towers

4
Within experimental uncertaintses, the value of o/,/E is independent of the particle energy for both

clectromaguetic and hadronic showers, A least squares fit to the data points gives o/E = (0.337 +
0.013) / \JE for pions and ¢/E = (0.215 £ 0007) / ./E for electrons (E in GeV) The hadronic
resolution value compares favorably to results for non-compensating calonmeters, for which the
value is much larger and scverely degrades with increasing energy [122]. A complete table of resuits
concerning the energy resolution, signal lineanty and e/n for U/scntillator modules (with optically
coupled and decoupled towers) is given in [ 120]. Results concerning the U/Cu/scintillator modules
can be found in [115]. The energy resolution of the magnetized calonimeter was measured to be ¢/E
= 0.25/ ,/E for 8 GeV electrons.

Besides electrons and pions, the test beams also contained muons (easily recognized by their
fractional energy deposition) which made it possible to study, as a function of energy, the relative
calorimetr response to muons and clectrons (i.e. p/e ratio) in the same experimental conditions
Having set the absolute energy scale with electrons, we determined the (u/e) rato by companng the
apparent energy deposited by the muons to the 1.802 GeV that a munimum tonizing particle would
loose when passing through the 8.4 A, of the forward beam modules. The results are shown in

Figure 41 on page 80.
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corrections for a transformation mmto a mip/c ratio (see text).

The apparent increase m the energy loss (closed circles) is due to 6 —ray emission (rclativistic rise),
bremsstrahlung and pair production The encrgy dependence 1s partly removed when correcting
[120] for the relativistic rise (open circles). When further removing the contnibution duc to
bremsstrahlung and pair production, the g/e ratio (non cquvalent to a true mip/c ratio) is found to

be energy independent (crosses) A lerst square fit gives mipje = 1434 0 10,

3.5.5 The tr;msverse energy flow trigger

The Energy Flow Logic (EFL) can provide a tngger on the total transverse encrgy of an event,
in sclected regions of pscudorapidity. The fast hard-wired on-line value of E-p is formed by diverting
one third of the anode signals of the vanous calorimeters, switably weighted b“;' resistors, into fast

analogue summing, crcuts [ 120]
The weights were found by Monte Carlo synulation where the Eq produced, by the event

generator HUET [123] was compared to the simulated energy response in the calonmeter. For any
event K, the visible generated E is given by
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case of béryons) is decomposed in terms of a sum ove(-D-;. the energy deposited’in each tower i, -
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The reconstructed ET is writjen as ‘

BTust-Dn(Thead) o N o e

where the w, are the desired weights and S} is the encrgy corresponding to the signal measured in

tower i for event k. This energy is further decomposed in & sum over the contribution of all particles
to the light output L, and AU, takes into account the uranium “noise” fluctuations -around the

average radioactive signal. The final weights were obtained b); averaging over a large number of
events with a statistical weighting of the contribution of each event to tower / assumed to be
proportional to the signal §. From equation (34) and (35), this gives

Q,
2D Dysind)
w, = —t L
‘ L(Xurer) o
k J

The showers in the calorimeter were simulated using a ,shower parametrization tuned to fit the
measured longitudinal and lateral properties. We adopted and adapted the parametrization from
Bock et al. [124] for the longitudinal shower development. The\clcctromamctic showers are
pdrametrized by .
3
dE = C E& Ve dt .
.8 - -

where C, is a normalization constant, « and f are dimhensionless energy dependent parameters, and ¢
is the depth in unita-of the radiation length Xj, the characteristic scale of an electromagnetic shower.

The hadronic showers have a similar “electromagnetic” component (mainly for the 7’ production in
the primary interactions) and a “hadronic” component with the absorption length 1, as characteristic

scale,

‘ /
dE=C,E[w £ Ve " di+(1—w)4 ™V e ds]

N

. (36)



where ‘C is a normalization cons(ant, o B,y and 8 (ﬁe energy dependent parameters, ¢ is in units of
X, and s in units ol)' Ay- The parameter w fixes the relative weight of the “electromagnetic” and
“hadronic” componcms The Monte Carlo simulation procedurg,.toék ;nto account the geometrical
posmon of the cncrgy deposition, the eﬂ‘écts mtro\d?fced by the finite Spanal and energy resolution of
the calorimeter, and by light attenuation in the smntﬂlators.

- *

From the weights provided by the Monte ‘Carlo, we deduced the weighting resistor. values for
each individual input line (PM). The physical quantities (E . P,, P,, E;) for the trigger were
obtained by analogue summing over the suitably weighted pulse heights, The sums were performed
in thres or four stages of clectronic sﬁmmir;g units (termed Z, to £,). The splitting of the PM signal
and the'input stage to the first level summing are shown schematically in Figure 42. )

Figure 42: The splitting of the PM anode signal and the weighting resistors providing
Erppr P, P,and E, signals for the input stage of the first level summing.
Apart from the four weighting resistors, a fifth resistor (Rs) is used to
match the input impedance of the first level summing to 50 Q.

-

' In order to achieve the desired acguracy in the trigger signals, high precision resistors (differing by less
than 1% from their nominal values) were used for the splitting of the primary current and for the
weighting factors. The E ot quantity, which niay be used at trigger level for pile-up rejection, is
obtained by adding the individual pulse heights with equal weights, and the gain of the summing
chain is adjusted according to whether the signal 1s digitized in a 7-bit or 9-bit flash-ADC. The
signals for the E- quanuty comrespond 10 a product of the Eiot signals with weights of which the
geometncal part is proportional to sin 8, (the detaled cabling and summung layout can be found in
[120]). The encrgy coming from the hadronic or electromagnetic sections of the modules are
summed separately in up to 4 L, units per quadran;. per component (box sides, box forward mall,
beam modules). The outputs are fed into the second level summing (Z,) which calculates the

v
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“electromagnetic or hadronic sums for each quadrant of a calorimeter component. The suri over the.

four quadrants of a component is then made in Z, units and the electromagnetic and hadronic values
‘are added in X, uruts The output of the I, is sent, wamemnnd driver unit, to 150 ns shaping
amplifiers in the coun}mg room, and “from there, via adapter units which provide for fine adjustment
of the summing chain gain, into the FADCs and the digital part of the EFL. The gains of the

summing units corresponding to a given calorimeter component are optimized to keep the clectronic

- noise at a minimum and at the same time usc the full FADC range for the signals expected from that

component. The overall energy scale 1s fixed by the calibration of ’thc charge ADCs. :I'hc signals for
each physical quantity and for cach calorimeter component, digitized in the flash-ADCs, is finally
treated by digital comparators for use in the parallel trigger processor. Digital ADDER modules
ot Por Pl P;, P; and Ep. These values are then
compared to a set of pre-determined thresholds in order to decide whether a trigger condit@is
satisfied. or not. The digital EFL units are under CAMAC control which allows, via selection of
ADDER inputs, to trigger for instance on E in sub-regions of the overall angular coverage.
Moreover, there are five available thresholds on each COMPARAT{)R module so that a great
variety of EFL triggers can be defined. Both 7-bit and 9-bit FADCs are used, in order to cope better
with the dynamic range of the energy sum signals.

provide values. for the physical quantities E

" The performances of the energy flow logic are studied by a cotnparison with off-line analysis of
the detailed charge-ADC information. Figurc 43 on page 84 (a) shows a sample of events, for 200
GeV/nucleon *°0O incident on a 5% Pb target, selected with a set of four different Dr thresholds in
the pseudorapidity region —0.1 < n,, < 0.8 (i.c. sides of the box). For thesc cvents, the correlations
between the transverse energy flash-ADC sums and the corresponding charge-ADC sums are s'hown
in (b). A one-to-one correspondence is observed over the full range. The dispersion around the

“mean correlation axis is mainly caused by the independent reading of the fluctuations in the

calorimeter uranium radioactivity signals. A small contribution to the dispersion arises from the
limited systematic precision of-the resistors forming the on-line E-- weights. ‘}, .
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" A typical flash-ADC - charge-ADC asymmetry distribution is shown in Figure 43 (c) for one of the
trigger thresholds. The asymmetries have a fitted gaussian width (solid curve) of ~ 2.7 GeV
corresponding to the quadratic sum of a 2.6 GeV contribution from uranium noise and an apparent
~ 0.7 GeV contribution from electronics and weighting resistors. The uranium noise thus constitutes
the ultimate limitation on the trarisverse energy resolution.
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3.6 The External Spectrometer
A n -
We conclude this chapter with a brief description of the external spectrémeter (Figure 44),
which performs individual particle measurements within a small solid angle (20 misr) through the
horizontal slit of the wall (0.9 < n,, < 2.0).
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Figure 44: Plan view of the external specfrometer set-up (see text):
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8

The momentum measurement of charged particles is performed using a 7 KG magrict with a
transverse momentum kick of ~ 75 MeV/c, and two high resolution drift chambcrs: The drift
chambers furthermore provide an adequate pointing through the slit as they allow measurement of
the horizontal coordinate via drift time (¢, =~ 180 pm) and of the vertical coordinate via charge
division (¢, =~ 1.0 cm). An array of time-of-flight counters gives particle identification in the
pon-relatiwstic domain, whereas a set of Aerogel Cherenkov counters can separate n, K and protons

“up to ~ 3 GeV/c. Photon measurements arc made possible by a 5% X, converter placed
immediately in front of the first drift chambers. The converter is sandwiched by two planes of
multiwire proportional chambers, allowing a localization of the tonversion point.

r
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‘Data reduction and analysis
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I summarize here the analysis procedures developed for the treatment of the energy and

multiplicity flow data conceming '*O —nucleus collisions.
. -3

¢~

4

4.1 The selection of '°0O - nucleus interactions

The oxygen beam data taken' with the Al, Ag, and W targets correspond to an integrated
incident flux of 8.5 x 10%, 4.8 x 10® and 1.6 x 10° nuclei at 60 GeV/nucleon, andto 7.9 x 108, 3.8 x
10® and 2.3 x 10® nuclei respectively at 200 GeV/nucleon incident beam energy. -0

A fraction of the oxygen ions of the primary beam get broken into nuclear fragments during
extraction from the main accelerator ring to the beam transport line of the experiment. The
fragments having the same rigidity as oxygen may be transported down to the detectorss so that the
ion beam reaching the experiment contains a mixture of nuclei with A/Z = 2. The beam
composition for an unbiased subsample of the observed incident flux is shown in Figure 45 on page
87 for the 200-GeV/n nucleon beam, in a ‘Ms spectrumn” obtained by measuring the total energy in
the full 4n-calorimetry. The °0 nuclei identified by total energy were found to represent > 94% of
the incident flux for both 60 and 200 GeV/nucleon beams.

.

The selection windows in étot were wide cnaugh to cope with a\ slight change (2—3%) of the

~ raw response as a function of transverse energy (Figure 46 on page 87) or multiplicity. This change

is due to the increasing absolute amount of energy deposited in regions wl';ex:c thé hadronic response
is suppressed (e/m—={ 1.11 for U/Cu/icintillator modules and 1.4 for the magnetized calorimeter) or
reaching inert volume &f the backward calorimetry (the edges of the “box”, the support frame of the
modules, the horizontal slit, etc.). R
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A fraction of the identified '°O nuclei were broken during beam transport, or integz;cted in the
few metres of air or in the beam scintillator before rgaching the target. These upstream interactions
were tagged b)} the measurement of ionization losses in the beam scintillators, which provided a
powerful discrimination between an '°O and the sum of all (or part) of its fragments. This is
illustrated in Figure 47 where the ionization measured in a scintillation counter before the target is

plotted versus the total energy in the calorimeter for events with Er 2 100 GeV.
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Figure 47: dE/dx plotted against E, , for high-E cvents taken with no target and
with a target. The target interactions are clearly distinguishable from

background interactions.

From the dE/dx measurement, we find that 9.3% (6.2%) of the oxygen ions are destroyed by early
interactions at 60 GeV,/nucleon (200 GeV/nucleon). Only a small fraction of these early interactions,
10 to 20%, actually generate an interaction trigger in the experiment. The cuts in total energy Eiot
and dE/dx, used in the subsequent analysis to identify the sample of '°0 candidates reaching the
target, sclect 89.14+1.4% (87 5+1.3%) of the incident flux at 60 GeV/nucleon (200 GeV/nucleon).
Finally, conceming the dE/dx selection, I shall mention that dunng the short penod of data taking
no significant degradation of the beam scintillator response due to radiation darnage was observed.

The *°O nuclei selected by the E, , and dE/dx requircments may still interact in the multiplicity
detectors behind the target. It tumed out that the oxygen beam slight misalignment (r=0.5 mm at

-
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the target mid-plane) and rather wide oval profile (2.4 mm?) allowed a ﬁmﬁmbmount of
interactions in the innermost material of the Si-ring?!. This is seen for instance in Figure 48 where
we compare the flux normalized empty target data taken in presence and absence of the Si-ring
detector. :

28} ’ '
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(1/{flux) dN/dEy ]
(ffuxy aN@GESSE | | '
\
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f oal ‘ { ~ » N '
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* Figure 48: Silicone-ring cqntribi\tion to the empty target contamination seen from the .

ratio of the flux normalized Ev distributions taken in presence or absence

of the Silicone-ring.

~
v

The apparent thjckness of the empty target is found to increase by 30 to 50% when the ring is
mounted on the beam telescope. However, as Ep rises, the interactions in the multiplicity detector
exhibit. increasingly recognizable pathological propertics; for example, an interaction in the Si-ring
gives no detected multiplicity there, high multiplicity in the Si-pad, and large Ep in the
pseudorapidity region overlapping the Si-ring. We can profit from such behaviour to develop simple
empincal cuts. By comparing emnpty target and target data after dE/dx and E, ), selection, we defined
allowed regions in corrclation’ plots between the E measured mn —0.1 < n,, < 2.9, the charged
multiplicity measured in the Si-ring covering 0.9 < »,, < 2.8 and the charged multiplicity in the
.

@

]

4 The central material 1n the Si-ring represents an average thickness of 0.0! ;‘i for oxygen sons.
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Si-pads covering 2.5 < 1, < 5.0. ‘In windows (a) to (f) of Figure 49 on page 91, we show such
correlations for empty and .1 mm W targe{ at 200 GeV/nucleon.
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The efficiency Iosses (i.c. fraction of good events removed) introduced by the correlation cuts are
negligible for E; > 30 GeV. For events with lower E,, we will estimate the losses empirically by *
comparing the measured distributions with the ones obtained using thick targets (> 2% A, for *°O).

For thick targets, we can perform an analysis without the c‘orrclation cuts since the background is

* relatively Suppressed. The use of thick target information calls for a detailed study of multiple

collision effects. The sccondaries from the first interaction may interact with another nucleus in the
target causing an upward fluctuation of muf‘éphmty and transverse energy. We have to ensure that
such contnbutions are neghgible in the Er region where we shall use the thick target information,
and also that they can be neglected for thin target over the full dynamic domain covered by the E
triggers. These questions can be investigated by plotting the ratios of the transverse enérgy
probability distibutions measured with thick targets over the one measured with thin targets. Such
ratios are shown in Figure 50 where the F:T distributions for '*0— W collisions obtamned wath .2 mm |
(60 GeV/nucleon) and 1 mm (200 GeV/nucleon) targets were divided by the distnbution measured
with the .1 mm target. The .2 and ] mm data were analyzed without applying the correlation cuts,
and the-ratios were calculated after having subtracted the no-target contamination (section 4.2.2 on

page 95) and normalized for the true beam fluxes and target thicknesses (section 4.2.3 on page 97).
!
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Figure 50 The ratio of the 10—~ W E distributions measured with 2 .2 mm (open -
. circles) and a 1 mm (closed circles) target over the distribution measured
with a .] mm target (see text).

The ratios- R'"™~'"=(Ef¥) and R¥~-"""( EM¥) are both compatible with 1.0, within statistical errors,
below EF*" ~ 100 GeV. This indicates that our correlation cuts are soft enough to avoid significant
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efficiency losses. Above this value of EFY | the probability to measure a given Ep is relatively
increasingly larger for the | mm W target. This relative increase happens in a region of E. where the
probability distribution falls steeply (see Figure 51 on page 94) so that even small upward
fluctuations are sufficient to produce a fast rise in the ratio. Cormespondingly, the fact that, within

" statistical errors, the ratio R**™*'""(E}*¥) is compatible with 1.0 over the full E range indicafes the

perturbation from multiple collision on the E- production can be safely neglected for the .1 mm W
target. Similarly, for the other thin targef®¥used (.5 mm Al and .2 mm Ag), the-contamination from
multiple collisions is maintained well below the achievable statistical precision overthe full domain
covelzzu/l energy and multiplicity flow.

After having applied the E,;, dE/dx and correlation cuts, the *O— Al, '*0O — Ag, and '*0-W
data samples at 60 GeV/nucleon consist of 11167, 19166, and 75889 events respectively.~ At the
incident energy of 200 GeV/nucleon the data consist of 2921, S817, and 103417 events for the Al, Ag,
and W target respectively. The events are distributed over the full E range by triggering on-a

charged multiplicity requirement N* > 10 and using a set of four Ep-thresholds (e.g. Ep2 42, 76,

108, 136 GeV for the W target). At this point, the mmahﬁpé empty target contamination (to be
subtracted) corresponds to an apparent thickness of approximately 0.9%.

~

4

4.2 The differential transverse energy distributions i
4 ’ . Co.-

4.2.1 The E trigger efficiency

The E trigger required the total analog sum in the region -0.1 < y,, <%29 to exceed a
threshold value. Good statistical coverage over a wide E1- domain was achieved by appropriate
down-scaling of events satisfying several different E thresholds. The resulting raw distributions for
the various thresholds are shown in Figure 51 on page 94, in the case of a W.target for 200
GeV/nucleon '°0 beam. ) <
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The observed smearing of the sharp on-line digitized B thresholds is to be understood a1 a
tonvolution of a step function (the “ideal threshold”) with an approximate gaussian measured as the
normalized difference between the on-line, fast mglog (flash YJADC’s) : suim and the off-line sum
performed using the charge integrating ADC’s. The smearing is\Inainly. caused by fluctuations of the
calorimeter radioactivity signal and partly by the limit
the on-line E:I‘ weights (see section 3.5.5 on page 80). The
limitation on the transverse energy trigger resolution.

precision of the resistors forming

anium noise constitutes the ultimate

<

Since we are not limited by statistics in the region of overlap of events from two different Er
thresholds, we decided not to attempt correcting for the efficiency losses (e.g. by a rather simple
deconvolution) but rather accept only the events having an Et well above their respective trigger
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threshold. We request the Ep to be at least 3.9¢ (gaussian width of the FADC-ChADC
0 asymmetry, ~ 2.7 GeV) above threshold. Fornsuch an Eq, less than 0.01% of the events were

Tejected at trigger level.~ The ratio of the flux normalized raw E- distribution for events of two
subsequient thresholds converges to 1 safely below the off-line Ep requircm\cnt for events of the
highest threshold. The observables in the overlap region of N triggers are treated as N nitasurement
of the same quantity. The cuts ~ 10 GeV above Er thresholds leave about 50% of the events. For
the buildsge up of the transverse energy differential cross-section do/dEv, the final '°0=Al, —Ag,
and — samples consist of 2869, 11432, and 32050 events at 60 GeV/n and 772, 2393, and
50094 events at 200 GeV/n. Finally, one should note that the E scale for the raw Eq differential
cross-sections is the one resulting from an electron calibration. It has to be corrected for the
differences in the relative response to clectrons and hadrons (¢/n ratio) and for the energy leakage.
These corrections are performed using a Monte, Carlo procedure that will be discussed in section 4.4

on page 99. ] “

4.2.2 The subtraction of empty target contamination

. The possible non-resolved remaining contaminaii‘on {'rc;m non-target interactions is studied using data'/
. taken in absence of a target. The ratios of the dN/dE distributions measured without and with a e
target, and normalized to the integrdted incident flux, are shown in Figure 52 on page 96 for the Al,
o ) Ag and W targets at 60 GeV/nucleon (a) and 200 GeV/nucleon (b). At both incident energics, the
remaining no-target ‘contamination varies from about 75% at Er ~ 10GeVio< 1% at E’I,‘ > 50
GeV. ,
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Figure 52 -

Er
A *
The ratio of the 1/fflux dN/dE distributions taken in ‘absence or presence
of a target. This ratio is a measure as'a function of Ey of the remaining
no-target contamination for the data taken with A1~, Ag and W targets at 60

GeW nucleon {a) and 200 GeV/nucleon (b).
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The high-energy tails of -the "E distributions fare thus essentially background free. In the low Er
o regions, the true target differential distribution is obtained by subtracting the comesponding (1/{flux)
dN/dE distribution measured in absence of a target.

4.2.3 The absolute normalization

The differential cross-sections (in mb/GeV) are obtained by rcscaling the (1/ j'ﬂu\x) dN/dEp
distributions, to take into account the fraction of the measured incident flux which is identified a3

10 by the E,, and dE/dx cuts, and by normalizing for the target thicknesses. We thus have
. e 1 dNv 1.1

The target thicknesses are calculated in the thin target approximation as
t=(p-N, L)4 x 107* (inmb™") where p is the density in griem?, N, is the Avogadro number of
atoms per mole, L is the thickness of the target in cm along the beam dir‘cction.'{md A is the atomic /
weight in gr/mole. : . )

4.3 The transverse energy pseudorapidity distributions
‘ ¥
The transverse energy density distribution in pscudorapidity is simply built by mapping each
v individual tower in the (7,4) plane. Such a mapping in bins of .2 units of » and 15° of ¢ is shown
. m window (a) of Figure 53 on page 98 for a plane at rmd depth (2.1 4) of the wall (forward face of

the box). The projection of the calorimeter modules in the (1,¢) space is shown in window (b).
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The EI‘ of a given tower is split in fractional contributions to the :arious (n.¢) ccd The sum of all
contributions 10 a cell forms the density of Ey in that cell. For detailed event-by-event studies (c.g.
the fluctuations of the energy flow topology), one would need to ensufe exact azimuthal symmetry in
cach Ay band for an average event. But as we are mainly interested here in the projection on the
rapidity axis, it will be sufficient to note that for a large number of events (e.g. all cvents in a given
E’l‘ window), the raw azimuthal distribution integrated over all n was found to be uniform; i.c. the
dispersion around the mean E- per A¢ bin is smaller than 1—-2% + <E>. Further confidence on
the required overall symmetry of an average event was gained by inspecting the P, (Z E-sinf-cosp)
and P (X E'sinf'sing) observables. We found that <P, > ~ 0 and <P > ~ 0 within statistical

errors (< 0.1 GeV) for all calorimeters elements (i.e. sides of the box, forward wall of the box, beam
calorimeters) and independently of the E trigger requirement, cxcept for the wall where <P >

varies with Eq up to ~ —4 GeV (**0—W, ET*" 2 120 GeV). This offset is due to energy leakage
through the slit (x> 0) which allows the pa&iclc identification in th% external spcctror;lctcr. The
offset of the mean P_ in the wall (as well as t}lc width of the P, and P distributions) is well
reproduced by Monte Carlo simulations. It does not bring a trigger bias, in the sense of favouring
events with distorted cpxcrgy flow topology. )

4.4 The Monte Carlo corrections on transverse energy flow

In order to obtain true E distributions, we have to unfold the measured spectrum from the
transverse energy response and finite resolution of the calorimeters. It was seen in section 3:5.2 on
page 57 that this is in general difficult in a environment where clusters due to individual particles are
not resolved, since the relationship between the signal in the readout and the true energy deposited in
the calorimeter depends strongly on the type, encrgy, and shower history of the individual incident
particles.

An event generator was developed in order to reproduce the measured transverse energy density ™

dE/dn as realistically as possible and to study the effect of a change in particle composition (%, p,
etc.) on the response function. The events were generated at given Ep, and tbc pscudorapidity
densities were subsequently generated according to the mecasured dF/r/dﬂ distributions. The F’T
density was further shared among individual particles assuming transverse momentum distributions
based on p— p data and conserving energy and momentum.

The showers in the calonmcte( were simulated using a shower parametrization tuned to fit the
jongitudinal and lateral properties. We here again used an adapted form of the parametnzation from
BacK et al. [124] (see section 3.5.5 on page 80) for the longitudinal shower development and a
gaussian distribution for the transverse energy spread with a FWHM of Aj2 (X,o/2) for hadronic
(clectromagnetic) showers. The response to low energy hadrons (S 1 GeV) was carefully simulated.
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At such an energy, a proton looses a sizeable Mon of its energy by dE/dx before it undergoes an
( interaction initiat‘ing a shower. The signal-to-energy conversion for dE/dx losses, electromagnetic and
hadronic showers was scaled according to the measured e/mip and ¢/x ratios.

The Monte Carlo simulations showed that the corrections ‘on the Er scale were dominated by

*leakage through the corner of the calorimeter “box”, by e/n uncertainties and leakage through the
calorimetrized dipole magnet, and by the response 1o low energy hadrons. The overall rescaling
factors needed for the calculation of a true Ey from the measurement of E74¥ in the trigger region .
~0.1 < 1§, < 29 (ic. after integration over pseudorapidity densities) are found to bekessentially
independent of Ep and similar within statistical errors for all targets at both incident energies. They
amount to a multiplicative correction factor of > 1.147 with a statistical uncertainty of 0.3% and a &
systematic uncertainty of 5.9%. The main contributions to the systematic uncertainty are: an overall
uncertainty of 3% on the e/r ratios, 3% on the event generator model dependence, 3.7% from
lateral spread of shewers, shower leakage and effects of non-uniformity in light collection, and 1.7%
on the e/u ratio. The average Monte Carlo correction factors on the transverse energy density per
bin of pseudorapidity are shown in Figure 54 on page 101.
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Figure 54: Average correction factors on the transverse energy density in

pseudorapidity, shown here for '*O~W events simulated at Ep ~ 120
GeV. ‘
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The Ey resolution in the region —0.1 < n,, < 2.9 is found to follow the simple scaling law ¢ =

(29 £ 2) % x / E{GeV). )

~ In view of the pbor forward pscudorapidity granularity, we will only be considering the mean
Ey in the region 2.9 < n,, < 4.9 when selecting cverfits according to E measured in the trigger
region. The systematic uncertainty on Ev in that range .3 rather large (20%). It is mainly due to the
uncertainty on the relative fraction of incident electromagnetic transverse encrgy and on the shape of
the pseudorapidity distribution (mainly leading baryons) in the region n > 4.9. These determine the
contribution of side-leakage from the interior of the ¥ = 4.9 cone.

3
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4.5 The multiplicity differential and pseudorapidity density distributions
c : The events selected by the amount of transverse energy in the pseudorapidity region —0.1 <

' W < 2.9 (Which covers the target fragmentation regidn and part of the central region for the *O—
nucledy collisions)s can be further analyzed in terms of the multiplicity observable, over the extended
effective pseudorapidity coverage 0.9 < n,, < 4.9 providesl by the silicon detectors. We here use the
transverse energy to fix the ’geomet‘ry’ of the collisions prior to the analysis of this other observable

\ chéractcrizing the particle flow. The transverse energy is cxpectca to be strongly correlated to the
p total number of participant nucleons or the total number of inelastic collisions.

- Fd -

/ For the multiplicity analysis, the correlation cuts were made stronger than the ones apphed for
the E analysis in order to further reduce the "no-targét” Isackground This reduction was essential
since we only have small statistical samples of pure no-target events and cormrespondingly cannot
prccxscly determine their characteristics. Furthcxmom, th no-target’ contamination creates strong
distortions in the pseudorapidity distributions since the effective pseudorapidity coverage of the
silicon detectors is very different for events having a vertex displaced in Z. Figure 55 on page 103
shows the final sample of events for the *0—W data at 200 GeV/nucleon, displayed in cqrrelation
plots qf the raw E-- versus the raw multiplicity in the Si-pad (a) and the Si-ring (b).
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A certain number of spurious events are seen on the high multiplicity side (right of the main
‘cong{aﬁon axis in Figure 55). For these events, the distribution of the hits in the silicon segments
o showed slightly abnormal patterns that could be the sign of an electronic noise triggered by high

“ currents. However, the interpretation remains suspicious and these events cannot safely be

°
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distinguished from normal events. The analysis and physics interpretation of the very high

multiplicity tails, where the dénsity of normal events decreases, is thus severely hampered.
™

Inefficiencies of various origins (i e. geometrical losses due to inactive silicon segments, multiple

hits, charge sharing) have to be overcome before obtaining an estimate of the true multiplicity Noy,,

" associated with a given raw multiphaty A% .. The efficiency losses due to multiple hits in a single

detector segment could in principle be avoided by extracting the rhultiple hit information from the
pulse-height distributions of cach individual segment. But sincc we are mainly interested in the
average Propcrtics {e.g. the true multiplicity associated to a subsample of events satisfying some ET
constraints), we rather chosc to work with aYE:fagc analytical corrections. If, for a sample of events, a
is the mean occupancy for a given cell (siicon segment) and if it is bwlt up by essentially
uncorrelated minimum ionizing particles (mip), the average response of that cell tvxll be a sum of
Landau functions corresponding to the energy loss of 1, 2...n particles with relative contributions
given by Poisson statistics, For a mean occupancy a, the probability of having any number of hits >

! can be written as

)

Plany) = P(1) + P(2) + ... + P(n)

-

P(any) = 1 — P(0) (38)
where P(n) = (e™* d")/ n!. Using equation (38) one can thus deduce the true mean a from the
measured mean P(any),

a= —In(l ~ Pany)) , (39)
>
Having a we can then evaluate P(n) for any number n. In the forward pseudorapidity regions (7, =
2.9), the pulse-height distributions are found to be satisfactorily described by Poisson distributed
multi-hit probabilities. This is seen in window (a) of Figure 56 on page 105, where we compare the
sumn (solid curve) of the Poisson weighted contributions for 1, 2,...n particles (dashed and dotted
curves) to the pulscheight distnbution measured in a Silicon-ring segment situated near the lower

Vi
(o]

—

edge of the forward region for high multiplicity 'O —W events. At more forward angles, a ~ 2 +

1% systematic excess of double pulseheights is seen, tonsistent with the rate expected from fast e*
r

J

¢~ pairs originating from y-conversions in the targets.
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The pulscheight distributions in silicon segments for high multiplicity
| 160 —\%?eﬂts at 20Q GeV/nucleon’ The distribution in window (a) was
measured for a segment at central pseudorapidity n ~ 2.8 (8 ~ 7°), whereas

® window (b) shows the distribution for a segment closer to the target
fragmentation region, at 7 ~ 1.0 (§ ~ 40°). The solid curve is the sum of
the Poifson distributed multi-hit Landau functions (dotted curves).
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Going towards the target fragmentation region, we find an increasi?g excess of high pulse-heights (=
4 mip’s). This is scen for instance in window (b) of Figure 56 on page 105 for a silicon segment at #
A 1.0 Giv’en the angular distribution, multiplicity and target mass dependence of the hits with very
high pulseheights, we tentatively attribute the excess above the multi-hit probabilities to densely
ionizing slow target fragments, ie. to knock on protons and evaporation heavy fragments. The
densely ionizing tracks have a high probability of generating large correlated signals in neighbpuring
clements (cross-talk). Since we don't possess yet a precise knowledge of their assaciated pulse-height
distribution, and since their spatial distnibution as a function of impact parameter and target mass is
yet unknown, we could not safely. modc‘iize the contribution of the slow fragments in order to treat
them in our statistical approach. More precise information conceming these slow fragments will
have to await for event-by-cvent pulseheight analysis. We thus simply exclude the hits with an
associated cnergy loss 2 4 mip’s and correct the resulting inefficicncy for true multiple mip’s on a
statistical basis. This “slow fragm'cnt' subtraction reduces the total charged multiplicity by < 1% in
the forward region (17, > 2.9) and 3— 5% in the central region (7, < 2.9). At the lower edge of
our pseudorapidity acceptance it amounts to ~ 10% of the observed multiplicity density. Our results
are correspondingly depleted from target fragments, but the systematic uncertainty on the remaining
fraction may be as large as the effective depletion. The hit probabilities have finally to be corrected
for the 2—5% loss of singly charged particles due to our low pulseheight threshold. From the
measurcment of the overall number of silicon segments having one of more hits, one can calculate
the truc multiplicity in the acceptance of the silicon ring or the silicon pad detectors from the

equation

A 1 . a axch
TRUE = %" Plany) Neaw . (40)

where a is again the true mean occupancy, but P{any) is now taken as

-~

number of hits =R g

z Plary) = number of segments alive

&

In formula (40), €, is an efficiency function that includes the geometrical losses due to inactive
segments, the corrections for charge sharing and the cormrections for beam width and beam
misalignment. These effects were simulated by an iterative Monte Carlo procedure, which further
took into account the varying size and shape of the segments, and for which the uncorrected charged
particle pseudorapidity distribution as a function of charged multiplicity, target, and incident energy,
was used as an input at the first iteration. Note that_the rather large beam offset, (X, 7) ~ (0.51mm,
= 0.43mm), and width, (o, o) ~ (0.5mm, 1.2mm), introduce strong event-by-event c}iangcs of the

effective pseudorapidity and azimuthal coverage of the segments. For the building up of the
differential cross-sections, the corrections were calculated in an effective pseudorapidity coverage fixed
10 0.9 < n,, < 2.9 for the silicon ring and 2.9 < n,, < 4.9 for the silicon pad. The Monte Carlo

simulations showed that the efficiency €, could well be approximated by a constant to be fixed
.

“~

Q , \—106—




v

separately for the chosen coverage of each silicon detector, and for each target and incident energy.
From equations (40) and (38) 'we thus have

[}

_ -1 In(1— R) \
ez = w4 R Neaw - (41)

£

The resulting rescaling functions for the transformation of Niy,, into Ng,gare plotted in Figure 57
for the central (window (a)) and forward (window (b)) pseudorapidity covorage'.-.. and for the various
target masses for the 60 and 200 GeV/nucleon incident beams. .
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Figure 57: Correction curves for the raw multiplicity measured in 0.9 < 5, < 2.9
. (window (a)) and 2.9 < 15, < 49 (window (b)). The “geometrical’
efficiencies £, were calculated by Monte Carlo simulation for the Al, Ag
and W targets at 60 and 200 GeV/nucleon. - ’ i
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The overall corrections are rather large, reaching ~ 220% for the highest measured muitiplicity (ie.
in the tail of the 'O — W distribution at 200 GeV/nucleon) and the remaining systematic uncertainty
of the corrected multiplicity scale is estimated to be as large as 10%. _The resolution on the true
multiplicn;r is calculated as the quadratic sum of the contributions due to “geométrical” inefficiencies
(¢,) and pile-up inefficiencies (£,). It can be well approximated as’

2 g _ ]l — ¢85 1
B £,€
A'I'RUE 172 \/ TRUE )

The resulting charged multiplicity resolution functions are plotted in Figure 58 on‘page 108 for the
central (window (a)) and forward (windowg(b)) pscudorapidity coverages, and for the various targets
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and incident energies. Note that the pile-up inefficiencies are strongly dependent on the measured

( 7 ~ charged multiplicity, e, = Constantx {In (1 — R)/R}, so that the resolution o (Nynys) docs not scale
with \/N7 o = )
o
% 140 09<n<29 w1 & of 2 9<n<4.9 | ]
T 120f {1 % 120t . 1
¢ J—" 100 }.// . 100 .
80+ b [1e] / -
¢ 80} 1 80
40 40} -
20} @ 20} .
é_ °0 ‘.O G‘O ‘;D 180 260 2i0 o “0 B‘O . 150 léO 50 . 220
Nen N,
ngure 38: Estimated true resolution functions for the charged multipicity measured in
(@) 0.9 < n, < 29and (b) 29 < n,, < 4.9. The curves are shown for
‘ the Al, Ag and W targets, for both the 60 and 200 GeV/nucleon beams,

. The resolutions are vary{ng from ~ 70% to ~ llO%A/N"‘ over the measurcd range, and the

! comctlons (see section 4.6 on page 109) for the resolution smearing will be large, especxally in the.
' steeply falli tax;s of the differential cross-sections, at large mu!nphcmes

The charged multiplicity pseudo-rapidity density distributions are obtained by projecting the

s silicon segments nto the # —¢ space and distributing the hits in the variov}xs (An, A¢) cells with
relative weights computed by Monte Carlo simulation. Eiere again, the procedure took into account -
the effect of charge sharing, the beam profile and offset, and the geometrical and multiple-hit
inefficiencies. The average efficiency of each (A, A¢) cell was calculated for a large sample of events
selected by splitting the E1- scale into ~ 15 GeV windows (that is for events which dre to some
*degree physically equivalent). The corrections were calculated over an extended pseudorapiditye
N covcmgc‘of 09 < n, < 5.5 Above the 10% systernatic uncertainty on the integrated charged .
multiplicity, we estimate that the remaining uncertainty on the localization of the multiplicity density
varics frorh ~ 3% in the An ~ .2 bins at small 7, to up to ~ 10% in the most forward bins (¥ >
4.5) where the granularity is poor and where the effective coverage in n and ¢ is only partial. The
two silicon detectors were treated sepdtately and were found to agree to within 4% in the region
where they overlap (25 < 5 < 2 9). In all cases, the corrected azimuthal distributions for a large

( sample of events are symmetric thhm statistical errors.
4
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/6 Deconvolution of the differential cross-séctions for finite resolution ° \
-~ The differential cross-sections have to be corretted for the finite resolution in the measurement

of transverse energy or charged multiplicity. These corrections ought to be particularly important for
the steeply falling high tails of the do/dE and da /dN™ distributions.

The phiosophy of the procedure developed for the deconvolution Tonsists of first finding a
judiciously chosen representation of the data, 1.c. a parametrization that fits the data with a y3/ndf ~

- 1 when considenng the entire range of Ex (or N*), or when splitting the Et (V) scale in 4 or S ‘

‘Windows. This optimal continuous representation is then deconvoluted analytically and the ratio of
the deconvoluted to the undeconvoluted representation  gives™ multiplicative factors for the
cross-section as a function of L (N*) The question of the exact nature of the initial representation
is a prion irrelevant, but the task can be considerably simplified if one possesses a guidance towards a
stable family of representations. Such a guidance was provided by the Nugleon Collision Model [21]
[34] (see section 2.2 on page 20) where the nuclear collision is described as a superposition of
independent colisions  Such a model offers the advzmtagé of the possibility to implement in a simple
manner a prease description of the geometry of the collisions (ie. sampling over the impact

parameters, spatial extent of the colliding objects in terms of the nuclear density profiles, etc.). We

. used the model with great liberty, adjusting within reasonable limits the overall normalization, the

nuclear deformation and density profiles, or introducing a damping for the contribution of successive
inelastic collisions. Such a tuning would obviously not, be ‘permitted if attempting to use the model
as a basis for physics analysis (as done 1n section 5.2.2 on page 119), but it should be sticssed again
that here we are only interested in finding a quality representation with the best fitted slope of the
dd/dE,r or do/dN® dustributions over the full Ep or N* range. In, all cases, we could tung the
underlying geometrical differential cross-section in order to be left with the need of only two free
parameters charactenizing the Ep (N®) scale and the softening from the pure gcomctri;:al distribution.
We used a mummization code to obtain the best fitted values of the two free parameters. The code
also provided a 70% confidence level contour in the free parameter space. All rcprcscntatio;m
obtained by circling around the confidence level contour were also deconvoluted and the resulting
deconvoluted/undeconvoluted ratios form, as a function of E or N, an E%i“v:ldpc around the
corresponding ratio for the best fitted representation. The half-width of this cnvelope is used to
propagate the error introduced by our deconvolution procedure. "

. . — \

Figure 59 on page 110 exemplifies the main steps of the procedure as applied to the da/dlzr
distrnbution measured for 1°0O — W collisions at 60 GeV/n. This distnbution has a particularly steep
tail so the correction factors and their assocated errors are correspondingly lirge. Window (a) in
Figure 59 on page 110 shows the best fit (solid curve) to the undeconvoluted diffecential cross-section
(closed circles) together with an ensemble”of representations (dotted lines) obtained by following the
70% confidence level contour in the parameter space. Window (b) shows the corresponding ratios of
the deconvoluted over undeconvoluted representations. The solid line is the correction curve by

{
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which we multiply the differential cross-section, and the half width at a given E| of the cnvelope

formed by the dotted curves is the error at that Ep on the deconvolution procedure.
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Figure 59. Main steps of the deconvolution procedure to correct the differential

cross-scctions for the smearing d1;c to finite resolution. Window (a) shows

|- the best fitted representation (solid line) of the d:r/dEr distribution for

160-W at 60 GeV/nucleon. The® dotted lines are the family of

) equiprobable representations at 70% confidence level. Window (b) shows

the deconvoluted/undeconvoluted ratios used as correction factors (solid

9 * line) agd to propagate the errors (half-width of the envelope formed by the
dotted curves).

T

The deconvolution procedure, as it shouldfbits very nature, cxactly conserves the integral of the
differcntial cross-sections. This was explicitly checked in all cases.
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Chapter §

Experimental results and discussion
AR N

5.1 Introduction - \ ' a N

The presentation of the experimental results on ultra-relativistic '*O —nucleus collisions will
mainly focus on the study of global physical observables, The transverse energy (ET) flow is the
riatural starting point. First of all, it constitutes the main tool for the event selection, which was
performed in all cases by requiring a given E in the pseudorap:dity interval —~0.1<#n,, <2.9 where
we expected the highest density dE/dy,,. Besides providiné an cfficient control of the geometry
(impact parameter) of the nuclear collision, the Er flow allows us, through the comparison with
QCD-inspired parton models, to explore the space-time evolution of the nuclear collision at a
microscopic level. The analysis of the corresponding charged particle contents will further extend this
comparison and provide new information over the full rapidity domain on the mechanisms of particle
production and energy loss of the incident baryons.

In approaching the conditions for the formation of quark-gluon matter, we are seeking for event
candidates signaling, ideally, the achievement of full thermodynamic equilibrium at the highest
possible energy density. The measurement of u high multiplicity of particles, carrying momentum at
large angles relative to the beam direction, is an indicator of such a state of matter. A state for which
the incident partons should have suffered numerous scatterings so that their initial ordered motion
would have become sufficiently randomized. 1 will consequently attempt. to interpret the measured
characteristics of the particle production in terms of the early energy density of a thermodynamic
';nacrosystcm. This cstimate will quantify the dcé‘cc of achicvemnent of the critical initial conditions
requred for a local deconfinement of coloured quarks and gluons. The corpelations between the
transverse energy and multiplicity flow will be finally discussed as a possible source of information
concerning the nature of the collective hydrodynamic expansion and cooling that such a thermalized
macrosystem (if formed) could undergo.
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5.2 Transverse energy production in *O -~ nucleus collisions at 60 and 200 GeV/n

§ &

v
5.2.1 The differential cross-sections da/dET
e .
The differential cross-sections versus E’I‘ in the pseudorapidity region —0.1 <y, < 29 for
160 nuclei at 60 and 200 GeV/nucleon incident on Al, Ag and W targets are given in Table 2 to
Table 7 on page 116, and shown in Figure 60 on page 117 and Figure 61 on page 118, for the two
incident encrgies®2. As mentioned in the preceding chapter, E’l‘ is defined here as TE™*x sinf where
E™ is the kinetic energy for the baryons and the total energy for all other particles including
antibaryons. The remaining systematic uncertainty on the Ep scale is estimated to be 7.1% (5.9%
from the Monte Carlo rescaling factor and 4% from the overall energy calibration). The relative
comparison of the vahous data sets is essentially free of these systematic uncertainties. The overall
systematic uncertainty on the normalization of the differential cross-sections is of order 2—3% and
increases to 5~ 10% in the fow E regions ( < 50 GeV) due to the uncertainty on the no-target

contamination. -

Table 2: '°0O— Al transverse energy differential cross-section.

The distribution do/dE is measured jn — 0.1 < n,, < 2.9 for 60 GeV/nucleon %0 - Al

ltisions.
comsions Er Binh /[dET  Emor

width
[GeV] [GeV] [mb/GeV] [mb/GeV]

) 14.9 34 2.20x10*! 6.51x10*°
218 4 1.30x10** 4.78x10*°
28.7 34 1.23x10** 1,70x 10+*9
35.6 34 8.86x10%° 1.13x10*°
424 34 4.02x10*° 5.89x 10!
49.3 34 1.29x10*° 1.30x10°}
56.2 34 1.62x 10~ 4,36x10°?
619 23 4.17x107% 2.09x10°2
66.5 2.3 - 1.01x10°2 1.01x1072

+
»

22 1y results on traneverse energy probability distributions have been presented at the XX7/™ Rencontres de Moriond
{125] and acoepted for publicauon in Z. Phys. C. [126]. f
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Table 3: '°0— Ag transverse energy differential cross-section.

-

The distribution do/dE is measured in = 0.1 <, < 29 for 60 GeV/nucleon 10— Ag

collisions.
Er Binhaf do/dEp Efror Er Binhaf do/dET Error
width width
[GeV]  [GeV]  [mb/GeV] * [mb/GeV] [GeV] [GeV] [mb/GeV) {mb/GeV]
14.9 34 2.32x10* 1.73x 10*? ~83.7 1.1 4,88x10*° 2.67x107! |,
218 34 1.78x 10*!  1.18x 10*? 86.0 1.1 3.35x10*° 2.21% 107!
28.7 34 1.81x10*! 4.50x 10*° 883 - 11l 2.27x10*° 7.18x 10"
35.6 34 1.88x 10*! 3.13x10*° - 90.6 1.1 1.97x10*° 6.71x 1072
424 34 1.67x10*' 1.73x 10*° 929 1.1 1.22x10*° 2.24x 107!
49.3 34 1.58x 10*! 72.11x 10! 95.2 1.1 1.08x 10*° 497x 10"
56.2 34 1.31x 10*! 6.22x107? 97.5 1.1 7.85x 10! 4.22x 10-?
60.8 1.1 1.29x 10*! 1.04x 10*° 998 1.1 5.85x 10! 3.64x10~2
63.1 1.1 1.20x 10*!  1.00x 10*° 102.1 1.1 3.01x10°! 1.92x 103
65.4 1.1 1.08x10*! 948x 10! 104.4 1.1 2.04x10°! 1.57x 10-2
67.7 1.1 1.25x10*t  1.02x 10*° 106.7 1.1 1.67x 10! 1.41x 103
70.0 1.1 9.51x10*% 3.76x 10~} 109.0 . Ll 8.51x10°2 9.88x 10~
723 1.1 8.49x10*° 3.55x 107! 111.3 1.1 5.29x 1072 7.70x 10-?
74.6 1.1 7.95%10*° 343x 107! 113.6 1.1 3.45x10-2 6.17x 1072
76.8 1.1 7.18x10*% 3.26x 107! 117.0 23 L1l1x 102 2.44% 1072
79.1 1.1 6.21x10*° 3.02x10-! 121.6 2.3 6.82x 103 2.34x10?
814 1.1 5.73x10*° 290x 10~ .
.
S
N

“b
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Table 4: 10— W transverse energy differential cross-section,

-

The distribution do/dE is measured in -j).l < 9, < 2.9 for 60 GeV/nucleon *0—W

collisions.
Bin half  do/dET
width
[GeV] [GeV] [mb/GeV]
14.9 34 4.65x10*?
21.8 34 3.25x10**
28.7 34 2.80x 10+?
35.6 34 2.71x10*?
424 3.4 2.36x10+!
49.3 34 1.93x10*?
56.2 34 1.76x 10*1!
60.8 1.1 1.66x 10+
63.1 1.1 1.45x10+?
65.4 1.1 1.64x 101
67.7 1.1 1.58x 10+?
70.0 1.1 1.48x 10*?
72.3 1.1 1.50x 10*?
74.6 1.1 1.55x 10*!
76.8 1.1 1.47x10*?
79.1 1.1 1.38x 10*?
81.4 1.1 .1.42%10*}
" 83.7 1.1 1.36x10*?
86.0 1.1 1.27x10+!
88.3 1.1 1.23x10+?
90.6 1.1 1.08x 10*+?
92.9 1.1 9.65x 10+*°
95.2 1.1 9.87x10*°
9%.5 1.1 8.64x 10+°

Error

[mb/GeV] -

2.70x 10+?
2.08x 10+?
7.90x 10+°
4,70x 10+*°
2.84x 10+9
1.16x %”
5.27x 10!
7.82x 10!
7.31x 10!
7.76x 101
7.62x 1071
7.38%x 107!
7.43% 10!
7.57x 10~}
7.38x 107!
T.14x 10}
3.91x 10!
3.84x 10!
3.71x 107t
3.64x 101
3.42x 10~}
5.34x 10~}
3.26x 101!
3.05x 10~?

TGeV]

-

ET Binhaf do/dEy

width

99.8
102.1
104.4
106.7
109.0
1113
1136
1158
118.1
1204
1227
1250
1273
129.6
131.9.
1342
136.5
138.8
141.1
1434
145.7
149.1
154.8
161.7

.
U G B st bt bt bt bs et b et Pt ek bt Pt vk Pt pet ped pud Pt bt bt pest
bR I I R e e e e e e

.

[GeV]

{mb/GeV]

7.57x10*°
6.83x10*°
5.59x10*°
4.74x10*°
4.05x 10*°
.3.26x10*°
T 2.57x10+°
1.92x10+°
1.64x 10+°
1.09x 10+°
8.40x10~!
7.05x10?
4.56x10°1
-3.19x 101
2.05x 101!
1.46x10°1
9.11x10-2
6.87x 102
3.34x 102
2.01x10-?
1.86x 102
5.10x10~3
1.46x 1073
2.80x 10~*

Error

[mb/GeV]

2.85x 107! °
2.70x 107!
1.21x 107!
1.12x 107!
1.03x 10}
9.29x 102
8.26x 102
7.14x 102
6.61x 1072
5.37x 10°%
470%x 10?2
4.30x 102
1.61x 1072
1.33% 10~
1.04x% 102
8.68x 1072
6.71x10°?
5.77x10°2
3.89%x 1072
2.98x 107}
2.90x 103
1.05x 1073
447x 10~
1.99% 104

e
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Table 5: %0 — Al transverse energy dxﬁ'grennal cross-section,

The distribution da/dEJr' is measured in —0.1 < n,, < 2.9 for 200 GeV/nucleon '*0-Al

Binhalf  do/dET

collisions.
ET
width
(GeV] [GeV]
~y 16.1 4.6
25.2 4.6
344 4.6
43.6 4.6
- 52.8 4.6
61.9 4.6
71.1 4.6

I3

[mb/GeV]

1.80x 10*!}
1.39x 10*!
1.50x 10*!
7.33x 10*°
2.59x 10*°

.1.76x 10"!

3.92x 10~?

Error
[mb/GeV]

8.85x10*°
3.44x10%°
2.78x 10*°
1.32x10*°
6.72x10?
1.47x 107!}
1.32x10-2

3

Table 6: **0 — Ag transverse energy differential cross-section.

The distribution do/dE is measured in — 0.1 < h“ < 2.9 for 200 GeV/nucleon °0~Ag

collisions.
ET Binhalf do/dET Error ET Binhalf do/dET Error
width - ’ width
(GeV] [GeV] [mb/GeV] [mb/GeV] [GeV] [GeV] [mb/GeV] [mb/GeV]
18.4 6.9 3.36x10*' 9.45x10*° 103.2 2.3 3.36x 10*° 3.30x 101!
2.1 6.9 2.40x10** 5.20x10*° 107.8 2.3 2.00x 10*° 1.25x 10!
45.9 6.9 . 1.58x10*" 3.10x10*° 112.4 23 ' 1.43x10*° 1.05x 102
57.4 4.6 1.35x 10*! 3.02x10*° 117.0 2.3 7.98x 10! 7.85x 102
65.4 34 1.42x10*! 3.61x10*° 121.6 2.3 547x 107! 6.46x 10~ 2
72.3 34 9.03x10*° 1.37x10*° 126.2 23 3.15x 107! 487x10-2
79.1 3.4 1.05x10*! 6.08x10"* 130.8 23 1.18x 107! 3.05x 102
84.9 23 7.61x10*° 6.3310"? 135.3 2.3 8.69x 102 2.19x 102
89.5 2.3 6.68x10*° 5.93x10-? 139.9 23 2.54% 1072 482x 1072
94.1 23 4.77x10*° 5.06x10"? 144.5 2.3 1.41x 102 379%x 102
98.6 23 4.24x10*° 4.71x10°? 152.6 5.7 4,76x 1977 1.35%x 102
W
¢
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Table 7: **0~W transverse energy differential cross-section.

\

The distribution do/dE- is measured in — 0.1 < n,, < 2.9 for 200 GeV/nucleon 1Q0-wW

collisions.

Er Binhalf do/dET

width
[GeV]

149 3.4
21.8 34
28.7 34
35.6 3.4
424 34
49.3 34
56.2
60.8
63.1
65.4
67.7
70.0
72.3
74.6
76.8
79.1
81.4
83.7
86.0
88.3
90.6
92.9
95.2
97.5
9.8,
102.1
104.4
106.7
109.0
111.3
113.6
115.8
118.1

w2
>

Pt Gt Pt Jt Pt it Bvmt Pt Pt Grasl Jamel et St Gt Pt Gt Pt putt fmud kPt Gt et et
A -
Pt ot Pt et Pt et Pt Pt i pt Pt Jumt put pued Pt st Pt Pt Punt Pt Prash Pumt i et Pt et

[GeV]

[mb/GeV]

4.02x 10*!
301x10%!
2.93x 10*!
247x10%!
1.82x 10*}
2.02x 10*!
1.72x 10!
1.54x 10*!
1.28x 10*!
1.35x 10*!
1.48 10*!
1.37x 10*!
1.37x 10*!
1.45x 10*!
1.45x% 10*}
1.26x 10!

1.33x 10*"

1.34x 10*1
1.26x 10*}
1.20% 10!}
1.15x 10!
1.20x 10!
1.16x 10!
1.22x 10*!
1.10x 10}
1.06x 10*!
1.04x 10!
9.71x 10*°
8.98x 10*°
8.65x 10*°
7.96x 10*°
1.75% 10*°
6.91x10*°

Error
[mb/GeV]

4.09x 10*°
4.15x 10+
3.58x10+°
2.89x10*°
3.34x10*°
2.03x 10*°
1.40% 10+°
7.22x 107!
7.77%x 10}
6.80x 10-?
6.80% 107!
6.55x 107!
6.53x 10"}
6.74% 107!
6.72x 10}
6.27x 10!
6.44x 107
6.47x 10"}
6.28x 10"}
6.13x 10"}
5.99x 10" !
6.12x 10}
6.03x 107!
6.19x 10!
2.54x 10"}
2.50x 107!
2.48x 10"}
2.39x 10"}
2.30x 10}
2.26x 10!
2.16x10°?
2.13x10"!
2.02x 10"}

(-

Er Binhaf do/dEy

width
(GeV]

120.4
122.7
125.0
127.3
129.6
131.9
134.2
136.5
138.8
141.1
143.4
145.7
148.0
150.3
152.6
154.8
157.1
159.4
161.7
164.0
166.3
168.6
170.9
173.2
175.5
[77.8
180.1
182.4
184.7
187.0
190.4
195.0
200.7

00 N D) = bt et bt bt et et Pt bt Bt et bend b et B et s Mt bt e gt Pk Bk ped et et et Bt et s
AT Y L e e s s e e s s s s 2 s e v & e & & & &« & s o ® & e+ &
S U L) v et it et bt e et bt et Bt Bt bt B bk Bt bt b Bt B et et Bt Bt Pt Pt pd pud ek et et

(GeV]

[mb/GeV]

"6.79% 10*°

5.93x 10*°
5.45x 10*°

© 4.70x 10*°

4.30x 10*°
3.77x 10%°
3.25x10*°
2.81x10*°
2.38x 10*°
2.07x 10°
1.67x 10+°
1.38x 10*°
1.21x 10+°
9.78x 10!
7.79x 107}
6.30x 107!
5.20x 107!
4.11x10"!
3.08x10°!
231x 10!
1.81x 10!
1.37x 107!
1.03x 107!
7.35x 1072
5.82x107%
4.07x 102
3.20x 1073
2.11x 10732
1.46x 102
1.22x 1072
587x107?
2.89x 1073
1.33x 10?3

Error
]

[mb/GeV]

2.00x 10!
1.86x10°!
1.79x 107!
1.66x 10!
1.58x 10!
1.48x10°1
1.37x 10!
5.08x10~2
4.68x 102
4.37x10"%
3.93x 102
3.58x 1072
3.34x 1072
3.01x10"2
2.68x10~2
2.41x10°2
2.18x10"2
1.94x10°2
1.67x 1072
1.44x 1072
1.27x10°2
1.10x 107%
5.93x10~?
4.96x 1073
4.39%x 1073
3.64x 1073
3.21x1072 -
2.60x10"2
2.14x 1073
1.96x 1072
9.54x 104
6.79x 10~
4.02x 104
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5.2.2 Qualitative features and geometrical parametrizations

The striking common characteristic of the do/dE distributions in Figure 60 on page 117 and
Figure 61 on page 118 is a rather flat platcau region extending to a shoulder followed by a steep fall,
These features are particularly clear for the heavier target nuclei {Ag and W). The platcau is a
manifestation of the sampling over impact parameters and thie tail above the shoulder is caused by
fluttuations in Er productibn for centrdl collisions. The general features are thus reminiscent of the
geometry of collisions between objects with a spatial exfent such as nuclei.

For spherical nuclei, the geometry is detefTnined by the impact parameter b. For non-spherical
target nuclei, two angles are also required to define the geometry. The shape of the density
distribution of protons is very well measured by electron scattering, and the neutron distribution is
kx}o“n to be very similar. It is clear that the naturc of a collision must.depend to a great extent on
the wadue of the overlap integral _[p‘ x p,dS, where p,, are the densities of nucleons per unit area of
the two colliding nuclei in the plane transverse to the collision. The overlap integral can be
converted into an effective number N of collisions by multiglying by an appropriate hadronic
cross-section. A plausible choice is the inelastic nucleon —nucleon cross-section o, ~ 32 mb. That
amounts to assume that each incident nucleon interacts with every target nucleon it encouriters in a
cylinder of cross-sectional area ¢,,. The geometrical cross-section as a function of N is shown in
Figure 62 on page 120, for oxygen collisions with our target nuclei. For the calculation of these
geometrical cross-sections, we used trapezoidal nuclear density profiles dedl\xccd from clastic electron
scattering, and took into account the nuclear deformation deduced from the intrinsic quadrupole
moments. It should be noted that the W nucleus is substantially deformed, and this has a significant
effect in the overlap integral.

’
14 /
-

i
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Figure 62 The geometrical cross-sections as a function of the value of the number of

collisions N = o” + Q, where Q is the overlap integral j’p1 x p, dS, for
oxygen collisions with Al, Agand W nuclei.

A

The geometrical cross-sections of Figure 62 show the main features seen in the data. For these
s-sections, the rather flat “plateau” region continues until the colliding objects overlap fully,
miing to “central” collisions with b 2-3 fm. "

The similarity of the geometrical cross-sections to the measured Er distributions suggests that
the gcometncal overlap integral be used as the basis of a fit to the data [33] [34]. The total E is
assumed to be produced by N independent nucleon —nucleon collisions. By the central limit

" theorem, the total Ep produced by any reasonably large number N of such collisions is

approximately gaussian distributed with mean N - g, and variance 02 = w - N+ £42, where £, is an
effective average Er for nucleon—nucleon colbsions’ in a nucleus, and both ¢, and @ are free
parameters. The probability distribution for N is dictated by geometry as explained above. We
obtain an excellent description of the data, as shown in windows (a) and (b) of Figure 63 on page
121 for 60 and 200 GeV/nucleon incident energies respectively. y
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I should stress that the quality of the description is rather inserisitive to the absolute value assumed
for o,. The geometrical superposition of independent nucleon —nucleon interactions is thus seen to
proyide a simple hﬁ?ﬁﬁ'&q of the E production in nuclear collisions. The free’parameters ¢,
and o provide a convenient compact parametrization of the data, but cannot be fully interpreted as

9 \ particles, etc.).-

physics pararneters since tpo many important 'cﬁ"ects are hidden or ignored (¢.g. energy conscfvatiop‘ .

and nature of the objects participating to the’ multiple-fattering processes, cascading of secondary

v

The fitted values found for €5 and w are given in Table 8 on page'122.  *

o
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Table 8 Parametrization of the do/dE distributions.
. - » 3 LN N . ] sy
» ()

The best fit values of the free parameters ¢, and  for the geometrical parametrization of
the Ey differential cross-sections are given for the Al; Ag and W targets at 60 and 200
GeV/nudleon incident energies.

60 GeV/nucleon 200 GeV/nucleon
) Al Ag W Y Ag w
L 9 14 ° .
¢0 (GeV] 102 095 098 126 1.4 LR
W 1.99 . 2.20 ) 1.75 1.05 © 2.64 2.53
‘ . B

. ;
The values of ¢, are around 1 GeV, which may be compared to the mean E of ~ 1.4 GeV

t . . )
found by fitting [34] p—p data at ./s = 20 GeV and extrapolating to the pseudorapidity coverage
considcm$ here. If ¢ is viewed as some kind of effective Ep production per “elementary” nucleon—
nucleon scatters, it should be lower than the p—p value because of the energy degradation during the

multiple inelastic scattering process, although intranuclear cascading of secondaries weuld tend to )

increase it. The variance parameter, @, is larger for the 200 GeV/nucleon data than for the 60
GeV/nucleon data for the|heavier targets Ag and W, reflecting the fact that the fall of the
cross-section bcyc;nd the plateau is less steep at the higher incident energy (except for the Al t:irget,
but there the fall-off region is pot well determined statistically at the higher energy). This may be
partly due to the fact that with increasing incident energy, the effective center-of-mass of the
collisions is shifted to»ﬁ;d:s larger rapidities and one may expect the fluctuations, in the (smaller)
fraction of the total Ex production contained in the regon —01 < M < 29, to be larger. The
signs of gxcess variance observed at 200 GeV/nucleon are pevertheless of special interest since this
has been emphasized as a possible signal of collective behaviour (see section 1.4.3 on page 14). The
global “geometrical” features of the transverse energy distributions can altemnatively be studied in the
framework of the nave Wounded Nucleon Model (WXNM) (see section 2.2 on page 20). Such a
framework has been considered [49] [51] to amalyse the properties of the 0 — Pb transverse energy
distribution measured at 200 GeV nucleon 1n the region 2.2 < 7,, < 3.8 by the NA35 Collaboration
[35]. The Et distibution was found to be well described by a 16-fold convolution of nucleon—~
nucleus collisions [ 51]. whereas a convolution of independent nucleon — nucleon collisions lead to an
underestimate of the E production [49]. In the WNM, the sumplifying assumption is made that

)
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two parameters (x and f) analytical expression (equ. (17)). The prescriptions of the WNI'VI were
used as a basis for a fit to our data in [127]. The values of the « and‘B parameters were fixed by
fitting the O —W distnbutions in order te benefit from the high statistical precision of these data, and
for those fixed parameter values, predictions were made for the O~ Al and O — Ag distributions. A
convolution in the spirit of a simple Additive Quark Model (AQM) (see section 2.2 on page 20) was .
gso perfox:rned (127] wath the assumption that the transverse energy production sh?uld scale with
the total number of wounded valence quarks in the target nuclei. Figure 64 shows the resulting fits
(solid curves) and predictions (dashed and dotted curves) for the simplified AQM and for the WNM
at 60 GeV/nucleon (windows (a) and (b) respectively) and 200 GeV/nucleon (windows (¢) and (d)).
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Figure 64: Two parameters fits [127] of the O —W transverse energy distributions
i
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The global features of the spectra are well described, showingjgain the dominance of the geometrical
aspects of the collisions, which translate into a strong correlation between the transverse cnergy
production and the impact parameter. The fits and predictions of the simplified AQM offer better
descriptions of the data, in particular at low transverse energy. This may reflect the fact that more
weight was given there to the participants of the target nuclei, and the pseudorapidity coverage
considered is oriented fowards the target fragmentation region. An interesting aspect of the
predictions in Figure 64 on page 123 1s that they systematically overestimate the transverse energy
production. for the Al'and Ag targets, and more at 200 GeV/nucIcon“than at 60 GeV/nucleon. In
other worg.s, the transverse energy production in the “central-target fragmentation” region rises faster
than\cxpected from a naive superposition of independent nucleon —nucleon collisions (e.g. faster
than with the increasing number of participants in the WNM), and relatively faster at 200
GeV/nucleon than at 60 GeV/nucleon incident energy. Here again, I stress that these “geometrical”
parametrizations cannot pretend to givz; full physical descniption offthe data since, for instance, they
include no provision of a mechanism for energy-momentum conservation or for possible rescattening
of secondaries. The discrepancies may signal the necessity for a proper treatment of such physical
effects.

5.2.3 The A-dependence of the transverse energy production

The geometrical cross-sections of Figure 62 on page 320 show a sharp edge followed by a steep
fall beyond the point where the colliding nuclei overlip fully (b < 2-3fm). Given the strong
correlation between the geometrical impact parameter and the transverse energy production, we may
make use of this step-function-like characteristic to fix the geometry of the nuclear collisions, and
consequently study the A-(iepcndcnce of the Er production. Hence, for the Er distributions, it is
natural to define £/ as that value of Er for which the cross-section is one-half that of the
“plateau”. We dcfine the plateau cross-section as that for which the rate of change with energy
(averaged over a 15 GgeV interval) is minimal.

The values of E;™, as a function of the atomic number A of the target nuclei, can be used to
~

parametrize the target dependencé of the average central collisions. These values are shown in Figure
65 on page 125 as a function of A and for both incident energies, together with a fit of the form A%
with « = 0.48 £ 0.02 and 0.53 £+ 0.04 for 60 and 200 GeV/nucleon incident energy respectively. The
F’l‘ in the trigger region acceptance is evidently still increasing with energy at these rather high beam
energics, and 1s incrcasing somewhat faster than linear'v with the nuclear thickness of the target

(i.e. A", even at the lower energy. In other words, the increase of E; ™! as measured in the
pseudorapidity region —0.1 < n,, < 2.9, is somewhat faster than the corresponding increase of the

number of participant nucleons.
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geometrical overlap between the colliding nuclei) versus the atomic mass
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This result is in contrast with the dependence measured by the NA3S Collaboration [128] in the
more forward region 2.2 < n,, < 3.8 and for which the data is compatible with « ~ 1/3. This
sugécsts a rather strong rapidity dependence of the rate of change of dE/dn as a function of tafgct
nuclei. Such a strong dependence was observed by the WAB0 Collaboration [129] for the charged
particles pseudorapidity densities. They observed that although the target mass dependence could be
well parametrized as 4™ in any An sub-region, the exponent a(n) varied considerably with n. For
60 and 200 GeV/nucleon '°0 —nucleus collisions, they found that () slightly rises from « ~ 0.5 at
n~ —L17t0 a maximum of a ~ 0.8 at ¥ ~ 0 (e.g. at the lower edge of our trigger coverage), after
which it decreases rapidly with #, reaching a ~ 0.15 at ¥ ~ 2.9 (c.g. upper edge of our trigger
coverage) and finally a particle yield esscntially independent of the target mass at n ~ 4. The
“A-dependence” is thus strongly dependent, and possibly in a non-trivial way, on the considered
pseudorapidity sub-region. It was scen in section 2.3 on page 26 that in nuclcon-'n&élcus
collisions, a contribution to similar A-dependence of the particle production as a function of rapidity
was thought to arise from the degradation of the incident Jucleon’s energy. Hence, we may expect
that an increasing fraction of the total F’T production will be pulled at larger angles as the number of
target nucleon participants increases, thus contributing to an apparent excess of\’A-dcpendcncc at
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smaller pseudorapidities.

The fact that £7™* rises as a function of A indicates that we are in an energy regime above that
where the projectile energy is largely dissipated before it completely traverses a large target nucleus,
sometime called the “fully stopping” regime?3. In the case of full stopping, the Er for central

- collisions would cease to rise beyond a certain size of target. Ewvidently, even 60 GeV/nucleon

incident energy is above this regime.

It is ihtcre;ting to compare the scale of ET production in nucleus —nucleus collisions to the one
of hadron —nucleus collisions. At 200 GeV/nucleon incident energy, the E- distribution measured
[130] in the region 0.6 < n,,, < 2.2for g:;Pb collisions extends to about 40 GeV when exploring 5
decades of the differential cross-section (down to ~ 1072 mb/GeV), which should be contrasted to ~
200 GeV reached for O —\\Y collisions in the larger region — 0.1 < M, < 2.9. This indicates that the
transverse energy productioh per mcxdcm nucleon is on average much less extreme in nuclear

-collisions as is trivially cxpccged from probability considerations. Correspondingly, one expects that
the average amount of stopping of the incident baryons (as measured by the mean energy loss or the
average rapidity shift after a given nuclear thickness) is smaller in nucleus — nucleus collisions. Such
difference between the average strength of the degradation of the incident baryons momenta in p~ A
and A— B collisions has been emphasized in theoretical si‘udies, based multichain extensions of
the Dual Parton Model [47], where one addresses the question of the nuclea?r stopping power. The
stopping power plays a determinant role [55] in the evaluation of the energy domain in which
nuclear collisions may allow the formation of a baryon rich quark —gluon plasma, or in the study of
the separation between the fragmentation regions which could lead to the formation of a hot baryon
free central region.

y ”5.2.4 Fractional E density in pseudorapidity

The distributions of the density of E in pseudorapidity, dE-p/dn, for a W target at 60 and 200
GeV/nucleon incident cnergies are shown respectively in windows (a) and (b) of Figure 66 on page
127. The distributions arc normalized to | in the trigger region < 2.9. Three regions of
selected, corresponding to the plateau region of do/dEy, the Ef" region, and the highest Et

measured. o

A v

2

1 Hf the multiple inelasuc colisions remove only a reiauvely small fracuon of the incident nucieons energy, the production of
parucles that popu}‘le the central region in the center-of-mass frame would increase essentially in proportion to the total
number of inelastic colusions. At asymptoucally high energies, thus should ulumately scale with the target nuclear

thickne®, @ 4>, Thus would be the case, for istance, in the high energy hmit of the Dual Parton Model, as discussed

i secuon 2.5.1.3 ¥erpage 4s.
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Figure 66: Distributions of Et in pseudorapidity for 160 —W collisions in three
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energies. AN

As mentioned in chapter 4, our 1 resolution is poor in the region # > 2.9, i.c. forward of the trigger
region, so this region is plotted as one bin in Figure 66. The integral (i.c. the total ET i1 this region)
is however reasonably reliable.

The n-distributions are moving towards lower pseudorapidities (large angles) with Ep in the
region —0.1 < 5, < 2.9, i.c. the fraction in the forward rcgion, R = Er(2.9 SN <49/ BY(—O.I
< 1 < 2.9), decreases with increasing E.  The backward shift is sharper at 60 GeV/nucleon.

For the E bin centered on E£;™™, the values of £ and R are presented in Table 9 on page

128 for the three targets and both incident energies. We observe that R decreases with increasing A
for both incident energies, and is always smaller-at 60 GeV/nucleon.



’
Table 9: Target mass dependence of the Ep production.

Average Ev for central collisions (b < 2—-3 fm) and the corresponding R = E1(29< 7 <
49) /Ep(-01<sn<29) asa function of the atomic mass number A of the targets for 60

and 200 GeV/nucleon incident energies.

“

60 GeV/nucleon 200 GeV/nucleon
Al Ag w Al Ag w
EI::“M 39.8+1.5 76.5+0.6 99.5+0.4 44.3+34 86.0+4.8 119.9+0.5
Réentral 0.54+0.11 0.36%0.08 0.27+0.06 0.95+0.19 0.66+0.14 0.57+0.12

1

The dB~-/dy distributions do' not show the extended plateau that would be characteristic of the
“ultra-high energy regime®. [ recall (see section 1.4.2 on page 1) that the existence of such an
extended plateau is dssumed in most theoretical hydrodynamic calculations (10] [20]. It is thought
to be reminiscent of the properties of individual nucleon ~nucleon [132] or nucleon—nucleus [133]
collisions at ultra-high energies, for which the panicie production at large angles is largely
independent - of the particular center-of-mass-like frame chosen for observation. The assertion is
rrféde\@t in?nuclear collisions, the systemn should look essentially the same in all kra.mcs where the
cmcrgcnt\exéitcd nuclei are, shortly after the collision, highly Lorentz-contracted pancakes receding in
opposite direction from the collision point at nearly the speed of light. A cylindrical boost symmetry
i3 !}\us imposed as an nitial condition and this leads to simple solutions of the hydrodynamic
equations. The absence of a plateau structure in the distributions of Figure 66 on page 127 implies
that the prescriptions provided by the models for interpreting the characteristics of the particle flow in
terms of thermodynamic macro-varables may not be applicable, or at least their interpretation be
severcly weakened. We should note that an extended plateau is not yet expected to be fully
developed for nuclcon —nucleon collisions at the maximum center-of-mass energies available in our
experiment (\/s” ~ 19.4 GeV). Furthermore, the results of Table 9 and Figure 66 on page 127 may
be seen to show charactenstics more proper to stopping than to scaling domain. In this connexion,
it is instructive 10 compare the measured E with its kinematical limit estimated via a simple
full-stopping calculation. Lets take for example an '°O nucleus incident on a W target. A central
collision involves a minimum ut 50 W nucleons and we may consider an effective number 4,
of target participants ranging from 50 to 80 nucleons. If we suppose that the kinematic is the one of
a collision between two objects of 16 and 50— 80 nucleon masses, and further assume that the
available energy is re-emitted isotropically in the center-of-mass frame, the kinematic limits for the
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Yol Ey production at 200 GeV/nucleon range from (n/4)(\/s — 66m,) = 384 to 477 GeV. Furthermore,

0 under these assumptions, the dE/d» distribution shows no plateau, but is a broad peak centered at
Now = In(2+ E_ | \/so4) = 2.4. Our highest E point for *0—W collisions at 200 GeV/nucleon is

200 GeV in the pscudorapidity region n,, < 2.9. Adding in the forward Ep measured in n,, > 2.9

increases this to 280 GeV, which is = 0.73 of the kinematic limit for 4 , ~ 50. This fraction goes

down to = 0.59 for an effective mass number A,y ~ 80, which may actually be more appropriate for

the extreme tail of the W spectrum. For average central collisions, we measure (Table 9 on page
128) E ~ 120 GeV for O — W collisions at 200 GeV/nucleon, which represents, after rescaling for
the forward transverse energy, a fraction of 0.49 (4, = 50) of the kinematic limit. The

corresponding fractions for 60 GeV/nucleon '°0O —~W are 0.97 (4 o = 50) or 0.79 (4,, = 80) at the
highest Er, and 067 (4, = 50) for E7*™. The observed E1 production at 60 GeV/nucleon

represents a larger fraction of the full-stopping limit. From similar data, the NA3S [128] and the
WABO [134] collaborations have recently also inferred a higher relative stopping for the lower beam

energy. At both incident energies, we are considering E-1’s which are by no means small fractions of
the kinematic limit and the narrowness of the observed pseudorapidity distribution is not surprising.

5.3 Charged multiplicity flow in '®0 — nucleus collisions at 60 and 200 GeV/n

0"

5.3.1 The differential cross-sections do /dNCI

The differential cross-sections in charged multiplicity (do/dN®) for **O —nucleus collisions at 60
and 200 GeV/nucleon incident energies are showﬁ in Figure 67 on page 130 and Figure 68 on page
131 respectively, for Al, Ag and W target nuclei?®. The corrections for multiple hits, charge shaging,
and electronic cross-talk introduce an estimated ~ 10% systematic uncertainty on the multipli¢ity
scale. The distributions have been deconvoluted to remove the distortions introduced by /the
multiplicity resolution (¢ ~ 80 - 120%/,/N®). The very high multiplicity tails of the distributions
have been omitted. This is justified considering the yet unresolved contamination from electronic
noise, and since the multiplicity resolution and efficiency corrections are still under investigation for
these high tails.

24 The W results at 200 GeV /nucleon have been submitted for publicauon in Z. Phys. C. [135].
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L :
o Tho cross-sections are presented separately for two “hemispheres”: the forward pseudorapidity interval

(29 <n, <49), :;vhich covers mostly the beam fragmentation region and extends to the central

- 131 -



region for the '*0 — nucleus collisions considered, and the central interval (0.9 < 7, < 2.9) covering

mainly the central region and part of the target fragmentation region. The central coverage overlaps
fully with the E’I‘ trigger acceptance, whereas the forward coverage is precisely the region in which we
identify an interaction via a minimal requirement on charged multiplicity (N* = 10). We stress that
we observed no difference between a sample of events selected either by the ET or by the interaction
trigger. In other words, as long as we go far enough above the E- thresholds (on-line or off-line),
the triggering on E does not appear to introduce a specific bias in the event selection. Accordingly,
the events used for building the differential cross-sections do/dN® are those for which N* is high
enough so that there 1s no significant ( < 0.01%) truncation, by a nearby E’I‘ threshold, of the Er
physical fluctuations corresponding to that given N®. Such a selection was feasible since E+ and N
are strongly correlated quantities. The general charactenstics of the do/dN® distributions are similar
to the ones observed for the do/dE, distributions. They reflect again the geometry of the nuclear
collisions which engender a plateau extending to a shoulder that is followed by a rather steep fall.
The shoulder region is at the point where the colliding nuclei fully overlap, and beyond that point it
gets harder to increase the particle production by increasing the number of inelastic collisions and/or
by increasing the number of participating nucleons. The 4* dependence of the N** scale in the region
0.9 <1, < 29is compatible with the one observed for E in the same pseudorapidity region (1e. a
= 1/3). In the forward region 2.9 < n,, < 49, this dependence is stnkingly weaker, thus confimng
the observation [129] that in the region dominated by the projectile influence, the net particle yield
becomes essentially independent of the target mass. The exact mechanisms leading to Ehis relative
depletion in the beam fragmentation region cannot be fully disentangled without a detailed barticle
identification with 1ts associated Lorentz-invariant rapidity units, and we can only speculate on their
possible nature. It 1s known that simular relative depletion for the production of fast forward
sccondarics is observed in p—A collisions (see section 2.3 on page 26). Moreover, the
A-dependence of the multiplicity rapidity density distributions in nuclear collisions (discussed above
in section 5.2,3 on page 124) has characteristics very much alike the ones of p — A tollisions (see for
instance Figure 11 on page 29). Consequently, it is plausible to assume that the mechanisms leading
to the forward depletion in hadron—nucleus and nucleus —nucleus collisions are of a common
nature. As the incident baryons are progressively slowed down by the multiple scattering processes
while travelling through the target nuclei, the particle production is increasingly shifted backward,
towards smaller pseudorapidities. In that sense, the observed most forward fast secondaries would be
preferably created by carly inclastic collisions, 1e. when the inadent nucleons encounter the first
“rows” of target mmleoxe}.?. These fast secondaries have a formation time (sec section 2.4 on page 29)
which is strongly dilated in the target rest frame. Most of them are formed well after having escaped
the target nuclear volume, largely uninfluenced if increasing the length of traversed nuclear matter via
a change of the target nuclcus mass  Under those conditions, all impact parameters for which the
colliding nuclei fully overlap would correspond to essentially equivalent nuclear collisions when
looking at fast secondaries through a forward rapidity window. Such an accumulation of impact
parameters could explain the rise obscrved at the shoulder of the do/dN® distributions in the region
2.9 <, < 49 It would also result in steeper slopes for the tails of these distributions. These
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slopes are indeed seen in Figure 67 on page 130 and Figure 68 on page 131 to be much steeper than
for the backward coverage. But there an additional source of fluctuations may come from the
rescattering of slow secondaries. To go above these qualitative ents would require one to
. consider the nuclear collisions in their full complexity, where each nucleon forming a system of

valence quarks with its associated cloud of sea quarks, antiquarks and gluons, undergoes several
parallel interactions with the surmounding nucleons.

5.3.2 Fractional multiplicity density in psendorapidity

The charged multiplicity pseudorapidity distribution dN™/dh, for central O~ W collisions at 200
GeV/nucleon, is overlaid in Figure 69 with the dE /dn distribution measured for the same event
sample. The distributions are arbitrarily renormalized to the absolute value of the integral over 0.9
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Figure 69: Comparison of the dN*/dy and dE,/dn distributions for central O —W
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The shapes of the E and N* dist.ributions are found to be very similar. The poorer pseudorapidity
granularity for the E measurements precludes a detailed study of the rapidity dependence of the Ep
per charged particles. As discussed in greater details in section 4.5 on page 102, the remaining
systematic uncertainties (included in Figure 69 on page 133) on the y-localization of the multiplicity
density are rather large. They range from ~ 10% at 7 ~ 0.9 to ~ 4% around n ~ 2.9, and rise up
again to ~ 10% for n > 4.5. At small pseudorapidities, they are mainly due to the unknown
remaining contribution from slow nuclear fragments, whereas at fotward pseudorapidities the
precision on the absolute densities is limited by the poor geometrical efficiency. The distrbutions of
the charged multiplicity density in pseudorapidity, dN**/dh, are shown in Figure 70 on page 135 for
three selected windows in E- corresponding to the plateau, the shoulder and the tail of the do/dE,
distributions for the Al, Ag and W target nuclei, at 60 GeV/nucleon (a) and 200 GeV/nucleon (b)

incident '*0O energies.
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The’pscudo&iq.ity granularity for the N* measurement is much finer than for the E1 measurement.
Hence the global evolution in rapidity of the produced particle flow is more strikingly illustrated.
First of all, at forward angles (large ») for both incident energies, it is seen in Figure 70 on page 135
that the charged particles pseudorapidity :icnsity is largely independent (within systematic errors) of
both E and the 'targct mass number. This was to be expected given the very weak A-dependence of

"the N* scale when integrating over 2.9 < ,, < 4.9 (see Figure 67 on page 130 and Figure 68 on’

page 131), and the strong correlation between the impact parameter and the transverse energy
production. With increasing E and increasing A, the multiplicity production is significantly shifted
backward, towards smaller pscudorapidities. This is reflecting the displacement, as scen from the
labbratory reference frame, of the effective center-of-mass for an increasing number of participating
target nucleons. “ The backward displacement is accompanied by-a progressive narrowing of the
pseudorapidity distributions. It Was seen in section 5.2.4 on page 126 that the highest Et values
correspond to a significant fraction of the full-stopping limit. Hence, the narrowing of the dN*/dy
distributions could be the sign of an approach towards the “bell shape” characteristics resuffing from
a.spherical-like “fireball” cxpansion in the center-of-mass frame. From the backward rapidity shift
and narrowing of the pseudorapidity distributions of produced particles in the laboratory (target) rest
frame, one indirectly measures the nuclear matter capacity to stop the incident baryons via complex

multiple-parallel scattering processes.

v

In order 1o quantify the rapidity disgjacemem\. we have plotted in Figur; 71 on page 137, as a
function of transverse energy, the mean charged multiplicity pseudorapidity

e (e

_calculated over 0.9 < n,, < 5.5 for the Ag and W targets at pOJand 200 GeV/nuclean. Note that

the absolute values of i are larger than the true mean pseudorapidity because of the truncation at
small 7.
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For both incident energies, the 77 values are seen to be independent of the target mass when
™ measuring at the same given E. The 7 values move considerably with increasing Er. Atlow Er,
they correspond to the p—p center-of-mass values, i.e. 7, ~ 3.04 at 200 GeV/nucleon and ~ 2.74
at 60 GeV/nucleon. At the highest E, they approach the values obtained in a full-stopping O~ W
scenario (see secion 5.24 on page 126), ie. 1y, ~ 2.4 at 200 GeV/nucleon and 1.8 at 60
GeV/nutleon for A;‘,’,""~ 50. Similar dependence is observed as a function of the target mass for

minimum-bias events [[129].
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5.4 Comparison with Monte Carlo multichain Dual Parton models
’ AN

'

The data are now compared to the predictions for nuclear collisions of Monte Carlo physics
models which perform a non-trivial superposition of \he known characteristics of soft-hadronic
processes in hadron-hadron interactions. The models considered use the phenomenology of the Dual
Parton Model for the colour separation mechanisms. The nuclecn-nucleon interactions give rise to
colour neytralizing chains that link valence or sea quarks. The rules governing the evaluation of the
numbcrmxd nature of such chains were discussed n detail in section 2 5 on page 32. The models
are completed by the implementation of the fragmcmatxon processes by which the chains breaking
leads to hadronization into colourless observable particles. The fundamental physics motivations of
such models were discussed in Chapter 2 They provide us with a better understanding of what to
expect apriori from a "conventional” picture of ultra-relativistic nuclear collisions We stress that
there is yet no unique “conventional” description of the multiple soft-hadronic processes giving rise to
th icle production 1n the nuclear collisons The deviations between the predictions of the
models and the observed properties of the particle flow may thus stmply signal an unexpected
underestimation of a subtle “standa'fd” physw:d‘ cffect as well as pownt to more mtcrestmg%éw aspects

of the space-time cvolution of the hadronic interactions in nuclear colbsions.

We shall first compare the observed charactenstics of the transverse energy flow to the
predictions of the IRIS cvent generator [ 105] which combines the Dual Parton Model (DPM) for
non-diffractive inclastic scattering [92] [98] [99] with the Lund Fragmentation [70] [74] as
implemented 1in the Monte Carlo code JETSET [136] , adding a form of diffraction scattering in the
spirit of the DPM. The DPM 1s based on colour cxchange with a long formation time. The IRIS
paramcters have been adjusted to give a representation of proton —proton and PETRA e *e” data.
The extension to proton —nucleus and nucleus — nucleus interactions involves an algonthm with no
new parameter except in the deseription of the nucleus, using a Woods-Saxon radial density
distribution but ignoring nuclear deformation. Energy and momentum are conserved.

Thc absolute predictions for the do/dE distnbutions measured in the region —0.1 < #,, < 2.9
”0 —nucleus collisions at 200 GeV/nucleon are shown for the different targets in Figure 72 on

page 31 : \
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Figure 72: - Comparison of the IRIS Monte Carlo predictions (shaded bands) with the
do/dE dJstnbutlons measured at 200 GeV/nuclecon. The comparison is
made to thc 160 —Al (closed boxes), Ag (open boxes) and W (closed
circles) data.

®

Although the qualitative features of the data are described comectly, the IRIS predictions
underestimate the vajues of E at the fall-off for each of the target nuclei. The discrepancy appears
to be sighificantly larger than the overall experimental systematic error on the E scale.
Nevertheless, beanng in mind that the JRIS predictions are absolute, i.e. with no allowed tuning of
free parameters, the degree of agreemnent could be considered satisfactory. It should be noted here
that the IRIS predicions [137], as well as the predictions of the Monte Carlo Multi-Chain
Fragmentation )élodcl developed by Ranft [138] which is also based on the Dual Parton Model
colour scparanon mechanisms, were found to be in reasonable agreement with the dd/dEr
distribution measured by the NA3S5 Collaboration in the somewhat more forward n region
22 < n,, < 3.8 for 1*O— Pb collisions at 200 GgV/nucleon [35]. The apparent discrepancy could
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be due to cascading of slow produced particles in the nucleus, an effect enhanced in the target
fragmentation region and not included in IRIS. The absence of rescattering in IRIS is a consequence
of the formation time which is assumed to be much larger than the time needed by the - virtual

fragments to escape the interaction volume.

The cffect of rescattering can be studied in the framework of the Dual Parton Model. Such a
study was initiated by Ranft [97], who extended his Multichain Monte Carlo Fragmentation Model
(MCFM) to allow the possibility of reinteractions of low energy secondaries inside the target nucleus.
Thc‘ MCFM uses the Glauber multiple scattening theory and the prescriptions of Zadorozhnyi et al.
[139] for sampling the number of 1nclastic collisions of the participating beam and target nucleons.
The colour separation mechamsm follows from the DPM scheme [92] [98] [99] and the
multipas;ticlc chains are given an intnnosic transverse momentum chosen from a sample distribution
with a mean of ~ 0.4 GeV/c [91] [97]. The procedure for the chain fragmentation 1s a function of
its invariant mass. All chains having masses above the mesons (or baryons for chains linking a
diquark) are fragmented via the decay code BAMIET [140]. BAMIET fragments the chains linking
quark;- antiquark, quark — diquark and diquark — antidiquark pairs into pseudoscalar, vector mesons
and baryons. The hadronic resonances are then decayed using DECAY [141]. The (eventual)
secondary mteraﬁtions are often very low energy ( ~ 1 GeV ) inelastic collisions and these are treated
separately using the HADRIN [142] code, which performs quasi two body reactions and subsequent
resonance decay. Energy-momentum and additive quantum numbers like charge, strangeness and
baryon number, arc conserved in each individual event. The model was introduced in section
2.5.1.3 on page 45 to study the influence of the hadronic formation time 7, on the contribution of
intranuclear rescattering to the particle production in nucleon—nucleus interactions. The Monte
Carlo simulation of the MCFM follows the full space-time history of the secondaries. These are
allowed to reinteract only after an average time T, (in their own rest frame), which is Lorentz—
dilated to y-1, in the target rest frame. The formation time 1, is kept as the sole free parameter of
the model.

The predictions of the MCFM for @nt‘values of 75°¢ z‘n'e ompared in Figure 73 on page
141 to measured da/dF,r distributions for p/— Pb collisions ( 0.6 <, <2.4 ) [130] and for O —Ag

and O ~ W collisions ( —0.1 <n,,<2.9 ) at 200 GeV/nucleon incident energy.
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Figure 73: Effect of the inclusion of a finite formation time on the dcr/dET
distnbutions as studied in the Dual Monte Carlo Multi-Chain
Fragmentation, Model [97]. The Monte Carlo predictions are shown for
O—Ag collisions and O—W collisions at 200 GeV/nucleon, for a
formation time parameter 7 fixed to 7, * ¢ = 2 fr (dotted lines) or 7, * ¢
= 3 fm (solid lines). Also shown are the comparison, for 7, ¢ = 1, 2,3
and 8 fm, with the dc/dF,r distribution measured [130] in p—Pb
collisions.

The intranuclear cascade corrections are seen to significantly influence the Ey productjon for
both nucleon ~nucleus and nucleus —nucleus collisions. For similar values of the formation time
parameter (2—3 fm/c in the p—Pb case and ~ 3 fm/c in the '*0 —nucleus cases), the modcl is in
fairly good agrecment with both sets of data. The optimal values for 7, are slightly larger than the
values (1 —2 fm/c) that were needed to reproduce the rapidity density ratios (p — Xe)/(p —p) ( sece ‘
Figure 17 on page 44 )

If rescaterring of slow secondaries plays an important role in nuclear collisions, it could
significantly influence the charged particles and transverse energy pseudorapidity’ distributions. We
shall now compare those distributions with the predictions of IRIS in which cascading is neglected. '
Ideally, such comparison should be carried at a well defined impact parameter. In order to select
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event samples corresponding to approximately equivalent geometrical conditions, we chose to scale
the transverse energy requirements in proportion to the £~ values®>. The E™ values obtained
from the IRIS do/dE+- distributions (Figure 72 on page 139) are ~ 15% to 20% lower than the data
values (Table 9 on page 128). These offsets are treated as overall geometrical offsets. Hence the
IRIS events are sclected at 15— 20% lower E| values. The IRIS prediction for the average dE/dn
distribution produced in central O — W interactions at 200 GeV/nucleon is shown in Figure 74. The
IRIS and the measured distributions have been divided by the mean Ep in the region
~0.1<n,, <209 (ie. normalized separately to 1 over the trigger region).
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Figure 74: Comparison of the IRIS Monte Carlo predictions (dashed line) with the
) measured dEp/dp distribution for central O—W collisions at 200

GeV/nucleon.

?

-

25 The E7™ is defined as the values of E. at whicHhthe cross-section has fallen to half of the plateau’s height (see 5.23 on
e

page 124).
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The shape of th.c measured distribution is reasonably reproduced. The integral of the RIS
distribution in the forward region (1>2.9) is in rcasonable agreement with the data, but there the
poor resolution in # forbids any more extensive comparison. Within the trigger region, the IRIS
prediction is seen to underestimate the weight of the smallest rapidity bins (n<1.5).

More detailed comparisons are made with the measured dN*/dy where we benefit from a much
finer granularity in n. Such comparisons are shown in Figure 75 on page 144. The IRIS predictions
were renormalized to the measured total charged multiplicity integrated over 0.9<n,,<5.5. In
window (a), I show the evolution of the IRIS and measured distributions as a function of the target
mass number for central collisions. IRIS describes very well the dN*/ay distribution for the Al
target nucleus. But for increasing A, IRIS increasingly overestimates the charged particle production
at central pseudorapidities and underesumates it in the target fragmentation region. The same
comments apply to the evolution as a function of ET shown in window (b).
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While the underestimate in the target fragmentation region may be due to the negligence of the
rescattering of slow secondaries, the systematic deviations in the more central and forward regions
cannot be easily explained off. They could be the signal of new phenomena. It is interesting to note
that similar deviations are observed by the WAB0 Collaboration [129] when comparing their charged
particles pseudorapidity density distributions with the FRITIOF [ 143] QCD-inspired Monte Carlo

fragmentation model.

The-similarity between the A and the Ey dependence of the particle production was to be
expected from the equivalence, for vanous targets, of the mean rapidity shift as a function of Ep tsee
section 5.2.4 on page 126). It should be added that this shift of the mean charged particles
pseudorapidity is fairly well reproduced by IRIS. The mean pseudorapidity (calculated over
0.9 <n,,<5.5) for IRIS O—W events moves backward by An ~ 0.25 over a 100 GeV E interval.
That compares favorabb: with the measured strength of the rapidity shift (see Figure 71 on page 137).
In IRIS, the DPM multiple scattering processes involve the quarks and’antiquarks of the virtual
cloud surrounding the leading fragments. It is the formation of these sea quark chains that is
responsible for the energy degradation (stopping) of the incident nucleons. It secms that the resulting
overall rapidity shift of the particle production predicted by such an approach is sufficiently strong to
explain the data, without the necessity to invoke effects of a collective nahire.

i

-

5.5 Estimate of energy density achieved for the 200 GeV/n data

3

One of the fundamental motivations for studying ultra-relativistic nuclear collisions is the
possibility that such collisions allow the thermalization of large volumes of matter in which the
critical conditions of temperature, energy and/or baryon densities required for quark-gluon plasma
formation would be fulfilled. It was seen in section 1.4 on page 7 that under favorable
circumstances, the critical conditions could be reached, either in the baryon rich nuclear fragmentation
regions [9] or within a hot firetube of mesonic mit;c/r in the central region [ 10].

Yet, little is known empirically on the (ﬁmda/mcntal questions of the degree of thermalization of
the energy density and lifetime of an eventual system at equilibrium. No experiment has found clear
evidence that some degree of thermal equilibrium has been attained in ultra-relativistic nuclear
collisions, nor is there eviden;'é" that the created states have a fluid behaviour rather then acting as a
more-or-less independent coﬁcction of freely streaming particles. The data presented above on the
characteristics of the particle flow appear to show no clear sign of global collective (hydrodynamical)
effects. Nevertheless, although we cannot yet speak of “thermal energy” density, it is interesting to
evaluate the extent to which the energy density approached at some ecarly time during the collision
the critical conditions necessary for a deconfinement phase transition. Unfortunately, one cannot go
beyond a rough estimate of the early energy density achieved. Large uncertainties occur in the
definition of the interaction volume if the transverse dimensions are significantly blown up by

N



cascading secondaries, and the calculation of the collision kinematics is not unambiguous.

One can consider again the simple full stopping scenario (see section 5.2.4 on page 126) applied
to the case of a central O~W collision at 200 GeV/nucleon. In such a scenario, the interaction
volume is a cylinder through the W nucleus, with the transverse dimension of the '°O nucleus, giving
in the target reference frame a total volume of about 300 fm? contamning about 50 target nucleons
and 16 projectile nucleons. The collision kinematics is calculated treating the two groups of nucleons
collectively. In the ¢ m. frame, the interaction volume is Lorentz contracted by y_, , leading to an
effective volume of about 52 fm?. The kinematic limut for the total E- production (calculated as in
section 5.2.4 on page 126 but without subtracting the nucleon masses) 1s & 446 GeV, corresponding
to a transverse encrg:y density of ¥ 8.75 GeV/fm?®. If we assume that the energy density scales
linearly down to oﬂﬁ' partial stopping, the extreme tail of the W spectrum can be interpreted as
corresponding to an energy density of up to 0.73 x 8.75 6.4 GeV/fm®. For a system of 16
projectile nucleons and 80 target nucleons, which occupy a larger volume, this value reduces to 3.1

GeV/im®.

il

Alternatively, the prescriptions of scaling hydrodynamic models {10] [17] can be used to
estimate the -early encrgy density. Although, as discussed in section 5.2.4 on page 126, 1t is not clear
that the symmetry conditions imposed in such models which are reminiscent of the Shuryak-Bjorken
(7] [10] kinematics of ultra-high energy collisions, are more appropriate than the estimate for the
case of energy deposit in a fixed frame corresponding to the observed rapidity peak. According to
Bjorken’s formulation (section 1.4.2 on page 1), the energy density for central nuclear collisions can

be estimated for an early time 7, as /

T dN(y=0) )
EBjork-n T .ﬂAmm) d}' GEV/fm

R

where fl4_,.) is the transverse dimension of the smallest of the colliding nuclei. Since pions should
be the dominating particles produced in the central rapidity region, we can use the fact that for such
particles ©

dE, _ 4N m
& gy "”‘{“"(;-;z‘)}

T

and work with a Bjorken-like formula

1 dE,
€o ~ ST 0] ( & )’m GeV|fm® -

This &, is an underestimate of ¢, _,_ since
.



my = pr{1+ (i} 2 pp

3 .
From Figure 61 on page 118 and Figure 66 on page 127, we find that (dE,/dy),,, = 90 GeV atn ~
24 in the tails of the E distribution for the W target. This gives an energy density of &, ~ 3.6
GeV/fm?, for a transverse area of f{'°0) = 25 fm? and thc usual assumption on the formation time
[41] 74 = 1 fm/c. Note that in Bjorken’s approach, the entropy per unit rapidity is a conserved
quantity because of the imposed cylindrical boost symmetry. This implies in turn that the particle
production per unit rapidity does not depend on the details of the hydrodynamic evolution, but only
on the energy deposited in the early stage of the collision. In more detailed calculations taking into
account the work done by the fluid during expansion [20], the estimated early energy density could
2 3 GeV/fm?®. On the other hand, further extension of the models

to take into account early transverse collective flow could significantly lower these cstimates [ 144],

be as large as 2 - ¢ for €

Brorken Bporken

We should finally mention that the measured pseudorapidity density of transverse energy is
affected by the hadronization (parents) and subsequent decay processes (children). IFor cxample, the
IRIS event generator predicts that a substantial contribution to the E production will arise from the

decay processes ( £ ~ 0.7 E3'*™).

Despite the very large uncertainties on the cstimates of the early energy density, it is probably
safe to say that we are considering densities within the range required for the deconfinement phase
transition ( i.e. ~ 2.5 GeV/fm?® as seen in section 1.2 on page 2 ), and certainly much larger than the

energy density inside a nucleon.

- - 147 -




5.6 Multiplicity dependence of the transverse momentum

The vanations of the mean transverse momentum as a function of multiplicity have been
considered in many theosetical studies as a possible indirect probe of a deconfinement phase
transition. This was originally proposed by Shuryak, Zhirov and Van Hove [ 7] [24] who advocated
that these variations should reflect the general properties of the equation of state of the
high-temperature hadronic matter. Their argument was that during the fluid-like expansion of the
dense matter, because of the pressure gradient at the boundary between the vacuum and the matter
in the fluid, the fluid had to work on the particles to push them into the vacuum. An increase of the
pressure gradient driven by an increase of the eilergy density would result in a rise of the mean
transverse momentum of secondary particles. The multiplicity of produced particles would be in tum
closely related to the energy density (and entropy) achieved in a colisson Hence, the correlation
between the transverse momentum and the multiplicity would be reflecting the pressure versus energy
density (entropy) properties of the equation of state. Van Hove conjectured that anomalous effects
would be most dramatically seen in the case of a first order phase transtion. For such a transition,
the transverse momentum increases with the energy density (produced multiplicity)' and pressure up
to the transttion. Dunng the transition, the pressure remains constant while the energy density
continues to increase, resulting in a flattening of the mean py vs multiplicity curve. This flattening
would thus signal the transition phase, a phase muxture of pion gas and quark-gluon plasma. It
would be followed by a steep nsc in the pure quark matter phase. Detailed predictions [27] were

made in attempting to explain in such a framework the p . versus multiplicity measured in cosmic ray

experiments for ultra-high energy nuclear collistons [25] (sce section 14.3 on page 14).

More recent calculations showed that the change of slope would be considerably softened, in
particular for mesons, as the system spends more and more time in the mixed phase while the energy
density increases [28]. It could be further attenuated by longitudinal cooling [145] or even
completely blurred by the hadronization process [146]. But the 1ssue is controversial, since even a
generally soft transition could be occasionally followed by violent explosion-like phenomena leading
to dramatic changes of slopes in the p, versus multiplicity (energy density) correlations [ 147].

The measurements of the transverse energy and multiphiaity flow allows us to study the

variations of ’E',JN‘“ (closely related to p,) as a function of Et (closcly related to the energy density).

Figure 76 on page 149 shows the ratio of the mean E1 over the charged multiplicity (both measured
in 0.9 < n, < 29), as a function of E (measured in —0.1 < n, < 29). The systemnatic

uncertainties on the _I:I,,’N"" values are of the order of 12% (7.1% from the Ep scale and ~ 10%
from the multiplicity scale). s
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Within systematic errors, we observe no apparent variati8n of the mean transverse energy per charged
particle up to the highest E- measured, although the energy densities reached (section 5.5 on page .
145 are within the domain of critical values required for a phase transition.

Given a constant charged to neutral ratio, and since £, = p(1 + (m/p)*)"? and (sn/p)’ << | for

most charged particles (mainly pions) populating our central pscudorapidities, the E,/N"' can be
interpreted as some kind of 5, averaged over all charged particles species. The IRIS event gcncrats‘i‘)
predicts that EZ/EY ~ 0.59, independent of E,T' Using this value, we find from Figure 76 a constant
average effecuve 7,7 =-0.36 & .04 GeV/c. This mdy be compared to the value of p, ~ 0.35 GeV/c

observed at central rapidities in p —p collisions for similar nucleon — nucleon c.m. encrgies.

_¢ch
The fact that £_./N*1s apparently independent of Ey seems to be in opposition to the dramatic
change of 5, observed by the JACEE Collaboration [25] for comparable maximum estimated energy

densities. "It could be argued that a change in the particle composition, or different pT—dcpcndcnce
for different particle species, could obscure a ichange of slopc when attempting to measure it via
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E,./N" vs E. From our prclm'unar)/r external spectrometer results, there appears to be no strong
variation of this kind. This can be seen in Figure 77, which shows the (a) ratio of positive to
negative particles versus E and (b) the average p per particle as a function of Ep for protons, n*

and 7, measured in the pscudorapidity region 0.9 < n,, < 2.0. K/
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Figure 77 Preliminary results from the external spectrometer on (a) the (+/~)
particle ratio vs. E1 and (b) the 5, vs. Ey, measured for '*O-W
collisions at 200 GeV/nucleon. The data are not corrected yet for
differences in spectrometer acceptance. \
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Furthermore, recent results from the NA35 Collaboration [ 148] also show significant variations of

the mean transverse momentum as a function of multiplicity, for negative particles measured in 0.45

<y <4'55in 10 — Au collisions at 200 GeV/nucleon.

The absence of anomalous effects specific to nuclear collisions is strikingly exemplified in Figure
78 on page IS], showing the external spectrometer measurement of the pr distribution for negative
particles measured for central *0-W collisions (Ep > 110 GeV), divided by the distribution

measured for “minimum bias® p — W collisions [ 149].
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Figure 78: The pp spectrum of negative particles for 10-wW co‘llisions divided by
the corresponding spectrum for p —W collisions. The '*0—W spectrum is
obtained for Ep > 110 GeV (~ central collisions) whereas the p—W
spectrum is obtained with a relatively low Ey requirement of Ep > 10
GeV (Eg is measured in —0.1 < n,, < 2.9).

.

In the range of p values shown in Figure 78, which covers five orders of magnitude in cross-section,
the spectra are found to be identical within errors. Similar results are obtained for photon spectra.
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- Chapter 6

Conclusion

In this thesis, I presented the measurement principles, the analysis and the results of a first
generation expenment on ultra-relativistic nuclear collisioizs. The transverse energy and multiplicity
flow produced in '®O—nucleus collisions at 60 and 200 GeV/nucleon were measured using high
precision calodrﬁ'c)try and silicon-array detectors  Cornplementary information on  particles
identification and momenta was provided, over a small sohd angle, by a magnet, dnft chambers, time
of flight and Cherenkov counters The nuclear collisions were used to bnng extended volumes of
matter to extreme conditions of temperature, baryon and energy densities, conditions under which
one expects the creation of short-lived systems where hadronic matter could undergo a

deconfinement phase transition towards a new state of quark—gluon plasma matter States

corresponding to a maximum energy deposition and thermahization in the interaction volume shoul
be charactenized by high multiplcity of particles carrying momentum at large angles relative to thl
beam direction. Wc attempted to select such states by requnng a maxumal transverse ener,

.

Careful optunization and studies of the calonmeter performances allowed a unique exploration

production.

of the transverse energy differential cross-sections, do/dE,, over up to 5 orders of magmtude in the
target-central fragmentation region —0.1 < "M-< 29 for **O~-Al, Ag and W collisions. The
general features of the Eq distnbutions were shown to be largely reflecting the geometry of the
nuclear collisions. Given such a strong correlation of the particle production with the impact
parameter, it was shown that nawve convolutions of independent nucleon— nucleon interactions
could provide compact parametrizations allowing a qualtative description of the probabilit);
distributions, indicating that the particle production 1s built from an accumulauon (not necessarily

trivial) of soft hadronic interactions.

The particle production was found to have a nch structure that transiated into strong
rapidity-dependent variations of the rapidity density of E and charged multiphaty (N*) as a
function of target mass number A or transverse energy. From the dojdE, and the do/dN*
distributions it was found that, for central collisions, the E’I‘ production in —0.1 < n,, < 29 and
the charged multiplicity in the sub-domain 0.9 < n,, < 2.9 increased faster than with the target
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nuclear thickness. This apparent enhancement appeared to be limited to large angles (small
pseudorapidities). In the forward region 2.9 < n,, < 4.9, dominated by the projectile influence, the
net charged particles yield was found to be largely independent of the target mass. The relative
depletion of fast forward secondanes could be seen from the pscudorapidity density distributions
dN*/dy and dE,/dy With increasing E1 and/or increasing A, these distnbutions were found to be
progressively shifted towards small y's, reflecting the displacement, as seen from the laboratory
reference frame, of the cffective center-of-mass for an increasing number of participating target
nucleons The bacl\:ward shift was accompanied by a narrowing of the pseudorapidity distrnibutions,
which could be the sign of an approach towards a sphencal-like “fireball” expansion in the
center-of-mass frame. The mean pscudorapidity of the particle production was shown to be simtlar
for various targets when measured at the same Ep value. It was scen to vary from values close to
the p —p center-of-mass values down to values close to the ones predicted by a simple “full stopping”
scenario in which particles are assumed to be emitted isotropically in the center-of-mass, and the
kinematic of a colliston 15 assumed to be the one of two objects with masses given by the total
number Jf participating beam and target nucleons  Depending on the number of target nucleons
invof\‘,:§fi, the highest transverse cenergies produced mn the '°O—W colltwons were found to
correspond to 60— 70% of the "full stopping” kinematic lirmt at 200 GeV/nucleon and 80— 100% of

the hrmut at 60 GeVinucleon This indicates a higher relative stopping for the lower beam energy

The observed charactenstics of the rapidity, A and E dependence of the particle flow were
mentioned to be mn agreement with recent results from the NA3S and WARO collaborations.
Moreover, they were seen to be sirmilar to the charactenstics of the particle production in hadron—
nucleus colhsions, and could be qualitattvely explamed by mnvoking the concepts of nuclear stopping
power and hadronic formation time The energy-momentum of an incident baryon is progressively
degraded by the multiple scattering processes while it travels through the target nucleus. The
increasing shift towards smaller raplditicg?Of the resultng particle production contributes to an

apparent depletion of the net forward production. Hence, the rapidity charactenstics of the particle

" flow 1ndirectly measure the nuclear capacity to stop the incident baryon via complex multiple

scattering processes The proper formation time of the fast secondaries 1s strongly Lorentz-chlated in
the target rest frame and they may lcave the interaction volume largely unperturbed. The slow
secondanes populating the target fragmentation regidn have large rescattenng probabilitics and can

—

contribute to the excess target dependence ~. \

I advocated that 1n order to be able to 1dentify athonnzﬂ"i)hcnomcna, a model should consider
the nuclear colhision 1in 1ts full complexity, trcatih/g nuclcons as full system of valence quarks
surrounded by a cloud of wirtual sea quarks,” antiquarks and gluons, und‘crgomg “simultancous”
interactions with scveral other nucleons  This 1s achicved in the QCD-inspired RIS Monte Carlo
model, which uses the Dual Parton Modc\}\fgr/@g colour separation mechanism, and where the
hadronization uses fragmentation codes tuncd to fit %\&d scattering processes. In IRIS, the colour
exchange interaction gives risc to the formation of stnng§\which are formed independently and decay
independently into secondanes. The model neglects ﬁnal\s\tatc interaction of the secondanes. The

N
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model was found to sefiroduce the mean rapidity shift of the dN*/dh distributions, indicating that the
energy loss mechanisms are sufficiently strong to explain the data without the necessity to invoke
cffects of a collective nature, On the other hand, the model appeared to systematically overestimate
the charged particles production in the central region and underestimate it in the target fragmentation
region. The E7 production in the target-central region appearced to be systematically underestimated.
The poss‘il?lc contribution of secandary rescattering to the Er production was investigated by
comparing to the predictions of the Dual Parton Monte Carlo Multichain Fragmentation Model, in
which the full space-time history of secondarics is followed and provision is made to include an
average formation time parameter. The rescattening of secondanes was shown to sigmficantly

influence the transverse energy production in the target-central fragmentation region.

Rough estimates of the achieved early encrgy density were performed for the events in the
extreme tail of the DT distribution for }°0—W collisions at 200 GeV/nucleon. The estimates based
on the simple “full-stopping” scenano or on the prescnptions of scaling hydro-dynamic models
yielded comparable results. It was mientioned that large uncertamties occur in such estimations.
Nevertheless, 1t seemed that encrgy dcnsitiFs within the cntical domawn for a dcconﬁncngcm phase
transitior: could have been reached 1n the early stage of the collisions processes But there exists yet

no experimental evidence that some degree of thermal equibibrium has been attained, nor is there any

clear sign of collective behaviour.

Anomalies in the multiplicity dependence of the transverse momentumn have been considered as

a possible means of 1dentifying the occurrence of a mixed phase signaling the deconfinement phase

transition. For the N* and Er measured in the region 0.9 < n,, < 29 as a function of ET’ the

mean E- per charged particle was found to be essentially mndependent of F’I‘ up to the highest Ey
measured in '*O—W collisions at 200 GeV/nucleon. Moreover, preliminary results from the
external spectrometer indicated that the particle composition, as well as the mean transverse-

momenta of protons, n* and 7 ~, were largely independent of Ep.

The absence of strong variations of the p, versus particle multiplicity appeared to be in
contradiction with cosmic ray measurements by the JACEE Collaboration, but was confirmed by
recent results from the NA3S expenment.

-
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