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Abstract

As Deep Learning models, computational infrastructure and datasets keep scaling up, data loading

and I/O are increasingly becoming bottlenecks to the training process, resulting in increased training

times and resource under utilization. In this work, we take a close look at the I/O patterns of

three Deep Learning training workloads from varying domains: UNET3D for image segmentation,

BERT for NLP and DLRM for recommendation. We first use eBPF traces and instrumentation

to characterize their I/O patterns at the applicative, file system and block levels. After deriving

relationships for the model computation time based on the batch size and number of accelerators,

studying the effects of using synthetic data and replacing the computation by a sleep() in the

real workloads, we implement their emulation in the MLPerf Storage benchmark. Finally, we

demonstrate that the benchmark accurately recreates the I/O loads of the real workloads, achieving

similarities of 95 % or more.
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Abrégé

Alors que les modèles d’apprentissage profond, leur infrastructure informatique et leurs jeux de

données ne font que croître, le chargement des données d’entrainement est de plus en plus souvent

le maillon faible, augmentant le temps nécessaire pour l’entrainement et diminuant l’utilisation

des ressources. Dans cette thèse, nous étudions en détail le profil de chargement de données de

trois modèles d’apprentissage profond: UNET3D pour la segmentation d’images 3D, BERT pour

les taches de traitement du langage naturel, et DLRM pour la recommandation. Nous utilisons

premièrement des programmes eBPF et de l’instrumentation afin de caractériser l’entrainement de

ces modèles au niveau de l’application, du système de fichier et de l’interface avec le système de

stockage. Nous en dérivons des équations pour le temps de calcul des modèles en fonction de la

taille du lot et du nombre d’accélérateurs utilisés. Après avoir étudier l’effet de jeux de données

synthétiques sur le chargement, ainsi que l’effet de remplacer le calcul des modèles par la fonction

sleep(), nous développons le MLPerf Storage benchmark qui met en œuvre l’émulation des ces

modèles. Finalement, nous vérifions que l’émulation est fidèle à la réalité, obtenant des scores de

similarité de 95% ou plus.
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1
Introduction

Training a Deep Learning model requires a few essential ingredients: a model, the computational

resources to train that model, and a dataset. Model accuracy having been shown to scale with both

model and dataset size, it comes as no surprise that both have seen sustained growth over the years

[12]. At the same time, ever more powerful hardware accelerators are being developed to provide

these increasingly large models with the computational power needed to train within reasonable

time frames.

Given these trends, the load placed on storage systems during model training has been steadily

increasing, reaching a point where I/O costs incurred are increasingly becoming the bottleneck of

training jobs [48], leaving computational resources idling as they wait for data.

On a scientific level, the goals of this master’s thesis are to characterize the I/O patterns of three

DL training workloads and investigate whether they can be reliably reproduced using synthetically

generated datasets and without hardware accelerators. On a practical level, this thesis produced

1



1.1. Thesis Overview

a benchmark tool, an extension of DLIO [21] which allows ML practitioners and researchers to

accurately reproduce these I/O patterns on arbitrarily large synthetic datasets, without the need

for accelerators. This tool was created in collaboration with MLCommons and is now a part of the

MLPerf Storage benchmark [1].

1.1 Thesis Overview

• Chapter 2: Background and Related Work.

We go through a short history of Deep Learning and the context in which it emerged. We

then break down the training process, focusing on data loading and workload distribution to

multiple accelerators. Finally, we examine the role of benchmarks in Computer Science and

in Deep Learning.

• Chapter 3: Contributions.

We go over the design of this thesis’s main contribution: a benchmark tool able to emulate

the training workloads, generating realistic load on storage without the need for accelerators

or acquiring the original datasets.

• Chapter 4: Methodology.

We describe each workload, the eBPF traces used to record workload behaviour at the system

level, the instrumentation used to obtain data on the workloads at the application level and

the similarity metric used to compare workload runs.

• Chapter 5: Results and Analysis.

We go through the results of our experiments one by one, providing some analysis and possible

explanations for unexpected results.

• Chapter 6: Discussion.

We discuss some of the limitations of this work, and explore possible directions for future

endeavors.

• Chapter 7: Conclusion.

2



2
Background and Related Work

2.1 Deep Learning

Since the 2010s, Machine Learning (ML), and more specifically its sub-field of Deep Learning (DL),

has risen to the forefront of computer science research and captivated the minds of researchers,

practitioners and the general public alike. This meteoric ascension and sustained interest in Deep

Learning models, which can be broadly defined by their use of multi-layered (deep) artificial neural

networks, can be explained by their repeated achievement of state-of-the-art performance on a wide

variety of tasks, with far-reaching applications.

The capacity of DL models to automatically learn useful hierarchical representations from high-

dimensional data [42] in a process called training, combined with the flexibility of their architectures,

have allowed their successful application to tasks in such varied domains as Computer Vision (CV)

[14, 25, 30], Natural Language Processing (NLP) [41, 55], Speech Processing [33] and Reinforcement

3



2.2. Data Loading in Deep Learning

Learning [10]. This broad impact was officially recognized in 2018, by an ACM Turing award

awarded to Yoshua Bengio, Geoffrey Hinton and Yann LeCun [28], commonly referred to as the

"Godfathers of Deep Learning".

However, Deep Learning’s emergence within this time frame was not simply driven by innovations

in methods and model architecture, relying instead on two contemporaneous and synergistic trends

in computing.

The first is a trend of computational capacity, with the advent of cloud computing, and its

model of computation as a service, which increased the accessibility of computing by lowering its

costs and maintenance requirements [72], as well as advances in hardware accelerators, most notably

in Graphical Processing Units (GPUs), which provide an optimized platform for the linear algebra

operations used during DL model training [56]. Today, this relationship has become synergistic,

with DL applications driving the development of more specialized hardware accelerators, such as the

Cerebras CS-2 system [35], and DL methods even being used in the hardware development process

with e.g. Google’s Tensor Processing Units (TPUs) [39, 47].

The second essential trend was the advent of the ’Big Data’ era, defined by its always increasing

data volume, velocity and variety, commonly referred to as the three V’s [27, 68]. Big data was,

and is, instrumental to Deep Learning’s success as it provides the raw materials on which DL

models learn. Conversely, Deep Learning methods are essential to analyze modern large and high-

dimensional datasets and DL’s development was largely driven by the desire to do so.

Over the past decades, datasets in CV and NLP have been growing at rates of around 0.1 and

0.2 orders of magnitude per year, respectively [67] with the latest ones reaching billions of samples

for CV, and even trillions of samples for NLP. We can expect these trends to continue given the

empirical scaling laws at play in these domains [32, 40, 71]: as the number of parameters in models is

increased, they become more performant as well as more computationally efficient, but the dataset

and amount of compute need to scale proportionally.

2.2 Data Loading in Deep Learning

In most modern Operating Systems (OS), but primarily those based on the Linux kernel, processes

interact with data residing on persistent storage media (hard disk drives, solid-state drives, or

4



2.2. Data Loading in Deep Learning

other) through the invocation of OS system calls, syscall for short, such as read() or write() that

interact with the Virtual File System (VFS) layer of the kernel. File Systems (FS) offer a software

abstraction over storage devices, transforming their raw blocks-based interface — referred to as

the block layer — to a more convenient file-based interface for the OS and its users [9]. The VFS

interface allows different FS implementations to be used interchangeably by offering a common set

of functionalities; it is an abstraction over different File Systems.

File Systems have access to the OS page cache, a component of its memory management system

that caches previously requested data in memory as long as free space allows. Thus, if the same data

is requested multiple times, the FS will return it from the page cache the second and subsequent

times, avoiding the orders of magnitude higher latency of a storage access [58]. The transfer of data

between main memory and persistent storage is referred to as an Input/Output (I/O) operation

[26]. In this document, we may use the term loosely to designate interaction with the VFS layer,

whether the operations go to storage or are returned directly from cache.

In a typical training workload, a process which we will explain in greater detail further down,

the dataset is stored on local or networked storage and is loaded into memory by the DL training

process. Once in memory, some more or less computationally-intensive preprocessing takes place

after which the data is loaded into the accelerator’s memory, to be fed to the model. If the size

of main memory allows, the training dataset can be fully cached in the operating system’s page

cache, and the faster data access times can be achieved. This situation will benefit mostly models

that perform multiple passes over their training dataset, called epochs. The software operations

responsible for loading and preprocessing the data comprise what is referred to as the input pipeline

or data pipeline in the literature.

Faster data loading is highly desirable for DL model training, as the accelerators are often the

most expensive resource of the system, and their usage is to be maximized. Put another way,

reducing the total training time is highly valuable, and this can be achieved by not "wasting" any

of it on waiting for data. To this end, the input pipelines of the most popular DL frameworks (e.g.

PyTorch [57], TensorFlow [5], MXNet [15], etc.) and third party data loading libraries meant to be

used as drop-in replacement, e.g. NVIDIA DALI [54], implement ways to parallelize data loading,

preprocessing and computation, as well as data prefetching and operation pipelining mechanisms.

5



2.3. Deep Learning Training

Given their increasing sizes, it is becoming less and less common for these datasets to fully fit

in main memory. This leads to repeatedly incurred I/O cost during training as the page cache

returns misses and storage must be accessed. In addition, the standard Least Recently Used (LRU)

replacement policy is sub-optimal for DL training workloads, which randomly change the order in

which cases are viewed every epoch, for reasons linked to model accuracy. This leads to unnecessary

thrashing and decreased training performance [48]. Additionally, as DL models scale up, it is

common practice to distribute their training across multiple accelerators and nodes working in

parallel, increasing the demand for data put on the storage system.

This has led to a situation where I/O frequently becomes the bottleneck in DL training jobs.

For example, a 2021 survey of 9 state-of-the-art models and data pipelines showed that training

jobs were spending up to 70% of their time on blocking I/O when only part of the dataset is able

to be cached, despite using prefetching and pipelining mechanisms [48]. This holds even for the

top players: an analysis of DL training jobs in Google’s production data centers showed that 30%

of the overall compute time is spent doing data ingestion [49], in a cluster where only 13% of jobs

were using datasets of over 1TB. Moreover, as accelerators get faster, the model’s data ingestion

rate goes up, increasing the impact of I/O on the overall training latency and potentially negating

any improvements obtained from the more powerful compute.

As a result, it is increasingly important to understand the I/O behaviour of these training work-

loads, and empower researchers, storage system developers, cluster architects or other professionals

with the means of evaluating the capacity of their solutions to provide the data loading performance

necessary to saturate their accelerators during training.

2.3 Deep Learning Training

In Deep Learning, a model is defined as a set of layers each consisting of a set of learnable parameters.

These layers perform various operations on data leading to updates to the model’s parameters in

such a way that the model’s measured performance on a given task is improved. These updates

occur iteratively in a procedure called training.
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Deep Learning software frameworks are usually used to define, train and eventually deploy mod-

els. They provide libraries and recommended workflows to assemble and train models, and handle

the management of supported hardware accelerators through low-level libraries such as cuDNN for

NVIDIA GPUs [51]. As previously mentioned, these accelerators are optimized for the operations

performed during training, mostly tensor-tensor operations between the model parameters and the

input data. As such, during training the model is loaded into the accelerator memory to make

use of its capabilities. Note that models can train on CPUs but in this work we will only consider

accelerator-based training, as that tends to be the norm for the most performant models.

In the supervised training paradigm, which all the workloads we will consider adhere to, the data

is usually composed of (sample, label) pairs, where the sample is the input to the model, and

the label is the expected output. Both can take many forms such as an image and a segmentation

mask, an image and a text label, an array of tokens and another different array of tokens, etc. The

pairs can be referred to as a data point.

The typical training procedure performs the following steps iteratively. Several data points are

loaded into main memory, preprocessed as required and assembled into a "mini-batch", or simply

a batch. The batch size is the number of data points constituting a batch, and is a form of parallel

processing of inputs. The sample portion of the batch is then loaded into the accelerator memory,

and the model ingests it, generating an output. This is referred to as the forward pass. The output,

containing a model-predicted label for each sample, is compared to the true labels, and the model’s

loss function is used to compute a measure of the model’s error, the loss. The gradient of the loss

with respect to each learnable parameter of the model is then computed, in what is referred to as the

backward pass or back propagation, and the learnable parameters are finally updated by stepping in

the opposite direction of the gradient. In DL frameworks, the parameter update is usually performed

by an optimizer object, usually implementing a variant of the Stochastic Gradient Descent (SGD)

algorithm [7]. This sequence of operations constitutes one training step.

Model training occurs over many such steps. The number of steps required to iterate over the

entire dataset depends on the batch size and the size of the dataset. One such pass over the dataset

is called an epoch, and training often occurs over multiple epochs. DL training makes frequent use

of randomness at many levels to avoid overfitting, a condition where the model’s performance is

too closely linked to its training dataset and does not generalize well to unseen data [23]. In data
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loading, randomness is used to change the order the data points are loaded between epochs, their

assemblage into batches, or to randomly modify samples, e.g. by cropping and flipping an image,

to provide the model with never previously seen data, a process called data augmentation.

In order to objectively assess the model’s performance, training will periodically stop and a

separate, held-out dataset, called the test or validation set (though the validation set can also refer

to a third dataset used in a similar way during a regular training step) will be loaded and fed

to the model. This allows an estimation of the model’s capacity to perform on previously unseen

data, which is the objective for real-world applications. This phase of training is called evaluation,

or inference when referring to models deployed to production. During evaluation, the model only

performs the forward pass, as it should not learn from the test data. After an evaluation, it is

common to perform checkpointing, where the model’s parameters are written to persistent storage,

saving the model state at that time. Checkpointing allows the model to be reloaded from a precise

state and shared. The size of the checkpoint file will depend in part on the number of model

parameters, and the exact file format and organization will depend on the framework used.

From the point of view of the CPU, the computations occurring on the accelerators are asyn-

chronous, and it is available to perform other tasks, such as loading and pre-processing the next

batch of data. Ideally, since accelerator time is expensive, a training workload should never leave

the accelerator idle, waiting for the next batch of data. A training workload that is able to keep

its accelerators fully utilized is called compute-bound, while one where the accelerators are left idle,

waiting for data, is called I/O-bound.

Today, most large training workloads run in a distributed fashion, where multiple accelerators

on a single node, or multiple nodes each with accelerators, work in parallel to accelerate training

speed. Distributed training can be done in two main ways.

In the data-parallel mode, each accelerator hosts a replica of the model while the data is sharded

and distributed between them. Since the replicas see different data, they each have their own loss

and their own parameter gradient. To keep the replicas in sync, an all-reduce operation is performed

to compute the average gradient, with is then broadcast to the replicas. This way the replicas apply

the same update to their parameters and remain in the same state. In this context, the notion of a

global step and global batch size emerge, which are one update of the parameters across all replicas,

and the total amount of training data that was computed upon to do so.
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In the model-parallel mode, a single model is split and distributed across multiple devices. This

is usually done because the model cannot fit into the memory available on a single accelerator.

Usually, the model will be split by layer, and these will be distributed on the accelerators. model-

parallel training implies more communication, as the output of a layer on one device must be sent

to another hosting the next layer. Depending on the complexity of its architecture and its size, a

model can make use of both data and model-parallel techniques, distributing some of its parameters

and replicating others [37].

From the point of view of I/O, a training job is mostly read intensive, as the model iterates

over its training set. The read intensity will depend on the size of the dataset and samples, the

batch size, the number of accelerators and the computation time per batch. In terms of writing,

checkpointing will usually be the most intensive operation and its intensity will mostly depend on

the model size, i.e. the number of parameters. The specific I/O patterns will then depend on the

organization of the dataset in files, the file format, the size of the dataset relative to main memory,

the number of epochs, and configuration and implementation details of the data loader used.

In distributed training, network communication can also become the bottleneck. Indeed, as the

number of learned parameters increase, so does the number of gradients that need to be synchronized

between model replicas, and thus the amount of data that must be sent over the network before

every parameter update. In the model-parallel case, additional networking overhead can also be

involved, depending on architectural details. This communication overhead can likely impact the

I/O patterns of workloads, though it is out of the scope of this work.

2.4 The role of benchmarks

The field of Computer Science is accompanied by a rich history of benchmarks, sets of standardized

tasks that allow computer systems, algorithms, protocols, hardware, etc. to be evaluated in "apples-

to-apples" comparisons and highlight their design trade offs [43]. Just about any part or aspect of

computer systems have associated benchmarks. For example, the LINPACK benchmarks used to

measure the capacity of a computer system to perform floating point operations, and is the basis of

the TOP500 supercomputer ranking [2, 24].
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In the realm of storage and file systems, benchmarks play a big role in quantifying system

performance while subject to different workloads. The main parameters of a workload are the

relative frequencies of read and write operations, their sequencing in time, their sizes and their

access pattern, i.e. if they access data sequentially or randomly, the latter usually incurring a larger

I/O latency. The metrics reported are typically throughput, measured in IOPS (Input/Output

Operations per Second) or B/s, and read/write latency.

Benchmarks in this realm can be categorized in two main categories: trace replayers and syn-

thetic workloads. Trace replayers work by recording a workload’s activity at a certain layer (e.g.

at the syscall or device driver layer) and replaying the exact scenarios at a later date to test a

system [3, 13, 38]. The advantages of trace replayers include the realism of their workloads, almost

by definition since they are based on real ones, though you could record an artifical workload just

as easily, and their application to debugging work as well. Their disadvantages include the usually

large file sizes of traces, and often the difficulty in modifying the recorded traces.

On the other hand, synthetic workloads are purely generated from a workload model, which can

range in complexity. Synthetic workloads tend to offer a wide range of user-tunable parameters,

usually input through configuration files [11]. They can be very useful at large scales where replay-

ing e.g. a datacenter-wide trace is inpractical or even impossible [20]. A good synthetic workload

benchmark will have been created based on real recorded traces that have been analyzed and char-

acterized to extract the defining parameters of workloads. However, they have still been criticized

as non-representative of real workloads in many cases.

2.5 Benchmarking in Deep Learning

Benchmarks also play a very important role in Deep Learning, as all new state-of-the-art achieving

models are determined based on their accuracy on various benchmarks of tasks [62, 70]. In the

world of DL model accuracy, benchmarks consists of a dataset (usually already split into training

and evaluation sets) and set of prediction tasks on which the model’s accuracy can be determined.
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However, model accuracy is not the only aspect of DL models that we would like to evaluate.

Instead, the training process itself is of great interest to researchers and practitioners, mostly due

to its resource intensity and potentially long running time (it is not unusually to train a large model

for weeks continually). As such, training speed is an important optimization target.

To this end, benchmarks like Fathom [6] and Baidu DeepBench [61] decide to focus on timing the

low-level operations performed during DL training and inference for a set of reference workloads.

The use of reference workloads ensures some aspect of real-life relevance (at least, around the

publication date of these workloads), however the focus at the operation level means it’s hard to

extrapolate to total run-time, and makes these benchmarks more relevant to hardware designers

than DL practitioners.

Other benchmarks go one layer of abstraction above, and look at the time taken to process a

batch of data [64], breaking down this time by model layer [16]. However, again this design does

not allow a projection to overall training time, nor does it consider the final model accuracy, often

the most important metric for training.

To address these shortcomings, DAWNBench [18] explicitly focuses on end-to-end training time

to a set accuracy, which represent a more realistic training scenario. Within this framework, users

can implement any combination of optimizations, at the hardware or software level and compare

it to others while ensuring the final model achieves the desired result. The accuracies are set to

state-of-the-art levels and submissions must include model source code and hardware configuration

for reproducibility.

DAWNBench led to the creation of MLPerf (now MLCommons [4]) a non-profit organization

aiming to accelerate progress in Machine Learning by releasing industry-standard benchmarks,

datasets and best practices in an open and collaborative fashion. The DAWNBench benchmark was

then superseded by the MLPerf Training [46] and Inference [60] benchmarks.

The above benchmarks are all concerned with the computing performance aspect of DL. However,

much less attention has been given to characterizing the data loading and storage behaviour of DL

workloads. It can be argued that DAWNBench and MLPerf Training benchmarks can be used to

study these since they include data loading as part of the system under test, and could be used

to evaluate data loading optimizations on end-to-end training performance. However, it would be

more convenient for storage system designers to isolate the storage component of these workloads by
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providing relevant metrics, and be able to test systems without requiring the expensive accelerators

to actually train the models to a given accuracy.

The only work we are aware of that explores this is DLIO [21] which serves as the main inspiration

and starting point for this work. DLIO is a synthetic I/O benchmark for scientific DL applications

running in High Performance Computing (HPC) clusters. The authors characterized a set of DL

training workloads and allow users to apply a realistic load on the storage system under test without

requiring accelerators, by executing the data loading code, and emulating the model computation

with a CPU sleep().

In collaboration with MLCommons and some of the DLIO developers, this work extends DLIO

to three new and more industry relevant DL training workloads taken from the MLPerf Training

benchmark leading to the release of the MLPerf Storage benchmark.
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3
Contributions

Figure 3.1 shows the typical data path in a DL training workload. First, the data is loaded from disk

into main memory by the data loader. In a second step, some workload-specific online pre-processing

takes place using the CPU, such as resizing an image or tokenizing a string and the individual data

points are assembled into batches, to be sent to the accelerators and processed. Finally, the batches

are loaded into the accelerators’ memory and ingested by the model.

The benchmark we propose will execute the data loading and some online preprocessing using the

workload’s implementation framework and configuration, thus producing load on the storage system.

Loading of the data to the accelerator and model computation will be simulated using a simple

sleep() executing on the CPU. The validity of this method in recreating realistic I/O patterns

was demonstrated in [21] for Tensorflow workloads, and is expected to hold for our workloads as

well. To be certain, we replace the computational section of UNET3D and DLRM with a sleep

and measure the resulting I/O intensity, described in detail in chapter 4. Using the real framework
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Figure 3.1: The typical data path in a Deep Learning training workload. Data loading and online
pre-processing are performed using the ML frameworks. Model training is emulated with a CPU
sleep().

data loaders allows us to capture any I/O behaviour stemming from their implementation detail.

A future separate benchmark will study the online (and offline) preprocessing in more depth.

Simulating the accelerator computation with a sleep() relinquishes control to other execution

threads on the machine and allows the framework to perform other tasks, like it would if executing

on an accelerator. This allows the benchmark to be run on a machine without accelerators. Different

accelerator models can be emulated using different sleep times. Additionally, to emulate distributed

training, the benchmark will launch one process per simulated accelerator, each requesting their

shard of the data. The load on the storage can thus be increased in two main ways: by decreasing

the sleep time, and by increasing the number of simulated accelerators.

For datasets, it was important to us that the benchmark be able to generate them from scratch

and scale them up to arbitrary sizes. Discussions with industry professionals 1 revealed that down-

loading and preprocessing original datasets for workloads was often a difficult and time consuming

process which made testing e.g. a new cluster complicated. Additionally, some of the workloads’

original datasets are quite small, as we’ll see later, and would not be taxing for any realistic pro-
1This issue was raised during an MLCommons Storage weekly meeting.
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duction systems. Therefore, we wanted the benchmark to offer a smooth experience in this regard,

with users simply declaring their desired dataset parameters (i.e. size, number of files, etc.) and

the benchmark taking care of the rest. Generating the dataset synthetically makes the benchmark

as lightweight as possible, since it does not require any sort of seed data.

Due to the intertwined nature of computation and storage in DL workloads, the goal was not

to release a simple storage benchmark, but a tool able to capture this dependency. To this end, the

benchmark’s reported metric is the model’s computational throughput in samples/second, subject

to a minimum accelerator utilization (AU) of 90%, with AU defined as:

Accelerator Utilization =
Ideal Compute T ime

Total Run Time
∗ 100 (3.1)

where the ideal compute time represents the theoretically minimal workload run time, and is

defined using known workload parameters as:

Ideal Compute T ime =
Number of Samples

Batch Size ∗Number of accelerators
∗ Sleep T ime (3.2)

Note that the sleep time used is dependent on the exact model of accelerator used and their

configuration. In this work, we report values for NVIDIA V100’s with 32GB of memory in an

NVIDIA DGX-1 system, but accurately emulating other accelerators will require its own set of

empirical measurements. The MLPerf Storage working group is working with the Training working

group to incorporate the logging necessary to collect this data in the MLPerf Training benchmark.
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4
Methodology

4.1 Workloads Under Consideration

The three workloads we investigated are UNET3D for 3D image segmentation, BERT for Natural

Language Processing tasks and DLRM for recommendations. All were obtained from the MLPerf

v2.1 Training Benchmark reference implementations [46]. They were selected for their high-level

differences in dataset size, format and composition, the expected number of training epochs, as well

as the implementation framework. These high-level differences are documented in Table 4.1. We

hypothesized that they would be reflected in their I/O behaviour.
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Workload UNET3D BERT DLRM

Training Set Size 29 GB 365 GB 670 GB
Number of files 168 500 1
Samples/file 1 ~313k ~4.2B
Format .npy TFRecord Binary
Epochs Multiple Single Single
Framework PyTorch TensorFlow PyTorch

Table 4.1: High-level dataset and implementation characteristics of each workload under consider-
ation.

4.1.1 UNET3D

The UNET3D workload trains a 3D U-NET model [17] to perform 3D segmentation on medical

images. The specific model used is based on the "No New-Net" architecture [36] and trains on the

KiTS19 [31] kidney tumor dataset.

The dataset is about 29GB in size and composed of 210 cases: a CT scan of kidneys with an

associated 3D mask of tumors, together forming a sample-label pair. The training set is composed of

168 cases, with the other 42 reserved for the test set. The cases do not all have the same dimensions,

though an associated CT scan and mask do and we will study this further later on. The files are

stored as .npy formatted arrays, with the CT scans being of 4B floating type, while the masks are

of 2B integer type. Their sizes on disk approximately follow normal distributions with a mean and

standard deviation of 117 MB and 54 MB for the CT scans, 29 MB and 13 MB for the masks.

The MLPerf Training reference implementation was developed using the PyTorch framework,

and is parameterized to train until convergence to a set target accuracy or for a maximum of 4000

epochs. After 1000 epochs, it starts performing periodic evaluations on a held-out test set, every 20

epochs to determine its accuracy. Finally, it writes its parameters to a checkpoint once the training

run is complete, writing a file of around 500 MB.

PyTorch’s DistributedDataParallel library (DDP) [44] is used to distribute the workload

in a data-parallel fashion. Additionally, the implementation uses separate processes to load data,

so-called data loading workers or dataloaders, and to train the model. Each training process is

associated to a GPU. Thus, for a given number of GPUs, #GPUs ∗ (1 +#Dataloaders) processes

are launched, with each training process spawning #Dataloaders workers.
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In terms of pre-processing, every sample undergoes a random crop, random flip, data type

casting, random brightness augmentation and random noise addition before being assembled in a

batch. These transformations serve as a data augmentation mechanism and are all executed on the

CPUs by the data loading workers.

The evaluation procedure of UNET3D performs a sliding-window operation instead of the train-

ing forward pass and we will later see that it is more computationally intensive. In addition,

evaluation uses a hard-coded batch size of 1. The data is still distributed between the accelerators.

Running this workload to completion takes about a dozen hours using all 8 GPUs on our machine.

After observing that the I/O patterns were very consistent during the different phases of training,

we opted to reduce the number of training epochs in our experiments.

The implementation offers various arguments allowing the user to configure the workload in

ways one would expect to impact I/O. For UNET3D these are the (training) batch size, the number

of accelerators, and the number of data loading workers. Additionally, the prefetch factor of the

dataloader is expected to have an impact, but we left it set to its default value of 2 batches per

data loader worker, as it was not proposed as a configuration item in our implementation.

4.1.2 BERT

The second workload we investigated is BERT [22], a Large Language Model (LLM) based on

the Transformer architecture [? ], that can be trained to perform a variety of Natural Language

Processing (NLP) tasks, such as question answering or text classification. This training workload is

referred to as ’pre-training’, because the training process for BERT is split into a first phase where

the model learns general representations of text through a first set of tasks, and a ’fine-tuning’

phase where the tasks are replaced by "down-stream" application specific tasks. The reference

implementation is only concerned with pre-training, which we will consider the same as training.

The implementation comes with a checkpoint file of around 4 GB used to initialize the model

before training. This is presumably done to lower the training time to the target accuracy in

the benchmark. The workload thus starts from the initial checkpoint, and trains on two tasks:

Masked-Language Modeling, where some of a sentence’s tokens are randomly masked, with the

model attempting to predict them, and Next Sentence Prediction, where the model predicts if a

pair of sentences follow each other in the original text.
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The dataset is generated from a 2020-01-01 Wikipedia dump and consists of 500 TFRecord [49]

formatted files, totalling around 365 GB in size. Each file contains an average of about 313,000

samples with a serialized size of 2825 B. The binary format gets decoded into a collection of 6

arrays and an integer, representing a pair of sentences and associated data necessary to perform

the two training tasks. The lengths of these arrays is configurable and depend on the maximum

sequence length and maximum number of predictions per sequence parameters. These values were

set to 512 and 76, respectively. Thus, each sample is composed of 3 arrays of 512 8B integer values,

2 arrays of 76 8B integer values, 1 array of 76 4B floating point values, and 1 8B integer, for a total

in-memory size of 13,816 B. All 8B integer values get cast to 4B integer (to support training on

Google’s TPUs which do not support the 8B floating point type), and the in-memory sample size

is reduced to 7,104 B.

The evaluation procedure of BERT has to be run as a separate invocation of the program. It uses

a held-out test set of 10,000 samples, which is separated during the initial dataset pre-processing

from the raw Wikipedia data. During the evaluation phase, the model is loaded from the latest

training checkpoint and performs a given number of steps before stopping and saving the result.

The reference implementation uses the TensorFlow tf.estimator API 2 to train and distribute

the model and the tf.data API to define an input pipeline for the data. In our implementation, the

input pipeline first takes the 500 file names and shards them between workers before shuffling their

order. It then uses the tf.data.experimental.parallel_interleave() method to create multiple

(8 by default) TFRecordDatasets that will be read from in parallel, in a round-robin fashion. A

second shuffling is applied on a buffer of 1000 samples that will be kept full by the pipeline. Finally,

the tf.data.experimental.map_and_batch() method is used to decode the TFRecords into a

Python object and form batches, using 8 parallel threads by default.

The implementation uses a tf.distribute.MirroredStrategy to configure data-parallel train-

ing, with a single process controlling all accelerators. We opted to change this and use Horovod [63]

to distribute training instead. With Horovod, one process is spawned per accelerator, which is in line

with the benchmark. Additonally, the original implementation would spend around 5-10 minutes

intializing and we found that the initialization time was greatly reduced when using Horovod.

2Now deprecated since TensorFlow v2.0
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In terms of potentially I/O impacting arguments, the implementation only allows the user to

parameterize the batch size and the number of accelerators. We left other potentially I/O impacting

factors to their default values, since the implementation did not expose them as arguments. These

notably include the cycle_length parameter, defining how many files each worker’s input pipeline

reads from in parallel, the sizes of the shuffle buffers, and the number of CPU threads used to

decode and batch the samples. Interestingly, the prefetch() transformation is not used in the

input pipeline, however the shuffle buffers are thought to fulfill the same functionality, since they

are to be kept full at all times.

We were able to reach a maximum per-worker batch size of 6 on our machine, before running

out of GPU memory. With this setting and 8 GPUs, it would take us around 30 days to perform

an epoch on the available training data. Therefore, all our experiments run for a smaller number

of steps and even though the full dataset could theoretically fit in our machine’s memory, we never

reach this point.

4.1.3 DLRM

The third workload we analyzed was the Deep Learning Recommendation Model [50] (DLRM),

a model trained to predict the probability of a click given a user and a piece of content. The

model takes as input an array of continuous and categorical features, together representing a user’s

interaction with the content.

The reference implementation 3 can be used with two datasets. We opted to use the largest one,

the Criteo 1TB Click Logs dataset [19]. As its name implies, it has a total size of 1 TB, split across

24 files each representing a full day of logging.

There are two options to preprocess this dataset for training. We opted for the ’binary-loader’

option, supposed to be more efficient 4. This option creates three large files for training, evaluation

and validation of sizes 671GB, 14GB and 14GB respectively. The 671GB training file contains

around 4.2 billion samples, each composed of 40 4B integer values for a on disk size of 160B.
3The MLPerf Training repository linked to the original DLRM from Facebook research available at https:

//github.com/facebookresearch/dlrm/tree/6d75c84d834380a365e2f03d4838bee464157516. Since then, a version
2 of DLRM was released, which is supposed to have a more optimized data pipeline, overlapping loading and com-
putation. (https://github.com/mlcommons/training/tree/master/recommendation_v2/torchrec_dlrm)

4The other preprocessing option leads to the creation of 24 .npz files which are read one by one but are fully
loaded in memory before being fed to the model, causing a large initial wait time.
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The categorical features of the data are the source of DLRM’s key architectural difference ver-

sus the other workloads. To be processed by neural networks, the categorical features must first be

converted to dense features. This conversion is done through the use of embedding tables, learned

by the model during training, which represent each distinct category by a dense vector. The cate-

gorical features are then interpreted as an index into this table, and used to retrieve the associated

embedding vector. A categorical feature with N distinct categories must be linked to an embedding

table with N rows.

In the dataset, there are 26 categorical variables, with a number of categories varying from only

3 to 10 million. The length of the vector embedding of each category (referred to in the code as

’sparse feature size’) is configurable and was set to 128. With these values, the total size of the

embedding tables is 27GB, which, when considered with the two MLPs, optimizer state and input

that are also stored in GPU memory, cannot fit in a single of GPUs 32GB of memory. Note that

the checkpoint file of the model is also around 27GB.

Because of this, DLRM employs model-parallelism for its embedding tables, distributing them

between the available accelerators. In addition, DLRM also employs two neural networks that

process the dense features, and the embeddings of the categorical features. The two neural networks

make use of data-parallelism and are replicated to each device. Thus, DLRM makes use of both

data and model-parallelism.

This hybrid data and model-parallelism introduces additional inter-device communication re-

quirements. Indeed, for a given batch of data, the continuous features will be sent to a single

device in the typical data-parallel fashion. However, the categorical features are distributed to each

device according to which embedding table they are related to. The embeddings must then be

re-assembled with the dense features on a particular device to be processed by the second neural

network using all-to-all communication. To this end, DLRM implements a distribution algorithm

termed "butterfly-shuffle" [50].

Interestingly, the binary dataloader was not configured to use either prefetching nor data loading

workers (hard-coded to 0). Together this means the data loading will be done synchronously and

the accelerator will have to wait for the next batch of data. Additionally, the dataset is not sharded,

with only a single dataloader being instantiated. The batches are manually split into dense and

categorical features and distributed to the accelerators in the appropriate fashion. Thus, the batch
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size for DLRM is global. The default batch size in the reference implementation launch script was

2048 samples, and we could increase it to a maximum of 2M before running out of memory using 8

GPUs. Due to the model-parallelism, using less accelerators means each has less memory available

for data, so the maximum batch size depends on the number of accelerators used. We found a batch

size of 128k to fit for all numbers of accelerators but the single GPU case, and used this as our

maximum value in experiments.

4.2 Tracing the workloads

In order to get a general sense of the I/O patterns of the workloads, we first developed traces using

bpftrace, a convenient front-end to the BPF Compiler Collection (BCC) toolkit [29]. bpftrace

allows us to write traces that latch on to various tracepoints and probes within the Linux kernel,

and collect statistics in an efficient way. For our purposes, we wanted to capture the interaction of

the workloads with the Virtual File System (VFS) and Block I/O (BIO) layers of the kernel.

At the VFS layer, we used tracepoints on the read(), pread64(), write(), writev(), pwrite64(),

openat() , close(), mkdir(), rmdir(), unlink() system calls, and the associated kernel probes on

vfs_read(), vfs_write(), vfs_open(), filp_close(), vfs_unlink() to resolve additional infor-

mation (e.g. filenames). Using these, we are able to capture the latency, size, filename and file offset

of the operations while the workloads are running. Additionally, we can combine the file offsets with

the operation size to infer lseek() calls and determine which operations are sequential and which

are random.

At the BIO layer, we trace using kernel probes on blk_account_io_start(),

blk_mq_start_request() and blk_account_io_done() to capture the latency between is-

suance and completion of BIO requests, the disk it was issued to, the request type (Read/Write),

size and sector. The BIO trace allows us to capture important storage load information that cannot

be obtained with DL framework profiling tools, nor tools like iostat, though in practice we also

ran it in parallel, to validate the BIO trace results. Through the sector and the request size, we

can again have a measure of sequentiality or randomness at the block level.
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We did not trace the use of mmap() as, apart from being difficult to get meaningful tracing data

and understand what is read/written, in practice we observed that the workloads interacted with

their training data through the above system calls.

Though syscalls at the block level are always the same between the workloads, the VFS oper-

ations were observed to vary. This was determined by capturing counts of all syscalls performed,

which we used to orient our tracing. For example, the TensorFlow implementation of BERT uses

the pread64() system call to read its TFRecord-formatted training data instead of the read() used

by the PyTorch implementations of UNET3D and DLRM. Similarly, DLRM was observed to use

writev() in tandem with write() when checkpointing.

Since bpftrace captures system wide by default, it requires filters to reduce the amount of

captured data and return only relevant information. We found PID-based filters unusable since the

workloads spawn many child processes and bpftrace cannot automatically attach to them, unlike

strace. Hence, we resorted to hard-coded process name filters, which were manually determined

by analyzing system-wide traces for reads to files of interest. For the block I/O trace, we omitted

the process name filters and instead filtered on the disk, capturing I/Os to sdb only, where the data

and model output directories were placed. We did this because filtering on process name would miss

some writes, which occur asynchronously and in the context of another process (usually a kernel

worker thread).

Finally, we capture GPU usage information using nvidia-smi, and use the application and

MLPerf benchmark logs to obtain other information, such as the start and end times of each phase

of training, which we consider to be any of: initialization, training, evaluation or checkpointing.

We also make sure to sync all pending writes and flush the page cache before every experiment, to

eliminate any caching between different runs of the same workload.

Some post-processing of the traces is necessary in order to create a unified picture of the work-

load. First, we need to convert bpftrace’s ’nanosecond since boot’ timestamps to UTC, in order to

align them with the other traces which come in a variety of timestamps, at the second or millisecond

resolution. To do so, we use an auxiliary BPF trace that triggers on entry into any system call, and

simply logs the nanosecond timestamp as well as the local time, which has a resolution of seconds.

During post-processing, we go through this so-called "time-alignment" trace to find every seconds

transition in local time, and interpolate the nanosecond timestamp corresponding to a specific
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second. Using this alignment, we can then convert all the traces timestamp into UTC, with good

precision. Since this auxiliary time alignment trace triggers on any system call, it is quite resource

intensive, so we shut it down after 2 minutes, giving us 120 seconds transitions from which to pick

the smallest nanosecond timestamp difference for the time alignment 5.

4.3 Workload Instrumentation

In addition to workload tracing, we also instrumented the model code, when possible, to get a

breakdown of time spent during a training step, compute various measures of throughputs and

quantify how they vary with both batch size and the number of accelerators used.

For workloads implemented using PyTorch, i.e. UNET3D and DLRM, this is easy to do

since the data loading and training loops are explicit in the code. This allows us to add

time.perf_counter_ns() calls and record time spent on each sub-step of a training step. Ex-

ample code is shown in Listing 4.1. We are able to print out the times for each step this way. We

verified that this has no significant impact on the total training time.

On the other hand for BERT, its use of TensorFlow’s tf.estimator API and its declarative

coding style, along with compilation to a graph before running, causes the training loop to be hidden

under layers of abstraction, and not directly accessible. However, TensorFlow ships with its own

profiler, and we resort to using its data to estimate the breakdown of training steps. The profiler

records a single training step and outputs a .json file that can be opened in the Chrome Profiler.

We export one in every 100 steps, and collect 30 such steps in total for each run.
5The traces, post-processing and plotting code can be found at https://github.com/discslab-dl-bench/

tracing_tools and https://github.com/discslab-dl-bench/trace_visuals

24

https://github.com/discslab-dl-bench/tracing_tools
https://github.com/discslab-dl-bench/tracing_tools
https://github.com/discslab-dl-bench/trace_visuals


4.3. Workload Instrumentation

1 class ExampleDataset(torch.utils.data.Dataset):
2 ### initialization, etc.
3 def __get_item__(self, idx):
4 t0 = perf_counter_ns()
5 data = ... # load data from disk
6 log(f"from disk latency {perf_counter_ns() - t0}")
7

8 t0 = perf_counter_ns()
9 data = ... # Preprocessing the data

10 log(f"preprocessing latency {perf_counter_ns() - t0}")
11 return data
12

13 def main():
14 ### Initialize model, optimizer, dataloader, etc.
15 for epoch in range(num_epochs):
16 t_step = t0 = perf_counter_ns()
17 for batch in data_loader:
18 data, label = batch
19 log(f"data loading latency: {perf_counter_ns() - t0}")
20

21 t_compute = t0 = perf_counter_ns()
22 data, label = ... # Move batch to accelerator
23 log(f"to accelerator latency: {perf_counter_ns() - t0}")
24

25 t0 = perf_counter_ns()
26 output = model(data)
27 log(f"forward pass {perf_counter_ns() - t0}")
28

29 t0 = perf_counter_ns()
30 loss = loss_fn(output, label)
31 log(f"loss calculation {perf_counter_ns() - t0}")
32

33 t0 = perf_counter_ns()
34 loss.backward()
35 log(f"backward pass {perf_counter_ns() - t0}")
36

37 t0 = perf_counter_ns()
38 optmizer.step()
39 log(f"parameter update {perf_counter_ns() - t0}")
40

41 log(f"all computation {perf_counter_ns() - t_compute}")
42 log(f"step total {perf_counter_ns() - t_step}")
43

Listing 4.1: Example PyTorch code illustrating how the workloads using this framework were in-
strumented

We exclude data from the first epoch for UNET3D, as well as the first step of each epoch, in order

to measure throughputs only for a fully cached dataset, and avoid the first step being potentially

slower than the others due to data loader initializing.

We also instrument the benchmark for comparison to the original workloads. For the PyTorch

workloads, we instrument as above. For the TensorFlow workload, we have slightly more visibility

25



4.4. Instrumentation Measures

into the training loop and are able to measure an application-side data loading value. This might

not provide an apples-to-apples comparison however, but unfortunately we could not find a way

to use the same profiler in both the real workload and the benchmark due to their use of different

major versions of TensorFlow, with different profiler APIs.

4.4 Instrumentation Measures

We focus on a few measures of interest calculated from the instrumentation data. Since the data

loading mechanism varies by workload, the measures cannot be taken in exactly the same way, and

sometimes cannot be taken at all. The results section will illustrate each workload’s data loading

mechanism and the specific things we measure.

Overall, we are concerned with the following throughputs, and the associated latencies:

• The VFS throughput, a measure of how many samples/second the VFS can provide the

data loading processes. This is a blocking call for the calling process, where we take the

measurement. The VFS latency will depend on the underlying storage and caching effects, as

well as the way the application breaks up the call into lower-level VFS operations, something

that changes based on the file format, and is defined by the file format libraries. We could

have measured something similar from the VFS read trace, however due to the breaking up of

application level calls into multiple VFS level operations, it tends to be always constant and

less interesting, being fully defined only by the FS and underlying storage systems used. For

UNET3D, we measure this for the fully cached dataset, and we would expect it to be reduced

if the reads had to go to storage.

• The Data throughput, a measure of how many samples per second the GPU-bound process is

able to fetch from the data loading process. This can be either asynchronous for UNET3D and

BERT, or synchronous for DLRM which does not make use of parallel data loading workers. In

the asynchronous case, we expect this throughput to be very high, as long as the computation

time is larger than the time needed to assemble and preprocess a batch.
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• The Compute throughput, giving a measure of how many samples per second can be processed

by the model during training. This will serve as an upper bound on the demand for data put

on the storage by the training process. This throughput is directly related to model training

speed.

4.5 Synthetic data experiments

Figure 4.1: Distribution of UNET3D’s dataset dimensions. We approximate both with normal
distributions and generate the synthetic data by sampling uniformly random values within the
observed ranges.

As stated previously, downloading and preprocessing the original datasets in a timely manner can

be difficult even for industry professionals, as well as computationally demanding. To address this,

we wanted the benchmark to be able to generate its own dataset from scratch, with the ability to

scale up to an arbitrary size. However, it was important that the synthetically generated dataset

be representative of the real dataset.

Figure 4.1 shows the size distribution of UNET3D’s dataset. Each sample has a shape of

(1, dim1, dim2, dim2) with the first dimension being the channel, the second the number of slices
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in the CT scan, and the last two (always equal) being the dimensions of the slices. We see than

dim1 is approximately bi-modal with two peaks around 175 and 300, while dim2 appears to follow

a normal distribution. For simplicity we approximate both with normal distributions in the data

generation script.

Recall that each of the 210 cases is composed of a pair of files: the CT scan, and the segmentation

mask. The CT scan has 4B floating point values in the interval (−2.340702, 2.639792), while the

masks are binary and represented with 1B unsigned integers. We generate the synthetic data by

uniformly sampling form the given range for the CT scan, and from (0, 1) for the mask.

Generating synthetic datasets for BERT and DLRM is relatively simpler, but care must still be

taken for the data to be accepted by the model. For BERT, we generate the 6 arrays described in

subsection 4.1.2 with the correct dimensions and data types, and values within the correct ranges.

For example, the first array contains numeric IDs for each token in a sentence, and must refer to

a word in the vocabulary file used by the model. We then serialize the samples to the TFRecord

format, using the TensorFlow facilities provided for this purpose. Similarly, for DLRM, we follow a

similar process, again making sure the randomly generated values for the numeric and categorical

variables are within the appropriate ranges. Specifically, the categorical features each have a defined

number of possible categories, and changing these will affect the size of the embedding tables.

4.6 Similarity Metric

In addition to the measures described above, we also define a similarity metric that will use the

eBPF trace data to compare workloads. Contrary to the instrumentation data, the eBPF data is

captured below the application-level, allowing us to capture the I/O behaviour from the system’s

point of view. To compute this metric, we first define a characteristic vector, whose components

reflect the I/O patterns of a workload.

We wanted the metric components to be hardware-independent, thus capturing information

relevant only to the workload itself, and allowing comparisons across hardware if necessary. We

focus on metrics such as the number of read and write operations, their sizes and size distributions,

the number of unique files accessed, the sequentiality or randomness of accesses. We do have a

component that is linked to hardware, the ratio of amount BIO read to amount VFS read that
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serves as a proxy measure of caching. It will thus depend on the relative sizes of the memory and

dataset, but not on the storage system characteristics. See Listing A.1 for the algorithm used to

count random and sequential reads from the BIO trace.

Component Weight

Number VFS reads 2
Amount VFS read (B) 2
Number unique files read 2
1st quartile VFS read size (B) 2
Median VFS read size (B) 2
3rd quartile VFS read size (B) 2
Number BIO reads 2
Amount BIO read (B) 2
Random BIO reads (%) 2
Sequential BIO reads (%) 2
Amount BIO read / Amount VFS read (%) 2
Number VFS writes 1
Amount VFS written (B) 1
Number unique files written to 1
1st quartile VFS write size (B) 1
Median VFS write size (B) 1
3rd quartile VFS write size (B) 1
Number BIO writes 1
Amount BIO written (B) 1

Table 4.2: Metrics and weights used for the cosine similarity of workloads.

With the characteristic vectors of two workloads, detailed in Table 4.2, we use a weighted cosine

similarity to compare them. Considering the training process is mostly read-intensive, we assigned a

weight of 2 to all read-related components, and a weight of 1 to the write-related ones. Additonally,

we normalize each component’s values to the max of the two traces. Thus, for characteristic vectors

u, v and weight vector w, we have:

Weighted Cosine Similarity =

∑︁
iwiuīvī√︁∑︁

iwiuī2
√︁∑︁

iwivī2
(4.1)

where

uī =
ui

max(ui, vi)
(4.2)
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In order to reduce the noise in the traces and focus on the more relevant aspects of the traces,

we filter the reads to include only those made to data files, and only writes to checkpoint files.

Without this filtering, a dissimilarity cost might be paid due to differences between the workloads

that are irrelevant to us. Specifically, differences in the source code and library files read by the

processes, differences in logging behaviour, and in ways of doing inter-process communication.

When developing the similarity metric, we attempted two other ways to compute it: a "block-

wise" and "block-by-block" version. In the block-wise version, the traces are first separated into

different phases of training (training, evaluation and checkpointing) based on the timestamps from

the application log. Then, the similarity is computed for each separately. We thought that this

would provide more insight as each phase of training has their own I/O characteristics. In the block-

by-block version, we wanted to capture the time sequence of the training phases, and computed

similarities between pairs of blocks, taken one at a time from each trace. Each timestamp-delimited

phase represents a "block". If the traces did not have the same number of blocks, a penalty of 0

was assigned for every extra block.

In practice, we had some difficulty with both. For the block-wise metric, the asynchronous nature

of the BIO writes led to their appearance in phases other than checkpointing which ended up hurting

both the training and checkpoint phases’ similarity. Future work could attempt to simply allocate

all writes to checkpointing wherever they appear. The block-by-block metric was computationally

intensive, and led to huge penalties when comparing workloads with different numbers of epochs.

4.7 Benchmark methodology validation

In order to verify that the benchmark methodology is valid with respect to I/O, we had to verify

two things. The first is that using purely synthetic data does not impact the I/O patterns of the

workloads, and the second is that a CPU sleep does accurately emulate accelerator computation.

To validate the synthetic data, we analyzed the constitution of each dataset and generated purely

synthetic ones of the same format, for each workload. We then compared the trace and instrumen-

tation results for runs using the generated and the real data. The data generation procedure was

then integrated in the benchmark.
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Similarly, to validate the use of a CPU sleep, we replaced the real model’s computation with a

sleep and compared the resulting run with the original using instrumentation measures.

4.8 Experimental Hardware

All our experiments were performed on an NVIDIA DGX-1 system with 8 NVIDIA Tesla V100

32GB GPUs connected with NVLink, 512 GB DDR4 LRDIMM, 2 20-core Intel Xeon E5-2698

2.2GHz CPUs, a 480 GB boot OS SSD, and 4 additional 1.92 TB SSDs in a RAID 0 striped volume

of 7.6 TB [53]. The datasets and checkpoint output directories were placed on the RAID volume,

while logging was done on the SSD.
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5
Results and Analysis

In this section, we present the results of tracing, instrumentation and emulation with the MLPerf

Storage Benchmark separately for each workload, along with some analysis and discussion of a

workload specific nature.

5.1 UNET3D

5.1.1 How to read the trace visualizations

As Figure 5.1 is the first trace visualization shown, we offer a short explanation of how to interpret

the plot. The top row shows GPU usage captured using nvidia-smi, with the red plot showing the

GPU’s processor usage, defined as the "percent of time over the past sample period during which

one or more kernels was executing on the GPU.", the orange plot showing the GPU’s memory usage

defined as "percent of time over the past sample period during which global (device) memory was
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GPU Usage: Traces: Timeline:Legend:

UNET3D

Figure 5.1: Trace visualization of a UNET3D workload run using 8 GPUs, a batch size of 4 and 1
data loading worker per GPU. The model trains for a total of 50 epochs (demarcated by black lines
in the timeline), evaluating every 25 and checkpointing at the end of training.

being read or written." [52], and the blue plot showing the amount of framebuffer memory used.

The middle row shows the VFS read/write and BIO read/write activity over time. Light blue

and dark blue indicate reads at the VFS and BIO levels respectively, while red indicates writing at

both levels. Finally, the bottom row illustrates the phases of training, which can be initialization,

training, evaluation and checkpointing. Different epochs are separated by black vertical lines.

5.1.2 Workload high-level traces

Figure 5.1 shows a typical run of UNET3D using 8 GPUs, a per-process batch size of 4 and 1 data

loading worker per process. It trains for 50 epochs in total, performing an evaluation every 25

epochs, and a checkpoint at the end of training.

From the GPU activity, we observe periodic drops in GPU computation and memory operations

performed occurring at the start of every epoch. This seems to be caused by the dataloaders

resetting at that time, and their first batch needing to be fully assembled before computation can

begin, as illustrated in Figure 5.4. We also see that the framebuffer memory usage is close to full,

increasing quickly during the first epoch and sitting at around 30GB for the rest of the run.
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In the traces and timeline now, we see that during the first epoch, VFS-level reads are ac-

companied by BIO-level reads, but this almost completely stops for the second epoch and onward.

Additionally, the first epoch is visibly longer than the others. The next time we observe BIO reads

is during the first evaluation, while they are again absent during the second evaluation. This is

indicative of caching done by the file system.

Given UNET3D’s small size of the dataset (29 GB) relative to the 512 GB of main memory

available on our machine, and the training over multiple epochs, we expected to see caching effects

in Figure 5.1. Dataset caching leads to faster training, which is illustrated by the first epoch being

visibly longer than the others.

We notice that evaluations last about 8 times longer than epochs. This is mainly due to the

computation being different and more computationally-intensive than the training step. We explore

this in more detail below.

The workload exhibits very little writing activity, which was expected from the nature of DL

training. Most of the writes are related to logging, to standard output and to files, which we filter

out during post-processing. The next most frequent writes are to shared memory and UNIX sockets,

used for inter-process communication and rarely exceeds a few hundred bytes in size. The most

significant writing event is the model checkpoint at the end of training.

5.1.3 Instrumentation

Step Breakdown

Figure 5.2 shows the breakdown of a UNET3D training step into its components. The overall

step time is dominated by the computation time, with data loading being negligible in comparison.

Nonetheless, data loading has highly variable latency, with a range spanning a whole order of

magnitude. This is the largest variation exhibited by any single component of the breakdown.

In addition to the general step components listed in Listing 4.1, UNET3D performs a 6th sub-step

as part of its computation, here called "Cumulative Loss". This extra step is not strictly required

to train the model, and seems to be included for reporting purposes. It consists of performing

an all-reduce on the losses from each accelerator-bound process, averaging and storing the value.

Interestingly, we see that it is the single longest component of a step.

34



5.1. UNET3D

UNET3D

Figure 5.2: UNET3D training step time breakdown. Median values shown, with a fill between the
1st and 3rd quartiles. The top row shows the overall step and a breakdown in its data loading and
computation components. The bottom row shows a further breakdown of the computation into its
sub-components. Data aggregated from 3 independent sets of runs using 1 data loading worker.

Attempts to remove this 6th step do not yield the expected result of making each step faster

however. Instead, the step duration remains almost constant, with the time and pattern of the

cumulative loss showing up as both the batch load to GPU and forward pass times. See Appendix

Figure A.1 for the breakdown. We mention it here to show that behind the seemingly simple

PyTorch training loop, a lot of complexity is hidden and unforeseen interaction effects like this can

arise. We did not have time to investigate this strange behaviour, and finding the root cause might

require digging deep into PyTorch’s inner workings.

For each combination of GPUs and batch size, we fit the distribution of computation times

with a normal distribution and derive the linear model in equations 5.1 and 5.2 for their mean

and standard deviation with R2 of 0.99 and 0.63, respectively. Appendix Figure A.2 shows all the

computation time distributions used to fit these relationships.
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Mean = 2.784 ∗ 10−3 ∗NumGPUs+ 2.755 ∗ 10−1 ∗BatchSize+ 2.722 ∗ 10−1 (5.1)

Std = 7.960 ∗ 10−3 ∗NumGPUs+ 1.152 ∗ 10−2 ∗BatchSize− 4.872 ∗ 10−2 (5.2)

For evaluations, UNET3D always uses a batch size of 1 so there cannot be a relationship between

the evaluation time and the batch size. As stated above, the evaluation’s computation is a different

operation than the forward pass. The breakdown of its duration is shown in Figure 5.3. We see

that the sliding window calculation is responsible for almost all of the latency and scales linearly

with the image size. To approximate this, we fit a normal distribution to the evaluation times and

obtain a mean of 8.403 seconds and standard deviation of 4.442 seconds. The relationship with the

number of accelerators is captured by the benchmark distributing the cases between processes.

Figure 5.3: UNET3D breakdown of the sub-phases of evaluations, showing the relationship between
operation time and image size in MB.
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Latencies and Throughputs

Figure 5.4 illustrates how UNET3D’s data loading is organized, with its use of separate data loader

processes to parallelize data loading and computation. Each accelerator-bound process can have

1 or more data loading workers that take care of loading and pre-processing batch_size samples,

assembling a batch and passing it to the GPU-bound process. If an accelerator-bound process uses

0 data loading worker, then data loading is done synchronously with computation.

Figure 5.5 and Figure 5.6 show the results of instrumentation for UNET3D. For runs of the

original workload, the original using synthetically generated dataset, the original workload with a

sleep() replacing computation and the MLPerf Storage benchmark emulation. In Figure 5.5, we

show the sample preprocessing latency, yellow in the data loading diagram.

UNET3D

Sample
load

Data loader 
process

GPU bound 
process

batch_size 
samples

Load batch Computation

Preparing prefetch_factor next batches in parallel

…

File System

…

Batch ready

Data throughput = batch_size / Data latency

Compute throughput = batch_size / Compute latency

VFS Throughput = 1 / VFS latency

Data latencyData latency Compute latency

VFS latency

Sample
preproc

… …

Batch ready

…

Figure 5.4: Diagram of UNET3D’s data loading and measured throughputs. The data loader
processes will load and preprocess batch_size samples, assembling them into a batch. The GPU-
bound process will request a batch from the dataloader and compute on it. The second batch
is returned much quicker than the first since it was assembled in parallel while the model was
computing. The prefetch_factor determines how many batches the data loader processes should
assemble in advance.
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D) MLPerf Storage
N=4

B) Generated
N=2

C) Sleep
N=2

A) UNET3D
N=4

Figure 5.5: Data, VFS and Sample preprocessing latencies measured across batch sizes and number
of GPUs for A) the real UNET3D workload, B) the generated data experiments, C) the sleep
experiments and D) the MLPerf Storage benchmark. Median values with inter-quartile fill. N
denotes independent sets of runs. The full inter-quartile range is not always shown for visibility.
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D) MLPerf Storage
N=4

B) Generated
N=2

C) Sleep
N=2

A) UNET3D
N=4

Figure 5.6: VFS, Data and Compute Throughputs measured across batch sizes and number of GPUs
for A) the real UNET3D workload, B) the generated data experiments, C) the sleep experiments and
D) the MLPerf Storage benchmark. Median values with inter-quartile fill. N denotes independent
sets of runs.
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Comparing the first and second rows show the effect of training the real model on a synthetically

generated dataset. Surprisingly, we observe increases of the median data loading latencies of up to

4 orders of magnitude compared to the original, and corresponding decreases in data throughput.

The effect is worse for the single GPU case, and least pronounced for 8 GPUs.

The increase in data latency seems to originate in sample preprocessing, with its quartiles

spanning a much grater range when using generated data. We see from the shading that while the

original workload’s preprocessing times were mostly below 0.3 seconds, they now regularly reach

multiple-second latencies. Given that the model computation time is between 0.6 and 1.6 seconds,

any sample whose preprocessing time is above these values will cause data loading to become the

bottleneck. This is reflected by a decrease in compute throughput shown in Figure 5.6 as accelerators

are unable to be kept busy with data.

While this could seem to invalidate the use of synthetic data for the benchmark, it was decided

that the benchmark would not perform nor emulate the preprocessing, removing this problem.

Instead, we are happy to see that the VFS latency and throughputs are contained within the same

ranges, indicating that between the application and the file system, the synthetic data is the same

as the real. Appendix Figure A.3 shows that simulating preprocessing in the benchmark by using

an extra sleep() of the appropriate length results in no significant change in overall data latency.

Thus not emulating it in the benchmark is valid. Additionally, a separate benchmark will focus

specifically on preprocessing, looking at both online (like we were concerned with here) and offline

preprocessing, which occurs outside of training.

The third row in both figures shows the effect of replacing the computation in the original

workload with a sleep time derived through equations Equation 5.1 and Equation 5.2. Here we

see that we successfully achieve a similar compute throughput as the original. This validates that

doing a CPU sleep() does not have unforeseen impacts on the training demand for data, though

the variation is somewhat increased around the median. The VFS throughputs are also similar,

though that is to be expected since we are reading the original dataset. However, the variation in

data latency is greatly reduced, with the inter-quartile ranges of all configurations spanning around

0.0001 seconds for sleep, vs around 0.02 seconds for the original. Comparing their median values,

we see they are between 1 to 3 times lower than those of the original, resulting in proportionally

increased data throughputs.
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Finally, the fourth row shows the results for the benchmark implementation. As for the sleep

experiment, the data latencies are again less variable, but this time the median values are an order

of magnitude higher than for the original, between 0.0028 and 0.0042 seconds for the benchmark

vs. between 0.0002 and 0.00055 for the real. Thankfully, the VFS measures are within similar

ranges, though the median latency values are slightly higher for the benchmark. Finally, the median

compute throughput is very similar between both, with the benchmark showing larger variability.

5.1.4 Benchmark tracing and Similarity metric

GPU Usage: Traces: Timeline:Legend:

A)

B)

Figure 5.7: Trace visualizations of A) UNET3D and B) the MLPerf Storage Benchmark emulation.

Figure 5.18 shows the traces in Figure 5.1 and the equivalent benchmark run. Of course, there is

no GPU activity for the benchmark since it does not perform the model computation. We see that

overall, the benchmark closely follows the original workload during training, completing epochs at

the same frequency and exhibiting the same caching effects during the first epoch and evaluation.

We do note a few differences, notably in the length of evaluations and checkpointing.
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The difference in the lengths of the evaluations in Figure 5.18 can be explained by extra

reporting-related work done by the original workload at the end of the evaluation, which we did

not attempt to emulate in the benchmark as it is not relevant from an I/O perspective. The check-

pointing behaviour is more interesting though. We see that it occurs faster in the benchmark, and

from the similarity breakdown in Table 5.1 we see that the VFS write distributions are significantly

different, while the overall amount of data VFS written is exactly the same.

These workload runs achieve a similarity of 95%, with the breakdown by component shown in

Table 5.1. We see that the most different component is the median VFS write size, followed by the

percentage of random BIO reads.

Component Weight UNET3D MLPerf Storage Difference

Number VFS reads 2 80745 80960 0.27 %
Amount of data VFS read (B) 2 1,165,694,431,611 1,258,810,223,064 7.99 %
Number unique files read * 2 420 336 -20.0 %
1st quartile of VFS read size (B) 2 672.0 968.0 44.05 %
median of VFS read size (B) 2 4096.0 4096.0 0.0 %
3rd quartile of VFS read size (B) 2 4096.0 4096.0 0.0 %
Number BIO reads 2 118021 126713 7.36 %
Amount BIO read (B) 2 30,523,412,480 32,640,921,600 6.94 %
Random BIO reads (%) 2 2.57 10.53 309.17 %
Sequential BIO reads (%) 2 97.43 89.47 -8.17 %
Amount BIO read / Amount VFS read (%) 2 2.62 2.59 -0.97 %
Number VFS writes 1 230 220 -4.35 %
Amount of data VFS written (B) 1 499,153,191 499,153,191 0.0 %
Unique Data Files Written 1 1 1 0.0 %
1st quartile VFS write size (B) 1 1280.0 1280.0 0.0 %
Median VFS write size (B) 1 3904.0 110267.5 2724.47 %
3rd quartile VFS write size (B) 1 1769472.0 4084327.5 130.82 %
Number BIO writes 1 2091 1900 -9.13 %
Amount BIO written (B) 1 487,636,992 496,320,512 1.78 %
Similarity 0.95

Table 5.1: Individual components of the similarity measure for UNET3D and the benchmark
emulation. * The 20% difference in number of unique files read is due to a name conflict between
the cases of the training and evaluation dataset in the benchmark.

We see that the workloads both requested around 1.2 TB of data from the file system, with the

benchmark requesting around 8% more. This is in-line with the size of the dataset and the number

of epochs, that is we would expect around 50 epochs ∗ 29 GB = 1.45 TB of data requested overall

(assuming the evaluation set is read in every epoch, which it is not). We see that only around 2.5
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% of these VFS reads had to go to storage, and thus the total amount of data requested from the

storage is only around 30GB, the approximate size of the dataset.

Overall, most components are within 10% of each other though a few stand out. Among the most

differing values, the median and 3rd quartile of VFS write sizes stand out, with the benchmark’s

value being 27 times and twice higher. The next most differing component is the percent of random

BIO reads with the benchmark showing around 3 times as much as the original workload.

Finally, we note that while the number of VFS writes are close, the difference is higher for the

number of BIO writes. The fact that the overall amount of BIO written data is also very similar

indicates that the benchmark’s VFS writes seem to split into a smaller number of larger BIO writes.

A keen eye will notice that the total amount of data written at the block level is slightly less than

the amount of data written at the VFS level. We chalk this difference up to the asynchronous nature

of BIO writes. Since checkpointing occurs at the very end of training, it is likely that the workload

and tracing stops before all the writes have been flushed to disk.
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GPU Usage: Traces: Timeline:Legend:

BERT

Figure 5.8: Trace visualization of a BERT workload run using 8 GPUs, a per-GPU batch size
of 6. The workload trains for a total of 2,400 steps, checkpointing at the start and at the end.
Additionally, we run a separate evaluation run of the program for 100 steps at the end.

5.2 BERT

5.2.1 Workload high-level traces

Figure 5.8 shows the traces of a typical BERT run, using 8 GPUs and a per-GPU batch size of

6, the largest our GPUs would allow. Here we see that both the GPU processing and framebuffer

memory use are kept at their maximal values for almost the entirety of training, lest an initialization

period at the start, though we know the framebuffer use is due to the way TensorFlow [66] manages

accelerator memory.

We observe regular reading at the VFS and BIO levels, with seemingly more activity at the BIO-

level. That is, we see some BIO reads unaccompanied by VFS-level reads, which can be explained by

prefetching. In the raw trace data, we indeed see prefetching occurring. VFS reads trigger additional

asynchronous BIO reads to subsequent sectors. Eventually, VFS and BIO reads separate, indicating

that data is returned from the page cache. The workload’s data demand regularly catches up to

prefetching however, and reads overlap again. Interestingly, some VFS calls which should return

cached data still show high latencies.

We also see heavy writing activity during checkpointing. Again inspecting the traces reveals

interesting behaviour. Even though the model checkpoint file is around 4GB, each worker writes

out its own file of this size, before they are merged into a single file. An initial attempt to emulate

the checkpointing behaviour left us with very large differences in total amount of bytes written and
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hinted the checkpointing behaviour to us. Additionally, visualizing the traces in a disaggregated

way, showing the trace visualization for individual PIDs also shows each worker writing significantly

during checkpointing.

5.2.2 Instrumentation

Step Breakdown

Figure 5.9 shows the breakdown of a training step for BERT. We see that the overall step time is

very much dominated by the computation time, with data loading being negligible in comparison.

We observe linear scaling of the computation time with the batch size, and very slight increases

with the number of GPUs. Data loading does not seem to show a correlation with either batch size

or number of GPUs.

Figure 5.9: BERT training step time breakdown. Median values shown, with a fill between the 1st

and 3rd quartiles. Given the difficulty of instrumenting TensorFlow tf.estimator code, we do not
have a further breakdown of computation like we do for the other workloads.

Based on this data, we fit the following linear regression model between the computation mean

time and standard deviation and the number of GPUs and batch size for our machine (R2 of 0.99

and 0.64).

Mean = 6.228 ∗ 10−3 ∗NumGPUs+ 1.17 ∗ 10−1 ∗BatchSize− 3.294 ∗ 10−1 (5.3)
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Std = 4.484 ∗ 10−3 ∗NumGPUs− 1.283 ∗ 10−3 ∗BatchSize+ 9.669 ∗ 10−3 (5.4)

For this workload, evaluation performs the same computation as the training forward pass, and

we opt to approximate it with the same equations. This will be an overestimation since the backward

pass and weight update are not performed but we do not expect the difference to be significant in

the benchmark, given that it is primarily concerned with emulating training.

Latencies and Throughputs

BERT
File System

…

Compute latency

Data loader 
thread

GPU-bound 
process …

Data throughput = batch_size / Data latency

Compute throughput = batch_size / Compute latency

Data latency

batch_size samples 
read from disk

Figure 5.10: Diagram of BERT’s estimated data loading, obtained from analyzing TensorFlow
profiler traces.

Figure 5.10 shows BERT’s estimated data loading process. The data loading mechanism is estimated

due to low visibility into Tensorflow’s inner workings; we have had to make some assumptions. The

Tensorflow profiler traces show the functions executed in CPU and GPU threads. We consider the

time between the start of IteratorV2 and the return of IteratorGetNext to be the data latency for

BERT. Since in practice the data loading seems to be fully overlapped by computation, we consider

the time of the full step to be the computation time. We confirm this by comparing traces where an

explicit prefetch() operation has been added and observing no difference in latency, throughput

or qualitative appearance of the traces. We do not define a synchronous VFS access latency for

BERT as it is unclear which events would correspond to it.
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B) Gen
N=1

A) BERT
N=3

C) MLPerf Storage
N=2

Figure 5.11: Data and Compute Throughputs measured from the TensorFlow Profiler step traces
across batch sizes and number of GPUs for A) the real BERT workload, B) the generated data runs
and C) the MLPerf Storage benchmark emulation. N denotes independent sets of runs. 47
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Figure 5.11 shows the measured throughputs obtained across various experimental runs. For

BERT, since we cannot insert arbitrary statements in the training loop, we are unable to get as

detailed a view as for the other workloads, nor run all the same experiments. For example, placing

a sleep() statement in the model code does not work. The function is removed when TensorFlow

compiles the model to a graph before running. Similarly, we do not have access to explicit read()

calls from the application and are unable to get the VFS throughput for BERT.

Nevertheless, we are still able to generate a synthetic dataset and train the workload using it.

The results of this experiment are almost indistinguishable from the original workload. Both are

able to obtain data throughputs between 10,000 and 50,000 depending on the batch size, with no

plateauing in sight. Their computation throughput similarly show the same kind of curve, starting

at slightly above 2 samples per second with a batch size of 1 to around 5.5 with a batch size of 6.

The Compute throughput does seem to approach a horizontal asymptote, though we cannot test

this using the original workload due to running out of GPU memory.

Looking at the MLPerf Storage benchmark now, we see that it also manages to successfully

recreate the compute throughput of the original workload, indicating that the sleep time relation-

ships are accurate. On the other hand, it completely fails to recreate the data throughput, obtaining

a value consistently 5 times lower for any batch size. The same linear relationship between batch

size and throughput hold for the benchmark however.
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GPU Usage: Traces: Timeline:Legend:

A)

B)

Figure 5.12: Trace visualizations of A) BERT and B) the MlPerf Storage Benchmark emulation.

5.2.3 Benchmark Tracing and Similarity

We now qualitatively compare the trace visualizations for the reference BERT workload and the

equivalent benchmark run.

Visually, the most striking difference is the sparser trace data for the benchmark which could

indicate a lower number of operations, or faster completing operations (at the scale at which we

are plotting these traces, short events end up with a width of less than a pixel and do not show

at all). For the events we do see, the general pattern seems to match the original workload, with

some bursts of longer calls, though they also look shorter than the original’s. Additionally, we see

that the overall training time is around 5 minutes longer for the benchmark, indicating that the

sleep time equations may have overestimated the sleep time for this run. The write activity during

checkpoint looks very similar.
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We quantify the similarity of these two runs and obtain a score of 96%, with the components

broken down in Table 5.2. The VFS read behaviours of the two runs are virtually identical, with

only slight differences in the number of reads, and number of files read from the benchmark.

On the other hand, the VFS writes again vary substantially, the most different component being

the median VFS write size, which is about 33 times larger in the benchmark indicating that its VFS

writes are done in larger chunks than the original workload. The second most different component

is the number of unique files written, 50 for the original workload vs. 16 for the benchmark.

In addition, as a group the BIO reads seem to be significantly different, with the benchmark

showing 6.11 % less operations, reading 70 MB less overall and in a more random manner. The

benchmark also seems to make better use of caching, with about 13% less data being read from

storage than requested from the file system, whereas the original workload actually reads more data

from storage than requested.

Component Weight BERT MLPerf Storage Difference

Number VFS reads 2 1416 1375 -2.9 %
Amount of data VFS read (B) 2 358,804,912 360,448,000 0.46 %
Number unique files read 2 195 193 -1.03 %
1st quartile of VFS read size (B) 2 262144 262144 0.0 %
median of VFS read size (B) 2 262144 262144 0.0 %
3rd quartile of VFS read size (B) 2 262144 262144 0.0 %
Number BIO reads 2 2683 2519 -6.11 %
Amount BIO read (B) 2 383,926,272 313,495,552 -18.34 %
Random BIO reads (%) 2 69.25 86.58 25.03 %
Sequential BIO reads (%) 2 30.75 13.42 -56.36 %
Amount BIO read / Amount VFS read (%) 2 107.0 86.97 -18.72 %
Number VFS writes 1 18624 15392 -17.35 %
Amount of data VFS written (B) 1 64,751,582,944 64,555,412,992 -0.3 %
Unique Data Files Written 1 50 16 -68.0 %
1st quartile VFS write size (B) 1 4096 4096 0.0 %
Median VFS write size (B) 1 12288 4090736 33190.49 %
3rd quartile VFS write size (B) 1 8384512 8384512 0.0 %
Number BIO writes 1 219,012 248,983 13.68 %
Amount BIO written (B) 1 57,171,083,264 64,456,413,184 12.74 %
Similarity 0.96

Table 5.2: Individual components of the similarity measure for BERT and the benchmark emula-
tion.
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GPU Usage: Traces: Timeline:Legend:

DLRM

Figure 5.13: Trace visualization of a DLRM workload run using 8 GPUs and a global batch size
of 32,768. The workload trains for 32,768 steps total, performing 4,096 steps of evaluation every
16,384 training steps and checkpointing right after.

A point that could be of importance in explaining these differences is the use of different major

versions of TensorFlow between the original workload and the benchmark. BERT’s original code

is relatively old and uses version 1 of the framework, while the benchmark implementation is more

recent and has switched to version 2. It could be that prefetching behaviour has changed in version

2, and is performed in a more beneficial manner for the workload, issuing less but more successful

prefetch operations, as illustrated by the lower percentage of VFS that go to storage. Thus, for the

same amount of data read at the VFS level, less is read at the BIO level. This would explain the

smaller number of BIO reads, the 70MB BIO read difference, and the lower fraction of sequential

reads observed in the benchmark, considering prefetching is done sequentially.

5.3 DLRM

5.3.1 Workload high-level traces

Figure 5.13 shows a typical run of DLRM using 8 GPUs and a global batch size of 32768. It

trains for 32,768 steps in total, performing 4,096 steps of evaluation every 16,384 training steps and

checkpointing thereafter.

We first observe that the GPUs are nowhere near 100% utilization, for both processing and

framebuffer memory use. Indeed, this workload is not as computationally intensive as the others,

with relatively smaller neural networks and embedding table operations which are really just table
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lookups. In experiments, we observe an increase in GPU processing as we increase the batch size up

to the maximum of 2M, which increases the number of operations performed in the network. The

memory usage also increases with batch size, until we eventually run out of memory with 8 GPUs

above 2M. If we were to increase the embedding table dimension, we would also see an increased

memory usage as the larger tables require more space on the GPUs.

At the trace level, we observe BIO-level reads under VFS reads for the entire duration of training,

indicating the storage is being hit and that there is little caching occurring. This was expected since

the training dataset is too large to fit in memory, and we do not train for a full epoch anyway. Making

things worse, DLRM shuffles its training data by reading from a random offset into its training file,

losing the benefits it could gain from any kind of FS level prefetching. Since this run did not read

enough data to saturate our machine’s main memory, we do observe the caching of the evaluation

set, which provides a small speedup and more stable GPU utilization.

We can observe periodic drops in GPU computation, occurring approximately every 30 seconds.

These drops correspond with periods of longer lasting VFS and BIO reads. Looking into the trace

data, we discovered that indeed, BIO reads periodically exhibit two orders of magnitude longer

latencies for the same request sizes. Since DLRM’s data loading is synchronous, this causes a drop

in GPU processing. This behaviour seems to be an artifact of our machine’s drive, a RAID drive.

Perhaps it performs some periodic checks that conflict with these reads and reveals itself under

regular and sustained load. No concurrent reading or writing to this drive was observed system

wide during these experiments.

DLRM would benefit from a better shuffling mechanism. For example, TensorFlow’s shuffle()

buffers used in the BERT input pipeline take a more efficient approach, by reading more data from

disk and shuffling the samples in memory. Of course, the shuffling provided is "lesser" in the sense

that we would not pick randomly from the whole dataset, but from sequential ranges of the input

file. Perhaps a hybrid approach could be taken to read in large chunks at random offsets and shuffle

from memory. On our machine at least, DLRM would avoid the periodically long BIO reads and

resulting drops in GPU computation, offering better utilization overall.
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5.3.2 Instrumentation

Step breakdown

DLRM

Figure 5.14: DLRM training step time breakdown. Median values shown, with a fill between the
1st and 3rd quartiles. The top row shows the overall step and a breakdown in its data loading and
computation components. The bottom row shows a further breakdown of the computation into its
sub-components. Data aggregated from 3 independent sets of runs. Note the logarithmic x-axis,
with batch sizes doubling each time. The 1 GPU jobs run out of memory with 128k batch size.

Figure 5.14 shows the breakdown of a DLRM training step into its components. This time, we

do not have a "load to GPU" time, as the batches are never simply sent to the GPUs but instead

split into categorical features, sent to GPU holding the correct embedding table, re-assembled and

distributed to all GPUs for the model-parallel part of a step.

Overall, we find that the data loading time is responsible for about 10% of the overall step time.

Additionally, we see that the computation time depends on both batch size and number of GPUs.
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Since the x-axis is logarithmic, the exponential looking curves indicate linear relationships. The

further breakdown of the computation on the second row of Figure 5.14 shows that the various

components of computation do not scale the same way with increasing batch size and number of

GPUs. The forward pass is responsible for the majority of the computation time, about 80%.

We notice that as the number of GPUs increase, so does the step time. Thus, for a given batch

size, the more GPUs we add, the longer each step will take. This step time increase is most likely

due to the extra communication overhead necessary given the model-parallel distribution. The

exception to this pattern is the 4GPU case, which crosses over the other curves around batch sizes

of 16,384 and 32,768 and achieves minimal latencies thereafter. The 4GPU case could represent an

optimal configuration on our machine, given the way the GPU communication network is setup.

Using the instrumented runs, we are able to derive the following linear relationships for compu-

tation time mean and standard deviation (with R2 of 0.95 and 0.71), given a batch size and number

of GPUs.

Mean = 6.311 ∗ 10−3 ∗NumGPUs+ 1.475 ∗ 10−6 ∗BatchSize− 3.612 ∗ 10−3 (5.5)

Std = 3.289 ∗ 10−4 ∗NumGPUs+ 6.447 ∗ 10−8 ∗BatchSize− 1.446 ∗ 10−3 (5.6)

For this workload, evaluation performs the same computation as the training forward pass, and

we opt to approximate it with the same equations. This will be an overestimation since the backward

pass and weight update are not performed.
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Latencies and Throughputs

DLRM

Main
process

File System

…
Compute

VFS latency

Data latency

Compute latency

PreprocLoad batch

Data throughput = batch_size / Data latency

Compute throughput = batch_size / Compute latency

VFS Throughput = batch_size / VFS latency

Figure 5.15: Diagram of DLRM’s data loading and instrumentation measures. In this case,
batch_size samples are read directly from a file on disk and pre-processed as one before be-
ing sent to the model for computation. There are no parallel data loading workers so data loading
is synchronous to computation.

We diagram DLRM’s data loading mechanism in Figure 5.15. DLRM uses a single data loader

for all accelerators and makes no use of parallel data loading or prefetching. Hence, we have a

simplified mechanism in this case with the data loading and preprocessing occurring synchronously

with computation. Additionally, instead of loading individual samples from the file system like

UNET3D, DLRM reads a whole batch from the training data file at once, thus performing a single

I/O operation each step. In this case, the data latency includes the VFS latency, as well as the

preprocessing.
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D) MLPerf Storage
N=3

B) Generated
N=5

A) DLRM
N=5

C) Sleep
N=3

Figure 5.16: Data, VFS and Batch Preprocessing latencies across batch sizes and number of GPUs
for A) the real DLRM workload, B) the generated data experiments, C) the sleep experiments and
D) the MLPerf Storage benchmark. Median values with inter-quartile fill. N denotes independent
sets of runs.
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D) MLPerf Storage
N=3

B) Generated
N=5

A) DLRM
N=5

C) Sleep
N=3

Figure 5.17: VFS, Data and Compute Throughputs measured across batch sizes and number of
GPUs for A) the real DLRM workload, B) the generated data experiments, C) the sleep experi-
ments and D) the MLPerf Storage benchmark. Median values with inter-quartile fill. N denotes
independent sets of runs. The full inter-quartile range is not shown in A) for visibility.
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Looking at the latencies in Figure 5.16 and the throughputs in Figure 5.17 we can again study

how a generated dataset and a sleep time affect the workload.

For the original, generated data and sleep runs of both figures, we see that the median latencies

and throughputs are all very similar. This does not hold for the benchmark starting at batch sizes

of 16k and up. Like for the other two workloads, we see that the data throughput is reduced,

achieving only around 2.5M samples/second for the highest batch size, versus 5M samples/second

for the original workload.

The VFS latency also shows some unexpected behaviour between the real and generated data

runs, where even though the median values are in line with each other, the variation is larger for

the original workload and tend towards shorter latencies. We observe a similar variation in the

preprocessing latencies. We could not think of a reason why this would be the case considering how

the synthetic data was generated. This patterns persists through multiple independent runs of the

experiments. Recall from Figure 5.15 that for DLRM, the VFS latency (batch reading) and batch

preprocessing occur synchronously, and sum up to the data latency.

Looking at the compute throughput now, we see that they are virtually identical for the real

and generated data, showing that it does not impact computation. We observe a difference when

compared to the sleep and benchmark however (which both use the sleep time derived from Equa-

tion 5.5 and Equation 5.6. It seems the original DLRM shows increased compute throughput for

the 4 GPU setting, with the curve rising above all others for batch sizes above 16k. Using the sleep

times formula however, the curves become more "orderly". Except for the 4 GPU case however, we

see that the generated sleep times approximate the behaviour of the original, seemingly reaching an

asymptote around 600,000 samples/second.
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5.3.3 Benchmark Tracing and Similarity

GPU Usage: Traces: Timeline:Legend:

A)

B)

Figure 5.18: Trace visualizations of A) DLRM and B) the MlPerf Storage Benchmark emulation.

We now take a look at a visual comparison of traces from DLRM and its MLPerf Storage benchmark

implementation. Here we are relieved to observe the same pattern of periodically longer BIO reads

as for the original, indicating that it does seem to be an artifact of the storage system of our machine,

and confirming that we are able to recreate the load accurately with the benchmark. The general

structure of the workload seems to be followed through training, evaluation and checkpointing, and

the two runs complete in similar amounts of time, though DLRM is around 5 minutes faster.

Quantitatively, these two runs achieve a similarity of 98 %, broken down in Table 5.3. We see

that both the VFS and BIO read components are all within approximately 5% of each other, with

neither workload showing any kind of caching. Interestingly, the BIO reads show up as mostly

sequential, whereas we would expect them to be mostly random, based on the way shuffling is done

through random file offsets. By looking at the raw trace data however, we see that in practice, the

VFS reads get broken up into a series of sequential BIO reads. For example, for this particular

trace, the VFS reads in 5,242,880B chunks from the file, that get broken up into twenty 262,144B

reads at the BIO level, explaining the higher percentage of random reads.
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Once again, the VFS write distribution is the source of most of the differences, with the median

write size being 280 times larger in the original workload compared to the benchmark. The difference

in number of unique files written to is however explained by the benchmark using two different

filenames for its checkpoint file while the original workload overwrites the previous checkpoint.

Component Weight DLRM MLPerf Storage Difference

Number VFS reads 2 36867 36862 -0.01 %
Amount of data VFS read (B) 2 182,546,595,840 173,140,213,760 -5.15 %
Number unique files read 2 2 2 0.0 %
1st quartile of VFS read size (B) 2 5242880 5242880 0.0 %
median of VFS read size (B) 2 5242880 5242880 0.0 %
3rd quartile of VFS read size (B) 2 5242880 5242880 0.0 %
Number BIO reads 2 698019 682428 -2.23 %
Amount BIO read (B) 2 182,963,814,400 178,359,902,208 -2.52 %
Random BIO reads (%) 2 5.46 5.29 -3.16 %
Sequential BIO reads (%) 2 94.54 94.71 0.18 %
Amount BIO read / Amount VFS read (%) 2 100.23 103.01 2.78 %
Number VFS writes 1 106 135 27.36 %
Amount of data VFS written (B) 1 54,871,274,798 54,258,333,122 -1.12 %
Unique Data Files Written * 1 1 2 100.0 %
1st quartile VFS write size (B) 1 7348 7348 -0.01 %
Median VFS write size (B) 1 2097216 7446 -99.64 %
3rd quartile VFS write size (B) 1 825,041,024 724,178,468 -12.23 %
Number BIO writes 1 206960 204929 -0.98 %
Amount BIO written (B) 1 54,230,310,912 53,688,725,504 -1.0 %
Similarity 0.98

Table 5.3: Individual components of the similarity measure for DLRM and the MLPerf Storage
benchmark emulation. * The original workload overwrites the previous checkpoint file, while the
benchmark writes two different ones.
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6
Discussion

Since workload-specific discussions of results were included in the previous section, we focus here

on presenting more general discussion, curious things uncovered, recurring motifs, limitations and

possibilities for future work.

6.1 Sleep Times Derived

As noted in the benchmark methodology, the computation time measurements and derived relation-

ships represent only the accelerators we used, namely NVIDIA V100 GPUs with 32GB of memory.

As such the benchmark can only be taken to realistic emulate these and new measurements should

be taken to emulate other accelerators. One could however, play with the relationships derived here

and decrease or increase the coefficients to emulate relatively more/less performant accelerators.
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6.2 Timelines

Anecdotally, and as evidence of the usefulness of system-level profiling, earlier versions of the

UNET3D timeline visualizations Figure 5.1 allowed us to detect a bug in the MLPerf Training

reference implementation. Contrary to expectations, we were seeing continued BIO reads up to the

fourth epoch and more, indicating that all training cases were not being seen during the first epoch.

Further investigation, revealed that the data was not getting properly sharded between workers

due to an improper seeding of the DistributedSampler, where each worker was initialized with a

different seed. The seed must be the same for each worker to guarantee an exclusive split, and this

was not the case 6

Regarding the periodic drops in GPU computation seen in Figure 5.1 caused by the data loader

resetting every epoch and needing to wait for their first batch to assemble, in this case it is flagrant

due to the small amount of global steps performed, but may not matter much for longer workloads.

Nonetheless, overlapping the assembly of the first batch of an epoch, with processing the last batch

of the previous one, might significantly increase GPU utilization in this case. It is important to seed

the distributed sampler differently every epoch. But perhaps this could be streamlined by passing

in a sources of seeds and implementing something like a repeat() and shuffle() transformations

from Tensorflow, allowing the dataset to repeat indefinitely while begin shuffled in memory.

An interesting phenomenon that appeared through the trace visualizations was the periodically

longer BIO reads. These can be seen in both the DLRM and to a lesser degree, the BERT traces.

We have hypothesized that they are an artifact of our machine’s specific drive, but it would be

interesting to prove this, by running similar traces using a different drive or a different machine,

and studying the inner workings of the machine’s drive to look for an explanation. What we seem

to see here is that, under a sustained and sufficiently intensive read workload, the pattern seems

to appear. Additionally, as a note of data processing caution, these BIO calls are all in the 99th

percentile of latency and as such would not show up if we were to remove them as outliers, as was

done in previous versions of the plots.
6A pull request was opened to fix this bug at https://github.com/mlcommons/training/pull/625 but has not

yet been merged at the time of writing.
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6.3 Notes on Instrumentation

Regarding UNET3D’s training step breakdown in Figure 5.2, we originally expected the backward

pass to be responsible for most of the computation latency, as it requires an all-reduce on the model

parameters between all accelerators and a broadcast of the averaged gradients. For reference, the

"Cumulative loss" step performs an all-reduce as well and is the longest part of the computation.

However, PyTorch DistributedDataParallel optimizes the backward pass by synchronizing the

gradients in "buckets" as soon as they are calculated [59].

UNET3D’s 4 order of magnitude increase in median preprocessing latency Figure 5.5 when

training on generated data was also very surprising to us. Considering the dimensions and range of

values of the synthetic data follow similar distributions as the original dataset, we hypothesize that

it must be the distribution of pixel values that are causing it. Our values were uniformly generated

from the observed value range. But if we were to view such an image, it would look purely like white

noise. On the other hand, a real picture’s pixel values are not uniformly random. A real image has

structure, with large clusters of neighbouring pixels contained within small ranges of values. Further

instrumentation work could be done to investigate exactly which of the preprocessing operations

cause the increase, and to see if a relationship can be derived.

The role of batch size and number of distributed accelerators used have on model training con-

vergence and accuracy is non-trivial and much work has been done to investigate their relationship

[8, 34, 45, 65], so in practice some of the tested batch sizes may not be relevant to practitioners, at

least probably not without changing other parameters in tandem. Unlike an end-to-end benchmark

like Fathom [6], we did not concern ourselves with model accuracy at the end of the training process.

The benchmark implementations of UNET3D, BERT and DLRM at high batch sizes all show a

substantial decrease in data throughput when compared to the original workload. We could not find

an explanation for this. A first hypothesis was that the extra layers of abstraction in the benchmark

were responsible. Indeed, the dataloaders are wrapped in Python generators, but instrumenting at

lower levels revealed this only accounted for a very small difference. It seems instead that there

could be some non-obvious multi-processing effects occurring. Some circumstantial evidence for this

possibility are the unexpected effects of removing the "Cumulative loss" from UNET3D Figure A.1.
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On that note, the effect of removing the cumulative loss is very puzzling and reveals that behind

the seemingly simple PyTorch training loop, a lot of complexity is hidden and unforeseen interaction

effects like this can arise. Unfortunately, we did not have time to investigate this strange behaviour.

Future work could investigate this and attempt to understand the root cause of this by analyzing

the PyTorch source code.

We note that for UNET3D and BERT, the data loading latency and throughput are not really

material to the I/O loads, as data loading is done in parallel to training. We posit that as long as

the VFS throughput and the compute throughput are similar between the benchmark and the real

workloads, as they are, then the result will be similar which the similarity metric results confirm.

Due to the time required to perform these experiments, we only have a few full sets of instru-

mented runs across the batch size and number of GPU configurations so perhaps we do not have

enough data to fully iron out the natural variability in server states at the time of tracing, though

care is taken to ensure we have exclusive access to run these experiments however, and the individ-

ual runs align with each other. Given more time, collecting more of each run would allow to really

solidify the existence of these patterns.

6.4 Notes on the Similarity Metric

Differences in checkpointing behaviour is a recurring theme across all workload emulations and

are due to the way checkpointing was implemented in the benchmark. The benchmark naively

implements checkpointing by writing a file of the correct size, evidenced by the amount of data

written being the same. However, in the real workloads, the framework write out their checkpoints

in a much more complex manner, sometimes writing and combining multiple files, and writing out

parameter values in organized sections, leading to vastly different writing patterns. The upside of

not using the framework facilities for checkpointing is that the benchmark does not need to construct

the model in memory, which could be a limiting factor while testing.

A middle ground was reached here where the naive checkpointing behaviour of the benchmark

was modified and broken up into multiple smaller writes. While an attempt was made to follow the

same distribution as the real workload, it did not follow any obvious statistical distributions known

to us. Thus the writing patterns tend to be different.
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For the most accurate emulation, future work could look into defining a probability density

function using the median, 1st and 3rd quartiles. With it we could generate the correct distribution

of writes for checkpointing.

Other observed differences to not yet have an explanation. For example, the higher number of

BIO reads seen in Table 5.1 remains a mystery at the time of writing, with no obvious reason why

the benchmark would exhibit this behaviour, though it is consistent across runs.

Overall the concept of comparing the traces of workloads is interesting. Both [21] and [6] employ

cosine similarities and we followed the example, but a search of the literature indicates that not

much work has been done in this domain. Future work could explore other ways to measure the

similarity of traces. One idea that was not explored could be to use radar charts [69], with a different

scale along each axis to account for the widely different ranges of values for each component, and use

the overlapping area between two workloads as a measure. This has the advantage of an intuitive

visualization as well.

6.5 Usage of the Benchmark and Future Directions

This work was not done in a vacuum and the MLPerf Storage team has been busy interacting with

industry practitioners and stakeholders to gather feedback and release v0.5 of the benchmark as a

preview package. Some of the developments presented in this work are not merged with the master

branch of the tool, and may never be. Notably the checkpointing behaviour was implemented in an

ad-hoc manner as the similarity metric results showed large discrepancies in writing behaviour.

Since so much time was spent analyzing and developing the benchmark, less effort has been made

in demonstrating its usage. The tool can be used to extrapolate the I/O behaviour of workload

configurations which cannot be actually run on a given machine. One such example of this is present

in Figure 5.17 where the MLPerf Storage compute throughput plot shows values for the 1 GPU,

128k batch size, a configuration which would run out of memory if the real workload was used.

Given more time, exploring the throughput asymptotes that seem to appear at the edges of the

plots would be interesting.

Additionally, it was reported by MLPerf Storage working group members that modern commer-

cial storage systems would not experience much difficulties in reaching the necessary throughput to
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feed either one of these workloads alone. Thus, future work could use the benchmark to emulate

multiple workloads running concurrently and effecting combined load on a storage system. This can

be done in multiple ways:

• Scaling up a single workload to multi-node. In this work, we only considered the case of a

workload training on a single node. However, large models are routinely trained on entire

clusters with dedicated storage nodes. The benchmark can already run in multi-node setting

thanks to its use of MPI to emulate accelerators, but the realism of such a workload has not

been proven empirically. Especially interesting will be studying the inter-nodal communication

and how it scales as the number of node grows. A parameter to scale model size, which will

determine the amount of data shared between nodes for gradient reduction could also be worth

exploring. Additionally, cluster storage nodes often have multiple network interfaces whose

bandwidth is lower than the storage system’s. Thus, the cluster setting will be essential in

truly testing the capacity of modern storage nodes.

• Multiple instance of a single workload. These instance can share the same dataset and rep-

resent a hyper-parameter search scenario, where optimal values for batch size, model dimen-

sions, number of layers, etc. are searched. As noted in [48], these types of jobs often perform

much unnecessary work and much better performance can be achieved by implementing smart

caching mechanisms. This benchmark could be used to test these solutions.

• Different workloads training at once. This setting would replicate a multi-tenant or shared

node with many different jobs running concurrently. There are many interaction effects to

analyze, obtained by overlapping the training jobs differently. In this context, workload aware

scheduling algorithms could be explored to optimize resource use.

Finally, work has already started in our group looking more closely at the preprocessing part of

data loading pipelines. In the context of Deep Learning, an I/O benchmark is incomplete without

the associated preprocessing, which constitutes the second and sometimes most computationally

intensive part of the input pipeline, responsible for causing the stalls in data loading [48, 49]. A

preprocessing benchmark would be targeted at the data loading servers’ CPU and memory capacity

however, in addition to the storage system.
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7
Conclusion

In this work, we explored the I/O patterns of three DL training workloads from various domains

and with very different dataset characteristics. We traced and instrumented them, visualizing

their I/O patterns at a high-level, and deriving relationships for the model computation time with

respect to batch size and number of accelerators. Depending on the model’s architectural details,

computation time was shown to scale with batch size and the number of accelerators used.

After confirming that replacing the model computation with a CPU sleep() and that training

on synthetically generated data did not significantly modify the I/O behaviour of the workloads,

we implemented their emulations in the MLPerf Storage benchmark and quantified its similarity to

real workloads, achieving scores of 95% or above for all.

It is our hope that the benchmark will be useful to storage system researchers and developers,

cluster architects and other professionals to test their solutions under realistic loads generated by

these three training workloads.
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A
Appendix

1def num_ranseq_accesses(trace):
2 random = 0
3 seq = 0
4 dic = {} # map of (PID, sector)
5

6 for row_data in trace:
7 pid = row_data['PID']
8 sector = row_data['SECTOR']
9 sz = row_data['BYTES'] / 512 # Get the operation size in 512B sectors

10

11 if pid not in dic:
12 dic[pid] = sector+sz
13 random += 1
14 else:
15 # If the current operation starts at the same sector
16 # as the previous one by the same PID ended, it is sequential
17 prev = dic[pid]
18 if prev == sector:
19 seq += 1
20 else:
21 random+=1
22 dic[pid] = sector+sz
23

Listing A.1: Our algorithm to count the number of random and sequential accesses in the block
level trace.

73



Appendix A. Appendix

Figure A.1: Step breakdown after removing the "Cumulative loss" step from the training code.
The instrumentation becomes erroneous as the individual components do not sum up to the total
computation time. We still see the Cumulative loss as a component because we kept a timer around
the commented out statement to show that it is reduced to almost nothing.

Figure A.2: All UNET3D computation time distributions with fitted normal distributions.
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MLPerf Storage 
(no preproc)

MLPerf Storage 
(preproc)

Figure A.3: Effect of simulating preprocessing by an extra sleep time in the dataloader.
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Figure A.4: All DLRM computation time distributions with fitted normal distributions.
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Figure A.5: All BERT computation time distributions with fitted normal distributions.
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