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Abstract

This thesis considers the design of receivers for multi-user communication systems
based on asynchronous direct-sequence code-division multiple-access (DS-CDMA).
Its primary aim is to improve current receiver designs which exhibit shortcomings in
systems using long sequence spreading (where the spreading sequence changes with
each consecutive bit). The conventional matched filter (MF) and noise-whitening
MF (NWMF) receivers incur a degradation in performance under power-imbalance
(near-far like) conditions. Similar to that of the conventional MF (CMF), the near-
far resistance of the NWMF is shown to be zero. Other receivers, including multi-
user receivers, suffer from either incompatibility or excessive complexity under long
sequence spreading.

Motivated by the need for low-complexity receivers compatible with long sequence
spreading, the thesis investigates the design of linear time-invariant (LTI) filters which
maximize the signal-to-noise ratio (SNR) for bit symbol detection. It develops the
chip-delay locked MF (CLMF) which requires the knowledge of interferer chip delays
and signal powers; knowledge of their spreading sequences is unnecessary. Moreover, it
takes advantage of the observation that multiple-access interference (MAI) is generally
neither white nor stationary, but cyclostationary. Analysis of the CLMF demonstrates
that it can deliver non-zero near-far resistance along with performance beyond that of
the CMF and NWMF. Furthermore, the computation of the filter response is required
only when an interferer signal parameter changes. The complexity of the computation
grows linearly with the number of interferers. In addition, insight and directions are
presented for the development of adaptive versions of the CLMF which eliminate the
need for interferer signal parameters altogether.

Based on the same approach used to develop the CLMF, the thesis presents a
general framework from which other one-shot linear detectors can be derived. With
increasing knowledge of interferer signal parameters, this approach can synthesize the
NWMF, the one-shot linear minimum mean squared error (MMSE) detector and the
one-shot decorrelator. Furthermore, the limiting forms of the NWMF and CLMF
in the absence of background additive white Gaussian noise (AWGN) are shown to
be, respectively, an inverse chip filter followed by a despreading filter (or correlator)
and a decorrelator-type CLMF. The thesis also examines how additional knowledge of
interferer phase-offsets, the presence of intersymbol interference (ISI) and the presence
of both unlocked and chip-delay locked interferers affect filter design.
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Sommaire

Cette thése porte sur la conception de récepteurs pour les systémes de communica-
tions asynchrones & usagers-multiples utilisant ’accés multiple a répartition par code
(AMRC) a séquences directes. Son but principal est d’améliorer la conception des
récepteurs actuels possédant les faiblesses inhérantes aux systemes utilisant de longues
séquences pseudo-aléatoires (ou l’étalement spectral pour chaque bit consécutif n’est
pas fait par la méme séquence). Les récepteurs basés sur le filtre adapté conventionel
(CMF) et sur le filtre adapté qui rend le bruit blanc (NWMF) ont une dégradation en
performance causée par les différences entre les puissances des signaux (le probléme
proximité-éloignement). Il est démontré que, comme celle du CMF, la résistance au
probléme proximité-éloignement du NWMF est égale a zéro. Les autres récepteurs,
incluant les récepteurs a usagers-multiples, sont soit trop complexes ou incompatibles
lorsque de longues séquences sont utilisées.

Motivé par le besoin de récepteurs de faible-complexité compatibles avec de longues
séquences, cette thése étudie la conception des filtres linéaires invariant dans le temps
qui maximisent le rapport signal-a-bruit (RSB) pour la détection de bits. Le filtre,
qui maximise le RSB avec la connaissance des délais de “chips” et des puissances des
signaux des autres usagers, est développé et présenté; la connaissance des séquences
pseudo-aléatoires des autres usagers n’est pas nécessaire. Ce filtre, dénommé CLMF,
profite du fait que l'interférence d’acces multiple n’est générallement ni blanche ni sta-
tionnaire, mais stationnaire-cyclique. L’analyse du CLMF démontre que sa résistance
au probléme proximité-éloignement peut étre différente de zéro et que sa performance
est meilleure que celles du CMF et du NWMEF. De plus, le calcul de la réponse impul-
sionnelle du filtre est requis seulement quand I'un des parametres du signal d’un des
autres usagers change. La complexité de ce calcul augmente de fagon linéaire avec le
nombre d'usagers. Des suggestions et des commentaires fondamentaux utiles pour le
développement de versions adaptives du CLMF qui éliminent complétement le besoin
des parametres des signaux des autres usagers sont presentés.

En se basant sur la méme approche de développement du CLMF, cette thése offre
un cadre général de travail pour la conception d’autres détecteurs linéaires symbole
par symbole. Lorsqu'un plus grand nombre de parametres de signaux sont connus,
il est possible de concevoir par cette méthode le NWMF, le détecteur linéaire sym-
bole par symbole qui minimise le carré de la moyenne de I'erreur et le décorrelateur
symbole par symbole. Il est montré que la forme asymptotique du NWMF et du
CLMF, en absence de bruit blanc Gaussien additif, deviennent, respectivement, un
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filtre dont la réponse fréquentielle est l'inverse de celle du chip suivi par un filtre
compresseur (ou corrélateur) et un filtre CLMF de type décorrelateur. Cette thése
examine aussi l'impact de la connaissance des phases-relatives des autres usagers, la
présence de I'interférence entre-symboles et la présence des autres usagers avec ou

sans la connaissance de leurs délais de chips, sur la conception des filtres.
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Chapter 1

Introduction

The vision of personal communication services (PCS) is to offer an individual the
means to communicate with anyone anywhere anytime. Among the many difficul-
ties imposed by this vision is the challenge of offering to consumers the freedom of
untethered mobility through wireless technology. The growing demand for wireless
communication services is reflected in the emergence and proliferation of cordless
phones, cellular communication services and wireless data services [3].

This thesis is concerned with the study of one particular system for realizing this
vision — multi-user communication systems based on direct-sequence code-division
multiple-access (DS-CDMA). The first section of this chapter introduces multi-user
communication systems and three basic multiple-access techniques. The second sec-
tion focusses on DS-CDMA. The third section formulates the overall objective of the
research while the final section outlines the organization of the thesis.

1.1 Multiple-Access Techniques for Multi-User Wireless
Communications

In multi-user communication systems such as the one depicted in Fig. 1.1, many users
transmit to a single point over a limited and shared region of spectrum. One example is
the uplink of a cellular communication system in which a number of mobile terminals
transmit to a common base station receiver. Another is the uplink of a satellite
communication system where a number of ground terminals transmit to a common
receiver orbiting the earth. The task of multiple-access techniques is to manage the
sharing of the spectrum and to enable the separation of users’ signals at the receiver.

There are three basic multiple-access techniques: Frequency-Division Multiple-
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\

Fig. 1.1 Anexample of a multiple-access system: the uplink of a cellular
communication system.

Tx

Access (FDMA), Time-Division Multiple-Access (TDMA) and Code-Division Multiple-
Access (CDMA). The organization of the multiple-access techniques is given in Fig.
1.2. The following description of the various techniques proceeds from the top of Fig.
1.2 down towards the subject of the thesis — asynchronous DS-CDMA.

Multiple-Access Techniques

VNN

FDMA TDMA CDMA
DS-CDMA FH-CDMA
Synchronous Asynchronous

Fig. 1.2 Organization of multiple-access techniques.

In FDMA, the spectrum is partitioned into disjoint frequency bands or frequency
slots. Each user is assigned a particular band for signal transmission. An example
of an FDMA system is the Advanced Mobile Phone System (AMPS) (4, pp. 483-
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491]. In TDMA, each user is assigned, instead, a particular time slot for signal
transmission. This requires synchronization among the users to ensure that only a
single user transmits while the other users wait in silence for their turn to transmit.
In practice, TDMA, is combined with FDMA so that, in effect, a number of users
share a particular frequency band through TDMA. An example of a TDMA system
is the Global System for Mobile Communication (GSM) originally known as Groupe
Speciale Mobile [4, pp. 500-506]. Since the signals of each user are orthogonal (as can
be immediately deduced in either the frequency or time domain), FDMA and TDMA
are also known as orthogonal multiple-access techniques.

1.1.1 CDMA

In CDMA, known alsc as spread spectrum multiple-access (SSMA), all users employ
the same spectral band. Moreover, CDMA is often referred to as a wideband multiple-
access technique since the ratio of the available bandwidth for transmission to the
minimum required bandwidth for bit transmission (information bandwidth) can be
quite large. In contrast, FDMA and hybrid TDMA/FDMA are often referred to as
narrowband multiple-access techniques since the transmission bandwidth is not much
larger than the information bandwidth. There are two principal categories of CDMA
techniques distinguished according to how the spectrum is utilized: frequency-hopping
CDMA (FH-CDMA) and direct-sequence CDMA (DS-CDMA). Since the latter is the
subject of the thesis, the description of the former is brief while that of the latter is
more detailed.

FH-CDMA

In FH-CDMA, the spectrum is again partitioned into small frequency bands as in
FDMA; however, each user is permitted to transmit in any one of the many frequency
bands. The users are distinguished by assigning unique frequency hopping patterns
to each of the transmitters. These patterns are known to the receiver as well. Further
information on FH-CDMA can be found in [5, 6].

DS-CDMA

In DS-CDMA, all users transmit over the entire spectrum simultaneously. As depicted
in Fig. 1.3, transmission in DS-CDMA is, in general, accomplished in four stages.
Information bits generated at the bit rate are input to a channel encoder to produce
a sequence of coded bits. Next, the coded bits are passed through a second stage
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Fig. 1.3 Block diagram of a transmitter and receiver in DS-CDMA.

of encoding referred to as direct-sequence spreading. Each coded bit is encoded (or
spread) by a spreading sequence which is also referred to as a signature sequence
or pseudo-noise (PN) sequence. A spreading sequence consists of elements known as
chips which are generated at a rate known as the chip rate. Similar to the bit symbols,
the chips can be constructed from binary symbols, 0 and 1, which are mapped to —1
and 1, respectively. In contrast, however, the chip rate is typically much higher than
the bit rate; the ratio of the chip rate to the bit rate is often loosely referred to as
the processing gain or bandwidth ezpansion factor. In contrast to FDMA or TDMA
where each user is identified by a particular frequency slot or time slot, in DS-CDMA,
it is the spreading sequence which identifies and distinguishes each user from other
users. Thus, conceptually, the spreading sequence furnishes the addressing capability
in DS-CDMA.

DS-CDMA can be further subdivided into either synchronous or asynchronous
DS-CDMA as follows.

Synchronous DS-CDMA
In synchronous DS-CDMA, signal transmissions among all users are synchronized.

The synchronization of users permits the construction of spreading sequences with
zero cross-correlation thereby making the signals of all users orthogonal. This is
another example of an orthogonal multiple-access technique.

Asynchronous DS-CDMA
Asynchronous DS-CDMA differs from synchronous DS-CDMA in that signal trans-
missions among the users are uncoordinated. This removes the difficulty of synchro-

nizing the transmitting instants of remote users. However, this simplification and
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added flexibility comes at a cost. Since the relative timing of bit symbol transmis-
sions among any two users can change, the orthogonality of users’ signals can no
longer be guaranteed. Although it is possible to design spreading sequences with low
cross-correlations at any relative delay, it is impossible, however, to design spreading
sequences that maintain orthogonality over all relative delays [7].

1.2 Asynchronous Direct-Sequence Code-Division
Multiple-Access

This section provides a further description of asynchronous DS-CDMA — the subject
of this thesis. Henceforth, the term asynchronous shall be dropped and DS-CDMA
shall refer to asynchronous DS-CDMA for the remainder of the thesis. First, many
important properties associated with DS-CDMA systems are reviewed. Second, a
brief overview of several applications based on DS-CDMA is presented along with
examples of real systems either in service or under development. And third, methods
for resolving the major weakness of DS-CDMA known as the near-far problem are
discussed. Further information on the fundamentals of DS-CDMA can be found in
the tutorial papers of [5, 7, 8] and the textbooks of (6, 9, 10, 11]. A mathematical
description of DS-CDMA systems is presented later in Chapter 2.

1.2.1 Properties of DS-CDMA systems

This section describes a number of important properties associated with DS-CDMA
systems. A comprehensive summary of these properties and others of lesser signifi-
cance can be found in [12].

Improved Capacity

Capacity refers to the number of users that can be accommodated by a multinle-access
system. The following discussion on capacity deals with single-cell and multiple-cell
(or cellular) communication systems. In the former, all users are located in a confined
geographical region known as a cell and communicate with a single common point as
illustrated in Fig. 1.1. In the latter, the users may be distributed over a large area,
divided into a large number of cells, as illustrated in Fig. 1.4 where each hexagon
represents a cell [4, pp. 25-30][12]. Users located in a particular cell communicate
with the central receiver of that cell.
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Fig. 1.4 A multiple-cell system employing frequency re-use.

In DS-CDMA, capacity is highly dependent on the application [13]. In single-
cell systems, capacity can be markedly less than that of orthogonal multiple-access
schemes [7, 14] whose capacity is determined by the number of orthogonal channels
(approximately equal to the processing gain of the system [7}). In DS-CDMA systems,
capacity may be reduced since users’ signals are no longer orthogonal and each user
acts as a source of interference to other users. However, the loss in capacity can be
recovered depending on the application when other factors such as periods of voice
silence in voice services, to be explained later, are taken into consideration.

In multiple-cell systems, DS-CDMA has the potential of delivering a significant
increase in capacity [13, 15, 12]. This can be attributed to primarily two properties
peculiar to DS-CDMA. These are its ability to exploit periods of voice or transmission
silence as mentioned earlier and its frequency re-use factor of 1 to be explained shortly.
From a business perspective, increased capacity can translate to a decrease in the
number of costly cell sites to be constructed and maintained. Indeed, this is the
major reason for the considerable interest in DS-CDMA cellular systems. Situations
where DS-CDMA is or is not beneficial in terms of capacity with respect to orthogonal
multiple-access schemes are summarized in [13].

Robustness in Multipath Channels

Signals used in DS-CDMA tend to be well suited to cope with multipath channels in
which delayed replicas of the originally transmitted signal arrive at the receiver. For
example, in an urban environment, the delay between the first signal to arrive and
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its last replica is typically less than 5 us [16]. The resolvability of any two paths (or
two replicas) is possible as long as the time delay between them exceeds the inverse
of the bandwidth of the signals [16]. In FDMA and TDMA/FDMA systems using
narrowband signals, the replicas can result in the severe distortion of transmitted
signals. For example, in GSM where the signal bandwidth is 200 kHz [4, p. 505], time
delay differences less than 5 us cannot be resolved. On the other hand, in DS-CDMA
systems using wideband signals, the effect of delayed replicas can be mitigated. For
example, in the cellular DS-CDMA system commonly referred to as IS-95 {1. 17] [4.
pp. 519-533], where the signal bandwidth is 1.25 MHz, time delay differences greater
than 0.8 us can be resolved. Moreover, delayed replicas can be coherently or non-
coherently combined by implementing RAKE receivers [16] to improve further the
quality of signal reception.

Reduced Network Management

No need to synchronize users

In TDMA and synchronous DS-CDMA systems, signal transmissions among all the
users must be rigidly coordinated to maintain orthogonality among users’ signals.
This incurs a significant overhead in the management of the network to coordinate the
signal transmissions of remote users. These difficulties are eliminated in DS-CDMA
as well as in FDMA.

No intra-cell frequency coordination

In FDMA where the spectrum is divided into frequency slots, the slot in which each
user transmits must be carefully coordinated to prevent two or more users from trans-
mitting over the same slot. In DS-CDMA, such coordination is unnecessary since all
users transmit across the entire allocated spectrum.

Uncoordinated Signal Multiplexing

Depending on the application, signal transmissions from a user may be bursty in na-
ture. For example, in voice applications, periods of silence, where signal transmission
is unnecessary, occupy more than half the time in a typical telephone conversation (15,
p. 305]. In TDMA or FDMA systems, where each time or frequency slot is reserved to
a particular user, the silent periods cannot be easily shared with or allocated to other
users to increase capacity. In DS-CDMA, however, these periods of silence can be
exploited naturally to increase capacity since the users do not reserve any particular
frequency slot or time slot and, instead, share the resources. Signal transmissions can
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be suppressed or transmitted signal powers can be reduced (as in the IS-95 system [1])
to lower the level of MAI perceived by other users. This technique alone can translate
into a twofold increase in capacity for cellular voice services [15, p. 305].

No Need for Frequency Re-use

Ceilular systems based on FDMA or TDMA/FDMA require frequency re-use to pre-
vent or reduce co-channel interference [4, pp. 26-30] [18, pp. 792-794]. Frequency
re-use is implemented by partitioning a given spectrum into regions as shown in the
example in Fig. 1.5. The regions, numbered from 1 to 7, are assigned to cells in a

Frequency [Hz|

Fig. 1.5 Partitioning of the spectrum for frequency re-use.

manner which maximizes the distance between cells sharing (or re-using) the same
frequency bands. This is illustrated in Fig. 1.4. The physical distance separating
cells sharing common frequency bands ensures the attenuation of signals from remote
users transmitting in the same frequency band. This technique is characterized by the
frequency re-use factor representing the ratio of the bandwidth used by one cell to the
entire bandwidth shared by all cells. In Fig. 1.4, the frequency re-use factor is 1/7
similar to that of AMPS [4, Table 8.3 p. 422]. In GSM, the factor can be either 1/3
or 1/4. The need for frequency re-use in FDMA and TDMA/FDMA cellular systems
reduces their spectral efficiency [bits/Hz| and capacity by the frequency re-use factor
(compared to their single cell counterpart where the frequency re-use factor is 1). In
contrast, in cellular DS-CDMA applications, where all transmissions share the entire
spectrum, the frequency re-use factor is 1.

Power-Imbalance Problem

All the properties described so far have highlighted the many attractive features of
DS-CDMA. It, however, does possess a serious weakness which occurs under power-
imbalance conditions. Power-imbalance refers to the situation when the received signal
powers among users are non-uniform. For instance, this can occur when transmitted
signal powers are uncontrolled. The received signal power of a user physically near the
receiver can be much stronger than those of other users far away from the receiver.
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This example is portrayed in Fig. 1.1 where the doubled box represents a strong
user whose received signal power is much larger than those of the other two users.
Furthermore, even with careful power control, power-imbalance can still occur in
certain applications. For instance, in multi-rate (or variable rate) DS-CDMA systems,
received signal powers are deliberately disparate and proportional to the bit rate and
quality of service desired by each user [19, 20].

As mentioned earlier in section 1.1.1, signal transmissions in DS-CDMA are, in
general, not orthogonal. Consequently, the signal of each user represents a source of
interference to every other user in the system. In addition, system capacity depends
heavily upon on the maximum tolerable level of MAI each user can withstand. Power-
imbalance, however, raises the level of MAI to unacceptable levels for many of the
users. Thus, it severely degrades the performance of receivers and, ultimately, reduces
system capacity. This weakness of DS-CDMA, due to the non-orthogonality of DS-
CDMA signals, is referred to as the power-imbalance problem.! In contrast, in systems
using orthogonal multiple-access schemes, power-imbalance has no such effect as long
as orthogonality among users’ signals is maintained. Methods of resolving this critical
problem associated with DS-CDMA systems are considered in section 1.2.3.

1.2.2 DS-CDMA Applications

Applications of DS-CDMA are briefly surveyed to illustrate potential areas where the
results of this thesis may be of value. Examples of DS-CDMA systems either in service
or in the process of development are mentioned as well.

Second generation cellular communication systems
To support the continued growth of cellular subscribers, DS-CDMA has been applied
to mobile cellular communications for voice service as a second generation system to

AMPS [3]. This system, commonly referred to as IS-95, has recently begun service
in many parts of the world and North America. Its capacity is theoretically ten to
twenty times that of AMPS [15, 17]. However, the capacity is critically dependent,
upon tight power control and other factors {21, 22]. In comparison, GSM [23, p. 52]
and the North American TDMA system (IS-54) can roughly support, respectively,
three and three (or six) times that of AMPS (23, p. 52|. The larger potential capacity
of IS-95 is the primary reason for the great interest in DS-CDMA systems.

1With respect to terminology, it is acknowledged that the power-imbalance problem is widely
referred to as the near-far problem. However, the term power-imbalance is introduced to characterize
precisely the source of the probiem which, as exemplified by muiti-rate DS-CDMA systems, is the
non-uniform levels of received signal powers which occurs even under ideal power control.
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Fixed wireless systems

DS-CDMA has also been applied to fixed wireless systems as a substitute to fixed
wireline local loop access [24, 25, 26]. Compared to mobile cellular systems, fixed
wireless systems enjoy a number of advantages [24]. The channels remain relatively
static since the users are immobile. The antennas of the fixed users can be perched
in high locations to improve the quality of signal reception. Moreover, directional
antennas can be installed at the transmitter terminals and receiver stations to im-
prove channel quality and increase frequency re-use. Because of these advantages. the
capacity of fixed versions of their mobile counterparts can be increased significantly.
For example, under the conditions specified in [24, Table 1], a fixed wireless system
based on IS-95 can provide roughly 2.5 times the capacity compared to that of a fixed
system based on IS-54 (now known as IS-136) and roughly 5.4 times that of a GSM
based system.”

Third generation of cellular communication services

Many telecommunication manufacturers are presently engaged in the development of
third generation cellular communication systems based on DS-CDMA [27, pp. 422-
431]. Compared to the second generation cellular systems, future systems promise
greater user capacity, improved quality of speech and the option of data service
for wireless multimedia applications. Another distinguishing feature stems from the
amount of bandwidth under consideration for spreading. In comparison to the 1.25
MHz used in [S-95, future DS-CDMA cellular systems may utilize bandwidths ranging
from 5 to 20 MHz.

A number of competing systems are currently being tested and developed (27,
pp. 418-431]. These include the Code-Division Testbed (CODIT) project [28], the
coherent multicode DS-CDMA system (29, 30] and the wideband CDMA system stan-
dardized as IS-665 for the U.S. PCS frequency bands [31].

Satellite communication systems

DS-CDMA has been applied as a hybrid with frequency hopping to a mobile satellite
messaging system known commercially as OmniTRACS [32]. It is also being consid-
ered for future mobile satellite communication systems which would enable wireless
communication from potentially any location on earth by creating a network of low
earth orbit (LEQ) satellites [33, 3]. One particular candidate, based on DS-CDMA

2Note that differences between the fixed and mobile systems exist [24]. For example, in the fixed
version of IS-136, the frequency re-use factor has been lowered from 7 to 4 and its required signal-to-
noise ratio (SNR) specification has been lowered from 18 to 14 dB. In addition, in the fixed version
of IS-95 system, its required SNR. specification has been reduced from 7 to 6 dB.
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and known as Globalstar, envisages 48 satellites circling the earth at an altitude of
1400 km [34, 3]. There are several benefits of using DS-CDMA in satellite com-
munications. It offers minimum coordination among active users, the flexibility to
service different applications (such as voice, data and mixed traffic), the adaptability
for different network configurations, the flexibility to handle variable traffic patterns
(providing the option of graceful performance degradation in non-nominal conditions)
and the adaptability for different network configurations. Further details can be found
in [35].

The potential disadvantage of DS-CDMA in satellite communication systems is its
poor spectral efficiency (and, hence, capacity) relative to that of FDMA as pointed out
in [14]. However, it has been shown that the conclusion of [14] can be reversed when
additional system features are taken into account [32]. These features include the
reduction of MAI due to the voice activity factor in voice services and the frequency
re-use factor of 1 of DS-CDMA when satellites with multi-beam antennas are used.
Multi-beam antennas permit frequency re-use to improve spectral efficiency as in cel-
lular communication systems by separating a satellite coverage area into beamwidths
of, for instance, 3°.

1.2.3 Methods for Resolving the Power-Imbalance Problem and
Increasing Capacity

As discussed in section 1.2.1, the main obstacle in the design of DS-CDMA systems
and in the realization of their full potential in terms of capacity was identified to be the
power-imbalance problem. This problem can be countered by three distinct methods
which can be used in tandem. One method implements power control to maintain
uniform received signal powers among all the users [1, 21]. This method is used in
IS-95. However, power control alone may not be able to completely alleviate the
power-imbalance problem. For example, in mobile applications where signal powers
may fluctuate rapidly, the tracking ability of the power control algorithm is not ideal
[21, 22]. Furthermore, in the mixed-rate DS-CDMA systems mentioned earlier, power
control simply maintains the different power levels of the users [19, 20] and cannot
resolve the power-imbalance problem.

A second method implements spatial filtering with smart antennas to separate the
signals of users by their direction of arrival [36]. In this method, by adjusting the
beam pattern of the antenna, the signal of a strong user arriving from one particular
direction can be attenuated while that of a desired user arriving from another angle
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can be amplified. The third method considers improving the design of DS-CDMA
receivers. Specifically, it examines the design of that portion of the receiver in Fig.
1.3 between the channel decoder and the carrier demodulation stage. The second and
third methods are both the subject of current research and development. Moreover,
they can improve capacity even in the absence of power-imbalance. This thesis focuses
on the third method — the study of improved receiver design — to counter the
power-imbalance problem and, ultimately, to improve system capacity whether or not
power-imbalance exists.

1.3 Thesis Statement and Contributions

This section presents the thesis statement and contributions of this work. The thesis
statement will be expressed mathematically in more precise terms in section 2.3. Part
of this work has been previously published in (37, 38].

1.3.1 The Thesis Statement

As explained in the previous section, DS-CDMA possesses a number of advantages
over FDMA and TDMA. Its weakness, however, was identified to be the power-
imbalance problem which degrades communication performance and user capacity.
In an effort to counter the power-imbalance problem and achieve the broader goal of
improving user capacity in DS-CDMA, a large number of receivers have been devel-
oped over the past decade. These are reviewed in section 2.2. Those receivers which
can enhance capacity considerably have two drawbacks. Most have prohibitively large
computational complexity per bit symbol detected. And those with low-complexity,
place an impractical constraint on the method of direct-sequence spreading. That
is, they require short sequence spreading whereby the spreading sequence for each
consecutive bit remains fixed for each user. Consequently, they are incompatible with
systems such as IS-95 [1] and with nearly all those proposed for the third generation
of cellular systems (27, 29, 31| where this constraint is removed [39]. The effect of
removing this constraint in the design of DS-CDMA receivers shall be explained in
more detail in section 2.2.5.

Therefore, the primary goal of the thesis is to develop, without the con-
straint of short sequence spreading, receivers with reasonably low complex-
ity which can enhance DS-CDMA system capacity in either the presence
or absence of power-imbalance conditions.
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1.3.2 Original Contributions

The contributions of the thesis are stated. First, the thesis derives a receiver, referred
to as the chip-delay locked MF (CLMF'). The CLMF represents the main contribution
of the thesis. It is an LTI filter which maximizes SNR for bit symbol detection, requir-
ing no knowledge of interferer spreading sequences, but only knowledge of interferer
chip delays (bit delays modulo one chip period) and signal powers. Its structure is
shown to assume a form similar to that of the conventional MF (CMF); the baseband
chip filter of the receiver in Fig. 1.3 is replaced by a new chip filter which maxi-
mizes SNR for chip symbol detection. Moreover, with respect to implementation, its
computational complexity per bit symbol is reasonably low. The computation of its
filter response is required only when an interferer parameter changes. The complexity
of computation grows linearly with the number of interferers. In addition, since the
CLMF can be implemented with or without the constraint of short sequence spread-
ing, it has the desirable feature of being compatible with those systems, such as IS-95,
based on long sequence spreading.

Second, the thesis investigates the performance of the CLMF in terms of SNR,
near-far resistance, bit error rate (BER), probability of outage and capacity over
a multiple-access channel corrupted with AWGN. Improvements in performance de-
livered by the CLMF, with respect to the CMF and another known as the noise-
whitening MF (NWMF), are demonstrated by numerical examples whether or not
power-imbalance exists. Third, the thesis provides directions to the design of adap-
tive versions of the CLMF. Adaptive versions avoid the need for estimates of any
interferer signal parameters. And fourth, the thesis presents a unifying framework
of SNR maximizing LT1 filter receivers for DS-CDMA over several models of signal
parameters and the two types of spreading methods. Based on this framework, it is
possible to synthesize, not only the CLMF, but a number of other one-shot linear
receivers developed previously. In addition, it is demonstrated that, in the limit when
AWGN disappears, the NWMF and CLMF reduce to decorrelator-type structures
independent of signal power parameters.

1.4 Organization of Thesis

The organization of the thesis is as follows. Chapter 2 describes the DS-CDMA system
model, reviews DS-CDMA receivers and formulates the objectives and approach of
the thesis. Chapter 3 presents the synthesis of the various MFs for DS-CDMA when
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the observation interval of the received signal is finite. Chapter 4 repeats the synthesis
when the observation interval of the received signal is extended to an infinite interval.
Chapter 5 analyzes the performance of the MFs in terms of SNR, near-far resistance,
bit error rate (BER) and the probability of outage. Chapter 6 considers several
adaptive implementations of the CLMF. And finally, Chapter 7 summarizes the thesis

by presenting conclusions and directions for future research.
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Chapter 2

Design of DS-CDMA Receivers

This chapter discusses the design of receivers in DS-CDMA. Section 2.1 describes a
general DS-CDMA system model. Section 2.2 reviews the state of the art in DS-
CDMA receivers. Section 2.3 formulates the problem to be tackled and the approach
taken for its resolution. [t represents the raison d’étre of the thesis. Finally, section
2.4 presents a unifying framework of enhanced single-user receivers for DS-CDMA.

2.1 System Model

An overview of the DS-CDMA system model under consideration is shown in Fig. 2.1.
The complex baseband representation of bandpass signals is used where ~ denotes
the complex envelope of a bandpass signal whose carrier frequency 5= is much larger
than its bandwidth. A total of K + 1 users transmit asynchronously to a common
receiver over an additive white Gaussian noise (AWGN) channel. An arbitrary user
is designated as the desired user and indexed as user 0. The remaining K users
represent the interferers whose signals form the multiple-access interference (MAI).
The following sections cover, in sequence, the modelling of the transmitters, signal
parameters, and received signal. The design of the receiver labelled as Rx 0 in Fig.
2.1 is the focus of the thesis. Its description shall be provided in section 2.3.3 after
the review of DS-CDMA receivers.

2.1.1 Transmitter Model

The transmitter block of the kth user, Tx k, in Fig. 2.1 is expanded in Fig. 2.2. It
represents the mathematical model of the transmitter presented earlier in Fig. 1.3.
The channel encoder, however, has been excluded for clarity. The function of the
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...............................

Tx 1

Transmitters Channel Receiver

Fig. 2.1 System Model.

transmitter is to transmit the kth user’s bit symbols b,(-k) € {£1} indexed by the
integer i € (—o0,00) at the bit rate of 1/T,. The bit symbols are assumed to be
independent and equally probable such that E[b(*)] = 0 and

EB6E ] = 6im (2.1)
where the kronecker delta is defined as d;,, = 1 for m =i and d;;, = 0, otherwise.

P 1a¥8(t = i — nT.)

k .
" | Repeat | _ Impulse (@) ®)(¢)
N times odulator 7

af®) /2 Peei%

Fig. 2.2 Transmitter block for Tx k.
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Direct-sequence spreading stage

Each bit symbol is repeated N times, indexed by n, and output as b(Lﬁ)/ N> At a higher
rate of 1/T, = N/T, referred to as the chip rate. The term NV, representing the ratio
of the chip rate to the bit rate, is referred to as the spreading factor. Each symbol
b({ﬁ)/ ) is multiplied at the chip rate by the chip symbols a®)| indexed by n, which form
the spreading sequence of the kth user. In effect, NV samples of one bit symbol are
multiplied by N chip symbols of a spreading sequence at the first muitiplier element.

The chip symbols a{¥) can be complex and satisfy jal¥)| = 1. In particular, a{* €
{£1} for direct-sequence binary phase-shift keying (DS-BPSK) and a{® € {£1, +j}
for direct-sequence quaternary phase-shift keying (DS-QPSK). The term j represents
the imaginary number v/—1. The spreading sequences are assumed to be periodic

sequences created from a pseudo-noise (PN) sequence of length N, such that
k
agiy, = af). (2.2)

This work is not concerned with the design nor selection of spreading sequences which
give optimal performance. Rather, the concern here is on receiver design once given a
set of spreading sequences. Details on the design and selection of spreading sequences
can be found in (7, 2|.

As mentioned earlier in section 1.3 and as will be discussed in section 2.2.5, the
method of direct-sequence spreading has a serious impact on receiver design. The
method is determined by NV and N,. In short sequence spreading, the PN sequence
length is constrained to satisfy N, = N whereas in long sequence spreading, N, > N.
Systems using the former and those using the latter are also referred to as, respectively,
deterministic-CDMA and random-CDMA systems [39]. This thesis deals primarily
with the latter.

Each product of the bit and chip is then passed to an impulse modulator which
generates an impulse function 6(t) every T, seconds. The impulse function is scaled
by the input b([,rcz)/NJ a.S,") and delayed by 7. The parameter 7, represents the bit delay
of user k’s signal relative to that of user 0 at the receiver. Bit synchronization is
assumed for user 0 such that 7o = 0. The chip delay is defined as

Ty = 7 mod T, (2.3)

such that Ty € [0,T;). The bit delay and chip delay between the signals of user k£ and
the desired user are illustrated in Fig. 2.3 when a single bit symbol is spread by four
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chips (N =4).
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Fig. 2.3 An illustration of the relative bit delay 7 and chip delay T}
between the signals of user k and the desired user when a bit symbol is
spread by four chips (IV = 4).

Chip filtering stage

Next, the signal is passed through a chip filter with an impulse response of §(t). This
is also referred to as the chip waveform. The waveform §(t), which can be either
time-limited or band-limited, satisfies the energy constraint: [ [g(t}|?dt = T. In
addition, the chip waveform is characterized by the parameter a which represents
the percentage of its bandwidth in excess of the minimum bandwidth 27% required
for symbol transmission at the chip rate of 1/7.. Hence, the bandwidth of the chip
waveform is
l+a

B = T (2.4)

It is now possible to describe an important system parameter in DS-CDMA known as
the processing gain, PG. It provides a rough measure for the amount of interference
or jamming that a particular user can sustain. PG can be defined in terms of signal
space concepts as the ratio of the dimensionality of the signal space in which a signal
can be transmitted to the dimensions required to actually transmit the signal [7][18,
p. 343

PG = 2BT,
= N(1+a). (2.5)
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It is also referred to as the bandwidth ezpansion factor since it is equivalent to the
ratio of the chip waveform bandwidth to the minimum bandwidth required for the
transmission of bit symbols at a rate of 1/7,. For example, given a chip waveform
with 100% excess bandwidth, & = 100%, B = 1/T. and PG = 2N. In the special
case where the chip waveform has zero-excess bandwidth, PG = NV and the processing
gain is equivalent to the bit symbol spreading factor.

Transmitted Signal

The chip filter output is next multiplied by /2Pie?%. The term P represents the
received power of user k’s signal. The term 6, represents the phase-offset of user
k’s signal relative to that of user 0 at the receiver. In reality, the bit delays, signal
powers and phase-offsets are parameters perceived by the receiver. Although they
are determined by the channel and transmitter together, they have been combined
and incorporated in the transmitter block for mathematical convenience. Similarly,
the received chip waveform can be defined as §,(t) = §(t) * hc(t) where % and A.(t)
represent, respectively, the convolution operation and the channel impulse response
(assumed to be linear and time-invariant). Hereafter, for notational convenience, §(t)
shall refer to the received chip waveform.

Carrier-phase synchronization for the desired user is assumed such that §, = 0.
Coherent detection can be accomplished by periodically transmitting reference sym-
bols known to the receiver [40, 41| (as in the multicode system [29]) or by continuously
transmitting a pilot signal in addition to the information-bearing signal [42, 43| (as in
IS-665 [31]). Similarly, chip synchronization is assumed such that Ty = 0. To achieve
chip synchronization, a delay-locked loop (DLL) can be implemented as described in
[9, pp. 60-66] (44, p. 749, Fig. 13-5-5, and p. 749, Fig. 6-3-5 ]. Using later results of
the thesis, the performance of the DLL can be improved in two ways. First, the chip
filter ¢*(t) can be replaced by a new chip filter G(°)(f), developed in section 4.4, to
reduce the effects of MAI in timing jitter. And second, as shown later in section 5.5.3,
unlike the conventional MF, the application of the chip-delay locked MF (CLMF —
developed in Chapters 3 and 4) allows the use of pulses with larger excess bandwidth
at a much smaller loss in user capacity. Chip synchronization tends to improve with
larger excess bandwidth [45, pp. 314-316).

The resulting transmitted signal for the kth user is

W) = 2Re™ Y boyaRq(t — 7 - nT) (2.6)

n=-—00
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where —co < t < . In short sequence spreading where N, = N, the transmitted
signal can be expressed instead as

(e o]
By = 2P Y bFa®(t - —iTy) (2.7)
I=—0
where the spreading waveform which no longer changes with each bit symbol is
N-1
a®l(t) = Y alPg(t—nT.). (2.8)
n=0

2.1.2 Model of Signal Parameters

The model for the signal parameters introduced in section 2.1.1 is specified next and is
also summarized in Table 2.1. The signal parameters consist of spreading sequences,

Table 2.1 Model of signal parameters.

[ Signal parameter Model

spreading sequences short long
{aﬂc)lk € [1,K],n € (—o0,00)}
bit delays fixed | random
{Tk}le
signal powers fixed
{Pk}le
phase offsets fixed | random
{B’C}I}c’(-:l

bit delays, received signal powers and phase-offsets. The method of spreading can be
either long or short sequence spreading. In short sequence spreading, the sequences
of the interferers are assumed to be known. In long sequence spreading, the spreading
sequences are usually constructed from PN sequences with extremely large N,. For
instance, in IS-95, N, = 2%2 — 1 [1, p. 6-24]. Moreover, the spreading sequences can
be modelled as independently and identically distributed (i.i.d.) random sequences
[46]. The kth user’s spreading sequence is modelled as a random sequence (or, more
precisely, as a discrete WSS random process) with E[a)a()*] = §,,,. The bit delays
can be characterized as being either fixed or i.i.d. with 7; uniformly distributed over
[0,T;). The signal powers of the interferers are assumed to be fixed. The phase-offsets
can be characterized as being either fixed or i.i.d. with 8 uniformly distributed over
(0, 27).
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2.1.3 Received signal

The received signal consists of the transmitted signal of the desired user, the trans-
mitted signals of the K interfering users and additive white Gaussian noise (AWGN)
(modelling background thermal noise) as shown in Fig. 2.1. The received signal can
be written as

Ft) = §O@t) + I(t) +w(t) (2.9)

where w(t) is a proper [47], complex, zero-mean AWGN process with a two-sided
noise power spectral density of 2N,. Proper complex random processes, known also
as circularly symmetric complex random processes [18, pp. 311-316], are discussed in
more detail in section 3.6. The expression for the MAI is

K

Ity = Y s9(@). (2.10)

k=1
2.2 Review of DS-CDMA Receivers — State of the Art

This section reviews the state of the art in DS-CDMA receivers. It provides the
background information necessary to understand the motivation and objectives of the
thesis which shall be discussed later in section 2.3.

The function of a receiver is to estimate the transmitted bit symbols of one par-
ticular user, a subset of the users or all the users by processing the received signal.
The receiver used presently in most spread spectrum and DS-CDMA systems is the
the conventional MF (CMF) receiver described in section 2.2.1. Its weakness is its
poor performance under power-imbalance conditions. It was this shortcoming which
prompted the research and development of other DS-CDMA receivers.

All DS-CDMA receivers can be characterized, in general, by three important spec-
ifications: their performance, complexity and requirement of user signal parameters.
The first relates to capacity and service quality especially with respect to the power-
imbalance problem whereas the second relates to cost and complexity involved with
implementation. The third specification is peculiar to DS-CDMA receivers. For bit
detection of a particular user, this specification refers to the possible requirement of
signal parameters of other users (ie. interferers). The parameters may include some
subset of those listed in Table 2.2. Generally, the utilization of such information in
receiver design tends to enhance performance while increasing complexity.

As depicted in Fig. 2.4, DS-CDMA receivers can be broadly classified into two
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Table 2.2 Signal parameters of interferers.

Signal Mathematical
Parameters representation
spreading sequences {agﬂ |k €[1,K],n € (—oo,00)}
bit delays {me}i,
chip delays {Te},
signal powers to AWGN PSD level {Pe/No}i_,
net MAI power to AWGN PSD level v/N,
phase offsets {0k 2,

major categories: multi-user and single-user receivers. In the category of multi-user

l DS-CDMA Receivers l

-

Muiti-User Single-User
Receivers Receivers

AN

Single-User Multi-User
Parameters Parameters

Fig. 2.4 Classification of DS-CDMA receivers.

receivers, bit detection is performed for all users jointly in a centralized fashion. In
general, they are much less affected by the power-imbalance problem. In contrast, in
the category of single-user receivers, bit detection is performed for a single-user in a
de-centralized fashion. The signal of a particular user (the desired user) is designated
as the desired signal while those of the remaining users are regarded as MAI. Single-
user receivers can be further sub-divided into those requiring single-user parameters
and those requiring multi-user parameters. In the former, the signal parameters of
only the desired user are required for its bit detection. In the latter, referred to later
as enhanced single-user receivers, the signal parameters of other users in addition to
the desired user are utilized for bit detection of the desired user.

The next three sections from section 2.2.2 to section 2.2.4 present a review of multi-
user receivers, single-user receivers using single-user parameters and enhanced single-
user receivers using multi-user parameters, respectively. For clarity in presentation,
short sequence spreading is assumed throughout the review since the majority of the
receivers were developed under this assumption. The ramifications of removing this
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assumption is discussed in section 2.2.5 when systems using long sequence spreading
are considered. A comprehensive overview of DS-CDMA receivers can be found in
[48, 49, 50].

2.2.1 The Conventional MF

The least complex among DS-CDMA receivers is the conventional MF (CMF) receiver
[7] used presently in well-established systems such as IS-95. It consists of a MF whose
output is sampled every bit interval and input into a threshold device for a hard bit
decision. The MF is composed of the chip filter §*(T, — t) and a despreading filter
(or correlator). For example, with respect to user 0 designated as the desired user,
the MF impulse response is set to the time-reversed and conjugated version of its
transmitted spreading waveform: a(®*(T, — t). It is the optimum receiver in terms
of minimizing probability of bit error for a point-to-point single-user communication
system when the noise is additive white Gaussian noise (AWGN).

The optimality of the CMF disappears in DS-CDMA systems since noise, which
includes MAI as defined in (2.10), is generally neither white nor Gaussian [51]. Fur-
thermore, since MAI consists of signals not orthogonal to that of the desired user, the
performance of the CMF receiver degrades either as the number of users grows or as
the received signal powers of others, relative to that of the desired user, grows (ie.
the power-imbalance problem).

2.2.2 Multi-User Receivers

The development of multi-user receivers was initiated by the poor performance of the
CMF in DS-CDMA especially under power-imbalance conditions. The term multi-user
stems from the fact that the signals of all users are demodulated jointly. Moreover,
these receivers have the common feature of requiring, at least, the spreading sequences
and bit delays of each user in the system. Depending on the multi-user receiver,
signal power and phase-offset parameters may be required as well. Such detectors
may be well suited to single-cell applications where parameter estimates for all users
are readily available at the base station receiver. On the other hand, in multiple-cell
applications, signal parameters of users from neighbouring cells (usually inaccessible)
may have to be estimated. In the absence of accurate estimates, the effectiveness of
the multi-user receivers may deteriorate to the point where their performance may
fall below that of the CMF.

The classification of multi-user receivers is given in Fig. 2.5. They can be subdi-
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Fig. 2.5 Classification of multi-user receivers.
vided into non-linear and linear receivers. A discussion of the two types follows.

Non-Linear Multi-User Receivers

Non-linear multi-user receivers can be further grouped as receivers based on sequence
estimation, interference cancellation or neural networks.

Optimum multi-user detector

The optimum multi-user detector [52] performs joint sequence estimation of all users’
bit sequences based on either minimizing error probability or maximizing likelihood.
Both forms of the detector deliver minimum BER in regions of low background noise
(where the BERs are indistinguishable) while providing optimum near-far resistance
[51]. The difficulty with either detector is complexity. The latter form of the detector
(of less complexity than the former) requires a computational complexity per bit
symbol which increases exponentially with the total number of users [52]. Hence,
either form of the optimum detector is impractical unless the number of users is quite
small.

Interference Cancellation (IC)

In non-linear receivers based on interference cancellation, feedback of bit estimates
(decision feedback) and information on each user’s signal parameters are utilized to
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estimate the MAI and subtract it from the received signal [53]. This operation is
performed across all or some subset of the users. Its advantage is its ability to cancel
more reliably those signals from strong interferers who constitute the primary source
of the power-imbalance problem; signals from weaker interferers do not have to be can-
celled. As long as the bit estimates and signal parameter estimates are reliable, the IC
receivers can deliver near-optimum performance. Its complexity per bit symbol grows
linearly with respect to the number of users whose signals are being cancelled. This,
however, is still comparatively high for implementation purposes. A large number of
IC receivers have been proposed. They can be grouped as serial (or successive) IC
[54, 53], parallel IC [55, 56, 57] and decision-feedback detectors [58]. Further details
can be found in [50, 49].

Neural Networks

Multi-user receivers based on neural networks can achieve near-optimum performance
[59]. However, they have two major drawbacks. First, their hardware complexity
in terms of number of nodes grows exponentially with the number of users. And
second, the training period before data transmission tends to be extremely long. This
implies that neural networks may not be feasible in applications involving dynamically
changing channel conditions where signal parameters change and users enter or depart
from the system [48].

Linear Multi-User Receivers

Linear multi-user receivers can be grouped as receivers based on either sequence es-
timation or one-shot detection. Both types of linear receivers have the flexibility of
performing bit symbol or bit sequence demodulation jointly with all users in a cen-
tralized fashion or for a single user in a decentralized fashion [60]. Thus, the one-shot
detectors have the special property of being implementable and classifiable as either
multi-user receivers or the enhanced single-user receivers to be discussed in section
2.2.4.

Linear sequence estimation

In an effort to reduce the computational complexity of the optimum multi-user de-
tector, suboptimum versions which yield excellent performance have been developed
based on linear sequence estimation [49]. Sequence estimation in these detectors is
based on either a minimum mean squared error (MMSE) formulation [61] or zero-
forcing criterion [60] in place of the maximum likelihood criterion. The sequence-type
decorrelator, based on the zero-forcing criterion, does not require the signal power pa-
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rameters. Its advantage appears in systems where signal powers are either changing
rapidly or unknown as long as MAI dominates the background AWGN. The sequence-
type linear MMSE receiver, based on minimizing MSE, requires estimates of signal
power parameters. In MAI-limited environments where the signal powers dwarf the
background thermal noise, the linear MMSE reduces to the decorrelator. The prob-
lem with either of these receivers is that, like the IC receivers, the computational
complexity per bit symbol increases linearly with the total number of users and their
performance depends on the accuracy of at least the bit delay estimates.

One-shot linear detectors — one-shot linear MMSE and decorrelator

The two one-shot linear detectors can be interpreted as modifications to the previously
discussed sequence estimation-type receivers. Here, the signal observation interval is
restricted to the duration of one or several consecutive bit symbols to produce a hard
decision on a bit symbol. For clarity, the two detectors are described in the context of
symbol detection for each user in a decentralized fashion as an enhanced single user
receiver. Both are based on a linear time-invariant (LTI) filter structure.

In the one-shot decorrelator, the filter is designed under the criterion of eliminating
MAI entirely (zero-forcing) [51, 60]. This approach to filter design is analogous to that
used to eliminate intersymbol interference (ISI) using the zero-forcing criterion. Since
it enhances background thermal noise, it is inappropriate in channels dominated by
AWGN.

The weakness of the one-shot decorrelator is remedied by taking the presence
of the AWGN into account as well. Both AWGN and MAI can be suppressed by
minimizing the mean square error (MSE) formed between the output of an LTI filter
and a training (or desired) symbol while using the knowledge of signal parameters
for all users [62]. This yields the one-shot linear MMSE detector [62]. As shall be
discussed again later, this detector which minimizes MSE also maximizes SNR (62,
p. 3180]. Moreover, it reveals the structure and performance benchmarks of the
adaptive linear receivers to be discussed later in section 2.2.3. In the limit, as MAI
power increases relative to the thermal noise, the one-shot linear MMSE approaches
the one-shot decorrelator.

Both of the one-shot detectors have a reduced computational complexity per bit
symbol (under short sequence spreading). Each time an interferer bit delay changes, a
re-computation of its filter response requires the solution of 2K linear equations with
2K unknowns [51] and the computation of a set of cross-correlation coefficients across
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the spreading waveforms. This requires, at minimum, O (Q-I;-)i) numerical operations
[63, p- 154]. The complexity of the one-shot linear MMSE can be reduced further
by suboptimum versions such as the N-tap MMSE detector (consisting of an N-tap
tapped-delay line (TDL) filter) and others with a lower number of taps [62].

2.2.3 Single-User Receivers: Single-User Parameters

The second category of DS-CDMA receivers is based on single-user detectors using
single-user parameters. The term single-user stems from the approach of performing
detection with respect to one particular user referred to as the desired user. In this
approach, the remaining users are interpreted and lumped together as MAI. However,
unlike the third category to be discussed in section 2.2.4, this category of receivers does
not require the signal parameters of users other than those of the desired user. This
makes them particularly attractive for implementation in multiple cell applications.
The classification of single-user DS-CDMA receivers using single-user parameters is
given in Fig. 2.6. They can be subdivided into either fixed or adaptive receivers.

Single-User Receivers;
Single-User Parameters

_— T~

Fixed Adaptive
f SequenceJ Wne-shol ] Linear Non-Linear
|_optimum_| CMF Bit symbol Chip Symbol —~_ DFE |
m Neural
_T Networks
=  FSE_ | FSE__ |
| | chip-rate
filters

Fig. 2.6 Classification of single-user receivers using single-user param-
eters.
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Fixed single-user receivers

Fixed single-user receivers, referring to non-adaptive realizations, can be grouped as
receivers based on either sequence estimation or one-shot detection.

Sequence estimation — the optimum single-user detector

The optimum single-user DS-CDMA detector is based upon maximum-likelihood se-
quence estimation of the desired user’s bit sequence. Like the optimum multi-user
detector, however, its computational complexity per bit symbol increases exponen-
tially with the total number of users [64]. Hence, it, too, is impractical unless the

number of users is quite small.

One-shot single-user detectors

Instead of detecting the entire bit sequence of the desired user, one-shot detectors
make a decision for a single bit independent of previous or future bit decisions. The
CMF, described in section 2.2.1, is an example of a one-shot single-user detector.

Optimum one-shot single-user detector

Under the condition of demodulating a single symbol at a time, the optimum one-shot
detector delivers minimum probability of bit error based on comparing a likelihood
ratio to a threshold. The likelihood ratio contains two terms: the usual statistic ob-
tained at the sampled CMF output and a correction statistic which takes the MAI into
account. Like the optimum single-user sequence estimation type, its computational
burden is at least the same order of complexity as the optimum multi-user detector
and the optimum single-user detector [64].

Adaptive single-user receivers

The development of adaptive single-user receivers is more recent and is surveyed in
[65]. They can deliver substantial improvement in performance over the CMF without
the knowledge of interferer signal parameters. Adaptive receivers can be organized
into two groups: linear or non-linear adaptive receivers.

Linear adaptive receivers

This group of linear adaptive receivers is based on the standard TDL filter known
also as the linear transversal filter [66] [18, pp. 486-487, 517-520] [44, pp. 601-620,
636-644]. The filter tap coefficients are adapted to minimize the difference or error
between the expected filter output and the sampled filter output. The expected filter
output can be either bit symbols or the product of bit and chip symbols. Subsequently,
this group can be subdivided into schemes for either bit symbol equalization or chip
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symbol equalization. Unlike their one-shot multi-user counterparts, the computational
complexity of these adaptive schemes is proportional to the number of taps in the TDL
filter and is, thus, independent of the number of users K + 1 in the system.

Bit symbol adaptive filters

In bit symbol adaptive filters, each sampled filter output represents an estimate of each
transmitted bit (or training symbol). Furthermore, the estimates and the discrete-
time samples of the error signal (formed between the estimate and filter output) are
generated at the bit rate. The response of the TDL filter should converge ideally to
that of the one-shot linear MMSE multi-user detector [62] in its enhanced single-user
form as discussed earlier. The time duration of the filter impulse response is greater
than or equal to 7. These schemes can be further broken down into structures
which differ in terms of tap delay spacing and updating algorithms. The updating
algorithms of the first three schemes aim to minimize MSE whereas that of the fourth
uses a different criterion instead.

Bit symbol adaptive FSE

A fractionally-spaced equalizer (FSE) is a TDL filter whose delay elements are set to
T, = T./N, where Ny, > 1 is an integer. In bit symbol FSE schemes, the input to
the FSE is obtained by sampling either the down-converted received signal directly
or the output of the chip filter §*(T, — t) [67, 68, 48]. The selection of the sampling
rate is determined by the signal bandwidth given in (2.4) and the Nyquist sampling
theorem. The sampling rate is set to satisfy 1/T, > 2B = (1 + a)/T, and then set to
an integer multiple of the chip rate. Thus, 1/T, = N,;/T, where N, =1 + [«a].

Bit symbol adaptive chip-spaced equalizers

In bit symbol adaptive chip-spaced equalizers, the delay elements of the TDL are set
to T.. This is equivalent to constraining N; = 1 in the FSE and having 1/T, = 1/T,
[62, 69]. When the number of taps is N, this scheme represents the adaptive version
of the N-tap MMSE detector. Other versions which reduce computational complexity
at the expense of further reduction in performance are developed in [62] by further
reducing the number of taps.

Bit symbol frequency domain TDAF

The development of the bit symbol frequency domain time-dependent adaptive filter
(TDAF) has its roots in Frequency-Shift (FRESH) filtering theory for linear signal
estimation in cyclostationary noise [70, 48, 71]. The FRESH filter exploits spectral
coherence in the received signal by summing appropriately weighted and frequency-
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shifted versions of the received signal [70]. In the one-shot detection of PAM signals,
the FRESH filter can be implemented as a modified version of the frequency domain
adaptive filter [72] (73, pp. 197-210]. Known as the frequency domain TDAF (74,
75, 76], this realization processes the received signal in the frequency domain. The
frequency domain TDAF is closely related to the bit symbol adaptive FSE described
previously. With respect to the estimation and filtering of PAM signals, the FRESH
filter output, when sampled at the bit symbol rate, reduces mathematically to an FSE
[70, p. 566].

There are two potential benefits of implementing the frequency domain TDAF
over the adaptive FSE [76, p. 393]. Given a large number of taps, the number of com-
putations in terms of multiplication and add operations can be reduced significantly.
This is because convolution in the time domain can be performed with less operations
in the frequency domain via the Fast Fourier Transform (FFT) [73]. Furthermore, the
rate of convergence can be improved. This is because the received signal is divided
into contiguous spectral bands each with their own convergence rate and step size
value [76][73, pp. 205-210].

There appears to be no mention of problems associated with the frequency domain
TDAF in [74, 75, 76]. However, generally, frequency domain adaptive filter implemen-
tations have two weaknesses. First, leakage of signals from one band to other bands
can occur and reduce filter performance [73, p. 206]. And second, the updating of tap
coefficients incurs a delay during the processing of a block of samples via the FFT.
This necessitates small step size values and reduces the convergence rate {72].

Blind Adaptive Receiver

Blind adaptive receivers are investigated in [77, 65]. The term blind arises from the
fact that no training sequence is required. They consists of two parallel filters whose
outputs are summed. One is the CMF for the desired user which is fixed and the other
is a TDL filter whose taps can vary. Based on the criterion of minimizing the sampled
output energy, the combined response can converge to the one-shot multi-user linear
MMSE. Bit decisions are not used in the tap coefficient updating algorithm. The
advantage of this scheme surfaces in situations where the decision-directed mode of
updating the coefficients proves unreliable. This can occur either when other users go
on and off line, or when sudden changes in signal powers occur. A generalization of
this blind adaptive approach, in the context of inverse filtering, has been considered
for channels with multipath and ISI [78].
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Chip symbol adaptive filters — chip symbol adaptive FSE

In chip symbol adaptive filters, each sampled filter output represents an estimate
of b([ﬁ)/zvj a¥} (or a training symbol). Furthermore, the estimates and the discrete-
time samples of the error signal (formed between the estimate and filter output) are
generated at the chip rate. This idea appears to have been first introduced in [79]
as a structure to realize the noise-whitening MF (NWMF') to be discussed in section
2.2.4. A few changes to the bit symbol adaptive FSE occur when applied to chip
symbol adaptive filtering. First. in training mode. each training symbol represents
a chip instead of a bit. Second, in decision directed mode, each training symbol
is an estimate of a transmitted bit re-spread by the spreading sequence: Z’(L?z)/N | al®.
Although each chip a{® is known a priori, bit decisions incur a delay of at least 7.
And third, the number of delay elements in the chip symbcl FSE can be considerably
reduced in comparison to the bit symbol FSE.

There are two advantages of the chip symbol adaptive filtering over its bit symbol
counterpart. It reduces computational complexity since the number of tap delay
coefficients is considerably reduced. And most notably, it is the only linear adaptive
scheme that remains feasible under long sequence spreading. This issue shall be
elaborated on in section 2.2.5. Its disadvantage is its limited gain in performance in

comparison to that of bit symbol adaptive receivers [79].

Non-linear adaptive receivers

Non-linear adaptive receivers can be broken down into bit symbol decision feedback
equalizers (DFE) and adaptive receivers based on neural networks.

Bit symbol DFE

A DFE consists of two TDL filters: a feed forward filter whose input is the received
signal and a feedback filter which is fed with bit symbol decisions [66][44, pp. 621-
627, 649-650](80, pp. 500-510]. The feed forward filter output is subtracted by the
feedback filter output and fed to a slicer. The application of the DFE in place of
the FSE is investigated in [81, 82] and is motivated by its ability to handle ISI and
delayed replicas of the desired signal due to multiple propagation paths.

Adaptive single-user neural networks

The application of neural networks to DS-CDMA receiver design is outlined in [48]. It
can deliver near-optimal performance [83] like its multi-user neural network receiver
counterpart since it can detect signals in non-stationary and non-Gaussian noise [84].
However, it has two shortcomings which prohibit it from practical consideration. With
present neural net equalization techniques, there is no guarantee of reaching an opti-
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mal solution and its rate of convergence is very slow [48]. It, thus, requires extremely
long training sequences [85].

2.2.4 Enhanced Single-User Receivers: Multi-User Parameters

In the previous section, single-user receivers were described under the constraint that
signal parameters of only the desired user were utilized. In this section, the constraint
is lifted to improve the design and performance of the single-user receivers. The term
enhanced denotes the inclusion of signal parameters of other users (ie. multi-user
parameters). Moreover, these receivers are constrained to be one-shot linear detectors.

The enhanced single-user receivers are summarized in Fig. 2.7. The one-shot linear

Enhanced Single-User Receivers: I
Multi-User Parameters

linear
MMSE

Fig. 2.7 Classification of enhanced single-user receivers using multi-user
parameters.

MMSE detector and decorrelator have already been described in section 2.2.2 in the
discussion on one-shot linear detectors in the context of multi-user receivers. Both
are included in Fig. 2.7 and Fig. 2.5 since, as explained previously, they can be
implemented as either multi-user or enhanced single-user receivers. The one-shot
detector labelled as chip-delay locked MF (CLMF) in Fig. 2.7 shall be discussed in
more detail in section 2.4 and derived in Chapter 3 and Chapter 4. Consequently, the
remaining enhanced single-user receiver that needs to be described is the NWMF.

NWMF

When the only known parameter concerning interfering users is the ratio of total MAI
power to thermal noise power, whitening of the interference can be applied to produce
the noise-whitening MF (NWMF) [86]. It provides improvement in performance over
that of the CMF by the addition of a noise-whitening filter either before or after the
chip filter. The improvement, however, is much less than that achievable by multi-
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user receivers. Its advantage is its low complexity per bit symbol. The complexity
of computing its filter response is independent of K and the method of spreading.
Another method of implementing the NWMF joins the whitening filter and the chip
filter to produce a modified despreading chip waveform which changes according to the
MAI power and desired user’s spreading sequence. This idea has been investigated for
the specific case of rectangular pulses in [87]. In addition, to enhance the performance
of IC-receivers, the NWMF can replace the CMF in the front end of the IC-receivers
to improve the reliability of preliminary bit estimates.

2.2.5 Ramifications of Spreading Method

The previous section reviewed DS-CDMA receivers in the context of DS-CDMA sys-
tems based on short sequence spreading. This was because most receivers, until
recently, were developed under the assumption of short sequence spreading. Practical
systems, however, such as IS-95 [1] and nearly all those proposed for third generation
cellular communication systems [27, 29, 31] have been designed based on long sequence
spreading. The sole exception is the proposal known as FRAMES FMA2 where long
sequence spreading serves, instead, as an option to short sequence spreading [27, p.
425, Table 2|. The aim of this section is to show that the majority of DS-CDMA
receivers (designed to counter the power-imbalance problem) are rendered inapplica-
ble in systems based on long sequence spreading due to either excessive complexity
or incompatibility. This observation shall serve as the driving force which motivates
the thesis and the development of receivers feasible under long sequence spreading.
Later, reasons for the selection of long sequence spreading are described.

The assumption of long sequence spreading adversely affects the design of all DS-
CDMA receivers except for the IC, NWMF, chip symbol adaptive FSE and CMF.
In the case of multi-user detectors, their computational complexity per bit symbol
explodes since the cross-correlation coefficients among the spreading waveforms of
each pair of users now change with each bit symbol. Before, under short sequence
spreading, these coefficients remained fixed until a change occurred in the bit delay of
at least one interferer. However, under long sequence spreading, the coefficients must
either be re-computed at the bit rate or fetched if stored beforehand. Furthermore, the
complexity of the one-shot linear receivers (the least complex among the multi-user
receivers under short sequence spreading) explodes, nonetheless, even when the cross-
correlation coefficients are available. Previously, a minimum of QO (1%93) operations
were required to compute the one-shot linear MMSE or decorrelator when a bit delay



2 Design of DS-CDMA Receivers 34

parameter changed. Under long sequence spreading, however, the operations must be
repeated at the bit rate for each consecutive bit to be detected [55]. In contrast, non-
linear IC schemes are unaffected since the MAI is estimated on-line by multiplying the
bit decisions with the spreading sequence regardless of the spreading method. Despite
this property, as described earlier, their complexity per bit symbol, which increases
linearly with K, remains high.

Long sequence spreading also poses an insurmountable problem to single-user bit
symbol adaptive filters. These were developed under the assumption of short sequence
spreading whereby the desired user’s spreading sequence for each consecutive bit re-
mained fixed. This made it possible for the adaptive filter to converge to the one-shot
linear MMSE solution. However, under long sequence spreading, the MMSE solution
changes with each consecutive bit symbol. Consequently, the bit-symbol adaptive
filters are rendered inutile. Therefore, the NWMF and chip symbol adaptive FSE
(proposed to realize the NWMF') remain as the only low-complexity alternatives to
the CMF feasible under long sequence spreading.

Reasons for Long Sequence Spreading

The reasons for choosing long sequence spreading over short sequence spreading in
DS-CDMA are described. The primary reason relates to channel coding which plays
a fundamental role in the design of not only DS-CDMA systems [39], but, in general,
any reliable digital communication system. In practice, therefore, as shown earlier in
Fig. 1.3, bandwidth expansion for bit transmission is performed by channel coding
in addition to direct-sequence spreading. By taking into account the coding rate R,
(ratio of the information bit rate to the coded bit rate) of the channel encoder, PG
in (2.5) is modified to PG = N(1+ a)-1/R. and N = PG/[(1 + @) - 1/R.]. In effect,
channel coding reduces N by a factor of 1/R.. For example, in the uplink of the
IS-95 system based on long sequence spreading, PG/(1 + a) = 128, 1/R. = 32 and
N = 4. Each coded bit (or Walsh chip) is spread by a sequence of NV = 4 chips [1, p.
6-11, Table 6.1.3.1.1-1] taken from consecutive and contiguous segments of a longer
PN sequence of length N, = 242 — 1 [1, p. 6-24]. Under short sequence spreading,
not many distinct sequences of length NV, = N = 4 can be constructed. Through
this example, it can be seen that, in systems where a large portion of PG is allocated
to channel coding, long sequence spreading would be preferable to short sequence
spreading.

If short sequence spreading were desired, nonetheless, a lower limit to R, would
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have to be imposed to maintain a sufficiently large N. Such a restriction would, how-
ever, come at the loss of potential gain in performance and capacity. This observation
comes as a result of the recent work of [88, pp. 27-30] and [89, pp. 50-51] which advo-
cate allocating as much of the PG to channel coding as possible. As shown in [89, pp.
50-51], when all of the PG is consolidated to channel coding by setting R, = 1/PG
and N = 1, channel capacity in an AWGN channel is maximized. Therefore, long
sequence spreading appears to be unavoidable in systems geared towards maximizing
performance and capacity.

The second reason for avoiding short sequence spreading relates to issues of privacy
and security in the communication links. In long sequence spreading, each consecutive
bit is spread by a different sequence instead of the same sequence. This adds an extra
level of security in the air interface.

2.3 Detailed Thesis Statement

This section provides a precise statement of the thesis in three parts. First, the
problem of receiver design in DS-CDMA is formulated and justified in the context of
the background information presented thus far in the thesis. Second, the goals of the
thesis are stated. And third, the approach taken to achieve the goals is described.

2.3.1 Formulation of Problem

The previous section has established that the CMF, NWMF and chip symbol adaptive
FSE (proposed to realize the NWMF) are the only low-complexity receivers compati-
ble with DS-CDMA systems based on long sequence spreading. It was shown that all
other receivers suffer from either excessive complexity or incompatibility under long
sequence spreading. The problem with the CMF and NWMF, however, is their limited
performance under power-imbalance conditions. As shall be shown in Chapter 5, the
near-far resistance (a measure quantifying receiver robustness to the power-imbalance
problem) of the NWMF, like that of the CMF, is zero. Based on these observations,
several questions can be posed. Does there exist a low-complexity receiver compati-
ble with long sequence spreading which delivers performance greater than that of the
NWMF? If such a receiver did exist, how much of an increase in performance would
it yield? And, what would its complexity be? These are the primary questions which
the thesis seeks to answer.

The questions merit consideration because of the need, in DS-CDMA systems,
for low-complexity receivers less vulnerable to the power-imbalance problem. Should
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such receivers compatible with long sequence spreading exist, they could significantly
boost the performance and capacity of present systems (such as IS-95) and future
DS-CDMA systems implementing long sequence spreading.

2.3.2 Goals

The goals of the thesis shall now be stated with respect to the problems formulated in
section 2.3.1. The primary goal of the thesis is to derive a receiver, suited for systems
based on long sequence spreading, which offers an improvement in performance over
the NWMF. This will lead to the proposed chip-delay locked MF (CLMF). The second
goal is to determine the gain in performance associated with the CLMF in comparison
to the NWMEF. The third goal is to offer directions to the development of adaptive
versions of the CLMF amenable to practical implementation. And the final goal is
to develop a general framework for deriving one-shot linear receivers including the
enhanced single-user detectors.

2.3.3 Approach

The approach taken in achieving the first goal stated in section 2.3.2 shall be described
in four stages corresponding to: the selection of the receiver structure, the selection
of the optimization criterion, information requirements and the description of the
method of synthesis. This essentially follows the heuristic approach outlined in [90,
pp. 12-15] and [91, pp. 186-187]. Moreover, this approach is similar to that of [86] but
differs in the third stage with respect to the modelling of the interferer bit delays.

Structure

The structure of the receiver is based upon a linear time-invariant (LTI) filter receiver
as depicted in Fig. 2.8 in complex envelope form. This is the proposed receiver for

7(t) ] b;”
— h(t) - %Re() —)‘ Em— :{: -
t=0+1)T,

Fig. 2.8 Rx 0 — The LTI filter receiver for user 0.

Rx 0 in Fig. 2.1. It consists of an LTI filter h(t), a sampler and a slicer (hard-decision
device) (80, pp. 79-87] [18, pp. 224-229] [44, pp. 238-244] and [86]. The real part
of the filter output, scaled by a factor of 1/2, is sampled every T, seconds and fed to
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the slicer to produce the bit estimate 1320). As discussed in section 2.1.1, it is assumed
that both carrier-phase and bit-timing recovery has been accomplished.

The LTI filter structure is selected for the following reasons. As observed in the
progression from the optimum multi-user detector to the one-shot linear detectors,
this structure tends to result in receivers with reduced complexity. Furthermore,
once the solution is established, it can guide the development of adaptive versions
suitable for implementation. Not only would this reveal the underlying structure of
the adaptive filter, but it would also provide the filter response to which the adaptive
versions should ideally converge. Thus, the LTI filter receiver structure is selected
in the hope of developing implementations which deliver performance beyond that of
the NWMF while maintaining low complexity per bit symbol.

Optimization Criterion

In general, the selection of an appropriate optimization criterion is important in two
respects. One, it serves as a measure to assess receiver performance. And two, it
influences the practicality of the design. Here, the criterion is selected primarily for the
purpose of design rather than performance. In fact, in terms of performance, selection
of probability of bit error P, would be ideal. However, the problem with P, is that it
leads to either untractable or computationally expensive solutions such as the optimal
one-shot single-user detector as discussed in section 2.2.3. Thus, for the purpose of
developing a practical receiver with much less computational requirements, a second
order criterion known as signal-to-noise ratio (SNR) {91, 92, 93] is selected. The SNR
criterion is defined mathematically later in (2.15) and explained in section 3.1 in more
detail. As evident in the NWMF [86], designs based on the LTI filter structure and
the SNR criterion tend to result in implementations with low complexity.

The problem with the SNR criterion is that it does not necessarily guarantee an
improvement in P, which is ultimately the criterion of interest from the perspective
of performance rather than design. Although the relationship that increasing SNR
monotonically lowers P, makes sense intuitively, it does not hold in all cases. An
example of a degenerate case where SNR may be misleading arises in a point-to-point
direct-sequence spread spectrum system with narrowband interference. In comparing
the P. performance of two different filters in this situation, a filter providing larger
SNR compared to another may not necessarily deliver lower P, when PG is small (eg.
PG = 7) [94]. It may in fact deliver higher P.. On the other hand, as long as PG is
moderately large (eg. PG > 63), SNR provides a useful measure of P, performance
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[94]. It is conjectured that in wideband interference, the same result would hold.
That is, SNR should provide an adequate measure of P, performance in DS-CDMA
systems as long as PG is moderately large.

SNR vs. MSE

The LT1 filter which maximizes SNR is referred to as a matched filter (MF) [91, 92, 93].
There exists another second-order criterion known as mean square error (MSE) [18,
p. 467-469] [80, p. 489-491] intimately related to SNR. The error is the difference
between the filter output and the expected (or desired) output. As shown in [95,
pp. 252-261], the LTI filter which minimizes MSE is identical to the MF (except
for a possible scaling factor) in the one-shot linear estimation of PAM signals. This
result is obtained under the assumptions of an infinite observation interval and WSS
noise. The relationship is re-investigated in Appendix A when both assumptions are
removed. In addition, an expression which relates minimum MSE to maximum SNR
(for the same filter which minimizes MSE and maximizes SNR) is derived.

Information Requirements

Next, the information required to derive the MF is discussed. With respect to the
desired user, it is assumed that its spreading sequence is known to the receiver. With
respect to the interferers, knowledge of their spreading sequences is unnecessary. How-
ever, it is assumed that each of their chip delays and signal powers are known. It is
this assumption which distinguishes this work from [86] where the bit delays were
assumed to be random and unknown. Later, the requirement of interferer chip delays
and signal powers can be dropped when adaptive implementations are considered in
Chapter 6.

Based on the approach to be outlined shortly, it will be possible to synthesize not
only the CLMF, but also other enhanced single-user receivers such as the NWMF,
one-shot linear MMSE and decorrelator as described in section 2.2.4. This ability
to synthesize other enhanced single-user receivers is achieved by altering the level of
interferer signal parameters available to the receiver. It is summarized under a general
framework considered in section 2.4.

Method of Synthesis

This section reviews, in general terms, the process of designing the SNR maximizing
filter component k(t) in the LTI filter receiver in Fig. 2.8. The filter is shown in Fig.
2.9. The design, based on MF theory, is explained in more detail in {91, 92, 93, 96].
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Fig. 2.9 The filter component of the MF receiver.

The received signal of (2.9) can be separated into two parts:
F(t) = 3§(t) + n(t). (2.11)

The signal 3(t) represents the desired signal to be detected whereas 7i(t) represents
the noise. The filter is designed to detect the signal associated with the desired user’s
ith bit b,(-o) where, based on (2.6),

(i+1)N-1
§t) = 2Rt® Y a9§(t - nT.). (2.12)
n=iN

The signal to be detected changes with each bit under long sequence spreading. In
terms of MF design, this implies that the filter response must change at the bit
rate to detect each new bit. Consequently, the MF may have to be re-computed
repeatedly at the bit rate as well. However, as will be shown in Chapter 4, when the
observation interval is infinite, an important simplification arises which circumvents
this difficulty. In contrast, under short sequence spreading, (2.12) reduces to 3(¢t) =
V2P 6Va (¢ — iT;) where @ (t) is defined by (2.8) for k = 0. Since the signal to
be detected remains the same for each bit, the MF response remains the same for the
detection of each bit symbol of user 0 as long as interferer signal parameters remain
fixed. Without loss of generality, the development of the MFs for the remainder
of the thesis assumes the detection of the zeroth bit bf,o) such that (2.12) becomes
§(t) = V2P 6Ya®(t). To design the MF for the detection of &, @®(t) can be
re-defined by replacing a{® with a{%,, in (2.8) for k = 0.

The noise, comprised of the remaining signals in the DS-CDMA system, can be
written as

Aa(t) = I(t)+a(t)+C(t) (2.13)

where MAI I(t) and background AWGN 4(t) have been defined in (2.10) and in section
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2.1.3, respectively. The third term, representing intersymbol interference (ISI), can
be expressed as

() = 2P { 5 b aq(t — nT) + 3 6,004t - nTc)}. (2.14)

n=-co n=N
The ISI consists of the desired user’s signal s(¥’(¢) associated with the bits 4%) for
n # 0. The first sum in (2.14) represents the precursor ISI from previous bit and
chip symbols while the second sum represents the postcursor ISI from future bit and
chip symbols. In general, the ISI term ((t) can be ignored when PG >> 1 as is the
case for most spread spectrum signals [18, p. 306, 339]. This occurs when either NV
or a is large. As a rather extreme example, the ISI at a filter output is zero for a
chip waveform ¢(¢) (such as the rectangular pulse) that exists only over the interval
t € {0,T,) even if N = 1. Initially, it is assumed that PG is sufficiently large so that
the effect of ISI can be safely ignored. This assumption is made to prevent obscuring
the development of the MFs which can suppress MAI. The effect of ISI on the MF
derivation is investigated in Appendix D.

The received signal is passed through a linear time-invariant (LTT) filter with an
impulse response of A(t). The real component of the output, scaled by a factor of
1/2, is then sampled at t = T,. The sampled output can be separated into two parts:
the desired component S(73) corresponding to the desired signal 5(¢) and the noise
component N(T},) corresponding to the noise 7i(t).

In this framework, the objective in MF design is to derive the LTI filter, h(t),
which maximizes the sampled output SNR. [86, 92].

S(Ts)

SNR = Eive(m)]

(2.15)
given the received signal 7(t) defined in (2.11) as input over an observation interval
of t, < t < t;. The function E[-] represents the expectation operator. The filter A(t)
which delivers the maximum SNR is referred to as the SNR maximizing LTI filter
or MF. As pointed out earlier in the discussion on the optimization criterion, except
for a possible scaling factor, the impulse response of the MF is equivalent to the LTI
filter which minimizes MSE.

As shown in [38, 97], the MF for the detection of the zeroth bit 6"’ is the solution
to the following complex Fredholm integral equation based on the complex baseband
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representation of bandpass signals

1t

il [Ra(t, Wk (T — u) + Ra(t, Wh(Ty — u)] du = &), t, <t <t (2.16)

Strictly speaking, the impulse response is h(u)e?*<To. However, for clarity, it is as-
sumed that w.T; = 27 where ! is an integer so that e?*<?s = 1. The term R;(t,u) rep-
resents the autocorrelation function of the noise while R;(t, 1) represents the pseudo-
autocorrelation or complementary autocorrelation function of the noise [47)(18, p.
312]. In general, given a complex random process .X(t), the autocorrelation function
and pseudo-autocorrelation functions are defined as

Rg(t,u) = B[X(®)X*(u)], (2.17)

Rg(t,u) = B[X()X(u)], (2.18)

respectively. Both the autocorrelation and pseudo-autocorrelation functions are needed
to provide a complete second-order characterization of the joint statistics of the in-
phase (real) component and quadrature (imaginary) component of the noise [18, pp.
311-313]. When R;(t,u) = 0 for all ¢ and w, the noise 7(t) is categorized as proper
or circularly symmetric [47][18, pp. 311-316]. In this situation, (2.16) reduces to the
usual integral equation given in [96, pp. 481-484 (13-7.15)] for signal detection in

proper complex noise
1 gt -
th TRatuwh (T —w)de = aO(t), t<t<t. (2.19)
1

Otherwise, when the noise is improper (or no longer circularly symmetric), (2.16) must
be solved instead.

In summary, once d(®(t) is given, the MF solution A(t) will depend upon the form
of the two noise autocorrelation functions: R;(¢,v) and Rﬁ,(t, u). Their forms, which

depend on the modelling of the interferer signal parameters, are described in Chapter
3.

2.4 Unifying Framework for Enhanced Single-User
DS-CDMA Receivers

This section describes a general framework for the synthesis and organization of en-
hanced single-user DS-CDMA receivers. As mentioned in section 2.3.3, information
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on interferer signal parameters plays an important role in designing the LTI filter
which maximizes SNR. Although the primary interest of the thesis is in developing
the CLMF, by altering the amount of signal parameter information available to the
receiver, other forms of the filter (including each of the enhanced single-user detectors
described in section 2.2.4 and Fig. 2.7) can be designed.

Section 2.4.1 describes a generalized model of information on interferer signal
parameters. Section 2.4.2 then describes the various filter realizations whose form
changes according to the level of information available to the receiver. The description
shall be conceptual in nature. Rigorous mathematical descriptions are relegated to
Chapters 3 and 4.

2.4.1 Generalized Model of Information on Interferer Signal Parameters

A generalized model of information on interferer signal parameters is presented. As
listed in Table 2.2, the information on interferer signal parameters may consist of their
spreading sequences {al¥)| k € [1, K], n € (—00,00) }, bit delays {r:}X_,, chip delays
(T} |, signal powers to N, ratio {P./N,}X_, or net MAI powers to N, ratio v/N,.
The set of phase-offsets {6, }X_, are assumed to be random and i.i.d. where each 6 is
uniformly distributed over 6, € [0,27). The effect of fixed phase-offsets is considered
later. Moreover, among the four sets of parameters, it is essentially the modelling of
the spreading sequences and bit delays which determines the three distinctive models.
The three basic models, which are the primary focus of this thesis, are summarized
in Table 2.3. These are, in order of increasing information, unlocked, chip-delay

Table 2.3 The three basic models of information on interferer signal
parameters. The symbol |/ indicates those parameters which are required.

Model of | Spreading Bit Chip
interferers || sequences | delays | delays

o) | () | (T

unlocked
chip-delay
locked Vv
bit-delay
locked v v

locked and bit-delay locked interferers. For example, the model of chip-delay locked
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interferers refers to the case where interferer chip delays are known whereas their
spreading sequences are unknown.

In the first two models, long sequence spreading is assumed. In the third model of
bit-delay locked interferers, however, short sequence spreading is assumed as a special
case. As pointed out in section 2.2.4, the one-shot linear MMSE and decorrelator
were developed under the constraint of short sequence spreading. Thus, to derive the
same filters under this common framework, short sequence spreading shall be assumed
when interferer spreading sequences are known. If, on the other hand. long sequence
spreading were employed, their filter response would have to be re-computed at the
bit rate as discussed in section 2.2.5.

The main emphasis of the thesis is on the three basic parameter models just
described. However, several variants of the three models are considered as well in
Chapter 3, Chapter 4 and Appendix D. The variants can be formed by considering:
the effect of information on interferer phase-offsets, the presence of inter-symbol in-
terference (ISI) and the presence of both unlocked and chip-delay locked interferers.
The effect of phase-offsets and ISI are examined, respectively, for applications such
as fixed wireless local loops (where the phase-offsets of users may change very slowly
during bit transmissions) and applications where NV may very small. Furthermore, the
thesis considers the combination of only unlocked and chip-delay locked interferers to
obtain realizations compatible with long sequence spreading.

2.4.2 Enhanced Single-User DS-CDMA Receivers

The various models concerning information on interferer signal parameters have now
been established. The purpose of this section is to illustrate how the model determines
the form of the SNR maximizing LTI filter and how each of the enhanced single-user
receivers in Fig. 2.7 can be derived. Table 2.4 summarizes the parameter requirements
for each of the enhanced single-user receivers. As will explained later, the BLMF
refers to the one-shot linear MMSE detector while the D-BLMF refers to the one-
shot decorrelator. The table includes the limiting form of the NWMF and CLMF
referred to as D-NWMF and D-CLMF, respectively, as N, — 0. The order of receiver
description in the following section proceeds from top to bottom from the knowledge
of absolutely no interferer parameters to the knowledge of all interferer parameters.
The column furthest to the right characterizes the MAI process as being either wide-
sense stationary (WSS) or wide-sense cyclostationary (WSCS) with a period of either
T. or T.
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Table 2.4 Realization of the enhanced single-user receivers according
to known signal parameters. The symbol / indicates those parameters
required by the receiver. The characterization of the MAI is listed as well.

Enhanced Signal Net MAI
single-user || Spreading Bit Chip powers to | power to MAI
receiver || sequences | delays | delays N, level N, level || characterization
aw) | {(nh) (T, | (By/No}E, | 2/,
CMF white WSS
NWMF Vv coloured WSS
D-NWMF coloured WSS
CLMF v v WSCS T,
D-CLMF Vv WSCS T,
BLMF 4 v WSCS T,
D-BLMF v v WSCS T,

Two additional comments regarding the following sections are in order. First, the
CMF is listed in Table 2.4 and included in the following descriptions as the starting
point of the enhanced single-user receivers. That is, the CMF corresponds to the
degenerate situation where no information on interferers is necessary. And second,
the sections make liberal references to the results of Chapters 3 and 4 to justify the
framework and to provide an understanding of the organization of the two chapters.

No Information on Interferers — CMF

When the power spectral density (PSD) of MAI is flat, MAI can be characterized as a
white WSS process. As pointed out in section 4.3.2, this characterization occurs when
each interferer bit delay is uniformly distributed over 7, € [0,73) and the frequency
response of the chip filter is constant over the bandwidth B of interest. In this case,
the SNR maximizing LTT filter is the conjugated and time-reversed version of the
transmitted spreading waveform. This is the well-known CMF.

Unlocked Interferers — NWMF

This realization takes advantage of the observation that the PSD of MAI is generally
not flat for practical chip filter designs. When the bit delays and spreading sequences
of the interferers are unknown, the interferers and the MAI are referred to as being
unlocked. As shown in sections 3.2.1 and 4.3.1, when interferers are unlocked, the
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PSD of the MAI is determined by §(t), v and T.. As long as the frequency response of
the chip filter is not constant over the bandwidth B of interest (and each interferer bit
delay is uniformly distributed over 1. € [0,T;) ), the MAI can be characterized as a
coloured WSS random process. As shown in sections 3.2 and 4.3, the SNR maximizing
LTI filter in this case is the noise-whitening MF (NWMF) derived previously in [86].

Unlocked Interferers — D-NWMF

Under MAI-limited conditions where the AWGN PSD level is small (ie. N, — 0), the
NWMEF reduces to a decorrelator-type NWMF referred to as the D-NWMF. As shown
in section 4.3.2, it consists of an inverse chip filter followed by a despreading filter.
It can be formed from the CMF by replacing the CMF chip filter with the inverse
chip filter. Similar to the CMF, the D-NWMF has the feature of being completely
independent of all interferer signal parameters.

Chip-Delay Locked Interferers — CLMF

When the chip delays of interferers are fixed and known, the interferers and the MAI
are referred to as being chip-delay locked. As shown in section 3.3.1, the MAI can
be modelled as being WSCS [71, 98, 99] with a period of T, when the interferer
spreading sequences are modelled as random sequences. Given the knowledge of each
interferer signal power to N, ratio as well as their chip delays, the SNR maximizing
filter assumes a form referred to as the chip-delay locked MF (CLMF). Knowledge
of interferer spreading sequences is unnecessary. The CLMF is derived in sections
3.3 and 4.4. Furthermore, as pointed out in section 4.4.1, it reduces to the NWMF
when the excess bandwidth of the chip waveform is & = 0 (since the WSCS MAI then
becomes WSS).

Chip-Delay Locked Interferers — D-CLMF

Under MAI-limited conditions where N, — 0, the CLMF converges to a filter whose
response is independent of interferer signal powers. This yields the decorrelator-type
chip-delay locked MF (D-CLMF) derived in section 3.3.6. The D-CLMF is analogous
to the application of the zero-forcing criterion for the complete suppression of ISI [18]
without regards to the enhancement of the background AWGN. In this case, the MAI
is completely suppressed [18].
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Bit-Delay Locked Interferers — BLMF

When interferer spreading sequences (under the condition of short sequence spreading)
and bit delays are fixed and known, the interferers and the MAI are referred to as
being bit-delay locked. As shown in section 3.4.1, the bit-delay locked MAI can be
modelled as being WSCS with a period of T, (under the constraint of short sequence
spreading). Given the knowledge of the signal power to N, for each bit-delay locked
interferer, as shown in section 3.4, the SNR maximizing filter is the one-shot linear
MMSE detector derived previously in [62]. To conform with the framework of this
thesis, the one-shot linear MMSE detector is also referred to as the bit-delay locked
MF (BLMF).

Bit-Delay Locked Interferers — D-BLMF

Similar to the D-NWMF and D-CLMF, under MAI-limited conditions where N, —
0, the BLMF converges to a filter whose response is independent of the interferer
signal powers. As shown in section 3.4.6, the BLMF converges to the the one-shot
decorrelator derived previously in [51, 60]. To conform with the framework of this

thesis, the one-shot decorrelator is also referred to as the decorrelator-type bit-delay
locked MF (D-BLMF).
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Chapter 3

Matched Filters for DS-CDMA:

Finite Observation Interval

The aim of this chapter is to derive MFs for DS-CDMA systems when the observation
interval of the received signal is finite. The derivation of the MFs when the observation
interval is infinite is presented in Chapter 4. Section 3.1 explains the steps involved
in the synthesis of MFs for the finite observation case. The following four sections
then derive the MF under the various models of information on interferer signal pa-
rameters as described in section 2.4.1. Section 3.6 discusses the effect of information

on interferer phase-offsets. Section 3.7 presents a signal space interpretation of the
MFs.

3.1 Method of Synthesis

This section explains the process in designing the MF for the finite observation interval
case. First, the form of the integral equation to be solved is developed. Second, the
steps involved in solving the integral equation to obtain the MF impulse response are
outlined. And third, a note on the numerical examples contained in this chapter is
given.

3.1.1 Development of the Integral Equation

In the finite observation interval case, the received signal is observed over the duration
of one bit symbol period. The period selected corresponds to the zeroth symbol of
the desired user bg)) such that ¢ € [0,T;]. By setting the limits ¢; = 0 and t; = T}, the
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integral equation in (2.16) becomes
4/ Ra(t,w)h*(Th — u) + Ba(t, w)h(Ty —w)du = a©(t), 0<t<Ty (3.1)

The filter impulse response f-z(u) which maximizes SNR is obtained by solving the
integral equation in (3.1). The next step is to determine the expressions for the
autocorrelation and pseudo-autocorrelation functions of the noise in (3.1).

Assuming that the thermal noise 1 (¢) and MAI [(t) are independent processes,
the autocorrelation function of the noise 7(t) from (2.13) can be evaluated and written
as

Ra(tw) = Ra(t,u)+ Rilt,u). (3.2)
The autocorrelation function of the background AWGN @(¢) is, from section 2.1.3,
Rg(t,u) = 2N,(t — u). (3.3)

The autocorrelation function of the MAI [(t), represented by Rj(t,u), has yet to be
determined. As described in section 2.4.1, its form shall depend on how the interferers
are modelled. The noise pseudo-autocorrelation function can be written as

Ra(t,u) = Ry(t,u) (3.4)

since AWGN is assumed to be proper and Ru-,(t, u) = 0. The substitution of (3.2),
(3.3) and (3.4) into (3.1) transforms (3.1) into a Fredholm integral equation of the
second kind [100]

T"Rf(t,u)f"‘(u)+Rf(t,u)f'(u)du = a0(@), 0<t<T, (3.5)

1
2N,
where for notational compactness, the correlating signal

N, -
ey = ST -1 (36)

has been introduced. Once the correlating signal is determined, the impulse response
of the MF can then be obtained from h(t) = Ef(T - 1)

The next step required to solve for the MF involves determining the expressions
for two MAI autocorrelation functions: Rj(t,u) and R;(t, u) embedded in (3.5). Their
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form will depend on the models discussed in section 2.4.1. Once these expressions are
determined, the remaining step involves solving the integral equation of (3.5) to obtain
the LTI filter f(t) which maximizes SNR. The solution f(t) to the integral equation
will depend upon a®(t) and the form of the two MAI autocorrelation functions.
Depending on the MAI model, this eventually leads to the realization of either the
NWMF, CLMF, BLMF or several other variants of these solutions. The variants
occur under three additional conditions as described in section 2.4.1. These are the
MAI-limited condition where N, — 0, the condition where phase-offset parameters
of the interferers are known and the condition where both unlocked and chip-delay
locked interferers are present.

In the single-user case (K = 0), I(t) = 0 and, hence, Rj(t,u) = Rj(t,u) = 0.
In this case, the solution to the integral equation of (3.5) is f(t) = a®*(¢). Thus,
h(t) = %a©*(Ty — ). This is the well-known impulse response of the CMF which
maximizes SNR in additive white noise.

3.1.2 On Solving the Fredholm Integral Equation

Various methods of solving the integral equation (3.5) associated with the finite ob-
servation interval exist. Two methods are employed: the discretization of the integral
equation (via numerical integration) and the method of separable kernels [100, Chap-
ter 2] [101, Chapter 5]. The former is a brute-force method whereby the integration
interval is discretized and the integral is approximated by a summation. The accu-
racy of this method depends upon the coarseness of discretization. The latter, though
much more mathematically involved, offers several advantages over the former. It
leads to an exact solution, insight into the MF design and analytical expressions for
both the SNR and near-far resistance. With regards to terminology, the term, kernel,
refers to either of the two autocorrelation functions in the integrand of the integral
equation (3.5). In addition, separable kernels are also known as degenerate kernels
[102, p. 13] or Pincherle-Goursat kernels [100, p. 55].

3.1.3 Note on Numerical Examples

In all the numerical examples to be presented in this chapter, each transmitter em-
ploys direct-sequence binary phase-shift keying (DS-BPSK) and the rectangular chip
waveform

1, 0<t<T,
q(t) = - 3.7
) { 0, otherwise. (37)



3 Matched Filters for DS-CDMA: Finite Observation Interval 50

The spreading factor is N = 8 and the desired user’s spreading sequence is a(® =
[+ — + + — — —+]. The symbols + and — refer to 1 and —1, respectively, while, for
the kth user,

k) (k k ,
a®) = [ o) ... o). (3.8)

3.2 Unlocked Interferers

In this section, the MF is derived for the situation where the interferers are unlocked
as explained in section 2.4.2. This has already been solved for the particular case
of the rectangular chip pulse in [86]. Nonetheless, the case of unlocked users is re-
examined for three reasons. First, it supplements the work of [86] in that a general
solution is derived to accommodate any desired chip waveform. Second, this lends
insight into the internal structure of the NWMF solution. And third, it provides part
of the building blocks necessary when the combination of unlocked and chip-delay
locked interferers is considered later in section 3.5.

3.2.1 MAI Autocorrelation Function — NWMF

Since the interferers are unlocked, the bit delays {7;}X , of the interferers are un-
known. The bit delays are modelled as being independently and identically distributed
(i.i.d.) where each 7 is uniformly distributed over 7 € [0,T}). As shown in Appendix
B.1.1, the autocorrelation function for the uniocked MAI can then be expressed as

RO(t,u) = 29RY(t - w) (3.9)

where the net power of the unlocked MAI is represented by

K
Y P (3.10)
k=1
The autocorrelation function of the chip waveform is
RY(r) = T / iy + 1) (y)dy. (3.11)

Since (3.9) is time-invariant, the MAI is WSS. The PSD expression of the MAI is
derived in Appendix F.1 and given by (F.1). With respect to the MAI pseudo-
autocorrelation function, as shown in Appendix B.1.2, knowledge of interferer phase-
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offsets does not affect the unlocked case since

R(t,u) = o (3.12)

3.2.2 Towards a Separable Kernel — NWMF

To solve the integral equation based on the method of separable kernels, the MAI au-
tocorrelation function R(fU)(t, u) in (3.9) must be approximated by a separable kernel.
A separable kernel or degenerate kernel possesses the special form: $°F A,(z)B}(y)
where L < oo [102, p. 13]. The approximation can be realized by noting that the
kernel R}U)(t, u) is square integrable, positive definite and Hermitian. A sufficient
condition for a kernel R(t,u) to be positive definite is that R(t,u) be the Fourier
transform of a spectral density [103, p. 726] [104, pp. 376-377] [105, Appendix A].
The kernel R(I-U)(t, u) in (3.9) satisfies this condition since its Fourier transform is given
by SE-U)( f) in (F.1). A kernel is characterized as being Hermitian (or symmetric in
the real case) when R*(u,t) = R(t,u). Thus, since R(,-U] (t,u) is continuous, Hermitian
and has only positive eigenvalues, then according to Mercer’s theorem {100, 101, 102],
the following series

> 2495(065(0) @13

converges to the kernel of (3.9) absolutely and uniformly. The eigenvalues A; and
eigenfunctions ¢;(t) can be obtained by solving the homogeneous Fredholm integral
equation

AB(E) = /0 " Ry, (tw)d(u)du. (3.14)

Upon substitution of (3.9), this becomes
No(t) = fo i R (t — u)g(u)du (3.15)
where X' = A/(27) and the normalized eigenvalues \; = A;/(27) are independent of

v and depend only the chip waveform. Since a finite series is required for a separable
kernel, we can use the approximation

Ny
ROt = 20 Y X)) (3.16)
1=
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The issue of how large an Ny to choose is delayed until the next section.

3.2.3 Solution — NWMF

To calculate the MF solution for unlocked interferers via the separable kernel method,
(3.16), Rj(t,u) = Rg-U)(t, u), (3.12) and Rj(t,u) = Rg-u)(t,u) are substituted into the
integral equation of (3.5). With some simplifications, this leads to

Ny
Y ’Y H e -
FO+ 5 2N 0) = @@@), 0<t<T (3.17)
0 j=1
where
) rTy \F
i = ) #i(uf(u)du. (3.18)
As shown in Appendix C.1, the coefficient can be expressed as
) o)
7= (3.19)
g 1+ 74
where
T
o = [T a0 (t)e; (). (3.20)
0

Re-arrangement of (3.17) using (3.19) gives the approximated matched filter solution:

: - &N W
fo) = a0 - L e 45), 0<t<Th. (3.21)
i=1 No“7

This filter which maximizes SNR. for unlocked interferers is referred to as the NWMF
(86]. It consists of two parts: the CMF a(*(¢) and a second filter which estimates that
part of the MAI correlated with a(® (). The latter, referred to as the MAI estimation
filter, is a linear combination of the Ny eigenfunctions {7 () ;-\;”1. In computing the
MAI estimation filter, !, ag-U) and ¢;(t) for j € [1, Ny] can be pre-computed and
stored. The problem, however, is that a large bank of these coefficients would have
to be stored since the spreading waveform a®)(t) changes with each bit symbol under
long sequence spreading. If this were feasible, the only varying parameter would be
~v/N, and the complexity in computing f(t) in (3.21) would be independent of K and
N.
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The issue of selecting Ny can now be treated. The Ny is chosen so that the
solution in (3.21) approximates to a desired degree of accuracy, the ideal solution
which sets Ny — oo. First, the error function is defined as ey (t) = f(t) — f(¢), It
describes the difference between the appronmated solution f(¢) in (3. 21) and the ideal
solution. This leads to ey(t) = — 52 v, 41 —ﬁ al¥ ¢;(t). The Ly norm is selected
as the error criterion of interest. Using (3. 18) "the L, norm of the normalized error
function over t € [0, T,] becomes

-2
— U "Va N
lew®)l3 = ¥ el (1 + —)\—) . (3.22)
j=Ny+t A
By applying the Schwarz inequality to (3.20), Ia(-U)I2 < E, where E, = [T+ ]a/(t)|2dk.

-2
Substitution of this into (3.22) yields |ley(2)]|3 < E, T2 e Ny+1 (1 + ﬁ,) . Hence,
given v/N, and the maximum tolerable error, €y, in the L, norm sense, Vi is chosen
to satisfy the inequality

oo N -2
E, Z (1+T) < €y. (323)

j=Ny+1

Next, the limiting form of the NWMEF is examined when either v — 0 or N, — 0.
In the limit, as ¥ — 0, (3.21) reduces to the CMF of f(t) = a©(¢). This should
be expected since the MAI then disappears and only AWGN remains. On the other
hand, in the MAI limited case when N, — 0, (3.21) can be simplified using

a® () = ia§U)¢;(t). (3.24)

j=1

The expression in (3.24) utilizes the property that, since R([-U)(t, u) is positive def-
inite (as explained in section 3.2.2), the eigenfunctions {¢}(t)}32, form a complete
orthonormal set over ¢t € [0, T,] {104, pp. 376-377]. Substitution of (3.24) into (3.21)
and (3.21) into (3.6) leads to

AT -t) = 3wy 1,\' a5 93 (t). (325)
j=1 2 2 y

In the limit, as N, = 0, (3.25) reduces to (T, — t) = 2 2% A—,a“”qb‘(t) This solution
is referred to as the decorelator-type NWMF (D-NWMF) By removing the scaling

factor 2/ (which does not affect filter design [92, p. 174]), it can be seen that the
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impulse response is independent of all interferer signal parameters. Based on signal
space concepts, from (3.16), 2\’ represents the interferer power associated with the
MALI projected on ¢;(t). By expressing the received signal in terms of its projections
on ¢;(t), it can be seen that the D-NWMTF tends to emphasize those projections where
MALI is weak (small 27)}) and de-emphasize those projections where MAI is strong
(large 27A}).

3.2.4 Structure —N'WMF

The internal structure of the NWMF is illustrated in Fig. 3.1. The top branch is

- a0 (T, - t) -+

%N W
Z—-——l_"ﬂ:,\;aj 83 (Ty 1)

J

Fig. 3.1 Internal structure of the MF solution ‘—Yfﬁ(t) when the inter-
ferers are unlocked.

the conjugate and time-reversed version of the spreading waveform of the desired user
given in (2.8) for k = 0. This branch alone corresponds to the CMF for the desired
user. The function of the bottom branch is to estimate that part of the unlocked MAI
which is correlated with the desired user’s spreading waveform. The output of the
bottom filter is then subtracted from the CMF output to remove the undesired contri-
butions from the unlocked MAI. The structure has a linear interference cancellation
type structure.

3.2.5 Numerical Example — NWMF

Fig. 3.2 shows an example of the MF solution in the presence of a single interferer
(K = 1) at a power level equal to that of the desired user (P, = P,). This is labelled as
and is equivalent to the NWMF [86]. Unlike the CMF response, the NWMF response
attempts to take into account the presence of MAI. Given an interferer chip delay
of Ty (for example, T} = 0.5T), it is important to note that the interferer signal
remains constant (at a value of either +1) over each sub-interval t € (ITy, (I + 1)T})
for [ € [~1,7]. The correlation over each sub-interval is very small as long as T} # 0.
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tch

Fig. 3.2 2%h(T, - t) when E,/N, = 20dB, K = 1, P, = P and
T, = 0.5T.

Consequently, the NWMF response tends to suppress the interfering signal. On the
other hand, the correlation between the NWMF response and the desired signal is
reduced as well. Furthermore, the loss of effectiveness of the NWMF with respect to
AWGN can be observed from the amount of deviation of its response from the CMF
response (which is optimal in AWGN). In addition, as the MAI to thermal noise power
diminishes, the solution approaches the unfiltered version of the spreading waveform
(ie. the CMF). In effect, the NWMF strikes a balance in the suppression of both
MAI and AWGN to maximize SNR without the knowledge of interferer chip delays
or other individual signal parameters. To obtain the eigenfunctions and eigenvalues,
the homogeneous equation (3.14) was solved via the discretization method. In this
plot where E;,/N, = 20 dB and ¢y = 0.05 (as defined in (3.23) ), a value of Ny = 100
was used.

3.3 Chip-Delay Locked Interferers

The MF for chip-delay locked interferers is derived next. This section proceeds in a
fashion similar to the development of the NWMF. The difference between the two sec-
tions appears in the model of information on interferer signal parameters as described
in section 2.4.2. Initially, it is assumed that the individual signal power to N, ra-
tios are known. Later, section 3.3.6 considers the MF realization under MAI-limiting
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conditions (N, — 0) when knowledge of signal powers becomes unnecessary.

3.3.1 MAI Autocorrelation Function — CLMF

The two autocorrelation functions for the chip-delay locked interferers are derived.
They are both conditioned on the chip delays and signal powers of the interferers. As
shown in Appendix B.2.1, the MAI autocorrelation function can be expressed as

R, Z R (¢, ) (3.26)

where

Rid(tu) = 2P fj §(t — Tx — nT.)§ (u — Ty — nT). (3.27)
There are several important observations concerning the autocorrelation function.
First, the phases, {6} ,, disappear from (3.26) regardless of whether they are known
or unknown. Second, R‘,—C)(t, u) is a function of the chip delays T, defined in (2.3),
and not the bit delays 7. Third, the autocorrelation function in (3.26) is periodic
with respect to T, since R(I-C)(t +T,u+T,) = Rﬁ—c)(t, u). The periodic property of
(3.26) indicates that the chip-delay locked MALI is, in fact, wide-sense cyclostationary
(WSCS) with a period of T, [71, 98]. This observation is the critical point of departure
from the characterization of the MAI as a coloured WSS process in the unlocked
case. And fourth, characteristic of WSCS processes, the instantaneous MAI power
E(I(t)Y] = RE-C)(t, t) = R(,-C) (¢t + T.,t + T,.) is periodic with T, [106]. An example of
R(I-C)(t,u) is given in Fig. 3.3 for rectangular chip pulses when K =1, T} = 0.5T,
and P, = 1/2 over 0 < t,u < 8T,. The example illustrates the periodic nature of
R([-C) (t,u). The chip delay T shifts R(,-C) (t,u) along the diagonal u = t. With respect
to the MAI pseudo-autocorrelation function, as shown in Appendix B.2.2, since the
phase-offsets 8, are unknown and modelled as uniformly distributed over 6 € [0, 27),
R(I-C)(t, u) = 0 and the MAI is proper.

3.3.2 Towards a Separable Kernel — CLMF

The chip-delay locked kernel of (3.26) nearly possesses the form of a separable kernel
except for the infinite number of terms in (3.27). This obstacle can be overcome by
a couple of observations to reduce (3.26) to a series with a finite number of terms. If
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Fig. 3.3 MALI autocorrelation function Rg-c)(t,u) for rectangular chip
pulses when K =1, T} = 0.5T, and P, = 1/2.

the chip pulse is time-limited (TL) to a duration of (2M — 1)T, such that
gty = 0, ift<(-M+1T.ort>MT, (3.28)

for an integer, M, satisfying 1 < M < oo, then the only terms needed in (3.27) must
have indices satisfying t - T, ~ MT, < nT, < t-Tp + (M - 1)T, and u - T — MT, <
nT. < u—Tp+(M —1)T. given t,u and T;. Since the interval of interest in the integral
equation is 0 < ¢,u < T, and since the chip delay satisfies 0 < T} < T, therefore, the
only required terms satisfy —M < n < N+ M — 2. For example, for the rectangular
pulse, M=1land -1<n<N-1.

When the chip pulses are strictly bandlimited (BL), (¢) can be readily approxi-
mated by a truncated TL version. This can be achieved by selecting a sufficiently large
M whereby the truncated TL pulse contains nearly all (eg. 99.99%) of the energy of
the original BL pulse. Hence, with some re-arrangement, (3.27) can be rewritten as,
for0<t,u<T,,

N+M-2
RO(tu) = 2P Y §(t - Te — nTo)§ (u - T — nTe) (3.29)
n=—M

which is now in the form of a separable kernel.
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3.3.3 Solution — CLMF

To calculate the MF solution for the chip-delay locked interferers, Rj(t, u) = R%C) (t,u),

Rj(t,u) =0, (3.26) and (3.29) is substituted into the integral equation of (3.5). This
leads to

_ K p, N+M=2 ©)-
f‘(t) + Z F Z flc,n (j(t - Tk - n-Tc) = a'(())(t)v 0 <t< Tb (330)
k=1*Y0 n=—M
where
(C) T - -
€ = [Tiu- T - fwde (3.31)

The calculation of the unknown coefficients, f,ﬁf}, has been relegated to Appendix C.2.
Computation of these coefficients requires K2(N +2M —1)(N +2M) integrations and
the solution of a set of K (N +2M —1) linear equations with K(N +2M —1) unknowns
which are the coefficients f,gf,). The number of operations required to solve the set
of equations is on the order of O(K3(1V +2M — 1) /3) [63]. Once the coefficients
are computed, the MF remains the same until either the spreading sequence of the
desired user changes under long sequence spreading or when the signal parameters
of interferers change. Under long sequence spreading, since the coefficients would
have to re-computed at the bit rate, this would involve an extremely large number
of numerical operations which would pose a significant problem in the context of
implementation. As will be shown in Chapter 4, the large computational complexity
per bit symbol associated with the CLMF can be significantly reduced.

By re-arranging and conjugating (3.30), the solution to the integral equation be-
comes

_ K A N+M-2
fy = @M -YF ¥ faT(t-Ti-nl), 0<t<T. (332)
k=10 n=-M

This filter which maximizes SNR, when interferers are chip-delay locked shall be re-
ferred to as the CLMF. As in the unlocked MAI case, the CLMF in (3.32) consists
of two parts: the CMF and a second filter which estimates that part of the MAI cor-
related with @®(¢). The MAI estimation filter of the CLMF is a linear combination
of the K(N + 2M — 1) basis functions {¢*(t — Tx — nT.)| n € [-M,N + M — 2],
k € [1, K]}. The basis function indexed by n and & is the conjugated chip filter §*(t)
delayed by T; + n7.. The same set of basis functions can be used to construct the
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chip-delay locked MAI I(t) given by (2.10) and (2.6).

3.3.4 Structure — CLMF

The structure of the CLMF is illustrated in Fig. 3.4. As in the NWMF solution,

Py (C) -
EZ!”‘Q (Thy —t =T — nTe)
n

Pr (C) =e
L e O JKad (T~ t =Ty ~aT)
n

Fig. 3.4 Internal structure of the MF solution %ﬂﬁ(t) when the inter-
ferers are chip-delay locked.

the top branch represents the CMF for the desired user. Each of the remaining K
branches enclosed inside the dotted box estimates that part of the MAI from a chip-
delay locked interferer correlated with the desired user’s spreading waveform. The sum
of the outputs from the lower branches constitutes an estimate of the MAI embedded
in the CMF output. The estimate is then subtracted from the CMF output resulting
in a linear interference cancellation structure.

In comparing, the MAI estimation filters of the NWMF and CLMF, the former
attempts to remove signals of interferers, which could potentially have any chip delay,
correlated with @ (¢). That is, the former estimates the MAI whose basis functions
span the infinite set {g*(t — z —nT.)| z € [0, T.)} even though the set is, in fact, finite
under chip-delay locked conditions. Consequently, the latter need only estimate and
remove MAI contained in a smaller signal space spanned by the finite set of basis
functions.

3.3.5 Numerical Example — CLMF

Fig. 3.2 illustrates an example of the chip-delay locked MF (CLMF) solution and
the conventional MF (CMF) when K =1, P, = B, E;/N, = 20 dB and at a chip
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delay of T} = 0.57;.. The solution strikes a balance in suppressing both AWGN and
locked MAI. However, unlike the NWMF, it takes advantage of the interferer chip
delay information for improved noise suppression. The chip delay parameter allows
the receiver to know a-priori the permissible transition instants of the interferer’s
spreading signal. This is possible even though the interferer’s spreading sequence is
unknown since the chip rates among all the users are identical. The interferer signal
remains constant (at a value of either +1) over each sub-interval ¢ € (ITy, (I + 1)T})
for [ € [-1,7]. The correlation of the CLMF response with the interferer signal over
each sub-interval is very small. In fact, for the D-CLMF solution to be explained in
the following section, the correlation over each sub-interval is zero. Consequently, like
the NWMF response, the CLMF response effectively suppresses the interfering signal.
In contrast to the NWMF', however, the correlation of the CLMF response with the
desired signal is increased. The difference between the responses of the CLMF and
NWMEF of [86] serves as an early indication of the gain in SNR achievable by the
CLMF over the NWME' to be discussed in section 5.2. In addition, as P, — 0 leaving
only AWGN, the MF approaches the CMF.

3.3.6 Effect of MAI-Limited Conditions — D-CLMF

In this section, the CLMF solution of (3.32) is re-examined when the noise is domi-
nated by MAI as N, — 0. This results in a decorrelator-type CLMF (D- CLMF) which
does not need signal power parameter information. By defining f; , (DC) - ,ﬁ?, (3.32)
can be rewritten as

. K N+M=-2
fy = a9 - ¥ 9% (¢t-Ti-nT,) 0<t<T,  (3.33)
k=1 n=-M

Furthermore, from Appendix C.2, as N, — 0, (C.9) tends to
C@ DO — g (3.34)

where f(° - NLOP(C) f(C)H and f(c)H denotes the Hermitian transpose of f(©)
(with complex conjugation). The expressions for a©" and C©) can be found in
Appendix C.2. Since the interfering signal powers and N, disappear in (3.33) and
(3.34), the unknown coefficients in (3.33), f(zc), can be obtained by solving (3.34)
since fP€) = [f(lDC)...f(,?LC)] and f(DC) [f,ED_?,, e éffvch_z] for k € [1, Ki].
An example of the D-CLMF is given in Fig. 3.2 using the parameters given in section
3.3.5. This solution which partially overlaps that for the CLMF is orthogonal to all
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possible realizations of 5()(t) given any bit symbols, spreading sequence, or signal
power assigned to user 1 as long as T\ /T, = 0.5.

The D-CLMF solution is the desired user’s spreading signal with its projection on
the space containing all possible constructions of the interferers’ signal removed. In
contrast to the CLMF, the D-CLMF does not require the interferer signal powers. The
D-CLMF requires only the interferer chip delays. Its deficiency is the enhancement
of AWGN since it neglects the presence of AWGN.

3.4 Bit-Delay Locked Interferers

The derivation of the MAI autocorrelation function and MF for bit-delay locked inter-
ferers which follows is based on the model of information on interferer signal parame-
ters given in section 2.4.2. The resulting MF solutions are equivalent to the cne-shot
linear MMSE detector [62] and one-shot decorrelator [51, 60]. The difference is the
path taken to reach the same solution. The derivation is presented, nonetheless, to
emphasize and demonstrate the fact that the inadequacy of the CMF in DS-CDMA is
not a shortcoming of MF' theory. This section demonstrates that MF theory can yield
the same two detectors under the framework given in section 2.4. Furthermore, it is
stressed that short sequence spreading is assumed and that knowledge of the interferer
bit delays and spreading sequences is required as well. Without the short sequence
spreading constraint, as pointed out in section 2.2.5, the complexity associated with
re-computing the MF response at the bit rate would be prohibitively high.

3.4.1 MAI Autocorrelation Function — BLMF

The autocorrelation function for the bit-delay locked MAI is conditioned on the knowl-
edge of the spreading sequences, bit delays and signal powers of the interferers. As
shown in Appendix B.3.1, it can be expressed as

K
RP(t,u) = ';Rgg’)(z,u) (3.35)
where
B) &=
Rg(-k)(t,u) = 2P ) a®(t — mT,)a®* (u — mT}). (3.36)

m=-00
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The bit-delay locked MAI is a WSCS process [98, 71] with a period of T}, since R(,-B)(t-i—
Ty,u+Ty) = R([-B) (¢,u). With respect to the MAI pseudo-autocorrelation function,
as shown in Appendix B.3.2, since the phase-offsets 8, are unknown and modelled as
uniformly distributed over 8 € [0, 2r), R(I-B)(t, u) = 0.

3.4.2 Towards a Separable Kernel — BLMF

The bit-delay locked kernel of (3.35) nearly possesses the form of a separable kernel
except for the infinite number of terms. This obstacle can be overcome in a manner
similar to that discussed for the chip-delay locked case in section 3.3.2 by noting that
0 < 7 < Tp, that a%)(¢t) exists only over —MT, < t < (N + M — 1)T. using (2.8)
and (3.28) and that the interval of interest in the integral equation is 0 < t < Tj,.
Under these conditions, the only terms needed in (3.36) satisfy M; < m < M, where
M = —1+|_-"—(“—‘:',1QJ and M, = [MAT—‘] For example, for the rectangular pulse, M =1,
M, = -1, M, = 0 and m € {—1,0}. This corresponds to the signal associated with
the two bit symbols of an interferer which overlaps that associated with the signal of
the desired user’s bit symbol bgo) . Consequently, (3.35) can be expressed in the form
of the separable kernel:

K Mo
RP(tv) = g,‘ 2P; ZM a¥(t - o - mT)a%" (u -~ 7o —mT)  (3.37)
=1 m=M)

for 0 <t,u<T,.

3.4.3 Solution — BLMF

To calculate the MF solution for the bit-delay locked interferers, R;(t,u) = R(TB) (t,u),

R;(t,u) = 0 and (3.37) are substituted into the integral equation of (3.5). This leads
to

- K P M, .
)+ Fk Y fBra®(t—m—mT) = a0), 0<t<T, (3.38)
k=1 "2 m=M,
where
Ty -
L [0 ¥ (u — 7, — mTy) f(u)du. (3.39)

The calculation of the unknown coefficients, f,ﬁf,{, has been relegated to Appendix
C.3. Computation of these coefficients requires K?M3(M; — 1) integrations where
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M; = My — M, +1 and the solution of a set of K M3 linear equations with the K Mj3
unknowns f,&ﬁ)1
on the order of O ((ngﬂ) [63]. Once the coefficients are computed, the MF remains

the same until there is a change in the signal parameters of interferers only under the

. The number of operations required to solve the set of equations is

condition of short sequence spreading. Otherwise, like the CLMF, they would have
to be re-computed at the bit rate.

By re-arranging and conjugating (3.38), the solution to the integral equation be-
comes
i K p M
fiey = a® ) —kz 7 L find(t~m—mT), 0<t<Ty. (3.40)

=1 Yo m=M,

This filter which maximizes SNR when interferers are bit-delay locked is the one-
shot linear MMSE filter developed in [62]. For brevity, it shall be referred to as
the BLMF. As in the previous unlocked and chip-delay locked cases, the BLMF in
(3.40) consists of two parts: the CMF and a second filter which estimates that part
of the MAI correlated with d(®)(t). When interferers are bit-delay locked, the MAI
estimation filter is a linear combination of the K Mj basis functions {a*)* (t—m, —mT})|
n € [My, My), k € [1, K] }. These are the same basis functions which can represent the
bit-delay locked MAI [(t) given by (2.10) and (2.7). The basis function indexed by m
and k is the conjugated spreading waveform a®)*(t) associated with the kth interferer
delayed by T, + nT,.. For example, when the rectangular pulse is used, M; = 2 and
the number of basis functions is then 2K. In general, the number of basis functions
is much smaller for the BLMF in comparison to that for the CLMF.

3.4.4 Structure — BLMF

The structure of the BLMF is illustrated in Fig. 3.5. The top branch represents
the CMF for the desired user. The lower set of filters enclosed in the dotted box is
the MAI estimation filter. Each of the K filter enclosed within the bex estimates
that part of the MAI from a bit-delay locked interferer correlated with the desired
user’s spreading waveform. The net contribution constitutes an estimate of the MAI
correlated with @9 (t) which is then subtracted from the CMF output.

Next, the MAI estimation filters of the CLMF and BLMF are compared. To
maintain clarity, K = 1; the observations which follow can be generalized for K > 1.
Given the interferer chip delay and signal power, the former removes MAI generated
by all possible spreading sequences since the CLMF assumes random chips. In reality,
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Fig. 3.5 Internal structure of the MF solution %ﬂﬁ(t) when the inter-
ferers are bit-delay locked.

however, only a small subset of spreading sequences are permissible due to bit mod-
ulation and the constraint of short sequence spreading. In contrast, since the latter
has knowledge of the interferer’s spreading sequence and bit delay, onlv the MAI,
formed from the permissible subset of spreading sequences with the basis functions
{aM*(t — 7, — mT;)}, is removed.

The development of the BLMF assumed short sequence spreading. The effect
of removing this constraint is examined. Under long sequence spreading, a*)(t) for
k € [0, K] would have to be re-defined such that a*),, would replace a{¥) in (2.8). As
described in section 3.4.3, K?M3;(M; — 1) integrations and an additional © (Q{%[s)i)
operations would be necessary for each bit to be detected. Thus, although the BLMF
can be designed for long sequence spreading, its excessive computational complexity
severely limits its practical usefulness.

3.4.5 Numerical Example — BLMF

Fig. 3.6 illustrates an example of the BLMF when K =1, P, = R, E;/N, =5 dB
and 1, = 0. The spreading sequence of the interferer is al) = [~ + — — + — ++].
As with the CLMF, the BLMF strikes a balance in suppressing both the AWGN and
bit-delay locked MAIL. As P, — 0, the BLMF approaches the CMF as can be expected
when MAI disappears and the noise is AWGN. As N, — 0, the MF approaches the
decorrelator-type BLMF (D-BLMF) to be discussed in section 3.4.3.

The ability (and, hence, performance) of the BLMF, relative to that of the CLMF,
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Fig. 3.6 2%:h(T,—t) when E;/N, =5dB, K =1, P, = Pyand r, =0.

in suppressing both MAI and AWGN can be assessed by examining their impulse
responses. Since the CMF a®*(T, — t) maximizes SNR in an AWGN dominated
environment, how closely the CLMF and BLMF resemble the CMF indicates how
well either performs against the AWGN component of the noise. Due to the presence
of MAI, however, both responses deviate from that of the CMF. The CLMF response
differs more so than that of the BLMF. This is because, as pointed out in section
3.4.4, given the interferer bit delays and spreading sequences, the MAI estimation
filter of the BLMF' can estimate more accurately the MAI, formed from a restricted
set of spreading sequences, correlated with a(®*(T, — t). In contrast, with only chip
delay information, the MAI estimation filter of the CLMF removes much more from
@ (T, — t) than necessary since it accounts for all potential spreading sequences.

3.4.6 Effect of MAI-Limited Conditions — D-BLMF

In the same spirit of section 3.3.6, the BLMF solution (3.32) is re-examined when the
noise is dominated by MAI as N, — 0. This results in the D-BLMF (or one-shot

decorrelator [51, 60]) which does not require interferer signal powers. By defining

lf:,lan) = T‘?,‘j ;Ef,?,)., (3.40) can be rewritten as

. K M
ft)y = @0 - 3 foDaRr(t-n -mT), 0<t<T, (341)
k=1m=M;
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Furthermore, from Appendix C, as N, — 0, (C.16) tends to
C(B)f(DB)H = a®" (3.42)

where f(°B)" = ﬁ‘o—P(B] FB)" The expressions for a®" and C® can be found in

Appendix C.3. Since the interfering signal powers and N, disappear in (3.41) and

(3.42), the unknown coefficients in (3.41), f,ﬁ’,’f‘ , can be obtained by solving (3.42)
since 09 = [£PP) fOB] ang £{PP =[O OB for k € [1K,]. An

example of the D-BLMF impulse response is given in Flg. 3.6 using the parameters
given in section 3.4.5. The response is completely orthogonal to the interferer signal,
regardless of its bits or signal power, as long as 7y = 0. This can be shown through Fig.
3.6 by graphically computing the correlation between the impulse response labelled
as D-BLMF and a scaled version of the spreading waveform of the interferer c,a"(¢).
Regardless of the magnitude or polarity of the scaling factor c,, the correlation is zero.

In general, the D-BLMF is the desired user’s spreading signal with its projection
on the space containing all possible constructions of the interferers’ signal removed.
In contrast to the BLMF, it does not require interferer signal powers. However, like
the BLMF, it requires the spreading sequences and bit-delays of each interferer.

3.5 Combination of Unlocked and Chip-Delay Locked

Interferers

This section considers the MF realization corresponding to the model in which a
combination of unlocked and chip-delay locked interferers are present. It relies on
many of the results developed in sections 3.2 and 3.3.

3.5.1 Solution — CUMF

The K interferers are divided into two classes of users. The first class consists of K¢
chip-delay locked interferers as described in section 3.3 indexed from & € [1, K¢]. The
second class consists of Ky unlocked interferers as described in section 3.2 indexed
from k € [K¢ + 1, K¢ + Ky] such that K¢ + Ky = K. The MAI autocorrelation
function then becomes a combination of (3.26), (3.29) and (3.16):

cu Kc N4M-2 Ny
Rﬁ- tu) = I:z—:l 2P ZM 4(t — Tie — nT.)q (u — Ti — nTe) + 2vcu 2:1 A;5 ()83 (u)
= n=— j=

(3.43)
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where 0 < t,u < T} and yer = Zfﬁ;}fﬁ Py. Using Rj(t,u) = R}CU)(t,u), (3.43) and
Rf(t, u) = 0, the integral equation of (3.5) can be written as

K¢ P N+M-=-2

+Z v X fin @t =Te—nT)+ 7"”2xﬂ” *4(t) = GO (t) (3.44)

0 n=-M No o=t

where 0 < ¢t < T;. The calculation of the unknown coefficients: f(c) and f{¥) can be
found in Appendix C.4. Thus, the correlating signal solution becomes

K¢ P N+M-2 (C) ’YCU
f(t) = a9 () Z Y ATt —Te—nT) - ZX F9g:(t) (3.45)
k=1 0 n=-M 0 g=1
where 0 < t < T,. This shall be referred to as the chip-delay locked and unlocked
MF solution (CUMF). The eigenvalues A, are real since the kernels are Hermitian
[102]. The MF for both unlocked and chip-delay locked interferers contains three
parts: the CMF and two filters which when combined estimate the MAI. The first
MALI estimation filter is a linear combination of the K¢ (N + 2M — 1) basis functions

{G*(t =Ty = nT.)|ne€[-M,N+ M -2}, k€ [1,Kc| }. The second MAI estimation

Ny

filter is a linear combination of the Ny basis functions {¢;(t)};2,.

3.5.2 Structure — CUMF

The internal structure of the MF is shown in Fig. 3.7. The top branch is the CMF
for the desired user. The middle group of filters estimate the contributions from the
locked MAI while the bottom branch estimates those from the unlocked MAI. These
contributions are then subtracted from the CMF output giving the filter a linear
interference cancellation type of structure. Knowledge concerning the data decisions,
bit delays and spreading sequences of other users is unnecessary.

3.5.3 Numerical Example — CUMF

Fig. 3.8 shows an example of the CUMF when both a locked and unlocked interferer
exist with P, = P, = P;. The NWMF curve represents the NWMF solution for
Ky = 2, Kc = 0. The CUMF solution strikes a balance in trying to suppress the
thermal noise, the unlocked and chip-delay locked interferers. As the number of
unlocked users increases such that their net power dwarfs that of the locked users, the
CUMTF approaches the NWMF. However, when the power of the locked user exceeds
that of the unlocked users, the CUMF approaches the CLMF.
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Fig. 3.7 Internal structure of the MF solution %“B(t) with K¢ chip-
delay locked and Ky unlocked interferers.

3.6 Effect of Phase-Offset Information

This section explains how MF design is affected when the interferer phase-offsets are
known to the receiver. As shown in Appendix B.1.2, knowledge of phase-offsets does
not affect the NWMF. This section, therefore, examines the effect of phase-offsets on
the derivation of the CLMF and BLMF only.

3.6.1 CLMF with Phase-Offset Information

For the CLMF, knowledge of phase-offsets {6x}£_, does not affect the MAI autocor-
relation function. As shown in Appendix B.2.2, it does, however, affect the MAI
pseudo-autocorrelation function. The function is no longer zero and can be written

as
- c K _ Ni+M-2
ROt,u) = 3 2P ZM §(t — Ti ~ nT.)g(u — Tr — nT.)  (3.46)
k=1 n=-—

where the phase-offsets are now imbedded inside (3.46). Substitution of (3.46), (3.26),
(3.29), Ri(t,u) = R (t,u) and R;(t,u) = RYO(t,u) into (3.5) yields with some
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simplifications

3 K  N+M-2 I F©)
HOERARNGEDY &c“ﬂ’" Y 179 cos { arctan Imfim) +6,
=t No n=-M Re(f,

-q (t — Ty, — nT) (3.47)

where 0 <t < T, and f,ﬁ‘;’,{ has been defined in (3.31). The K(N + 2M — 1) basis
functions {¢*(t — Tx — nT)| n € [-M,N+ M - 2], k € [1,K] } are the same as
those used when the phase-offsets were assumed to be unknown. Knowledge of the
phase-offsets enables the filter to estimate the amplitude of an interferer’s signal in
both its in-phase and quadrature components.

3.6.2 BLMF with Phase-Offset Information

For the BLMF, knowledge of phase-offsets {6 }X | does not affect the MAI autocor-
relation function. As shown in Appendix B.3.2, it does, however, affect the MAI
pseudo-autocorrelation function which becomes

K ] M,
R(['B) tu) = Y 2Pe™ Y a®(t - 7 —mT)a® (u — e — mTy) (3.48)
k=1 m=M
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where the same procedure outlined in section 3.4.2 has been used to form a separable
kernel. Substitution of (3.48), (3.35), (3.37), R;(t,u) = RY®(t,u) and Rj(t,u) =
R}B)(t, u) into (3.1) yields with some simplifications

- ~(0)s 2P _ip 2 | 4B Im(fem)
fe) = 7@ (1) =Y e 7% | fe ml oS { arctan | ———=2= | 4 6,
ZWZ, Re(/2)
aF(t — 1. — mTy) (3.49)

where 0 <t < T, and f,‘;f,l has been defined in (3.39). The K M; basis functions
{a®*(t — 7, — mTy)| n € [My,Ms)], k € [1,K] } are the same as those used when
phase-offsets were assumed to be unknown. The basic difference between (3.40) and
and (3.49) is the presence of the phase-offsets.

In either the chip-delay or bit-delay locked case, knowledge of the phase-offsets
introduces a non-zero MAI pseudo-autocorrelation function and requires solving the
integral equation (3.5). The resulting impulse responses are, in general, complex
even in DS-BPSK when a(°)(t) is real because of the presence of the phase-offset
information. Ignoring the pseudo-autocorrelation function by incorrectly assuming
that the MAI is proper does not yield the SNR-maximizing filter. On the other hand,
a filter derived without the phase-offsets is robust in applications where the phase-
offsets change quickly. The effect of phase-offsets upon the CLMF and BLMF has
been further investigated in [97] and [38], respectively.

3.7 Signal Space Interpretation

This section presents a signal space interpretation of the MF realizations. Its aim is
to provide additional insight into their structure and performance.

As given in (2.9), the received signal consists of: the desired signal /ZP5b{"a®(¢),
MAI [(t) and AWGN 1(t). Given a suitable set of orthonormal basis functions
spanning the subspace of the MAI, S;, I(t) from (2.10) and (2.6) can be represented
as the column vector I. An example of S; and [ is given in Fig. 3.9. For unlocked
interferers, Sy is denoted as S§U) and spanned by {¢;(t)}%2, from section 3.2.2. This
set forms a complete orthonormal set over L,[0,T}] since R(fU)(t, u) is the Fourier
transform of a power spectral density [103, p. 726] (104, pp. 376-377] [105, Appendix
A] given by S’;-U)( f) in (F.1) where §(t) is assumed to have a Fourier transform Q(f).
For chip-delay locked interferers, S; is denoted as S}C) and spanned by the set of

linearly independent waveforms {§(t — Tx — nT¢)| k € [1,K],n € [-M,N+ M - 2]}.



3 Matched Filters for DS-CDMA: Finite Observation Interval 71

a

Sy

Fig. 3.9 Signal space representation of the desired signal and MAI

Linear independence is assured as long as Ty # T; where i € [1,K] and ¢ # k. If
two or more interferers are chip synchronous amongst themselves, the redundant chip
waveforms with identical chip delays can be removed. For bit-delay locked interferers,
S; is denoted as S}B) and spanned by {a®)(t — 7. — mTy)| k € [1, K], n € [M,, M>] }
where M| and M, are defined in section 3.4.2. These subspaces satisfy S}B) - S}C) -
S\

Proof
The relation S\ C S follows since SV is the L,[0, T3] space. Sfc) =
S§U) when the excess bandwidth & = 0. This is shown by expressing

4(t — Ty — nT.) in terms of its inverse Fourier transform and substituting
it into R (¢,u) in (3.26): R\ (t,u) = T, BT 12, QNQ(f -
%)ej"”’f(‘"“)eﬂ""(“‘T")/Tfdf. When o =0, Q(f)Q*(f - ) =0forn # 0
and R(I-C)(t, u) reduces to R([-U)(t, u) in (3.9).

The relation S}B) - S}c) follows since only certain linear combinations
of the delayed chip waveforms in S}c) are permissible in S}B ) (when the
spreading sequences are known). S§B) = S}C) when N =1 when T, = T,

T, = 1 and a(k](t -7 —mTy) = §(¢ — Ty — mTe).

The desired user’s spreading waveform a(®(t) can be represented as @ = a° +
@’ where @’ is the projection of @ on S; and a° is the orthogonal component of
@ with respect to S;. The vector @ = 0 the zero vector in: the unlocked case
since @ lies entirely in S}U); the chip-delay locked case when at least one interferer
is chip synchronous with the desired user or when o = 0; the bit-delay locked case
when interferers are chip synchronous and when a@®(t) is a linear combination of
the spreading waveforms of the interferers. The received signal can be represented
as 7 = 2Pb{"@ + I + 1 where @ is the vector representation of the AWGN. Its
elements, each with zero-mean, satisfy E[w;w}] = 2N,6;;. An example of the signal
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‘ space representation of the received signal and its components are depicted in Fig.
3.10.

Fig. 3.10 Signal space representation of the received signal 7, its com-
ponents (\/2Pgbgo)&', I and 1) and the correlating signal f.

The LTI filter h(t) is represented by its corresponding correlating signal f.(t) =
h*(T} — t) which is represented by the correlating vector f. The correlating operation
can be interpreted as taking the projection of 7 on to Fif f were of unit magni-

‘ tude. The magnitude of the projection can be broken down into three components:
VZPbY FH3 for the desired user’s signal, f 11 for the MAI and f "4 for the AWGN.
where fH is the Hermitian transpose of f (with complex conjugation). Thus, the di-
rection of f determines the relative magnitudes of the three components of 7. In fact,
when @ # 0, by orienting f in the same direction as @, the MAI can be completely
tuned out. This yields the decorrelator type D-CLMF and D-BLMF solutions.

Using Fig. 3.10 and Fig. 2.9, the SNR in (2.15) can be expressed as SNR =
Py |'Re( f Hc'z')|2 / { [I'Re( fFHI 4+ fH )|2] } The expression can be re-arranged as

(3.50)

where E [f T T] and E [f T H] are the signal space representations of the MAI pseudo-
autocorrelation and MAI autocorrelation functions, respectively, where f T is the
transpose of f (without the complex conjugation). The SNR value can be adjusted
by changing the direction of f The direction determines the projection of each
received signal component on f. The vector f which maximizes (3.50) is the MF. To
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solve for the MF, (3.50) can be written as

P )2
s = DUTE) (3.51)
[ TR f;
where £.T = [Re(fT) | Im(f 7)), 8T = [Re(@7T) | Im(@T)] and
N, E[Re(Re(I'T)] E[Re(DIm(IT)]
R. = —2'1 [E[Im(ﬂnef T E[Zm(DIm(IT ]] (3:52)

As described in (107, pp. 227-229], the MF is f;,opt = R '@, while the maximum
SNR it delivers is SNRope = Fo f‘,},‘ma,. When the MAI is proper under uniformly
distributed phase-offsets 6, € [0,27), E [1_"[—' T] disappears and (3.50) reduces to SNR =
Py |Re(fHa)|*/[LfRE(ITH) f + X fHf]. In this case, the MF is

-

~ 1 P Na - — -
fou = [EE(I “)+—2-1] & (3.53)

and SNRg,. = P f:,gtc'i. On the other hand, when the MAI is improper where each 6,
is known, the MF solution is given by f,',om instead. In the absence of MAI, the MF
reduces to the CMF where f:,pt = Nlod' and SNRqp, = Py - VZ-EL‘ Hi = 2E,/N,.

The near-far resistance 7g of the MF, as shown later in section 5.3.1, is g = 1@l
(similar to that given in [62] for the BLMF) where ||@°||? = @°a°. Since the vector

@ is independent of f, |l@®||? indicates the potential near-far resistance available if f

2

is properly designed. The vector @ depends on whether the interferers are unlocked,
chip-delay locked or bit-delay locked. When S; = S(U), @ = 0 and 7y = 0. When
S = S}C), @ = 0 and 7y = 0 when either @ = 0 or T} = 0 for at least one interferer.
When S; = 8%, ny for the BLMF reduces to 7 for the CLMF when N = 1 since
then T = T, T = 7, a® (t = 7, — mT}) = §(t — Ty — mT,.) and, hence, S(B) = S}C).

3.7.1 Equivalence of Signal Space and Integral Equation MF Solutions

In this section, the NWMF, CLMF and BLMF solutions given in (3.21) (3.32) and
(3.40), respectively, are shown to be equivalent to the signal space MF solution f:,pt
for the unlocked, chip delay locked and bit delay locked cases, respectively.
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NWMF

For the unlocked case, using (3.17) and noting that f(¢) = Y f*(t), the approximation
to f(t), f(t), can be expressed as

N, - g . -

fw = e Z N3, (3.54)
0 =1

where ¢, is the signal space representation of the eigenfunction ¢;(¢) and where A} and

#i(t) are obtained from solving the homogeneous integral equation in (3.15). From

(3.18), f,-(U] = %ﬂf{,}z&, and (3.54) can be written as

l: Z)"¢1¢ + ]fNu = da (3.585)

As shown in Appendix E.1, E[JT Hl = 2y vy /\’¢,¢ H  Note that q) Hp, = d;; and
that E[/T¥] is Hermitian and positive definite since §; = S{”’. Via the unitary
decomposition [108, pp. 42-43] of E[IT ¥], 27! and @; form, respectively, the eigen-
values and eigenvectors of E[{IT H). The substitution of E[IT ¥] into (3.55) yields an
approximation of f:,p; in (3.53). The accuracy of the approximation can be deter-
mined by first defining € = f— fy, where f = limy, o fi,. Using (3.55) and (3.21),
€12 = @Ha TR, [l + ;N-‘E‘;]'Q. Thus, for a maximum tolerable error ey, Ny is
selected to satisfy ||€]|* < ey as in (3.23). Next, it is shown that limy, e [|€]*> = 0.

Proof

L2yt 1+ %] = SR (585) < SRwper (5)” = 7 Syer M2
where A; > 0 for all 4 since R(.U)(t,u) is positive-definite [90, p. 179]. Us-

ing the relation: ¥, \, = OT" R([-U)(t, t)dt [90, p. 181] [93, p. 144] and
R(U)(t u) in (3.9), &2 ,\' = 29T;. Since (£2,M)? = (2¢9T3)?, then

XML TR Zm = (29T3)? and
0 Ny oo 00
S A=) - A - Y.
i:NU+1 i=1 f=1 j#i

J=1

Thus, limyy o0 (T2 ny+1 4 2) = (297)2-limuy oo (T4 X2) - £, T AN =
0 and limyy o [|€]|2 = 0.
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CLMF
For the chip-delay locked case, using (3.32), f(¢) can be expressed as

lVo K P N+M-=-2

= a-Y 5 ¥ A G (3.56)

k=1+Yo n=C"Mm
where @i, is the signal space representation of §(t — Ty — nT;). From (3.31), (C)
Yo B4k, and (3.56) can be written as
p, NtM-2 N, - ) )
Z Y GGt Il f =@ (3.57)

n=-M 2

As shown in Appendix E.2, E[IT#] = ¥ 2P, SNM>2 3 .42 . Its substitution into
(3.57) yields fop in (3.53).

BLMF

For the bit-delay locked case, using (3.40), f(t) can be expressed as

N. = . K Pk M> .
TDf = G—ZV > /512 Qk,m (3.58)
k=1 No m=>M,

where @, is the signal space representation of a(t — 7x — m7};). From (3.39), (B)

L fHE, . and (3.58) can be written as

K M-
P M N
Y5 Y Gmiint+ 1 f = @ (3.59)

k=1 2 m=>M,

As shown in Appendix E.3, E[IT ] = £K 2P, v, @ .a,. Its substitution into
(3.59) yields fp in (3.53).

3.8 Summary

This chapter has derived the three basic MFs: the NWMF, CLMF and BLMF which
maximize SNR for bit symbol detection when interferers are unlocked, chip-delay
locked and bit-delay locked, respectively. It has also investigated their variants which
arise under: MAI-limited conditions, the presence of both unlocked and chip-delay
interferers and the knowledge of interferer phase-offsets. It was found that each re-



3 Matched Filters for DS-CDMA: Finite Observation Interval 76

alization assumed a canonical structure, similar to that of [65, p. 946], consisting of
two parallel LTI filters as shown in Fig. 3.11. The top filter represents the CMF for

a0 Ty —t) —

—> MALI estimation filter

Fig. 3.11 Canonical structure of the MF solution —]g""—l(t).

the desired user. The lower filter estimates noise contributions correlated with the
desired user’s spreading waveform a®)(t). The contributions of MAI correlated with
@®(t) could be more accurately estimated when an increasing amount of information
on interferer signal parameters was taken into account in the filter design. When
AWGN predominated, the three MF realizations approached the CMF. On the other
hand, under MAI-limited conditions (N, — 0), the three assumed decorrelator-type
forms independent of interferer signal powers.

With respect to complexity, it was found that, under the condition of long sequence
spreading, the complexity of computing the NWMF at the bit rate was independent
of K and N. In contrast, the computational complexity per bit symbol associated
with the CLMF and BLMF were very large. The complexity of computing their filter
responses, repeatedly at the bit rate, was found to grow with the third power of KN
and K, respectively.
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Chapter 4

Matched Filters for DS-CDMA;

Infinite Observation Interval

This chapter investigates the MF's obtained when the observation interval is extended
to infinity [91, 92, 93]. There are two compelling reasons for pursuing the extension
to the infinite case. First, it offers an interpretation of MF design in the frequency
domain. And second, in comparison to the CLMF developed under the finite ob-
servation interval, the extension can lead to significant reductions in computational
complexity per bit symbol under long sequence spreading. This shall provide addi-
tional insight into the development of adaptive receiver structures, explored later in
Chapter 6, which do not require any knowledge of interferer signal parameters.

Section 4.1 describes the method of synthesis for deriving the MFs. Section 4.2
presents the MF solution for the general case when noise is either wide-sense stationary
(WSS) or wide-sense cyclostationary (WSCS). The effect of information on interferer
phase-offsets is not considered. Their phase-offsets are assumed to be unknown and
random. Based on the general solution, sections 4.3 to 4.5 present the MF realizations
when interferers are unlocked, chip-delay locked and bit-delay locked, respectively.
This yields the NWMF, CLMF and BLMF realizations for the infinite observation
interval. Section 4.6 considers the situation when both unlocked and chip-delay locked
interferers are present.

4.1 Method of Synthesis

This section explains the process of deriving the MF for the infinite observation inter-
val when interferer phase-offsets are unknown. First, the form of the integral equation
to be solved is developed. Second, the steps involved in solving the integral equation
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to obtain the MF in either WSS or WSCS noise are outlined. And third, one partic-
ularly important tool for solving the integral equation known as the Harmonic Series

Representation (HSR) of signals is introduced. General treatments of linear filtering
in WSCS noise can be found in [109, 70, 74, 82].

4.1.1 Development of the Integral Equation

The form of the integral equation is developed when the duration of the filter im-
pulse response ﬁ(t) and, hence, observation interval of the received signal can span
t € (—00,00). As determined earlier in Chapter 3, when the phase-offset of each in-
terferer is uniformly distributed over 6, € [0, 27), the noise is proper and the pseudo-
autocorrelation function disappears. Consequently, the MF response is obtained from
the integral equation in {2.19) by letting ¢, — —oo and t, — oo [91, 92, 93] and
inserting Rj(¢,u) from (3.2) and (3.3). This leads to

o7 1 foo
%h'(Tb —t)+ 1/ Ri(t,u) i*(Ty —u)du = a®(t), —oco<t<oo. (4.1)

—o0

The filter A(t) which maximizes SNR satisfies (4.1).

4.1.2 On Solving the Integral Equation

The method of solving the integral equation (4.1) to obtain the MF solution h(t) is
outlined. The description covers the method of solution when the MAI is either WSS
or WSCS. In the former, the procedure is fairly straightforward while in the latter,
the procedure is much more involved.

When the MAI is WSS, as is the case for unlocked interferers as shown in section
3.2.1, the MAI autocorrelation function satisfies Rj(¢,u) = Rj(t — u) and the integral
in (4.1) becomes a convolutional integral. As explained in [92, pp. 175-176] and [91,
pp. 199-204], the frequency response of the MF can be obtained readily by taking the
Fourier transform of both the left and right hand sides of (4.1) and then conjugating
the result. This leads to the MF solution

Q" (f) A©» (ei27/Te) g=s2v/T;

HWSS
o) IS0

(4.2)

using the following relationships. The PSD of the WSS MAI S;(f) is the Fourier
transform of Rj(t — u). The Fourier transform of a®(t) in (2.8) is the product of
the Fourier transform Q(f) of the chip waveform §(¢) and the discrete-time Fourier
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transform (DTFT) A©@ (e527/Te) = ¥ N1 o(0e-12m/Te of the desired user’s spreading
sequence. When only AWGN is present, S;(f) = 0 and (4.2) reduces to the CMF
frequency response

HOW(f) = Q@ (AT (e I%) e~sont, (4.3

0
This is simply the Fourier transform of the CMF impulse response 5-a(®*(T; — ¢).
The term 2/N, is a scaling factor which can be removed without affecting the CMF
design [92, p. 174].

When, on the other hand, the interferers are chip-delay or bit-delay locked, noise
is WSCS with a period of T € {T,,T}} as described in sections 3.3.1 and 3.4.1, re-
spectively. The period T = T, corresponds to the chip-delay locked case while T = T}
corresponds to the bit-delay locked case. In either case, the MAI autocorrelation func-
tion no longer satisfies R;(t,u) = Rj(t — u). Instead, it is periodically time-varying
since Rj(t + T,u + T) = Rj(t,u). This presents an obstacle to solving the integral
equation in (4.1) since the integral is no longer in the form of a convolution. How-
ever, the obstacle can be removed by introducing the Harmonic Series Representation
(HSR) of signals.

4.1.3 Harmonic Series Representation (HSR) of Signals

In HSR, an arbitrary continuous-time signal is represented by a sum of bandlimited
signals [98][109, pp. 247-248]. This is accomplished by passing the continuous-time
signal through a set of bandpass filters which in the frequency domain form contiguous
segments of the all pass filter with a frequency response of 1 over the bandwidth of the
signal. The original signal can be reconstructed by summing all the bandpass filter
outputs. The relevance of HSR is its attractive property of enabling the decomposition
of a WSCS process into a finite set of jointly WSS processes [98]. This permits
the periodically time-varying autocorrelation function R;(t,u) associated with the
WSCS MALI process to be expressed as a double Fourier series of time-invariant cross-
correlation functions. Consequently, the application of HSR to the signal detection
problem in WSCS noise transforms the integral in (4.1) to a sum of convolutional
integrals. Hence, (4.1) can be solved by the subsequent application of the Fourier
transform as in the WSS case.

Next, the HSRs of R;(t,u), @*(t) and h(u) in (4.1) are developed. The introduc-
tion of HSR is necessary not only to derive the MF solution when MAI is WSCS, but
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also to understand the resulting MF structures. The equations (20a) to (21b), (31)
and (32) in [109, pp. 247-249] provide a handy reference to the HSR of signals.

HSR of the MAI Autocorrelation Function R;(t,u)

In order to obtain the HSR of Rj(t,u) for WSCS MALI, the HSR of the MAI is first
developed. The WSCS process I (t) with a period of T can be expressed, in terms of
bandlimited WSS processes I,(t), as

My

Ity = Y Le™T. (4.4)

n.=-MH

The process I,(t)e?>™/T represents the output of the nth ideal one-sided bandpass
filter W,(f) = 1 for f € (B — %, 2 + 5] and W,(f) = 0, otherwise, when I(¢) is
the filter input. Its corresponding baseband representation occupying f € [— 3, o]
is simply I,(t) without the frequency shift term e/*™/T_ As a result of bandlimiting
the WSCS process with a period of T to a width of 1/T [98], I,,(t) is WSS. The term
My in (4.4) is defined as
My = [BT - %] (4.5)
where B, defined in (2.4), is the bandwidth of the process. Consequently, the total
number of WSS processes I,(t) in (4.4) required to represent I(t) completely is Lg =
2Myg + 1.
Based on the HSR of the WSCS MAL, it is now possible to decompose R;(t,u)
into a sum of frequency-shifted autocorrelation functions which depend on the time
difference ¢t — u. The decomposition is achieved by substituting (4.4) into the MAI

autocorrelation function Rj(t,u) = E [f I (u)]. This yields {109, p. 249]

My Mg ] ]
Ritw) = Y. % rill(t — u)esmnt/Tg=stmmu/T (4.6)

n=—My m=—Myg
where the cross-correlation function r,(g,),(t ~ u) is defined as
it -u) = ELEOLLW) (47)

The r{D (t — u) in (4.7) depends upon the time difference ¢ — u since each process
I,(t) is WSS. The Fourier transform of r{) (¢ — u) in (4.7) is referred to as the cross
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spectral density (CSD) and is defined as [98][71, p. 49]

RO = F{D@}) Il < (4.8)

< ‘>T
where F{-} denotes the Fourier transform operator. Its actual expression depends on
the modelling of the MAI and is presented later in sections 4.3, 4.4 and 4.5.

The HSR can also be used to represent WSS processes and its associated auto-
correlation function. This will prove useful in obtaining a general MF solution when
MALI is either WSS or WSCS and when MAI includes both unlocked and chip-delay
locked interferers. When MAI is WSS, a number of simplifications arise. This is to be
expected since HSR is unnecessary in the first place for MAI which is WSS. The corre-
lation between non-overlapping spectral bands disappears and the CSD R,(,Q,( fl=0
for m # n [109]. The Rj(t,u) in (4.6) then reduces to the single Fourier series
Ri(t—u) = TN o 1 riD(t —u)ei?™(t=4) This is the HSR of the autocorrelation func-
tion for WSS MAI The application of the Fourier transform and use of (4.8) returns
the PSD for MAI in terms of its HSR: Sj(f) = TA% ., RUO(f — 1) where

R = VNS (f+7) (49

and where V() represents the ideal low pass filter of bandwidth - defined as V/(f) =
L, if | f| £ 3 and V(f) = 0, otherwise.

HSR of a®(t)

Next, the HSR of the kth user’s spreading waveform a‘*)(t) defined in (2.8) is devel-
oped. Based on the HSR of signals described in [109, pp. 247-249], the HSR of the
spreading waveform of the kth user is

Mgy )
a®() = Y a¥(e) T (4.10)
n=-Mpy
where the signal @(*)(t) represents that part of a*)(¢) bandlimited to f € [— -5 B+
7] and frequency shifted by n/T to the baseband region of f € -3, 7] The

Fourier transform of a{*)(¢) is

AN = v(HA® (£+7) (411)
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where A®)(f), representing the Fourier transform of a()(¢), can be written as
AB(f) = Q(f) AB(*Te), (4.12)

The Z-transform of the kth user’s spreading sequence afkl for L € [0, N — 1] is defined
as

N-1
A®(z) = Zafk)z“. (4.13)

=0

By substituting (4.12) into (4.11), the Fourier transform of a*)(¢) can be expressed
in terms of the HSR of the chip waveform and the discrete-time Fourier transform

(DTFT) of the kth user’s spreading sequence (obtained by evaluating (4.13) at z =
ej21rch ):

AE."’(f) = Qu(f) A(k)(ej21r(f+%)'1}). (4.14)
The nth HSR component of Q(f) is given by
n
() = vinQ(r+7). (415)

When T = T, and k = 0 for the chip-delay locked case, (4.14) simplifies to AQ(f) =
Qn(f) A©®(e727/Tc), As will be shown later, this property significantly simplifies the
CLMF structure.

HSR of the MF h(t)

In a similar fashion, the HSR of the filter response can be expressed as i.z(u) = ZL”L My

hi(u) e2™4/T_Its time-reversed and conjugated version in (4.1) becomes
- MH -~ .
RT-u) = Y B(T, —u)e™™/T (4.16)

l=—Myg

noting that T} is an integer multiple of T' € {T,,T;}. The Fourier transform of the
Ith HSR component, h;(u), is

B() = VR (1+ 7). w1)
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The frequency response of the MF H(f) can then be expressed as the sum of contigu-
ous segments

My l

Hf) = Y H (f—f). (4.18)
l=—My

The goal is to now derive the expression for each of the Ly HSR components H;(f)

which in turn define H(f).

4.2 General MF when MALI is Proper WSS or WSCS

Based on the HSR of signals and the MAI autocorrelation function developed in the
previous section, this section derives the general MF solution when MAI is proper
WSS or proper WSCS. This is followed by a descriptive analysis of the structure of
the resulting MF.

4.2.1 Development of the General MF Solution

To solve the integral equation in (4.1), the HSR expressions in (4.6), (4.10) and (4.16)
are substituted into (4.1). The subsequent application of the Fourier transform to
both sides of the integral equation yields a system of Ly equations with the Lg
unknowns H,,(f) which, when conjugated, becomes

My
TH(+] 3. BRI Hall) = AO(UHIR) Q3(f)e B, (410)
m——IWH

where |f| < 5 and n € [-Mg, My]. The R{D (f), AO(z), Qu(f) and H,(f), are
given in (4. ), (4.13) for k = 0, (4.15) and (4.17), respectively. The Ly equations in
(4.19) over n € [~Mpy, My] can be expressed as

R(HH(f) = Q(f)AO(eITe) em32ITs. (4.20)

The matrices and vectors in (4.20) whose elements are functions of f < - are defined
as follows. The noise CSD matrix R(f) is defined as

R() = 3T, +{RO() (4.21)
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where the MAI CSD matrix is

_ RO () - RO (D)
RO(f) = : : : (4.22)
RO ae(f) oo B a(f)

The CSD elements in (4.22) without the conjugation are specified in (4.8). The matrix
R)(f) is Hermitian, since from (4.7), R,(l’l,:( £) = R{).(f). This, in turn, implies that
R(f) in (4.21) is Hermitian. The precise form of R()(f) shall be specified in the
following sections where the interferers may be either unlocked, chip-delay locked
or bit-delay locked. The column vector H(f) specifying the HSR of the MF is the
unknown and is defined as

H_p, (f)
H(f) = : : (4.23)
HMH (f)

Its elements are specified in (4.17). The vector A (% (e/"/7%) is obtained from A %) (e/27/T¢)
by setting k = 0 where A ¥ (e/2"/T¢) is defined as

A(k)~(ejzw(f—%=’im)

A® (2Te) = : : (4.24)
AW)e (2m(f+ )Tz

Its elements without the conjugation are specified in (4.13) for £k = 0. The diagonal
matrix Q(f) specifying the HSR of the chip waveform is defined as

Qpy(f) .. 0
Q) = : : (4.25)
0 o Qi (f)
Its elements without the conjugation are specified in (4.15). By re-arranging (4.20),
H(f) is obtained by solving

H(f) = RT(NQUHAC (T e /T, (4.26)

Substitution of the elements of H(f) from (4.23) into (4.18) yields the frequency
response of the MF. The MF solution expressed by (4.26) assumes a form quite similar
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to its scalar counterpart in WSS noise given in (4.2). The matrices R™!(f), Q(f) and
vector A (0 (e72"/T¢) correspond to the inverted noise PSD [2N, + S;(f)]™", the chip
filter Q(f) and the DTFT A (e727/T¢), respectively.

4.2.2 Structure of the General MF Solution

The structure of the MF solution H(f) is illustrated in Fig. 4.1. It consists of Ly

o 1+ 2

Ho(f) -

e (-2)

Fig. 4.1 The MF H(f) consists of a set of Ly bandpass filters. The
nth bandpass filter H,(f — %) where n € [-My, My] filters only that

part of the received signal bandlimited to f € [% - #, T+ '21T]

bandpass filters which form contiguous segments of H(f) in the frequency domain.
The nth filter H,(f — %) where n € [-Mpy, My] is a one-sided bandpass filter with
a center frequency of n/T and a width of 1/T. The top and bottom bandpass filters
H_pp, (f + %) and Hy, (f — %) may have widths of less than 1/T when BT — :
is not an integer. All the bandpass filter outputs are summed to generate the MF
output.

The structure of the nth bandpass filter H,(f — %) with its frequency shift term
n/T removed is given in Fig. 4.2. That is, the structure of H,(f — %) is obtained by
replacing f by f — % in Fig. 4.2. It consists of Ly filter branches. Each filter branch
in the nth bandpass filter is bandlimited to a common band of f € [% — 2, 2 + 3.
With respect to the nth bandpass filter, the filter branch outputs are then summed
and delayed by a duration of T;. In total, the MF solution H(f) consists of L? filter

branches.
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RO,y [ Q) [T 4O @Y
[R—l(f]]"'o Qa(f) A(O)-(ejzw'r,) ——®~ e—dmfTy .
L [R‘l(f)]n"“u () A0 (2 + SHITe

Fig. 4.2 The nth component of the bandpass filter H,(f) consists of
a set of Ly branch filters which overlap in the frequency domain and a
delay element of Tj.

The mth filter branch where m € [— My, My] in the nth bandpass filter H,(f) can
be broken down into three filter stages. The three filters clearly separate the influence
of the noise CSD, the desired user’s spreading sequence and the chip waveform in the
filter design. The first filter [R™!(f)],,,, represents the n,mth element in the inverse
of (4.21), R™!(f). It depends solely upon the CSD of the WSCS noise. Moreover,
it is the only filter among the three filters which has yet to be determined. Its form
depends upon the MAI modelling and is developed in the following sections. The
second filter @7, (f), defined in (4.15), depends solely on the chip waveform. The
third filter A©*(e/27f+#)Tc)  defined in (4.13), depends solely on the desired user’s
spreading sequence. Thus, the effect of the noise CSD, chip waveform and desired
user’s spreading sequence has been decoupled and isolated into three separate filters.

When the noise is WSS, the MF structure simplifies considerably since the CSD
matrix R(f) reduces to a diagonal matrix as discussed in section 4.1.3. This is to
be expected since the HSR of signals is unnecessary in WSS noise. In this case,
R-!(f) is a diagonal matrix and [R™!(f)] ,, = 0 if m # n. As a result, each
of the bandpass filters reduces to a single branch filter since only the m = nth
branch remains. The nth bandpass filter has a frequency response of H,(f) =
Q= (f)AQ) (727 +T)Te) o527 T / [ﬁzﬁ + LR (f )]. Its substitution into H(f) in (4.18)
using (4.9), and (4.15) reduces H(f) to HVSS(f) in (4.2).

Further simplifications arise when no MAI is present and only the AWGN with
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a PSD of 2N, remains. In this case, (4.21) reduces to R(f) = &I, and (4.26)
becomes H(f) = %Q(f)A®"(e/*"/T) e=7?/Te. Consequently, H,(f) = =Qn(f)
AQ) (e327(+7)Te) ¢=327fTs which, when substituted into (4.18) using (4.15), returns
the CMF frequency response H(f) = H°MF(f) in (4.3). In this case, H(f) represents
the HSR of the CMF frequency response.

4.3 Unlocked Interferers

The MF solution for the infinite observation interval when the interferers are un-
locked has already been developed in [86]. Nonetheless, the solution is re-investigated
in terms of the HSR of signals to provide part of building blocks, needed later in
section 4.6, for the combination of unlocked and chip-delay locked interferers. Fur-
thermore, the limiting form of the NWMF as N, — 0 is examined as well: this was
not investigated in [86, 79]. The development of the MAI and noise CSD matrices are
presented first and then followed by the derivation and structure of the NWMF.

4.3.1 MAI and Noise Cross Spectral Density (CSD) Matrices — NWMF

The CSD for unlocked MAI can be obtained readily since the MAI is WSS as dis-
cussed in section 2.4.2. As shown in Appendix F.1, the PSD of unlocked MAI can be
expressed as

sO(f) = %Q(f)ﬁ. (4.27)

Substituting this into (4.9) returns the CSD for unlocked MAI

0, otherwise.

2y 2 o
RO — {Tlen(f)l, if m = n W)

The corresponding CSD matrix for unlocked MAI is the diagonal matrix
) 2y i
RO() = ZQUNQAS). (4.29)
The noise CSD matrix R(f) is obtained by substituting R (f) = RY)(f) and (4.29)
into (4.21)

R() = Fhuyn + 7-QNQ). (4.30)
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Since (4.30) is a diagonal matrix,

Onm
Tt QNP

R (f)]am (4.31)

4.3.2 NWMF Solution

The MF solution for unlocked interferers can be obtained by substituting (4.30) into
(4.26).
N, -t . .

HO(f) = | Fhuyn + 5-QNQS)|  QUIAD @) e/ (4.32)
This expression can be simplified considerably, as discussed in 4.1.3, since the noise
is WSS and the noise CSD matrix to be inverted is diagonal. The frequency response
of the nth bandpass filter in Fig. 4.1 becomes H,(f) = Q5 (f) AP (e/*/Te) /[ % +
LRI (f)] for f € [—5F, ). As discussed in 4.2.2, only the m = nth branch remains
in Fig. 4.2. For the purpose of verification and completeness, the substitution of H,(f)
into (4.18) using (4.11), (4.15) and (4.31) yields the NWMF frequency response

1

()] = .
70 = mrze0r

Q:(f) ‘A(O)t(ej27rfT¢) e—j21l’fTb. (4.33)

The term 1/ (%ﬂ + 710Q( f)lz) representing the inverse of the noise PSD, is a noise-
whitening filter which replaces the constant %9- in the CMF response HMF(f) given
in (4.3).

The NWMF in (4.33) has a straightforward interpretation in the frequency domain.
The noise-whitening filter amplifies the spectral components of the received signal
where the noise PSD is small while it attenuates those spectral components where
the noise PSD is large. The NWMF strikes a balance in suppressing both MAI and
AWGN. When AWGN predominates under the condition vy = 0, HY)(f) reduces to
HCMF(f). On the other hand, in an MAl-limited environment where N, — 0, (4.33)
reduces to

M 1
v  Q(f)

over f € [-B, B]. This is referred to as the decorrelator-type NWMF (D-NWMF)
encountered earlier in section 3.2.3. It consists of the inverse chip filter 1/Q(f) and
despreading filter A0 (e/27/Tc) ¢=727fTo The former is the same inverse filter devel-

H(U)(f) A(O)t(eﬂrrf'IL) e—j21rfT1,’ (434)
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oped for signal detection in stationary clutter for radar applications [110, pp. 170-177]
[111]. Moreover, the D-NWMF can be formed from the CMF by replacing the CMF
chip filter 3Q*(f) with 1/Q(f). The inverse filter 1/Q(f) for B — oo has the special
property of generating the impulse function §(¢) given an input §(¢). [110, p. 171].
This would imply that, if such an inverse filter existed, it would, in theory, enable per-
fect detection in the absence of AWGN as long as the interferers were asynchronous.

The MF solution in (4.33) is equivalent to the noise-whitening MF response devel-
oped previously in [86]. In fact, the solution can be obtained directly without the HSR
of signals by substituting S;(f) = S}U)( f) and (4.27) into (4.2). In addition, when
Q(f) is constant over its entire bandwidth B, the PSD of the MAI is then flat and
and the NWMF, apart from a scaling factor, reduces to the CMF (over f € [-B, B])
For example, given the ideal Nyquist filter with @ = 0 (Q(f) = T for |f]| < 2_’}} and
Q(f) = 0, otherwise) as the chip filter, the frequency response of the noise-whitening
filter becomes the constant 1/ (%ﬂ + 721)

4.3.3 NWMF Structure

The NWMEF receiver structure illustrated in Fig. 4.3 consists of three parts. The first

1
%o+ QNP )

A (oi2m(Tey gmi2nfTy | ——e

Fig. 4.3 The NWMF H(f) consists of a noise-whitening filter, the con-
jugate of the chip filter Q*(f) and a despreading filter.

filter whitens the noise. The second filter is the chip filter @*(f). The third filter is the
despreading filter with a frequency response of A®©)*(e727/7) ¢=72*fT which combines
the conjugate of the DTFT of the desired user’s spreading sequence and delay of 7.
Its corresponding impulse response can be expressed as SN -! a{®* §(t — (N — n)T})
from (4.13). The despreading filter is given in its TDL form in Fig. 4.4 and in its
correlator form in Fig. 4.5. As can be seen in Fig. 4.3, when no interferers are

present, v = 0 and the structure of the NWMF reduces to that of the CMF.

4.4 Chip-Delay Locked Interferers

This section considers the MF solution corresponding to the CLMF for the infinite
observation interval when the interferers are chip-delay locked. Since the MAI is
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Te Tc Te
0)= 0)e
“%11 “xl:

Te

(0)=
i)

Fig. 4.4 The TDL form of the despreading filter A(0)*(e27/Tc) g=i27 /T,
possesses IV delay elements (each of duration T,.) and N tap coefficients
corresponding to the desired user’s spreading sequence.

Fig. 4.5 The
A0 (e127fTe) =327fTc  consists of three parts.

correlator

form

the

despreading filter
The input is first

sampled at a rate of 1/T,.. The samples are then multiplied with the

desired user’s spreading sequence a
and output at t = iT}.

(0)=

n

. The N products are summed
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WSCS with a period of T,, T is set to T, in all the HSR expressions specified in
sections 4.1 and 4.2. This shall simplify the general MF' structure considerably. In
section 4.4.1, the MAI and noise CSD matrices for chip-delay locked interferers are

developed. In section 4.4.2, the frequency response of the CLMF is derived. And in

section 4.5.3, the structure of the CLMF is described.

4.4.1 MAI and Noise CSD Matrices — CLMF

As shown in Appendix F.2.1, the CSD function of the chip-delay locked MAI can be

written as

RE(f) =

1
T.

L (@) 3 2P ErtmmIT T

(4.35)
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for n,m € [~ My, My]. The CSD matrix for chip-delay locked MAI can be expressed
as the Ly by Ly matrix

K

RO) = 2au) [E PR @4) (436

=1
where [R(C)( f )]nm = R©)*(f). The power vector for the kth interferer is

el2m(—=Mu)T,/T:

P = /2P, ; (4.37)
ej2erH Te/Te

where [Pscc)]n'1 = /2P, e/*Te/T  The power vector is independent of f and depen-
dent only on the interferer chip-delays and signal powers.

The noise CSD matrix R(f) is obtained by substituting R)(f) = R(©(f) and
(4.36) into (4.21). This leads to

N, 1 K H
R(f) = Flawgs + 77Q() (Z Pi”P ) QU(f). (4.38)
= < k=1
For the CLMF, since T = T, My in (4.5) simplifies to
Mg = [g] (4.39)

and is solely dependent upon the excess bandwidth o and independent of N. For
example, when 0 < a < 200%, My = 1, Ly = 3 and only three bandpass filters
Hu(f - #), n € [-1,1] are required. When « = 0, the MAI CSD matrix reduces
to a scalar function of f where n = m = 0 since My = 0 and Ly = 1. Since this
implies that the chip waveform Q(f) is limited to the minimum bandwidth of ,‘,TLc,
the WSCS process reduces to a WSS process due to the bandlimitedness property of
WSCS processes (98] mentioned earlier. Subsequently, (4.36) reduces to (4.29) since
n =m =0 and the CLMF reduces to the NWMF. Moreover, when Q(f) is the ideal
Nyquist filter with B = ﬁlc" like the NWMF, the CLMF reduces to the CMF. On
the other hand, when a > 0, the CLMF reduces neither to the NWMF nor CMF
since Mg > 1 and R‘“)(f) in (4.36) is not a diagonal matrix in contrast to R(V}(f)
in (4.29).
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4.4.2 CLMF Solution

Compared to the general MF solution, the MF for chip-delay locked interferers is con-
siderably less complex because of the condition T' = T,. This is because A (©)(e/?7/Tc)
in (4.24) for £ = 0 reduces to

AO Ty = A2 Te)y (4.40)

where the unit column vector u is defined as [u],; = 1 for n € [-My, My]. It is
precisely this result which greatly simplifies the CLMF structure. Substitution of
(4.40) into (4.26) yields the CLMF response

H(C)(f) = G(C)(f)A(O)t(eﬂwac) e~i2 [Ty (4.41)
where the modified chip filter vector for the CLMF is

GO(f) = RY(HQ(f)u (4.42)

and the inverse of the noise CSD matrix is given in (4.38). By defining G(©)(f) in
(4.42) as

G, ()
GO = : , (4.43)

the nth element can be expressed as GO(f) = TME_ 0 [RY(f)m @i(f). To
obtain a closed form expression of G{€)(f), R™!(f) must be evaluated using (4.38).
As pointed out in section 4.4.1, when My > 1 in the chip-delay locked case, R(f)
in (4.38) is not a diagonal matrix. For large My, this can considerably complicate
the process of obtaining a manageable closed form expression of its inverse R™!(f)
in (4.38). However, for bandwidth efficient pulses where 0 < a < 200%, My =1
and R(f) is a 3 by 3 matrix of functions which can be inverted without too much
difficulty.

The CLMF frequency response H(C)(f) is described next. From (4.41), HO)(f) =
GO (f) A0 (727 /Te)e=12fTs for n € [— My, My). Substituting this into (4.18), yields

H(C) (f) — G(C) (f)A(o)n (ejzrrch)e—ijfTb (4.44)
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where G(f) = 3%, G)(f - £) represents the frequency response of the mod-
ified chip filter. By comparing H€)(f) in (4.44) with that of H°MF(f) in (4.3), it can
seen that the CLMF is formed from the CMF by replacing N%Q‘( f) in the CMF with
the modified chip filter G(©)(f).

The complexity involved with the computation of a sampled version of the im-
pulse response g{€)(t) of G{)(f) is described. As shown in Appendix G.1, g(©)(¢)
exists over t € [(-3M + 2)T.,(3M — 1)T.| and has a duration of T, = 3(2M - 1)
which is three times longer than that of §(¢) where M is defined in (3.28). Since
G (f) exists over f € [—B,B], the sampled version of g(®)(¢) requires at least
N, = [2BT,] samples. As shown in Appendix G, to compute the sampled g{“)(¢),
approximately KLy + N, (E:i +2L% - %{"—) + %logzNg multiplications and KLy +

N, (L g+ ik —2(2[‘” 3} ) +N,log, N, additions are required. For bandwidth efficient
pulses satisfying 0 < & < 200%, Ly = 3 and the number of numerical computations

is then 6K + N,(58 + 1.5log,V,) growing linearly with K. For example, as shown
in Appendix G, when the chip pulse is the square root raised cosine pulse (Sqrt-RC)
defined in (H.1) with a = 100%, a total of 3K + 1488 multiplications and 3K + 608
additions would be required.

4.4.3 CLMF Structure

The structure of the CLMF is illustrated in Fig. 4.6. It consists of the modified chip

— G(C)(f) A(O)'(ejzr/Tg) e—120fTy  (—

Fig. 4.6 The CLMF H(f) consists of the modified chip filter G(©)(f)
and a despreading filter.

filter G©)(f) and the despreading filter A(®)*(e727/Tc) ¢=727fTc  The latter is given in
Fig. 4.4 in its TDL form and in its correlator form in Fig. 4.5. As shown in Fig.
4.7, the former consists of Ly bandpass filters G{°)(f — &) for n € [~Mpy, My]. The
nth bandpass filter G®)(f - &) has a center frequency of n/T. and a width of 1/T..
It forms contiguous segments of G(©)(f) in the frequency domain. The structure of
the nth bandpass filter G{€)(f — 7-) with its frequency shift term n/T. removed is
given in Fig. 4.8. The bandpass filter consists of Ly filter branches whose outputs are
summed. Each filter branch is bandlimited to a common band of f € [£ -z, &+35]
and, therefore, overlap.
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-My

) j}—’
Gl

M
Mu(f - 'T,f,')

() My
Gl + 57)

Fig. 4.7 The modified chip filter G()(f) for the CLMF consists of a

set of Ly bandpass filters. The nth bandpass filter GLC)( — 7-) where
n € [~Mpy, My] filters only that part of the received signal bandlimited

n 1 n 1
tOfE[T;—zTC,TC"F.—H—‘C'.

The mth filter branch where m € [—-Myg, My| in the nth bandpass filter H,(f)
can be broken down into two filter stages. The first filter [R™!(f)],,, represents the
n,mth element in the inverse of R(f) given by (4.38). It depends solely upon the
CSD of the MAI and the PSD level of the AWGN. The second filter @;,(f) is the
conjugated mth HSR component of Q(f) defined in (4.15).

The consolidation of the Ly DTFT filters in the branch filters in Fig. 4.2 of each
bandpass filter to the single DTFT A®*(e/2"/T%) in Fig. 4.6 is a consequence of the
property that A©*(e/2"/+1)Tc) from (4.13) is independent of n when T = T, This
result has a significant impact on the design of the CLMF. The CLMF structure has
been separated into two filters: the modified chip filter G(°)(f) and the despreading
filter. That is, the CLMF can be implemented by replacing the chip filter N%Q"( f)
in the CMF in (4.3) by the modified chip filter G°)(f) in (4.3). Thus, the filtering
problem of designing a filter which maximizes SNR for bit symbol detection under
chip-delay locked interferers has been reduced to the problem of designing the modified
chip filter G(©)(f). The spreading sequence which changes for consecutive bits under
long sequence spreading only affects the despreading filter. The G(©)(f) need only be
computed when interferer chip delays and signal powers change.

As can be surmised, the modified chip filter G(©)(f) is the same filter which max-
imizes SNR for chip symbol detection. This result can be obtained by re-posing the
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1 R — Q% p, (1)

n,—My

[RN],, "l QW —-@————~

—~ R0, ,,. (D)

Fig. 4.8 The nth bandpass filter G,(«.C)( f) for the CLMF consists of a
set of Ly filter branches which overlap in the frequency domain.

filtering problem in terms of chip symbol detection. The integral equation assumes
the form of (4.1) where a®(¢) and h*(T}, — t) are replaced, respectively, by ¢(t) and
(T, — t). This leads to

oo

- 1 .
J—V—g“’"(n—t)w/ Ri(t,u) g (Te —u)du = §(t), —oo <t < oo. (4.45)

2 -
The solution follows readily from H)(f) in (4.44) by setting N =1 and a{”) =1 to
establish the equalities a®(t) = §(t), T, = T and A(©*(e7>"/Tc} = 1. Consequently,
(4.44) reduces to HO(f) = G©)(f)e~72"fT:, Therefore, the filter which maximizes
SNR for chip symbol detection is the modified chip filter G(©)(f) with the delay term
of e=727/Tc _ This relationship greatly simplifies the implementation of the CLMF and

forms the foundation to the development of adaptive filters to be treated later in
Chapter 6.

4.5 Bit-Delay Locked Interferers

This section considers the MF solution corresponding to the BLMF for the infinite ob-
servation interval when the interferers are bit-delay locked and short sequence spread-
ing is utilized. The general structure of the BLMF has been previously investigated
in [68]. In this section, however, two additional results augmenting the work of [68]
are developed. One, an expression of the frequency response of the BLMF is ob-
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tained. And two, the underlying structure within in each bandpass filter given in [68]
is described.

This section is divided into three parts. In section 4.5.1, the MAI and noise CSD
matrices are developed. In section 4.5.2, the frequency response of the BLMF is
derived. And in section 4.5.3, its structure is described. Since the MAI is WSCS with
a period of Tj, T is set to T, in all the HSR expressions specified in sections 4.1 and
4.2.

4.5.1 MAI and Noise CSD Matrices — BLMF

As shown in Appendix F.2.2, the CSD for bit-delay locked MAI can be written as

K
Rﬁ (f) = TLQn(f)Q:n(f) Z A(k)(ej%(f.i-%b)Tc)A(k).(eﬂ’r(f*"r‘&b]T‘) kae—ﬁ:r{n-m)n/n
b k=1

(4.46)

for n,m € [-Mpy, My]. The CSD matrix for bit-delay locked MAI can be expressed
as the Ly by Ly matrix

RB(f) = %Q(f) LﬁPiB)A<*’(eﬂﬂch)A<k>“(eﬂ"ﬂ‘=)P}f”” QY (f) (4.47)

b =1

where [R(B) (f )]nm = RB)(f). The power matrix for the kth interferer in the bit-
delay locked case is the diagonal matrix

I (~Mue/Ty 0

P = 2P, : : : (4.48)

0 . ej??rﬂr!y‘rk/Tb

where [Pfca)]nm = §pmV/2P; €™ Tk/To The noise CSD matrix R(f) is obtained by
substituting R (f) = R(®)(f) and (4.47) into (4.21). This leads to

N, 1 ut or o
R(f) = S hayes + QU | X PVAR (T AR (@R PT) Q).
=1

(4.49)
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For the BLMF, since T = Ty, the Mg in (4.5) simplifies to

My = [(i%ﬂg- - ﬂ (4.50)
and is dependent on both N and a. This result is unlike that encountered in the
chip-delay locked case where My was independent of N and the MAI became WSS
when a = 0 and My = 0. In the bit-delay locked case, the MAI remains WSCS even
when a = 0 since My > 0 as long as N > 1. This property of the bit-delay locked
MAI can be attributed to the assumption of short sequence spreading which leads
to the WSCS period of T = T}, where the width 1/7T}, can be much smaller than the
bandwidth of interest B. Furthermore, as shown by (4.50), since My is proportional
to N it can be very large even when & = 0. This serves as a preliminary indication
of the high order of complexity that can be expected for the BLMF solution in the
infinite observation interval for moderate values of N. For example, when o = 0 and
N is even in (4.50), Mg = & and R(f) in (4.49) becomes an N +1 by N + 1 matrix
of CSD functions. For even modest values of N, the task of inverting R(f) in (4.49),
to obtain a closed form expression, would be very tedious.

4.5.2 BLMF Solution

When the interferers were either unlocked or chip-delay locked, many simplifications
in the general MF structure in Fig. 4.1 resulted. In the case of bit-delay locked
interferers, no such simplifications arises. Consequently, its solution is given by (4.18),
(4.23) and (4.26) where the noise CSD matrix is given by (4.49).

4.5.3 BLMF Structure

The structure of the BLMF assumes the general MF structure given in Fig. 4.1 and
Fig. 4.2 since no simplifications such as those encountered for the NWMF and CLMF
arise. Thus, the BLMF is composed of Ly bandpass filters as was already shown in
[68]. However, the derivation of the general MF structure reveals further information
regarding the underlying structure within each of the bandpass filters as illustrated in
Fig. 4.2. The BLMF can be separated into three parallel sets of filters: R™!(f), Q(f)
and A (%) (e72"fTc), The filters of each set depend on either the noise (consisting of the
MAI and AWGN), the chip filter Q(f) or the desired user’s spreading sequence a(®.
Since Q(f) and a® are fixed, their corresponding sets of filters Q(f) and A © (ei27/T¢)
remain fixed as well. Only the filters represented by R~!(f) change according to
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changes in the signal parameters of the MAI and the PSD level of AWGN. That is, in
every branch filter in Fig. 4.2, Q*.(f) and A@* (™ Y+ %)% where m € [- My, Mx]
remain fixed. Only [R™!(f)].m changes according to changes in the signal parameters
of the interferers. Therefore, as observed in the CLMF and NWMF, the structure of
the BLMF has decoupled the effects of MAI from that of the chip filter and spreading
sequence of the desired user. However, in this case, the decoupling occurs only in the
HSR components of the filter.

The number of filter components in the BLMF can be quite large even for modest
values of N. Continuing with the example discussed in section 4.5.1, when a = 0 and
N is even in (4.50), the BLMF is composed of NV + 1 bandpass filters each with a set
of N + 1 branch filters. Since each branch, in turn, consists of 3 filters, the BLMF
would contain 3(NV + 1)2 filter components in total. In general, the number of filter
components grows with the square of N.

4.6 Both Unlocked and Chip-Delay Locked Interferers

The MF is investigated when both unlocked and chip-delay locked interferers are
present. The derivation of the MF uses many of the results obtained in sections
4.3 and 4.4. As in section 3.5, there are Ky unlocked interferers and K¢ chip-delay
locked interferers. The CSD matrix can be expressed as R(CV)(f) = RY)(f)+RC)(f)
assuming that the signals of the interferers are independent and zero-mean. The CSD
matrix R{Y}(f) for the unlocked part of the MAI is given by (4.29) where 7 is replaced
by You = f:,}*ffl P;. The CSD matrix R(C)(f) for the chip-delay locked part of the
MALI is given by (4.36) where K is replaced by K¢. Using these modifications, the
CSD matrix for the MAI becomes

Kc
ROV = ZLQ(n)Qr() +=QU) {ZPPP&C"] Q(f). (451
c ¢ k=1

Thus, the noise CSD matrix is

N, 1 i
R(f) = “2_12MH+1+ZR(CU)U). (4.52)

It can be seen now how the CSD noise matrix R(f) in (4.52) varies from (4.38) when
all the interferers are chip delay locked (Ky = 0) to (4.30) when all the interferers
are unlocked (K¢ = 0). The MF solution H(CY)(f) is obtained by substituting (4.52)
into (4.26).
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The structure of H{¢Y)(f) assumes the same structure as that of the CLMF given
in Figs. 4.6, 4.7 and 4.8. Differences arise only in the filters [R™!(f)}],, in Fig. 4.8,
obtained from inverting R(f) in (4.52). When all the interferers become unlocked,
R(f) becomes a diagonal matrix and only the . = nth branch filter remains in Fig.
4.8. This returns the NWMF given in Fig. 4.3.

4.7 Summary

This chapter has derived the NWMF, CLMF and BLMF for the infinite observation
interval. The general structure of the MFs was shown to consist of a set of Ly
bandpass filters (Fig. 4.1) each with a set of Ly branch filters (Fig. 4.2). Regardless
of the MAI model, the structure was composed of individual filters each affected only
by either interferer signal parameters, the chip filter or spreading sequence of the
desired user.

For the CLMF and NWMF, the general structure in Fig. 4.1 simplified consid-
erably. The NWMF basically consisted of the CMF with a noise-whitening filter
inserted at the front end of the CMF. Moreover, in the limit as NV, — 0, the NWMF
approached the D-NWMF composed of an inverse chip filter followed by a despread-
ing filter. The CLMF assumed a slightly different form. It consisted of two filters:
an SNR maximizing filter for chip symbol detection and the despreading filter. That
is, it had the same form as the CMF except that the former replaced the CMF chip
filter. Its computational complexity per bit symbol was shown to be reasonably low.
The number of numerical operations required to compute a sampled version of its im-
pulse response was analyzed and found to grow linearly with K. Moreover, in sharp
contrast to the CLMF derived in section 3.3 over the finite observation interval, the
impulse response of the SNR maximizing chip filter needs re-computation only when
an interferer chip delay or signal power changes. For the BLMF, those simplifica-
tions encountered for the CLMF did not arise. Since the BLMF response had to be
re-computed at the bit rate, its computational complexity per bit symbol remained
extremely high.
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Chapter 5
Performance Analysis

This chapter investigates the performance of the CLMF derived in Chapter 3 and
compares its performance with that of the NWMF and CMF. The performances are
analyzed in terms of SNR, near-far resistance, bit error rate (BER) and probability
of outage over the multiple-access channel with background AWGN as described in
section 2.1. The analysis is restricted to realizations derived under the finite obser-
vation interval of t € [0,7;). In addition, the analysis of the BLMF performance
is not presented for two reasons. Its performance has been previously investigated
in (62, 69]. And more importantly, it is rendered impractical because of its large
complexity under the condition of long sequence spreading.

Section 5.1 introduces the system parameters used for the numerical examples
presented in this chapter. The next three sections investigate filter performance for
specific realizations of the signal parameters. Section 5.2 examines the performance
of the CLMF in terms of SNR. Its aim is to provide an understanding of how the
CLMF performs with respect to chip delays, signal powers and chip waveforms. It
also considers the effect of information on interferer phase-offsets and the presence of
a combination of chip-delay locked and unlocked interferers. Section 5.3 derives and
analyzes the near-far resistance of the NWMF and CLMF. Section 5.4 presents the
BER. performance of the CLMF for the special case of short sequence spreading and
rectangular chip waveforms. The remaining section of 5.5 investigates the performance
of the filters under more general conditions based on the probability of outage. Its
aim is to illustrate and quantify the gains achievable by the CLMF over the CMF and
NWMF in terms of probability of outage as well as user capacity.
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5.1 Note on Numerical Examples on Performance

This section presents system parameters used to compute the numerical examples
given in this chapter. DS-BPSK modulation is assumed whereby the chip waveforms
are real and the chips of the spreading sequences are bipolar such that o{® € {£1}.
The remainder of this section specifies the chip waveforms, spreading sequences and
modelling of the signal parameters.

5.1.1 Chip Waveforms

A total of four chip waveforms for §(t) are considered: the rectangular pulse, the
square-root raised cosine (sqrt-RC) 100% pulse with an excess bandwidth of @ =
100%, the Sqrt-RC pulse 60% with @ = 60% and the IS-95 pulse. The last three
are examples of bandwidth efficient pulses. The rectangular pulse was defined earlier
in (3.7). As shown in Appendix H.1, it has an excess bandwidth of a = 64 x 100%
since B = 32.5- 2_12 based on a —40 dB rule. The sqrt-RC pulse is parameterized
by a € [0,100%)] and defined in [18, (6.104), (6.105) p. 228]. Its expression in the
time domain is reproduced in Appendix H.2 for reference. Since the sqrt-RC pulse is
strictly bandlimited (BL) and extends over ¢t € (—oo,o0), it is truncated under the
constraint that 99.99% of the energy of the BL pulse is contained in its truncated
version. When o = 60%, M = 4 and when a = 100%, M = 2 where M is defined
in (3.28). The IS-95 pulse refers to the chip waveform defined in the IS-95 standard
[1, Section 6.1.3.1.10 on pp. 6-28 to 6-30]. [t is important to stress the fact that the
[S-95 pulse has a non-zero excess bandwidth. Otherwise, the CLMF would reduce to
the NWMF and yield no improvement over the NWMF. As shown in Appendix H.3,
the IS-95 pulse has an excess bandwidth of 20.44% based on a —40 dB rule. For the
IS-95 pulse, M = 7.

5.1.2 Spreading Sequences

With respect to only sections 5.2 to 5.4, a specific spreading sequence is selected.
This is done to provide an understanding of the performance of the CLMF, NWMF
and CMF with respect to the signal parameters to be discussed in section 5.1.3 for
a particular spreading sequence. In these three sections, the desired user is assigned
a Gold sequence of length N, = 31 given in Table 5.1 for k¥ = 0. The spreading
sequences of interferers are assumed to be random as discussed in the description of
chip-delay locked interferers in section 2.4.2. The remaining sequences in Table 5.1



5 Performance Analysis 102

Table 5.1 Balanced Gold sequences of length N = 31 constructed from
two maximal sequences with the generating polynomials # = 45 and
H = 75 based on initial shift register bit loadings of [10011] and [11000],
respectively [2]. The symbol + represents 1 while — represents —1.

k spreading sequence, a(®)

0| —FF+—F+F-—F-—F—F-F——F—FF-———F—+-
1| 4+++———+—F—F——m—F——Ftttt——tt———F—
P m bttt -ttt — bt ————— = ++
3ld—dtt—F——t—FtFtt—F—Fo—— bt m————
P} R bttt -ttt m—F——— - —— 4+
5l —dt——ttt———F——t -ttt —F—F—F—F+—+
6| ++++-——————— bo— -t —— b ——— 4+ ++
T ++———Ft+tt————t++—F+———F——F+———

shall be used only under certain circumstances when the performance of the BLMF is
considered. In those cases only, the sequences are assigned to interferers as they are
needed.

In section 5.5 where probability of outage is examined, the constraint on the
spreading sequence is removed. Random spreading sequences shall be used to repre-
sent the very long PN sequences employed under long sequence spreading conditions.
In this case, the sequences are generated randomly where the chips a{%) indexed by n
are i.i.d. with Probfe)) = 1] = Prob[a{?) = -1] = .

5.1.3 Modelling of Signal Parameters

The signal parameters consist of E,/N, of the desired user, the interferer chip delays
and signal powers. In sections 5.2 to 5.4, specific distributions of the parameters shall
be considered. In many of the numerical examples, E,/N, = 20 dB. This was selected
for two reasons. It is a value which represents systems under MAI-limited conditions
and it reflects a reasonable received signal bit energy level for a subscriber in the
uplink of the IS-95 system (in the absence of noise) [15]. The value is obtained from
[15] by using the relation Ey/N, = —1+ 10log,,(128) = 20 dB. For notational clarity,
two vectors are introduced. The chip delay vector is defined as T = [T, ..., Tk]. The
ratio of the power of the kth interferer to that of the desired user is defined as

B

B = B (5.1)
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The associated vector of signal power ratios is defined as 3 = [81, . .., Bk]. The phase-
offsets are assumed to be i.i.d. where each phase-offset is assumed to be uniformly
distributed over 8 € [0, 27r) unless otherwise stated.

5.2 Signal-to-Noise Ratio (SNR)

This section examines the SNR performance of the CLMF with respect to the NWMF
and CMF. First, SNR expressions for the various MF realizations are derived. Sec-
ond, numerical examples are presented to provide an understanding of the CLMF
performance characteristics. In the discussion of numerical examples, the expression
SNR(MF type) is introduced for brevity. It represents the SNR performance of the
filter type specified in the argument. The filter type may be either the CMF, NWMF,
CLMF or CUMF.

5.2.1 SNR Expressions

The SNR expression of (2.15) for an arbitrary filter A(t) can be written as

{foT” Re [ (Ty — u)a® (u )] du}
{ foTbh(Tb—t [Rntu (Ty — ) + Ra(t, u)h( Tb—u]dudt}

SNR=— (5.2)

Given h(t), the SNR expression is evaluated by using: the desired user’s spread-
ing waveform a(®)(t) defined in (2.8) for & = 0, the noise autocorrelation function
Ri(t,u) defined in (3.2) and the noise pseudo-autocorrelation function Rj(t, ) de-
fined in (3.4). The form of R;(t,u) and R;(t,u) depends, respectively, upon the
form of Rj(t,u) and R,—(t, u) which, in turn, depends upon how the interferers are
modelled. The expressions of the two MAI autocorrelation functions for unlocked,
chip-delay locked and bit-delay interferers are given in sections 3.2.1, 3.3.1 and 3.4.1,
respectively. With respect to the variants of these three models, the autocorrela-
tion functions for a combination of unlocked and chip-delay locked interferers and for
interferers whose phase-offsets are known are given in sections 3.6.1 and 3.6.2, respec-
tively. Furthermore, when taking into account the effect of ISI, R;(¢,u) and R,—,(t, u)
assume the form given in (D.1) and (D.2), respectively. The ISI autocorrelation and
pseudo-autocorrelation functions: R;(t,u) and Ra(t, u) are given in (D.4) and (D.5),
respectively, for unlocked interferers. The R;(f,u) and R:(¢,u) of the chip-delay
locked case are the same as those for the unlocked interferers. For bit-delay locked
interferers, R;(¢,u) and ﬁf(t, u) are given by (D.10) and (D.11), respectively.
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The SNR. expression in (5.2) is implicitly a function of: the spreading factor N,
E;/N,, the chip waveform §(t), the filter impulse response h(t), the number of inter-
ferers K, the ratio of signal powers of interferers to that of the desired user 3, the
interferers’ chip delays T, and the spreading sequence of the desired user a(®) defined
in (3.8). The implicit dependence is summarized by

SNR (N, Es/N,, d(t), h(t), K, B, T,a"). (5.3)

For a given spreading waveform and a pair of noise autocorrelation functions, the
SNR expression in (5.2) is maximized when A(t) is the MF which satisfies the integral
equation (3.1). In this case, by substituting (3.1) and (3.6) into (5.2), (5.2) reduces
to

SNRep: = 2]5° /nTbRe [f()a® (u)] du. (5.4)

For example, in AWGN where the CMF maximizes SNR, f(t) = a®*(t) and SNR,p, =
2Ey/N,. It is important to stress that (5.4) applies only to the SNR maximizing filter
h(t) which satisfies the integral equation in (3.1). For any other filter, (5.2) must be
used to evaluate SNR instead. = The SNR,,, expression in (5.4) can be simplified
by using the matrices defined in Appendix C. This is accomplished by substituting
into (5.4) the impulse response of either the NWMF in (3.21) when the interferers are
unlocked, CLMF in (3.32) when the interferers are chip-delay locked, BLMF in (3.40)
when the interferers are bit-delay locked or CUMF in (3.45) when both chip-delay
locked and unlocked interferers are present. This leads to the general expression

9E, 1 -
SNRo, = j_\’fﬁ.ﬁ[ga—a(zvop-u-c) la“] (5.5)
where
T o) 2
E, = /0 130 (¢)[2t. (5.6)

When M =1, E, = T, and (5.5 reduces to SNRp, = 22 [1 ~ta(NP'+C)” aﬂ}.
The form of the vector a, the covariance matrix C and power matrix P can each take
on one of four possibilities depending upon the modelling of the MAI. The mappings
are summarized in Table 5.2.
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Table 5.2 Mapping of vectors and matrices for the SNRqp¢ in (5.4)
for the various MAI models and MF realizations with cross-referencing to
their corresponding equations.

MAI MF
Model Realization a C ¥ o
Unlocked NWMF a'”) in (C.3) Iy, vA in (3.10) & (C.2)

Chip-delay locked | CLMF a©) in (C.10) | C©) in (C.11) P©) in (C.12)

Bit-delay locked BLMF a8 in (C.17) | C®) in (C.18) P in (C.19)

Both chip-delay
locked & unlocked | CUMF || a/®Y) in (C.29) | C°V) in (C.30) | P(CV) in (C.31)

5.2.2 Numerical Examples — SNR

The SNR performance is investigated for the CLMF in comparison to the NWMF and
CMF when the chip-delays of interferers are known. Four sets of numerical examples
are presented. The examples illustrate SNR performance with respect to chip delays,
Ey/N,, received signal powers through 3 and phase-offsets.

SNR. vs. Chip Delay

SNR is examined with respect to the chip delay of a single chip-delay locked interferer
under two situations. In the first situation, KX = 1 where the only interferer present
is chip-delay locked. This is represented by the curves associated with case a) in
Fig. 5.1 where SNR vs. T)/T. is plotted for the CLMF, NWMF and CMF when
Ey/N, = 20 dB and (3, = 1 under equal power conditions. The SNR of all three
filters reach their maximum at 77 = 0.57, and their minimum at T; = 0. Moreover,
the SNR curves are symmetrical about 77 = 0.57.. The curves illustrate that the
CLMF performs no better than the CMF as the interferer becomes closer to being
chip synchronized. On the other hand, as T} moves toward 0.5T,, the gain provided
by the CLMF over both the NWMF and CMF increases. At T), = 0.57,, SNR(CLMF)
= 21.7 dB, SNR(NWMF) = 21.1 dB and SNR(CMF) = 19.8 dB. Thus, at T} = 0.5T,
the NWMF delivers a 1.3 dB improvement over the CMF while the CLMF provides
an additional 0.6 dB improvement over the NWMF. The SNR gain of the CLMF
over the NWMF can be as large as 1 dB. At T; = 0.17,, SNR(CLMF) = 19.2 dB,
SNR(NWMF) = 18.2 dB and SNR(CMF) = 17.6 dB. Thus, at T} = 0.1T,, the NWMF
delivers a 0.6 dB improvement over the CMF while the CLMF provides an additional
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SNR [dB]
22 T —

221

Tl /Tc

Fig. 5.1 SNR vs. Ty/T,. for the rectangular pulse and uniform signal
powers when N = 31 and E,/N, = 20 dB. In case a), K = 1 where user 1
is chip-delay locked. In case b), K¢ = 1 and Ky = 1. User 1 is chip-delay
locked and user 2 is unlocked.

1 dB improvement over the NWMF.

In the second situation, an unlocked interferer is introduced such that Ko = 1
and Ky = 1. This is represented by the curves associated with case b) in Fig. 5.1
where SNR vs. T1/T. is plotted for the CUMF, NWMF and CMF. Again, the SNR
of all three filters reach their maximum at 7} = 0.57, and their minimum at T; = 0.
At Ty = 0.57,, SNR(CUMF) = 19.0 dB, SNR(NWMF) = 18.9 dB and SNR(CMF)
= 17.1 dB. Thus, at T} = 0.5T,, the NWMF delivers a 1.8 dB improvement over the
CMF while the CUMF provides only an additional 0.1 dB gain over the NWMF. The
SNR gain of the CUMF over the NWMF can be as large as 0.5 dB. At T} = 0.1T,
SNR(CUMF) = 17.6 dB, SNR(NWMF) = 17.1 dB and SNR(CMF) = 15.8 dB. Thus,
at T} = 0.17,, the NWMF delivers a 1.3 dB improvement over the CMF while the
CLMF provides an additional 0.5 dB improvement over the NWMF. The presence
of the unlocked interferer reduces the effectiveness of the CUMF compared to the
NWMF. Later, the effectiveness of the CUMF will be shown under power-imbalance
conditions.
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SNR vs. E,/N,

Next, the performance of SNR vs. E,/N, is considered. Fig. 5.2 presents a plot of
SNR vs. E3/N, for the CMF, NWMF and CLMF under two contrasting conditions
when there are seven locked interferers. Case a) illustrates the condition when the

SNR [dB]
30
CLMF
28F | T~ NWMF .1
== CMF .

Ey/No [dB]

Fig. 5.2 SNR vs. E,/N, for the rectangular pulse and uni-
form signal powers when N = 31 and K = 7. In case a)
T /T. = [0.3,0.35,0.4,0.5,0.55,0.6,0.7]. In case b), T /T. =
[0,0.3,0.4,0.5,0.6,0.7,0.9].

chip delays of the interferers are distributed between 0.37, to 0.77.. It can be seen
that differences in performance among the three filters are minimal when E,/N, < 5
dB. In fact, they converge as E,/N, — 0. This can be expected since the NWMF
and CLMF reduce to the CMF when AWGN predominates as the signal powers of
the interferers go to zero. SNR gains greater than 1.0 dB for the NWMF and CLMF
over the CMF begin to appear and increase for E,/N, > 10 dB. For example, at
Ey/N, = 20 dB, SNR(CLMF) = 19.7 dB, SNR(NWMF') = 18.1 dB and SNR(CMF)
= 13.2 dB. Thus, at E,/N, = 20 dB, the SNR gain of the NWMF over the CMF is
nearly 5 dB while that supplied by the CLMF provides an additional 1.6 dB above
the NWMF.

Case b) illustrates the condition when chip delays are spaced evenly with one
interferer chip synchronized to the desired user. Again, differences in performance
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among the three filters are minimal when E,/N, < 5 dB. SNR gains greater than 1
dB for the CLMF and NWMF over the CMF only begin to appear for E,/N, > 13 dB.
The gain offered by the CLMF over the NWMF is hardly noticeable. For example, at
Ey/N, = 20 dB, SNR(CLMF) = 14.7 dB, SNR(NWMF) = 14.4 dB and SNR(CMF)
= 11.9 dB. Thus, at E,/N, = 20 dB, the SNR gain supplied by the NWMF over the
CMF is 2.5 dB while that supplied by the CLMF provides only an additional 0.3 dB
above the NWMF. In both a) and b), as E,/N, increases, the SNR of the CMF tends to
level off while that of the two other curves tends to increase. However, compared to a).
the SNR performance across the three filters are markedly reduced in b). In general, at
large Ejy/N,, (5.5) can be approximated as SNRqp, & 31% g [Ea - a(C)C(C)_la(C)“]
such that SNR,p, increases linearly with E,/N, as long as E, > a(©)C(©)~1q(©)",

In summary, E,/N, plays an important role in determining the effectiveness of the
NWMEF and CLMF over the CMF. At low E,/N, < 5 dB, the SNR performance of the
three MFs converge. When E,/N, > 14 dB, the SNR performance of the CLMF and
NWMEF provides more than a 1 dB improvement over the CMF. This improvement
increases as E,/N, increases beyond 14 dB. In comparison to the NWMF, the CLMF
offers SNR gains when the interferers have chip delays clustered about 0.57,.. The
gain diminishes when chip delays are distributed over Ti € [0,T,) especially when a
chip-synchronous interferer is present.

SNR. vs. Interferer Signal Power

Next, the effect of power-imbalance conditions on SNR performance of the filters is
examined when K = 5. In the example to be considered, there exists one user £ =1
at T} = 0.5, whose received signal power level is much larger than other users in
the system. SNR vs. 3, is shown in Fig. 5.3 when E}/N, = 20dB, K =5, 8 =
[81,1,1,1,1], and the chip-delays of the interferers are T /7, = [0.3,0.4,0.5,0.6,0.7].
Two scenarios are presented. In case a), all the interferers are chip-delay locked. As
[ increases, the SNR of the CMF deteriorates severely while those of the NWMF and
CLMF remain significantly higher. For example, at ; = 10 dB, SNR(CLMF) = 19.4
dB, SNR(NWMF) = 17.0 dB and SNR(CMF) = 9.9 dB. Thus, at 3; = 10 dB, the
SNR gain of the NWMF over the CMF is 7.1 dB while that supplied by the CLMF
provides an additional 2.4 dB above the NWMF. As §3; increases beyond 10 dB, the
NWMF performance degrades progressively whereas the SNR of the CLMF slowly
tends towards 19.3 dB at 3; = 30 dB and is hardly affected by the strong interferer.

In case b), K¢ =1 and Ky = 4 where only user 1 is chip-delay locked at T} /T, =
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SNR [dB]

o] CLMF

CUMF
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b [== CMF N .
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Fig. 5.3 SNR vs. £ [dB] for the rectangular pulse when K = 5, 8
= [61,1,1,1,1), T /T, = [0.3,0.4,0.5,0.6,0.7], N = 31 and E;/N, = 20
dB. In case a), all interferers are chip-delay locked. In case b), K¢ =1
and Ky = 4. Only user 1 is chip-delay locked at T} /T, = 0.3 while the
remaining 4 users are unlocked.

0.3. This is an example of SNR. performance when a combination of unlocked and chip-
delay locked interferers are present. Having the strong interferer chip-delay locked
permits the SNR performance of the CUMF to remain at roughly 16 dB over G, €
[1,10%). The SNRs of the NWMF and CMF degrade as 3, increases. For example,
at 4, = 10 dB, SNR(CLMF) = 16.0 dB, SNR(NWMF) = 15.4 dB and SNR(CMF)
= 9.5 dB. Thus, at §; = 10 dB, the SNR gain of the NWMF over the CMF is 5.9 dB
while that supplied by the CLMF provides an additional 0.6 dB above the NWMF.

Both cases clearly illustrate the substantial SNR gains achievable by the CLMF,
CUMF and NWMF, compared to the CMF, when a strong interferer is present. Ad-
ditional SNR gains can be obtained by the CLMF and CUMF in comparison to the
NWMF. The SNR of the CMF and NWMF continues to deteriorate as the interferer
power increases. On the contrary, the CLMF and CUMF maintains a higher, rela-
tively constant SNR regardless of the locked interferer’s strength when T, = 0.3T..
The same phenomenon is observed for smaller T} to a lesser extent as long as T} # 0.
In the limit, as T} — 0, the SNR performance of the CLMF, CUMF and NWMF
converge to that of the CMF.
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SNR vs. Phase-Offset

In all the results presented before and after this section, phase-offsets of interferers
have been assumed to be unknown and uniformly distributed over T; € [0,7;). In
this section, the effect of phase-offset information on the performance of the CLMF
is examined briefly.

In Fig. 5.1, the performance of SNR vs. 6, is presented for the SNR maximizing
filter denoted as phase-CLMF, the CLMF, NWMF and CMF when K =1, T} = 0.57,
3, =1 and E,/N, = 20 dB. In the plot, §;, ranges from 0 to 7/2 to 7 when the

SNR [dB]

24 ™ T T —

/ €—=% ghase-CLMF N
p CLMF N 1
. = = = NWMF ~

o .| CMF -

Q.1 02 3 0.4 0.5 06 07 0.8 [1X:3 1
0 /n

Fig. 5.4 SNR vs. 8,/r for the rectangular pulse when K = 1, N = 31,
Ty =0.5T,, 1 =1 and Ey/N, = 20 dB.

interferer is, respectively, in-phase, in quadrature or 180° out-of phase with the signal
of the desired user. The phase-CLMF maximizes SNR. across all phase values. As
can be expected, the CMF maximizes SNR like the phase-CLMF at 6, = 7/2 when
the DS-BPSK interferer is orthogonal to the desired user’s signal. However, the SNR
of the CMF suffers considerably as 6, approaches 0 or 7. In contrast, the SNR of
the CLMF ranges from 0.8 to 1.0 dB below that of the phase-CLMF. The SNR of
the NWMF ranges from 1 to 2.2 dB below that of the phase-CLMF. For example, at
8, = 0, SNR(phase-CLMF) = 21.4 dB, SNR(CLMF) = 20.6 dB, SNR(NWMF) = 19.2
dB and SNR(CMF) = 15.7 dB. These are the minimum SNR for each filter type. In
this case, the improvement in SNR over the CMF offered by the NWMF, CLMF and
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phase-CLMF is, respectively, 3.5, 4.9, and 5.7 dB. Thus, in applications where phase
remains relatively constant, gains in SNR obtained from chip delay information can
be supplemented by taking phase information into account in the design of the MF.

5.3 Near-Far Resistance

Near-far resistance is a measure quantifying the robustness of a receiver against the
power-imbalance problem [60, 51]. In this section. the near-far resistances of the
CLMF and NWMF are investigated. [ts expression for the BLMF has already been
derived in [62]. The near-far resistance of the MFs is investigated in two parts.
In the first part, the near-far resistance expression is generalized for arbitrary LTI
filters and for spreading waveforms a*)(t) not necessarily constrained to exist only
over t € [0,T;). Expressions for the CLMF and NWMF are then derived. In the
second part, several simple numerical examples are presented to illustrate the near-

far resistance over various chip pulses.

5.3.1 Near-Far Resistance Expressions

The near-far resistance expression ia {60, 51, 112] is generalized for an arbitrary LTI
filter A(t) and for spreading waveforms a*)(t), as defined in (2.8) and (3.28), which
exists over t € [—(M —1)T,, T, + MT,]. Using {112, (10)], given 7, and Pk, the
probability of error in the bit estimate b(

P.o(o) = { ({\/FOD+Z\/H 3 S %) e m rk)}/(a\/ﬁ))] (5.7)

m=M;

where 02 = N,/2 and Prob[b®) = 1] = Prob[b}) = —1] = 1/2. The energy of the
filter impulse response is

E, = /OT" |B(Tb—t)|2dt. (5.8)

The desired component of the filter output is

D = Re [ /0 " 30 (AT, — t)dt] : (5.9)
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The partial correlation function between the impulse response and shifted spreading
signal associated with the kth interferer’s mth bit is

pem(Te) = Re [/On a®)(t — 7 — mT)A(T; — t)dt| . (5.10)

As explained in [112, p. 891], in the low AWGN region where o is small, the right
hand side of (5.7) is dominated by the summand with the smallest argument:

_ Tk My
20(0’) — \/FUD Zk:l‘{;%?m:hh ka'm(Tk)l. (511)

The slope of the P, o(c) curve at high SNR, representing the asymptotic efficiency of
the filter [60, 51, 112], is

T = max? {O,CI’i_r)x(I] Z(}g:}b} . (5.12)
For example, given the CMF f(t) = a©*(t) ( where h(t) is obtained by using (3.6) and
removing the scaling factor N,/2), when K = 1and M =1 (such that M; = -1, M, =
0), B = D = Ty and (5.12) reduces to o = max*{0, 1~ /B L (|, -1 (1) [ +|pxo(m1) )}
as given in [51, p. 172 (11)]. Near-far resistance is defined as the minimum asymptotic
efficiency over the relative signal powers of the interferers [51]: mingg, . g,y m0. Its
value ranges from the minimum of no near-far resistance of 0 to a maximum level of
1. Since, in general, py m(7) # 0, the near-far resistance of the CMF is 0.

Near-Far Resistance of CLMF

The following derivation takes into account the property that the near-far resistance
of the BLMF is equivalent to that of its limiting form D-BLMF (as N, — 0) [77]. The
same property applies to the CLMF whose limiting form is the D-CLMF. When all
the interferers are chip-delay locked, the substitution of (3.33) into (5.10) results in
Pk,m(mx) = 0 for all m under the constraint 7, mod T, = T}. Similar to the D-BLMF,
the MALI is completed removed. Substitution of (3.33) (or (3.33) using (3.6) (with the
removal of the scaling factor N,/2} into (5.8) and (5.9) reduces the CLMF asymptotic
efficiency to

1 -
T = ﬁ[Ea—a(C)C(C) 'a©"] (5.13)
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where E, is defined in (5.6). The a©) and C'©) are given in (C.10) and (C.11),
respectively, in Appendix C.2. When M =1, E, = T, and (5.13) reduces to a form
similar to that for the BLMF in [62, (30)]: no=1-— Tiba(C)C(C)'Ia(C)H. Since (5.13)
is independent of interferer signal powers, it is equivalent to the near-far resistance.
Furthermore, it is independent of the spreading sequences of the interferers in contrast
to the BLMF and D-BLMF [51, 62]. It is, however, dependent on the desired user’s
spreading sequence, chip filter selection and chip delays of the interferers imbedded
in a(©) and C'©.

Near-Far Resistance of NWMF

For chip filters of finite bandwidth, the near-far resistance of the NWMEF is 0 as shown
in Appendix I. A non-zero near-far resistance would only be possible if the inverse
chip filter 1/Q(f) existed (with infinite bandwidth). In fact, as long as no interferers
were chip synchronous (T, # 0), it would, in theory, deliver the maximum near-
far resistance of 1. This interesting result follows since, in the absence of AWGN,
the inverse chip filter would generate a train of delta functions [110, pp. 170-177]
when excited by the signals of each user in the system. Sampling at the proper time
instants would then lead to perfect chip symbol detection. However, as noted in [113],
an inverse filter over f € (—o0,00) is, in general, physically unrealizable. Therefore,
for all practical purposes, the NWMF has a near-far resistance of zero.

Signal Space Interpretation of MF Near-Far Resistance

The MF near-far resistance 7y has a convenient signal space interpretation. By using
the signal space representation of signals described in section 3.7, (5.8), (5.9) and
(5.10) can be expressed as, respectively, E, = Re[f Hf], D = Re[f Hd] and Prm(Tk) =
Re| f M m]. As discussed in section 3.7, in the limit as N, — 0, f =q°, Fy, = a*ta°
and D = @@ since @13 = @%@ + '] = @°Ha° + @*a’ and @@’ = 0. On the
other hand, pi n,(7e) = Re[@®®drm) = 0 since @ n € Sr and @ is orthogonal to all
vectors in S;. Substitution of Ey, D and pg m(7x) into (5.12) yields
1

similar to that given in [62] for the BLMF.
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5.3.2 Numerical Examples — Near-Far Resistance

The following numerical examples illustrate the near-far resistance of the CLMF when
K =1 over various chip pulse shapes. As discussed earlier, near-far resistance depends
upon the desired user’s spreading sequence. This implies that in the case of long
sequence spreading, the near-far resistance can change with each bit symbol since
the desired user’s spreading sequence changes. Here, as in the previous numerical
examples, the spreading sequence of the desired user is set to that for user £ = 0 in
Table 5.1. Since the near-far resistances of the CMF and NWMF are both zero, they
need not be considered. In theory, however, if the inverse filter for the rectangular chip
pulse did exist, the NWMF would have a near-far resistance of 1 as long as T # 0.
In Fig. 5.5, ng vs. Ty /T, is plotted for the rectangular chip pulse. As the interferer
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Fig. 5.5 Near-far resistance vs. T}/T. for the rectangular chip pulse
when K =1 and N = 31.

becomes chip synchronous, the near-far resistance goes to zero. When the interferer is
furthest from being chip synchronous at 7} /T, = 0.5, a maximum near-far resistance
of 0.65 is achieved with respect to the spreading sequence a(®) defined in section 5.1.2.
In general, the near-far resistance of the CLMF will depend on the desired user’s
spreading sequence, the number of interferers and their chip delay distribution. For
comparison, the near-far resistance of the BLMF is plotted where 7, = T} and a(!) is
defined in section 5.1.2. The near-far resistance of the BLMF is equivalent to that of
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the D-BLMF (or one-shot decorrelator). As can be expected, knowledge of the inter-
ferer’s spreading sequence and its bit-delay delivers excellent near-far resistance. Its
performance, however, is obtained at the expense of requiring more signal parameters
and short sequence spreading.

In Fig. 5.6, m vs. T)/T, is plotted for the three bandwidth efficient chip pulses
with respect to only the CLMF, As observed with the rectangular pulse shape, for
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Fig. 5.6 Near-far resistance of the CLMF vs. T,/T, for bandwidth
efficient chip pulses when K =1 and N = 31.

each of the three pulse shapes, 7 attains its maximum at 7} = 0.5T; and its minimum
of 0 at Ty = 0. For the sqrt-RC 100%, sqrt-RC 60% and IS-95 pulse, their maximum
no are, respectively, 0.63, 0.40, and 0.03. Thus, it is apparent that, as the excess
bandwidth of the chip pulse decreases, near-far resistance of the CLMF decreases as
well. In the limit as @ — 0, since the CLMF reduces to the NWMF, the near-far
resistance of the CLMF becomes 0.

5.4 Bit Error Rate (BER)

In this section, the BER (P.p) performances of the CLMF, NWMF and CMF are
examined for the special case of short sequence spreading. The user and spreading
sequence assignments are listed in Table 5.1. The BER associated with the various
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filters are calculated by using the characteristic function method of [114] which takes
into account the effect of random interferer phase offsets. Modifications to the original
expressions in [114] are given in Appendix J.

Several terms are introduced. First, BER(MF type) represents the BER. of the
MF specified in the argument. Second, the bit-delay vector 7 = [r, 72, ..., Tx] holds
the interferer bit delays. And third, the chip-delay vector T = = mod 7, holds the
interferer chip delays.

5.4.1 Numerical Examples — BER

Three sets of numerical examples for BER performance are presented for the rectan-
gular chip pulse. The first two sets consider the situation when the chip delays are
distributed from 0.37, to 0.77, under varying power-imbalance conditions. The third
set considers the situation when the chip delays are distributed over 0 to T, and when
a chip synchronous is present under uniform signal powers.

The BER performance is first examined when K = 5 with a bit delay distribution
of /T, = [6.3,6.4,6.5,6.6,6.7]. Fig. 5.7 presents a plot of the BER vs. E,/N, for
two cases. Case a) illustrates uniform signal power conditions where 8 = [1,1,1,1,1].
To serve as references, BER curves for BPSK, D-BLMF and CMF are plotted as well.

Ey/No [dB]

Fig. 5.7 Py vs. Ey/N, when K = 5 and all interferers are chip-delay
locked at = /T, = [6.3,6.4,6.5,6.6,6.7]. In case a), all signal powers are
uniform. In case b), 8 = [10,1,1,1, 1].
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The BPSK curve represents the performance of the CMF when K = 0 and no MAI
is present. It also represents the lower bound in performance of all LTI filters when
MALI is or is not present. The D-BLMF curve is provided to illustrate the gain in
performance that can be obtained under short sequence spreading when spreading
sequence and bit delay information is available. The performance of the NWMF and
CLMF falls between that of the CMF and D-BLMF. Over all E,/N,, BER(CLMF)
< BER(NWMF) < BER(CMF). At low E},/N,, the BERs associated with the three
filters hardly differ. This is to be expected since the impulse responses of both the
CLMF and NWMF approach that of the CMF as P,/N, — 0. Substantial differences
in BER. begin to appear when E,/N, > 10 dB. For example, at E,/N, = 12.5 dB,
BER(CLMF) = 2.7x107%. BER(NWMF) = 1.1 x 1075 and BER(CMF) = 2.2 x107*.
Thus, at £,/N, = 12.5 dB, the NWMF delivers a BER improvement of over one order
magnitude over the CMF while the CLMF delivers roughly an additional one order
of magnitude improvement over the NWMF.

In case b), interferer £ = 1 has a received signal power 10 times greater than the
desired user such that § = [10,1,1,1,1]. The BER performance of the CMF suffers
considerably and encounters an error floor in that its BER stays above 5 x 1073 over
the range E,/N, € [0, 25] dB. In contrast, the BER of the CLMF and NWMF improves
as E;/N, increases. For example, at E;/N, = 12.5 dB, BER(CLMF) = 1.7 x 1075.
BER(NWMF) = 1.7 x 10~! and BER(CMF) = 1.1 x 1072. Thus, at E;/N, = 12.5
dB, the NWMF delivers a BER improvement of roughly two orders of magnitude over
the CMF while the CLMF delivers an additional one of order magnitude gain over
the NWMF. In comparison to a), the presence of the strong interferer has reduced
the BERs of both the CLMF and NWMF by one order of magnitude. For larger
interfering powers, further gains between the three filters can be expected as Fig. 5.3
indicates.

Fig. 5.8, illustrates a more severe scenario of power-imbalance where all interferers
are 6 dB stronger than the desired user. Again, the BER of the CMF encounters an
error floor in that its BER stays above 1.9 x 102 over E}/N, € [0,25] dB. The BERs
of the NWMF and CLMF still tend to improve as E,/N, increases. At E;/N, = 12.5
dB, BER(CLMF) = 2.6 x 10~°. BER(NWMF) = 3.1 x 10~* and BER(CMF) =
2.6 x 1072, Again, the NWMF delivers a BER improvement of roughly two orders of
magnitude over the CMF while the CLMF delivers an additional one order magnitude
over the NWMF.

In the third set of numerical examples, the effect of the chip delay distribution
on BER is considered for only the CLMF and NWMF. Three chip distributions are
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Fig. 5.8 F.g vs. Ep/N, when K = 5, all interferers are chip-delay
locked at T /T, = [6.3,6.4,6.5,6.6,6.7] and B = [4,4,4,4,4].

considered. The order of the cases progress from chip delays clustered about 0.57,
to the case where the chip delays are spaced evenly across [0,7,) with one chip-
synchronous interferer. Fig. 5.9 presents a plot of BER vs. E,/N, for the three
cases when K = 7 and the received signal powers are uniform. In all cases, the
BER of CLMF is always lower or equal to that of the NWMF and the disparity in
performance tends to increase as E}/N, increases. In case a), the user chip delays are
somewhat clustered about 0.5T.. For example, at E,/N, = 12.5 dB, BER(CLMF)
= 2.1 x 107% and BER(NWMF) = 1.3 x 10~%. The BER of CLMF is roughly one
order of magnitude less than that of the NWMF. As the users are spread across the
interval [0, T;), the BER performance of both filters begins to deteriorate and shift to
the right. Moreover, the performance gains of the CLMF over the NWMF diminishes
as shown in case b). This can be seen at Ey/N, = 12.5 dB where BER(CLMF) =
2.3 x 107% and BER(NWMF) = 4.0 x 10~°.

In case c) where user 1 is chip synchronized to the desired user. The BER degrades
further for both the CLMF and NWMF while the BER improvement of the CLMF
over the NWMF diminishes further. This can be seen again at E,/N, = 12.5 dB
where BER(CLMF) = 5.2 x 10~° and BER(NWMF) = 7.6 x 1075.

Hence, under uniform signal power conditions, the presence of chip-synchronous
or quasi-chip synchronous users diminishes the gains in BER performance over the
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Fig. 5.9 P.g vs. Ey/N, when K = 7 and all signal powers are uni-
form. In case a), r /T, = [10.3,10.35, 10.4,10.5,10.55, 10.6,10.7]. In
case b), v /T, = (10.1,10.3, 10.4,10.5,10.6,10.7,10.9], In case c), T
/T = [10.0, 10.3, 10.4, 10.5,10.6,10.7, 10.9].

NWMF. When, on the other hand, the interferers are clustered about 0.57,, the
improvement in BER performance of the CLMF over the NWMF widens.

5.5 Probability of Outage

In the previous sections, the numerical examples were restricted to a particular spread-
ing sequence of the desired user and particular realizations of signal parameters of the
interferers. That is, SNR was computed for specific conditions where each argument
in (5.3) was fixed. In this section, performance is investigated under more general
conditions since the signal parameters are in fact random variables and can assume
a wide range of realizations. Likewise, under long sequence spreading, the spread-
ing sequence associated with each consecutive bit changes as well. In order to assess
the performance of the MFs over a wide range of conditions, a measure known as
probability of outage P, is introduced. First, the measure is defined and its method
of calculation is outlined. This is followed by two sets of numerical examples. The
first set illustrates P, according to the four possible chip waveforms when the signal
powers of all users are uniform. The second set illustrates P,,; under power imbal-
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ance conditions when the signal powers are no longer uniform for the IS-95 pulse,
exclusively. In all numerical examples with bandwidth efficient pulses, ISI is taken
into account not only in deriving the NWMF and CLMF but also in computing their
SNRs.

5.5.1 Definition of Probability of Outage

The probability of outage is defined as P,,, = Prob (BER > BERax) where BERpa
represents the maximum tolerable BER [15]. Under the assumption of an efficient
modem, a powerful convolutional code and two-antenna diversity, F,,, can be ap-
proximated as [15]

Powt = Prob(SNR < SNRpyn) (5.15)

where SNR,in represents the minimum tolerable level of SNR performance. This
approximation, used to assess the Py, and capacity of the [S-95 system [15], provides
a loose interpretation of P, in terms of SNR. For instance, for voice service at
BERmax = 1073 in a cellular system employing convolutional coding with: R, = 1/3,
a constraint length of 9 and soft decision decoding, SNR iy, is typically 7 dB [115, 15].

5.5.2 Method of Calculation

As explained previously, the probability of outage in (5.15) depends upon two quan-
tities: SNR and SNRy,;,. The latter is a constant which is dependent on the type
of service to be provided. In each of the numerical examples of P,,,, voice service is
assumed by setting SNRyin = 7 dB. In contrast, the former whose expression is given
in (5.2) is a function of a number of parameters as summarized in (5.3). All the ar-
guments in (5.3) except for two are fixed. Specifically, the functions and parameters:
N, Ey/N,,§(t), h(t), K and @ are fixed while T and a® are random vectors. Conse-
quently, SNR is a random variable and P, in (5.15) is evaluated over all possible
realizations of T and a®. The chip delays in T are assumed to be i.i.d. where each
chip delay T} in T is assumed to be uniformly distributed over T} € [0,7.). As noted
in section 5.1.2, the spreading sequence of the desired user is randomly generated and
changes for each consecutive bit symbol.

There are two ways of evaluating Py, in (5.15). The first method requires ana-
lytically determining the closed form expression for the probability density function
(PDF) of the SNR. The second method instead evaluates the relative frequency of
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outage events by generating a large number of sampled values of the random variable
SNR and counting the number of outage events which occur. This is known as the
Monte Carlo method. Since a closed form expression for the PDF of the SNR could
not be obtained, the first method could not be used and the Monte Carlo method was
selected to compute Pyy;.

Monte Carlo Method

In its basic form, the Monte Carlo method generates Ng samples (or outcomes) of the
random variable SNR. [116, pp. 221-237]. These samples are computed by generating
a total of Ny realizations of the parameters which affect SNR. That is, in each sample,
a randomly selected realization of a{® and T is used to produce unbiased estimates
of SNR. N, independent realizations of a!®) and N7 independent realizations of T are
generated to provide Ng = N, x Nr samples. Each realization generates an SNR
sample indexed by n which is compared to SNRp,;;. An error event occurs when
SNR, < SNRyin- The probability of outage in (5.15) can then be approximated by
Nout

POLIB ~ I—V-S—- (5-16)

where the number of outage events [V, is defined as

Ns
Now = Y Lina (SNR; — SNRpin). (5.17)
n=1
The indicator function I;pq(z) returns 1 for an outage event and 0 for no outage event.
It is defined mathematically as

1, ifz <0
Iin T = ! 5.18
4(2) { 0, otherwise. ( )

The difficulty with the Monte Carlo method is the computational burden associ-
ated with estimating very low values of outage probability. This occurs because of two
reasons. One, the sample size Ng needs to be much greater than 1/P,,. And two,
the computational complexity involved in computing each individual SNR sample is
quite high. Thus, coupled together, the number of computations required to obtain
outage results for P,,, < 102 at even modest values of N can be very large.
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Modified Monte Carlo Method

The computational burden of the Monte Carlo method can be reduced significantly
by using the Modified Monte Carlo method described in [117]. The method modifies
the process of sampling the chip delays in the random vector T using a technique
known as importance sampling. The selection of random vector samples is biased
towards increasing the probability of an error event which would otherwise occur
rarely. With respect to chip delays, error events can be biased to occur more frequently
by generating chip delay samples much closer to either 0 or T,. This takes advantage
of the findings in section 5.2 where chip-delay values closer to either 0 (or T, by
symmetry) tended to deliver lower SNR. The resulting biased estimate Py biased 1S
then processed to return an unbiased estimate of Fp,,. This method can effectively
reduce the required sample size Ng by one to three orders of magnitude. The algorithm
for evaluating the probability of outage via the Modified Monte Carlo method is
outlined in Appendix K.1.

Interval Estimate of P,

In order to obtain an estimate of P,,,, the Modified Monte Carlo method of estimating
the probability of outage is repeated M,,; times to generate M, samples of Py m
indexed by m € [1, Myy:]). From these samples, an interval estimate of Py, can then
be computed. The interval estimate is represented by

Prob [Poutjow < Pout < Poutupp] > Yout (5.19)

where 7o, represents the confidence coefficient of the estimate and [Pout jow, Pout,uppl
represents the confidence interval of P,y. The 7, is a parameter whose value is
set to a desired degree of confidence. In the numerical examples to follow, it is set
to Your = 99%. The bounds of the confidence interval Py jow and Foy. upp are then
computed based on 7y, and the My, samples of Py m using the procedure outlined
in [116, pp. 244-248| and reproduced in Appendix K.2. Consequently, the probability
that P, lies in the interval [Pout jow, Pout,upp] 1S Your = 99%. The numerical examples
of P,y plot both the confidence interval {Poy: jow, Pout,upp) and mean of the samples
Pout-
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5.5.3 Numerical Examples — Probability of Qutage

Numerical examples of probability of outage vs. K are presented in two sets of plots.
The first set assumes uniform signal powers while the second set considers the effect

of power-imbalance.

Outage under Uniform Signal Powers

The probability of outage is computed for the CMF, NWMF and CLMF when the
signal powers of all users are uniform. The examples are investigated according to
the selection of one of the four possible chip pulses in the order of decreasing excess
bandwidth. It is stressed that most of the P, results for the NWMF are new.
Previously, the performance of NWMF vs. K had been investigated for only the
rectangular pulse in [86].

Several terms to facilitate the analysis are defined. Associated with each plot and
each MF is a transition region which is defined arbitrarily as the range of K for which
107% < P,,. < 107%. For K to the left of this region, the system operates at P, <
10~8. For K to the right of this region, the system operates at Po,, < 10~!. Thus, the
transition region represents the range of users over which the system moves from low
Py to high P,,,. Systems with wide transition regions tend to move gradually from
low to high outage conditions as K increases. On the other hand, systems with narrow
transition regions tend to change abruptly between the two extremes. In addition,
the expressions Pou(MF type) and P, (MF type) represent, respectively, the Py
and P, of the MF specified in the argument where the MF type may be either the
CMF, NWMF or CLMF. And lastly, an estimate of the maximum number of users
K + 1 which the system can support can be obtained by defining an upper bound
Pyut,max to Poy. The user capacity of the system is defined as the maximum value
of K + 1 which is denoted as K. + 1 for which the probability of outage satisfies
Pout < Poutmax- In the ensuing analysis, Pyt max = 1% is chosen. Thus, user capacity
is given by the maximum value of K + 1 which satisfies Py < 1%,

Probability of Outage for the Rectangular Pulse

The plot of Py, vs. K for the rectangular chip pulse is given in Fig. 5.10 where
N =8 and E;/N, = 20 dB. Although N is small, its PG is in fact very large. This is
because of the large bandwidth associated with the rectangular pulse. As discussed
in section 5.1.1, since B = 32.5- z-, PG = 65N = 520 according to (2.5). For K < 3,
outages could not be generated from a sample size exceeding that used to evaluate
P, at K = 4. This indicates that P,,, << 1075 for K < 3 for all three MFs.
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Fig. 5.10 Outage probability vs. K for the rectangular pulse when
N =8 and Ey/N, = 20 dB.

The plot is analyzed first with respect to each of the MFs. The transition region
for the CMF is nil. Its P, curve shows an abrupt change from P, << 107° at
K <3to Py, =21x10"" at K = 4. That is, the system moves immediately from
a condition of low P, to that of high P, when the system shifts from K = 3 to
K = 4. Moreover, the CMF is essentially ineffective for K > 6 where P,,; ~ 1. For
the NWMF, the transition region extends from K € [4,8]. For K > 12, Py, > 107L.
For the CLMF, the transition region is very wide and extends from K =4 to K > 12.
As K increases over K € [4,12], the Py, curve gradually degrades from 9.6 x 107 to
1.8 x 1072.

Next, the curves for the three MFs are compared. As discussed above, the transi-
tion region is extended from nil for the CMF to 5 users for the NWMF and more than
9 users for the CLMF. As illustrated in the plot, over the entire range of K € [4,12],
P,..(NWMF) is roughly one to two orders of magnitude below P,,(CMF) while
P,.(CLMF) is an additional one to two orders of magnitude below P,,,(NWMF).
For example, When K = 5, P,,,(CMF) = 6.6 x 10~!, P, ,(NWMF) = 1.3 x 10~2 and
Po..(CLMF) = 2.0 x 10~ Thus, the CLMF delivers a significant reduction in the
probability of outage compared to the CMF and NWMF.

Based on user capacity as defined earlier, the CMF, NWMF and CLMF support,
respectively 4, 5 and 10 users. This corresponds to Kpn,x = 3,4 and 9 since user
capacity is given by Kpax + 1. Thus, under these conditions, the CLMF increases
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capacity by 250% with respect to the CMF and doubles the number of users with
respect to the NWMF.

Probability of Outage for the Sqrt-RC Pulse, o = 100%
The plot of Py, vs. K for for the sqrt-RC chip pulse, @ = 100%, is given in Fig.
5.11 where N = 19 and E,/N, = 20 dB. Since a = 100%, using (2.5), PG = 38. For
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Fig. 5.11 OQutage probability vs. K for the o = 100% square root raised
cosine pulse when N =19, (PG = 38) and E,/N, = 20 dB.

K < 7, outages could not be generated using a sample size exceeding that used to
evaluate P,,; at K = 8. This indicates that Py, << 10~'° when K < 7 for all three
MFs since Py, (CLMF) = 1.8 x 107 for K = 8.

The plot is analyzed first with respect to each of the MFs. For the CMF, the
transition region contains only K = 8. The CMF is essentially ineffective for K > 10
where P, = 1. Its P, curve shows a large jump from Py, << 1077 at K = 7
to Poye = 4.5 x 1073 at K = 8. For the NWMF, the transition region extends from
K € [8,10] and P, > 107! for K > 11. As K increases over K € [8,10], the Py,
curve degrades from 3.3 x 1075 to 4.9 x 10~2. For the CLMF, the transition region
extends from K = 9 to K > 13. As K increases over K € [9,13], the P, curve
degrades from 3.1 x 1075 to 1.4 x 1072

Next, the curves for the three MF's are compared. As discussed above, the transi-
tion region is extended from 1 for the CMF to 3 users for the NWMF and more than
4 users for the CLMF. Compared to both the NWMF and CMF, the CLMF delivers
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consistently lower P, over K € [10,14]. For example, when K = 12, P, (CMF) =
8.3 x 107!, Pow(NWMF) = 1.8 x 10~} and P,y (CLMF) = 2.7 x 1073. Thus, at
K =12, Pou(NWMF) is roughly one order of magnitude less than P, (CMF) while
P, (CLMF) is nearly two orders of magnitude less than P,,,(CMF).

With respect to user capacity, the CMF, NWMF and CLMF support, respectively
9, 10 and 13 users (corresponding to Apmay = 8,9 and 12). Thus, under these con-
ditions, the CLMF increases user capacity by 44% with respect to the CMF and by
30% with respect to the NWMF.

Probability of OQutage for the Sqrt-RC Pulse, a = 60%
The plot of Poy: vs. K for for the sqrt-RC chip pulse, @ = 60%, is given in Fig.
5.12 where N = 24 and E,/N, = 20 dB. Since a = 60%, using (2.5), PG = 38.4.

Paut
10°

Fig. 5.12 Outage probability vs. K for the a = 60% square root raised
cosine pulse when N = 24, (PG = 38.4) and E}/N, = 20 dB.

For K < 9, outages could not be generated. This indicates that P,, << 10~7 when
K < 7 for all three MFs.

For the CMF, the transition region contains only K = 10. The CMF is essentially
ineffective for K > 12 where P, ~ 1. Its P, curve shows a large jump from
P << 1077 at K = 9to Py, = 3.2x1072 at K = 10. For the NWMF, the transition
region is limited to K € [10,11] and Py, > 107! for K > 14. For the CLMF, the
transition region extends from K € [10,14]. As K increases over K € [11,14], the
P, curve degrades from 2.4 x 10~ to 5.7 x 10~2.
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The transition region is extended from 1 for the CMF to 2 users for the NWMF
and 4 users for the CLMF. Compared to the NWMF and CMF, the CLMF delivers
consistently lower P,y over K € [10,14]. For example, when K = 11, P, (CMF) =
4.3 x 107!, Py (NWMF) = 5.2 x 1072 and P, (CLMF) = 2.4 x 10, At K =
11, Pou.(NWMF) is roughly three one order of magnitude less than P,,,(CMF) and
P,..(CLMF) is over two orders of magnitude less than P, (CMF). With respect
to user capacity, the CMF, NWMF and CLMF support, respectively 10, 11 and 13
users (corresponding to K = 9,10 and 12). Thus, under these conditions, the CLMF
increases the number of users by 30% with respect to the CMF and increases the
number of users by 18% with respect to the NWMF.

Probability of Qutage for the [S-95 Pulse
The plot of P,y vs. K for the IS-95 pulse is given in Fig. 5.13 where N = 32 and
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Fig. 5.13 Outage probability vs. K for the IS-95 pulse when N = 32,
(PG = 38.5) and E;/N, =20 dB.

Ey/N, = 20 dB. Since a = 20.44%, using (2.5), PG = 38.5. For K < 11, outages
could not be generated. This indicates that P, << 107¢ when K < 11 for all three
MFs. The transition regions for the CMF, NWMF and CLMF overlap and contain,
respectively, K = 12, K € [12,13] and K € [12,13]. The degradation in P, for all
three MF's is very rapid since the transition region is narrow. This can be attributed
to the small a. In the limit as @ — 0 and the chip pulse approaches the ideal Nyquist
pulse of B = -2:%, the impulse responses of the NWMF and CLMF converge to the
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CMF.

Compared to both the NWMF and CMF, the CLMF delivers much lower P, over
K € [12,13]. For example, when K =13, P, (CMF) = 7.0 x 107}, Py, (NWMF) =
8.5 x 1072 and P,y (CLMF) = 1.1 x 1072, At K = 13, P, (NWMF) is roughly one
order of magnitude less than Py (CMF) and P, (CLMF) is roughly an additional
one order of magnitude less than P,,,(CMF). With respect to user capacity, the
CMF, NWMF and CLMF support, respectively 12, 13 and 14 users (corresponding
to Kmax = 11,12 and 13). Thus, under these conditions, the CLMF increases the
number of users by 17% with respect to the CMF and increases the number of users
by 8% with respect to the NWMF.

Comparison of P,,, at a Common PG and a Varying «

The P,,, is next compared for thc systems based on the three bandwidth efficient
pulses: the IS-95 pulse and the two sqrt-RC pulses. As may have been noticed, in the
three bandwidth efficient systems considered thus far, PG ~ 38. Actually, the PG of
the sqrt-RC 100%, sqrt-RC 60% and IS-95 pulse are 38, 38.4 and 38.5, respectively.
Equality among the PGs cannot be achieved since /V is constrained to be an integer.
The difference among the systems, however, is the spreading factor ,V which must be
increased accordingly as the excess bandwidth of the pulse is decreased to maintain
a common PG.

The P, curves in Figs. 5.11 to 5.13 are analyzed for each of the three MF's in order
of decreasing excess bandwidth. For the CMF, the transition regions for the sqrt-RC
100% pulse, sqrt-RC 60% pulse and IS-95 pulse with o = 20.44% are, respectively,
K =8, K =10 and K = 12. Decreasing a corresponds to shifting the transition
region to the right. A similar shift in the transition regions occurs for the P, curves
of both the NWMF and CLMF. The F,,, for the three pulses and three MF's at K = 12
is tabulated in Table 5.3. For each MF, as o decreases, P, tends to improve. The

Table 5.3 P, for the three pulses and three MFs at K = 12.

Pout.

Chip Pulse CMF NWMF CLMF
Sqrt-RC, a = 100% || 8.9 x 10~1 [ 3.1 x 10~ [ 8.0 x 1073
Sqrt-RC, a =60% | 6.6 x 1071 [ 1.8 x 10°T | 4.6 x 10~

I1S-95 34x1072 [ 1.0x 1079 [ 44 x 10°F

improvement from sqrt-RC 100% to sqrt-RC 60% is small while that from sqrt-RC
60% to the IS-95 pulse is considerably large. With respect to user capacity, the results
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are summarized in Table 5.4. The CLMF gives greater user capacity across the three

Table 5.4 User Capacity, Kmax + 1 for which Py, < 1%.

Kmax +1
Chip Pulse CMF | NWMF | CLMF
Sqrt-RC, a = 100% 9 10 13
Sqrt-RC, a = 60% 10 11 13
1S-95 13 13 14

chip pulses. As « increases, Kpax+1 decreases significantly for the CMFE and less so for
the NWMF. On the other hand, the CLMF is hardly affected. Even with a = 100%,
the CLMF delivers a user capacity very close to the maximum user capacity obtained
with very small o. This results indicates that, contrary to the CMF and NWMF, use
of the CLMF can permit the design of chip pulses with larger excess bandwidth with
only a small decrease in capacity. The possibility of increasing o has two important
benefits. In the design of the transmitter chip filter, a larger a reduces its order of
complexity. And second, a larger o improves chip synchronization at the receiver [18,
pp. 743-746][44, p. 370].

Probability of Outage under Power Imbalance Conditions

The performance of the CMF and CLMF is next investigated under power-imbalance
conditions for the IS-95 pulse. All users transmit at a common chip rate of 1/T, over
a common bandwidth. The users are divided into two groups: K users in group 1
and K in group 2. The users of the group 1 transmit bits at the rate of N_ll"f‘: with a
power level of -&%: where N, represents the spreading factor of users in group 1. The
users of group 2 transmit bits at the rate of = with a power level of 72 where N,
represents the spreading factor of user in group 2. The ratio of the signal power of a
user in group 2 to that of a user in group 1 is %i Ideal power control is assumed to
maintain the disparate power levels between the two groups of users. Without loss
of generality, it is assumed that Ny > N;. Thus, group 1 represents low-rate users
while group 2 represents high-rate users in a dual-rate DS-CDMA system. This is
an example of systems which provide mixed rate (or variable rate) data service such
as those envisioned in [19, 20]. For example, the low-rate may provide voice service
while the high-rate may provide real-time video or data service. In contrast to the
IS-95 system where the signal powers of each user are designed to be uniform, in
mixed-rate DS-CDMA systems, power-imbalance is deliberate and unavoidable. The
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. aim of the following set of plots is to illustrate the level of improvement the CLMF
may potentially offer to systems operating under power-imbalance conditions.
In the numerical examples to follow, E,/N, = 20 dB as before while .V, = 64 and
N, = 8. Since a = 20.44%, using (2.5), the PG of users in group 1 is PG, = 77.1
while the PG of the users in group 2 is PGy, = 9.6. Consequently, a user in group 2
transmits its bits at a rate 8 times greater than that of a user in group 1 and at a signal
power 8 times (or 9 dB) greater than a user in group 1. The examples are presented
in order of increasing values of K5. Only P, for group 1 users is considered since
they are the only users adversely affected by the power-imbalance. Users of group 2
do not succumb to this problem. Consequently, the term P, shall refer solely to the
probability of outage for users in group 1. Furthermore, A, refers to the maximum
R, for which P, < 1%. After the numerical examples are presented, a comparison
of the P,,, over the various K, shall be considered.

Probability of Outage for A5 =0
The plot of P, vs. K, for the [S-95 pulse where A, = 0 is given in Fig. 5.14.

Since there are no high rate users, all users have uniform signal powers. This case
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Fig. 5.14 Outage probability of low rate users vs. K for the IS-95
pulse when Kg = 0, N1 = 64, (PG1 = 77.1), N2 =38 (PG2 = 9.6) and
Ey/N, = 20 dB.

is provided to serve as a benchmark for the examples to follow where K > 0 to
. illustrate the dramatic loss in low-rate user capacity that results due to the power-
imbalance effect. For K; < 23, outages could not be generated. This indicates that
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Pt << 5 x 10712 when K < 23 for both MFs since Pou(CLMF) =5 x 107!2 when
K, = 24. The transition region of the CMF contains K, = 10 while that of the CLMF
ranges from K, € [26,30]. The increase in PG compared to the N = 32 case discussed
earlier broadens the transition region for the CLMF.

Compared to the CMF, the CLMF delivers much lower P, over K, € [24,30].
For example, when K; = 26, Py, (CMF) = 8.5 x 10~! and Py, (CLMF) = 2.3 x 10~*
which is over three orders of magnitude less than that of the CMF. With respect to
low-rate user capacity, the CMF and CLMF support, respectively 25 and 28 users
(corresponding to A'| max = 24 and K| max = 27). Thus, under these conditions, the
CLMF increases low-rate user capacity by 12% with respect to the CMF.

Probability of Outage for K, = 1
The plot of P,y vs. K, for the IS-95 pulse where A, = 1 is given in Fig. 5.15. The
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Fig. 5.15 Outage probability of low rate users vs. K, for the IS-95
pulse when Ky, = 1, N| = 64, (PG, = 77.1), N, = 8 (PG, = 9.6) and
Ey/N, = 20 dB.

low-rate users experience the power-imbalance effect since a single user with a signal
power 9 dB greater than that of the low rate users is present. For K, < 14, outages
could not be generated. This indicates that P,, << 5.4 x 10~? when K, < 14 for
both MF's since _Isout(CLMF) = 5.4 x 107% when K, = 16. The transition region of
the CMF is K € [15, 16] while that of the CLMF is K, € {17, 20].

Compared to the CMF, the CLMF delivers much lower P,; over K, € [15,21]. For
example, when K| = 18, Py, (CMF) = 9.2x 107! and P,;(CLMF) = 2.5x10~2 which
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is roughly three orders of magnitude less than that of the CMF. With respect to user
capacity, the CMF and CLMF support, respectively, 16 and 19 users (corresponding
to K| max = 15 and K| mac = 18). Thus, under the power-imbalance condition where
a single strong user is present, the CLMF increases the number of users by 19% with
respect to the CMF.

Probability of Outage for K, = 2
The plot of P, vs. K, for the [S-95 pulse where R, = 2 is given in Fig. 5.16.
Two high-rate users each with a signal power 9 dB greater than that of the low-rate

Pout
10

Fig. 5.16 Outage probability of low rate users vs. K, for the [S-95
pulse when K, = 2. N, = 64, (PG, = 77.1), N, = 8 (PG2 = 9.6) and
Ey/N, = 20 dB.

users are present. For A < 6, outages could not be generated. This indicates that
Py << 1.3 x 107° when K; < 7. for both MFs since P, (CLMF) = 1.3 x 10~°
when K| = 6 The transition region of the CMF is K € [7, 8] while that of the CLMF
is K, € [8,12].

Compared to the CMF, the CLMF delivers considerably lower P,, over K, €
[7,12]. For example, when K| = 9, Py (CMF) = 2.4 x 10~! and P, (CLMF) =
1.2 x 1073 which is roughly two orders of magnitude less than that of the CMF. With
respect to user capacity, the CMF and CLMF support, respectively 8 and 11 users
(corresponding to K| max = 7 and K| max = 10). Thus, under this power-imbalance
condition where two strong users are present, the CLMF increases the number of users
by 38% with respect to the CMF.
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Probability of Outage for K, =3
The plot of P,y vs. K, for the IS-95 pulse where K5 = 3 is given in Fig. 5.17.

Three high-rate users each with a signal power 9 dB greater than that of the low-
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Fig. 5.17 Outage probability of low rate users vs. K, for the IS-95
pulse when Ky = 3, Ny = 64, (PG, = 77.1), N2 = 8 (PG2 = 9.6) and
Ey/N, =20 dB.

rate users are present. The CMF is essentially rendered ineffective for Ay > 1 where
Py =~ 1. Compared to the CMF, the CLMF delivers considerably lower P,,, over
K € [0.3]. For example, when K| = 1, Py, (CMF) = 4.8 x 107! and P, (CLMF) =
1.1 x 10~% which is over two orders of magnitude less than that of the CMF. With
respect to user capacity, the CMF and CLMF support. respectively 0 and 2 users
(corresponding to K| max = 0 and K max = 1). Since P,y > 1% for the CMF of a low
rate user when there are no other low rate users in the system (K; = 0), the lone low
rate user experiences P,,, > 1%. That is, no low-rate users can be supported by the
CMF. Consequently, under this power-imbalance condition where three strong users
are present, the CLMF can support up to two low rate users compared to the CMF
which cannot support any.

Comparison of P, over the Various K,

The P,y results are compared over K; € [0, 3]. The low-rate user capacity K| max + 1
at a given K5, where Py, < 1% is summarized in Table 5.5. When K, = 4, Py, > 1%
for K; > 0. As can be observed, the low-user capacity decreases rapidly as high rate
users are added. Low-rate users cannot be supported once K; > 4. The dramatic drop
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Table 5.5 Low-rate user capacity Ky max+1 satisfying Py < 1% under
power-imbalance conditions for the IS-95 pulse.

K 1,max +1
K, | CMF | CLMF
0 25 28
L 16 19
2 7 10
3 0 2
4 0 0

in low-rate user capacity can be understood intuitively by approximating a high-rate
user as 8 low-rate users with a common chip delay. The large reduction in capacity
is experienced by both the CMF and CLMF. It should be stressed, however. that the
CLMF considerably improves P, and low-rate user capacity. For K, € [0,3], the
CLMF consistently allows 2 to 3 more low rate users compared to the CMF.

5.6 Summary

This chapter has investigated the performance of the CLMF. relative to that of the
CMF and NWMF, in terms of SNR, near-far resistance, BER and probability of out-
age, P,,.. The analysis and numerical results clearly demonstrated the improvement
in performance achievable by the CLMF over multiple-access channels corrupted with
AWGN. It was found that the gain in SNR and BER performance depended upon
the distribution of the interferer chip delays in addition to the relative powers among
users’ signals and the AWGN. In AWGN dominated conditions, the gain was very
small as was to be expected since the CLMF and NWMF then reduced to the CMF.
On the other hand, in MAI dominated conditions, the gain increased when interferer
chip delays were clustered about a half chip period and as the signal powers of inter-
ferers increased relative to that of the desired user. It was also shown that further
SNR gains could be obtained with the knowledge of interferer phase-offsets.

In terms of near-far resistance, it was found that the CLMF could achieve non-zero
near-far resistance. For the single-interferer case, the near-far resistance of the CLMF
ranged from zero with a chip-synchronous interferer to a maximum non-zero value
occurring when the interferer chip delay was half the chip period. The maximum
value was shown to increase as the excess bandwidth of the chip filter increased. In
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contrast, the near-far resistance of the NWMF', like that of the CMF, was shown to
be zero.

And lastly, the performance of the CLMF, NWMF and CMF was analyzed under
more general conditions based on probability of outage P,,. Under either uniform
or non-uniform received signal power conditions, P, associated with the CLMF was
found to be, in general, considerably less than those associated with either the NWMF
or CMF. The level of improvement depended upon the excess bandwidth in the chip
pulse. The gain in B, increased as the excess bandwidth of the chip pulse in-
creased under uniform signal power conditions. Furthermore, under power-imbalance
conditions exemplified by a dual-rate system using the IS-95 pulse (with an excess
bandwidth of 20.44%), the CLMF yielded improvements in P,,, and capacity. In the
numerical examples presented for .V = 64, in comparison to the CMF, the CLMF was
able to increase low-rate user capacity by two to three users in the presence of zero
to three high-rate (and high-powered) users.
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Chapter 6
Implementation

This chapter considers the implementation of a receiver which can realize the CLMF
described in Chapter 4. The same receiver can be used to realize the NWMF and
CUMEF as well. The basic structure of the receiver is illustrated in Fig. 6.1. It is
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Fig. 6.1 CLMEF receiver.

constructed by inserting the CLMF given in Fig. 4.6 into the A(t) block of the LTI
filter receiver in Fig. 2.8. The receiver consists of the new chip filter G(f), a chip-rate
sampler and a despreading filter in the form of a correlator. Its form is similar to that
of the CMF except that the CMF chip filter @*(f) is replaced by the SNR maximizing
chip filter G(f).

The filter response G(f), which minimizes MSE and maximizes SNR associated
with y(nT,), can take on one of three possible forms depending upon the chip delays
of the interferers. When chip delays change very quickly over each consecutive bit
and appear to be random, the adaptive filter would ideally converge to the combined
response of the noise-whitening filter and chip filter (ie. the first two filters in Fig.
4.3) described in section 4.3.3 and [79]. When the chip delays remain fixed, the filter
would ideally converge to G{©)(f) in the CLMF as described in section 4.4.3. When
both types of chip delays exist, the filter would tend towards the CUMF discussed in
section 4.6.
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The question at hand is how to implement the filter G(f). Given knowledge of
the signal parameters of chip-delay locked interferers and the net MAI power vycp
of unlocked interferers, G(f) can be solved for directly using the results of Chapter
4. The aim of this chapter, however, is to offer structures with low complexity and
hardware requirements which eliminate the need for interferer signal parameters. To
this end, adaptive filters are considered to realize G(f). In addition to their ability
to adapt to changes in the signal parameters of interferers. they can also handle
distortions in the desired user’s transmitted waveform caused by the channel.

The theory of linear adaptive filtering is well known [73, 118, 119]. Consequently,
the chapter focusses on discussing issues essential to the development of adaptive ver-
sions of G(f). The following sections present three adaptive filter structures. Each
section describes the structure as well as the design of the training signal(s) and error
signal(s) which drive the tap coefficient updating program(s). Section 6.1 presents an
adaptive filter based on a single fractionally-spaced equalizer (FSE). This, in fact. is
very similar to the chip symbol adaptive FSE proposed in [79] to realize the NWMF.
The remaining sections consider adaptive filters which exploit the underlying struc-
ture of G(©)(f) as explained in section 4.4.3. Section 6.2 presents a second adaptive
structure based on a bank of bandpass filters. Section 6.3 presents a third adap-
tive structure consisting of two parallel adaptive filters. Although the computational
and hardware complexity associated with these two structures increases. they offer
substantial advantages depending on the application.

6.1 Structure I — Chip Symbol Adaptive FSE

This section presents the structure of the SNR maximizing chip filter G(f) realized
with an adaptive FSE. The structure of the adaptive filter is given in Fig. 6.2. First,
the received signal is sampled at the rate of 1/7T,. The sampling rate is set to satisfy
1/Ty > 2B = (1 +a)/T, and then set to an integer multiple of the chip rate. That is,
1/T, = N,/T. where Ny = 1+ [c]. Second, the sampled signal is fed into an FSE with
Nrsg taps and delay spacings of T,. Since, as shown in Appendix G.1, the duration
of the filter impulse response is T, = 3(2M — 1)T. (three times the duration of ¢(t)
given in (3.28) ), Nrsg = 2BT,. The sampled output of the FSE is y(nT.). And
third, y(nT,) is fed into the despreading filter in the form of a correlator to produce
an estimate of the bit B(l?f/ N|-1-

The design of the training signal and error signal is described next. The training

signal d, is formed in one of two ways depending on the mode of operation. In



6 Implementation 138

G
' £(0)
;>< L :7( y(nTe) N-1 blasvy-1
FSE _/\52() ) 1Re(.
t= mT, -t = nTC £ 2 ( ) j:
SRR SO o
Ty
Tap Coeffici ¥ -y
ap Coefficient
| Updating Algorithm e(nT) >‘\ /\?
dftr:i.?l a(nol N

Training
Sequence

Fig. 6.2 Structure L.

training mode, the training signal is determined by a training sequence di™" shared
by the transmitter and receiver. In decision-directed mode, the training signal is
created by spreading the estimated bit with the spreading sequence of the desired
user. Consequently,

dirain training mode
dn = 7(0) (0) . . . (61)
bln/vjan . decision-directed mode.

The error signal ¢(nT,) is formed by taking the difference between the expected and
actual sampled output such that

e(nT) = y((n— NT.) — du-w. (6.2)

The delay term of T, = NT, has been introduced to account for the delay incurred by
the correlator. The error signal e(nT,) is fed into a tap coefficient updating algorithm
at the chip rate. The function of the algorithm is to update the tap coefficients in the
FSE to minimize the MSE E [|¢(nT.)|?]. A variety of well-known techniques [119, Part
3] such as the least-mean-square (LMS) algorithm [119, Chapter 9] or recursive least-
squares (RLS) algorithm [44, pp. 654-660] can be used to implement the updating
algorithm.

As mentioned earlier, structure [ differs slightly from the structure proposed in
[79]. In decision-directed mode of operation, the structure in [79] avoids the delay
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incurred by the correlator by implementing two FSEs. Since 5&?‘)/_,\” can assume either
1 or -1 in (6.1), one FSE assumes E(L?l)/NJ = 1 in forming the its error signal. The
other FSE assumes 5{?,_)/ ) = —1 in forming the its error signal. Once a bit decision is
made, the tap coefficients of the FSE updated using the estimated bit value serve as
the starting point for both FSEs to estimate the next bit.

6.2 Structure II — Chip Symbol Adaptive Bandpass
Filtering

Structure II is based on a bank of bandpass filters as described in section 4.4.3 and
Fig. 4.7. In this case, the adaptive chip filter implementing G(f) in Fig. 6.1 is given
in Fig. 6.3. It contains Ly bandpass filters whose outputs are summed to form the
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Fig. 6.3 Structure II to implement G(f).

sampled filter output y(nT,). For example, using (4.39), when the excess bandwidth
satisfies 0 < a < 200%, Mg =1 and the structure consists of Ly = 3 bandpass filters.

The !th bandpass filter where | € [— My, My] consists of five parts. First, the
received signal is frequency shifted by —{/T, so that the portion of the received signal
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over f € [ — 3, 1=+ 7| is shifted to the baseband region of f € [~ 5, 5] Second,

the output of the frequency shift operation is input to the ideal lowpass filter V'(f)
with a bandwidth of ﬁ Third, the output of V'(f) is sampled at a rate of 1/T,.
Since the signal is bandlimited to :,,i—, 1/Ts; = 1/T,. Fourth, the sampled output is
passed through FSE,; whose design is explained shortly. And fifth, the output of FSE,
is sampled at the chip rate to produce the chip filter output y(n7,) associated with
the /th bandpass filter. The modulator e/*/T= at the output has been absorbed by
the sampler operating at t = nT,. The summation of the outputs of each bandpass
filter forms y(n7,) = ¥, yi(nT,).

The design of FSE; is described. As shown in Fig. 6.4, FSE; is driven by a tap
coefficient updating algorithm whose operation is independent of the FSEs in the

other bandpass filters. Moreover, each FSE; is a baseband filter since, it is preceded

A X wem
1 FSE,
t=ul.
T,
+
Tap Coefficient -
Updating Algorithm, e(nT.) £i(nT)

Fig. 6.4 FSE; in structure II.

by a frequency shift operation (with the exception of FSEq) and low pass filter V'(f) as
shown in Fig. 6.3. The error signal used by the Tap Coefficient Updating Algorithm,

is
g(nT,) = y,((n - N)Tc) — ry(nT,). (6.3)

The training signal z;(nT.) is formed in three steps. First, the trainingsignal 3", d,¢ (t—
(p + N)Tc) is input into Structure II as 7(t) in Fig. 6.3 in the absence of MAI
and AWGN. The training symbols d, are defined in (6.1). Second, the output of
V(f) in the [th bandpass filter can be expressed z;(t) = [Zp dy qi (t - (p+ N)T, c)] *

[v(t)e‘ﬁ”“m] where * denotes linear convolution and the inverse Fourier transform
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of V(f) is v(t) = 7T‘Esinc (”th) And third, simplification of z;(t) leads to, at t = nT,,
n(nT;) = z dp @[((TL -N- p)Tc) (6.4)
P

where ¢;(t) is the inverse Fourier transform of the I[th HSR component of the chip
filter Q;(f) defined in (4.15). In contrast to the signal symbol d,_y in (6.2), in (6.4),
previous and future symbols are required to form the training signal to account for
the inter-chip symbol interference introduced by V'(f). An example of the design of
each training signal is illustrated in Fig. 6.5.
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Fig. 6.5 Reference signals z;(nT.), [ € [-My, My] for structure II.

Compared to structure [, structure II increases hardware and computational com-
plexity by a factor of at least Lg. It does, however, offer two advantages. First, as
pointed out in section 2.2.3 with respect to the bit symbol frequency domain TDAF,
the bandpass structure can improve the rate of convergence of the adaptive filter
[76][73, pp. 205-210]. And second, structure II may be particularly useful in appli-
cations where narrowband interference exists. For example, narrowband interference

may appear in dual-mode cellular systems consisting of cell sites employing either
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AMPS or CDMA. It may also appear in overlay CDMA systems in which part of
the spectrum is shared with a narrowband system [120, 121]. In such systems, the
performance of the adaptive filter in structure I may degrade considerably. Further-
more, the application of a narrowband interference rejection technique such as the
adaptive line enhancer (ALE) [122, 123] would come at the expense of introducing
some distortion to the desired signal [124]. Further details on other narrowband in-
terference rejection techniques can be found in [124, 125]. In contrast, in structure II,
narrowband interference affects the operation of only one of the bandpass filters. The
operation of the remaining bandpass filters is unaffected. Consequently, the receiver
has the option of either simply cutting the output of the affected bandpass filter or
applying a narrowband interference rejection technique to the affected bandpass filter.
Moreover, such a technique would introduce some distortion only in the desired signal
in one of the bandpass filters. Thus, it is expected that the performance of structure
[I would exceed that of structure I in the presence of narrowband interference and in

terms of rate of convergence.

6.3 Structure III — Two Parallel Adaptive FSEs

Structure III is based on the decomposition of each bandpass filter in structure II into
a set of Ly branch filters as described in section 4.4.3 and Fig. 1.8. The resulting
filter structure would consist of L% FSEs. A more cost-effective structure is presented.

MAI is WSS (corresponding to rapidly changing chip delays), with respect to the
[th bandpass filter, only the m = Ith branch filter remains where m € [— My, Mg]
while the other branch filters (m # [) disappear. Furthermore, when chip-delay
locked interferers are present (corresponding to interferers whose chip delays are fixed
or changing very slowly), the m = [th filters are only weakly affected by changing
chip delays. In contrast, the remaining branch filters m # [ are strongly affected by
changing chip delays. The difference in sensitivity among the branch filters to changes
in interferer chip delays T} for £ € {1, K] is explained next.

As pointed out iu section 4.4.3, the frequency response of each branch filter in
Fig. 4.8 is affected by T} through the filter [R'(f)]nm for n,m € [-My, My]. The
aim is to show that branch filters with [R™!(f)|nn are insensitive to changes in T}
whereas those with [R™!(f)]nm for m # n are sensitive to changes in ;. For the
general case of unlocked and chip-delay locked interferers, R(f) in (4.52) and (4.51)
is composed of diagonal terms independent of 7; and non-diagonal terms dependent
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on T. Assuming that the inverse of R(f) exists (which should be the case when
AWGN is present), R™!(f) = adj[R(f)] /det [R(f)] where det [R(f)] represents the
determinant of R(f) and adj{R(f)] represents the adjoint of R(f) [126, p. 128].
The {adj [R(f)]}am, for m # n branch filters, consists of a sum of terms each con-
taining [R(f)]um for m # n. Hence, the filters [R™'(f)]am are adversely affected by
changes in chip delays. On the other hand, {adj[R(f)]}nn for m = n branch filters,
consists, in addition to a sum of terms affected by Ty, the term [[,.,[R(f)]u where
R(u=2~+ [% + Y L}] 1Qi(f)|? independent of T;. The presence of this term
makes {adj{R(f)]}nn less sensitive to changes in T} (compared to {adj [R(f)]}nm for
m # n). The same argument for {adj[R(f)]}.n applies to det [R(f)] which contains
[LIR()]u-

The Lg branch filters satisfying m = | can be categorized as class A filters in-
sensitive to changing chip delays. The remaining L3 — Ly branch filters can be
categorized as class B filters sensitive to changing chip delays. By linearly combining
the filters of each class into filter A and filter B, it is possible implement the L%
filters as two adaptive filters instead. Based on this decomposition of G(f) into the
two filters. the structure of the adaptive chip filter in Fig. 6.1 is given by Fig. 6.6.
First, the received signal is sampled at the sampling rate of 1/7, = N,/T. where

/

FSE > bt
7 ! = nT. \
a \
F(t) D C y(nT.)
t = mT, )
FSE - % yB(nTi/
7 ? t = nT.

Fig. 6.6 Structure III to implement G(f).

N; = 1 + [a] as discussed in section 6.1. The samples are input to two adaptive
filters FSE, and FSEg whose outputs are summed to form the sampled filter output
y(nT.) = ya(nT,) + ya(nT.). The FSE, is insensitive to changing chip delays while
FSEg is sensitive to changing chip delays. Furthermore, in the extreme case where
the chip delays of all interferers change rapidly, FSE, should ideally converge to the
combined response of the noise-whitening filter and chip filter while FSEg should go
to zero.

The design of FSE, and FSEg is described. As shown in Fig. 6.7, FSE, is driven
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/L
>ﬂ T.
—————~| FSEa n(nf)

t =nT.

Ty

+
Tap Coefficient (
Updating Algorithm A ea(nT.) za(nT)

Fig. 6.7 FSE, in structure III.

by Tap Coefficient Updating Algorithm A whose operation is independent of FSEg.
The error signal used by the algorithm is

ea(nT,) = y,\((n - N)TC) — za(nTy). (6.5)

The training signal z(n7.) is determined in four steps. First, the training signal
>p d,,(i(t - (p + N)Tc) is passed through each of the bandpass filters in Fig. 4.7
indexed by ! in the absence of MAI and AWGN. Second, in Fig. 4.8, the positions
of the two filters @}, (f — %c) and [R"(f - Tl_c)]nm for m € [~ My, My]| are switched
via linearity. Third, the training signal 3°, dpzi(t - (p+ N)Tc) is passed through the
mth branch filter Q;,(f ~ —) of the (th bandpass filter. The output of Qr.(f — %c) is
In(t) = [Zpd Z,d( (p+ N)T. )] [q J""“/Tf] where G, (—t)el?™/Te is the
inverse Fourier transform of Q} (f — 7 . And fourth, only the outputs for m =,
corresponding to those filters insensitive to chip delay changes, are summed to form
the training signal z4(t) = 3, z1,(t) for FSE,. This leads to

= b At~ (p+ M)+ * [d(—t)e?™] (6.6)

sampled at t = nT,. An example of the design of z,(nT,) is illustrated in Fig. 6.8
when 0 < a < 200%.

FSEg is illustrated in Fig. 6.9. Although its structure is similar to FSE,, it differs
in two aspects. First, the training signal zg(nT.) assumes a slightly different form. It
is determined in much the same manner as x4 (t) except that in the fourth step, the
outputs of Q. (f — Tic) for m # [, corresponding to those filters sensitive to chip delay
changes, are summed to form the training signal zg(t) = ¥; X Tim(t) for FSEg.
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Fig. 6.8 An example of the two reference signals s (nT,.) and zg(nT;)
for structure III when the excess bandwidth satisfies 0 < a < 200%.

This leads to

= Y& T Y d(t—(p+ NT) * [gn(-t)e*™ ] (6.7)
P I m#l

sampled at ¢t = nT.. An example of the design of xg(nT,) is illustrated in Fig. 6.8
when 0 < a < 200%. The second distinguishing aspect of FSEg is its tap coefficient
updating algorithm B. Since its filter impulse response is sensitive to changes in chip
delays, in applications where chip delays are not fixed, Algorithm B can be designed
according to how fast the changes in chip delays need to be tracked.

Compared to structure I, structure III increases hardware and computational com-
plexity by a factor of at least two. The utility of structure III, however, is its ability
to discriminate between tap coefficients which are sensitive to changing chip delays
and those which are insensitive to changing chip delays. The tap coefficients which
are insensitive and sensitive to changing chip delays are contained in, respectively,

FSE, and FSEg. The ability to separate the coefficients into two classes permits the
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Fig. 6.9 FSEg in structure III

misadjustment in at least FSE, to be reduced under changing chip delay conditions.
Misadjustment refers to the amount by which the final value of the MSE differs from
the minimum MSE produced by the optimum MSE minimizing linear filter [119, p.
3]. In contrast, structure I does not have this capability. Consequently, when chip
delays change, it would be expected that the misadjustment in structure III would be
less than that of structure [.

6.4 Summary

This chapter has considered adaptive receiver structures which can realize either the
NWMF, CLMF or CUMF. The basic receiver structure was shown to consist of an
adaptive chip filter, a sampler at the chip rate and a despreading filter. It resembles
the CMF except that the adaptive chip filter replaces the CMF chip filter. The
complexity in implementing the adaptive chip filter was found to be independent of
the number of interferers and dependent upon the number of tap coefficients in the
adaptive chip filter, instead. The minimum number of taps needed to realize the
SNR maximizing chip filter was determined to be Npsg = 2BT} since the minimum
duration of the SNR maximizing filter response, Ty, was three times that of the chip
filter.

Three adaptive chip filter structures were proposed. Structure I required the
least in terms of hardware and computational complexity. It consisted of a single
FSE whose tap coefficients are adaptively updated to minimize the MSE formed
between the FSE output and training signal. The two remaining structures introduced
larger hardware and computational complexity. However, they can provide greater
performance depending on the application. The advantage of Structure II, based on a
bank of adaptive bandpass filters, appears in systems where narrowband interference
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may be present or where a faster rate of convergence may be desired. Structure III
separated the adaptive filter of structure I into two FSEs: one sensitive to changing
chip delays and another insensitive to changing chip delays. Its advantage is its ability
to reduce misadjustment in the adaptive filters.
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Chapter 7
Conclusions

This thesis has addressed the deficiencies of current receiver designs for DS-CDMA
systems based on long sequence spreading. As discussed in Chapter 2, the only low-
complexity receivers compatible with long sequence spreading were shown to be the
conventional MF (CMF), noise-whitening ME' (NWMF) and chip symbol adaptive
fractionally-spaced equalizer (FSE) (proposed to realize the NWMF). The problem
with these receivers, however, was identified to be their limited performance under
power-imbalance conditions. Similar to the CMF, the NWMF was found, in Chapter
3. to have a near-far resistance of zero. In an effort to counter the power-imbalance
effect and maintain compatibility with long sequence spreading, the thesis developed
the chip-delay locked MF (CLMF) maximizing SNR for bit symbol detection. It
required the knowledge of only interferer chip delays and signal powers: knowledge of
their spreading sequences was unnecessary.

The design of the CLMF took advantage of the observation that, given the in-
terferer chip delays and signal powers, multiple-access interference (MAI) could be
modelled as wide-sense cyclostationary (WSCS) with a period of one chip period.
The CLMF was shown to consist of an SNR maximizing chip filter for chip symbol
detection and a despreading filter. Its structure was straightforward in that it could
be constructed from the CMF, used in current systems, by replacing the CMF chip
filter with this new chip filter. Furthermore, its computational complexity per bit
symbol was shown to be reasonably low. Analysis revealed that the complexity in-
volved in computing the new chip filter response, required only when an interferer
parameter changed, grew linearly with the number of interferers.

In terms of performance, the analysis and numerical results, presented in Chap-
ter 5, clearly demonstrated the improvement achievable by the CLMF, compared to
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the CMF and NWMF, over multiple-access channels corrupted with additive white
Gaussian noise (AWGN). It was established that, unlike the NWMF and CMF, the
CLMF could deliver non-zero near-far resistance. Furthermore, under MAI domi-
nated conditions typical of most applications, it was found that the improvement in
terms of SNR and BER increased when chip delays of interferers were clustered about
a half chip period and as signal powers of interferers increased relative to that of
the desired user. In addition, it was demonstrated that further SNR gains could be
obtained with the knowledge of interferer phase-offsets. With respect to probability
of outage, the amount of improvement offered by the CLMF was shown to grow with
increased excess bandwidth and more severe power-imbalance conditions. Moreover,
in a dual-rate DS-CDMA system based on the [S-95 pulse and high-rate users with
signal powers 9 dB stronger than those of low-rate users at a spreading factor of 64,
the use of the CLMF in place of the CMF increased low-rate user capacity by two to
three users.

To eliminate the need for interferer signal parameters, adaptive implementations
of the CLMF were considered in brief. The basic adaptive receiver structure was
shown to consist of an adaptive chip filter to realize the SNR maximizing (or MSE
minimizing) chip filter, a sampler operating at the chip rate and a correlator. Three
adaptive chip filter structures suited for different applications were proposed. The first
structure, equivalent to the chip symbol adaptive FSE, required the least in terms of
hardware and computational complexity. The next two structures took advantage
of the internal structure of the SNR maximizing chip filter as described in Chapter
4. The second structure consisted of a bank of FSEs to realize a bank of bandpass
filters. Such a structure would be effective in reducing the rate of convergence of the
adaptive filter and in dealing with narrowband interference in applications such as
overlay CDMA. The third structure was composed of two parallel FSEs one sensitive
to changes in interferer chip delays and the other less sensitive to such changes. Such
a structure would be appropriate in systems with changing chip delays to reduce
misadjustment in the adaptive filters. A detailed study of the performance of these
adaptive structures was beyond the scope of the thesis and was left as the subject of
future research.

And finally, based on the same approach used to synthesize the CLMF, the the-
sis presented a unifying framework in Chapter 2 which could derive other one-shot
linear receivers (referred to as enhanced single-user receivers). Depending on the
level of interferer signal parameters available to the receiver, the framework could
synthesize, in addition to the CLMF, the NWMF, and the one-shot linear MMSE
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detector (BLMF). Furthermore, in the limit as the AWGN power spectral density
(PSD) level approached zero, the NWMF, CLMF and BLMF were shown to reduce
to, respectively, an inverse chip filter followed by a despreading filter (D-NWMF) a
decorrelator-type CLMF (D-CLMF') and the one-shot decorrelator (D-BLMF). Sim-
ilar to the D-BLMF', these structures aimed at completely tuning out MAI while
eliminating the need for interferer signal powers. The thesis also examined the ef-
fect of interferer phase-offset information, ISI and the presence of both unlocked and
chip-delay locked interferers on the design of the MFs.

7.1 Directions for Future Research

Several directions for future research are stated. First, adaptive chip filters appear
to show much promise in improving receiver performance in DS-CDMA. The thesis
has presented three possible structures to implement the adaptive chip filter. Other
structures such as the frequency domain time-dependent adaptive filter (TDAF) or
blind adaptive filter may be possible as well. Furthermore, once the structure of the
adaptive chip filter has been selected, a number of issues have vet to be investigated to
assess its feasibility. These include the selection of a tap coefficient updating algorithm
and the analysis of its complexity and performance (in terms of rate of convergence,
misadjustment, tracking and robustness). Another important issue which has not been
dealt with is the effect of channel coding. Depending on the application, decoding
delay may play an important role in the design of the adaptive chip filter.

The second direction relates to the performance of the CLMF. As an initial step,
its performance had been assessed for a DS-CDMA system in an AWGN channel with
fixed interferer chip delays and signal powers. Its performance remains to be analyzed
for channels arising, for example, in fixed or mobile applications where multipaths may
exist and where interferer parameters may change. Consequently, the evaluation of
performance gains offered by the CLMF' under various channel conditions would help
justify its development for different applications.

And finally, there exists much on-going research towards the development of in-
terference cancellation (IC) receivers despite their high computational complexity.
Similar to the CMF and NWMF, the implementation of the CLMF does not preclude
the use of IC receivers. That is, the CLMF can be employed at the front end (in
place of the CMF) of an interference cancellation (IC) receiver to improve initial bit
estimates and improve IC performance. It may be worthwhile to evaluate the level of
improvement the CLMF may offer to IC receivers.
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Appendix A

Relationship of the Linear MMSE
Filter and MF

The relationship of the LTI filter which minimizes mean square error (MSE) and that
which maximizes SNR is investigated. The result of [95, pp. 252-261] is generalized
for an observation interval which is not constrained to be infinite and for noise which
is not necessarily WSS. Furthermore, an expression which relates minimum MSE and
maximum SNR is established. The discussion is divided into two parts. First the LTI
filter which minimizes MSE is derived assuming pulse amplitude modulation (PAM).
The problem is posed as a one-shot linear estimation of the amplitude of an isolated
pulse with a known shape in the presence of noise. Once the solution is established.
the equivalence of the MMSE filter and SNR maximizing filter is shown.

The following derivation assumes real signals as opposed to complex baseband
signals to maintain clarity. Moreover, the final results can be readily transposed to
complex baseband signals. The LTI filter which minimizes MSE is represented as c(t)

as shown in Fig. A.l. The filter has an impulse response existing over t € [¢,t,]. It

t ¢ y(T)
s(t) + n(t) " 7?
t=T

Fig. A.1 One-shot MMSE LTI filter.

is a time interval which contains the signal of interest. Its input consists of a PAM
signal s(t) associated with one bit symbol for one-shot detection and noise n(t). The
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PAM signal carrying the bit information is defined as
s(t) = az(t) (A1)

where a is a discrete random variable which for binary PAM could be +1 and where
z(t) is the pulse shape normalized to satisfy ft‘f |z(¢)|?dt = 1. Thus, the energy of s(t)
is a? = E[a®]. The output of the filter is sampled at ¢t = T to generate the sample
y(T). The sample can be broken into two components:

y(T) = aX(T)+ N(T) (A.2)

where X(T') = f:f z(t)c(T - t)dt and N(T) = f, n(t)c(T —t)dt. Given that the ideal
or expected value of the sample is y(T') = a. the error between the two values can be
defined as

e = y(T)-a. (A.3)
Based on this framework, the objective is to find the filter ¢(¢) which minimizes

MSE = E[€]. (A1)
Substitution of (A.3) and (A.2) into (A.4) vields

MSE = a?+d? /t N / : r(t)z(w)e(T - t)e(T — u)dudt
/h N R, (t,u)e(T = t)e(T — u)dudt
—22 /: £(t)e(T — t)dt (A.3)

where the noise autocorrelation function is R,(t,u) = E[n(t)n(u)]. As explained
in [80, p. 490], the filter ¢(t) which minimizes MSE is found by equating the first
variation of MSE with respect to ¢(t) to zero. This leads to

by o —_—
/ [a2 z(t)z(u) + Ra(t, u)] (T —u)du = a?z(t) (A.6)
t

which is of the same form as [80, p. 490 (7.59)] except that only one pulse in the
PAM signal is included and noise is not assumed to be white. At first glance, (A.6)
does not appear to have the same form as the integral equation in (2.19) associated
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with the LTI filter which maximizes SNR. However, (A.6) can be re-arranged with
the insight provided by [95, pp. 251-261]. By expanding the left hand side into two
integrals and collecting the coefficients of z(t), (A.6) can be expressed as

/ Rt we(T - u)du = @a(t) [1 -/ YT —wdu|. (A7)

tr
The right hand side consists of z(¢) and a multiplicative constant. By defining
c(t) = ah(t) (A.8)

o

where « is a scaling factor to be determined shortly, (A.7) can be re-written as

/ttzR,,(t,u)h(T—u)du = () (A.9)

where

NI

= — , (A.10)
1+ a* f;? o(u)(T — u)du

Therefore, the linear MMSE filter ¢(¢) for one-shot detection is obtained by solving
for h(t) in the integral equation (A.9) and substituting A(t) and (A.10) into (A.8).

The relationship between the linear MMSE and the MF is shown. Notice that
the integral equation in (A.9) is of the same form as that used to derive the SNR
maximizing LTT filter in (2.19) and [93, p. 122 (3.23)] for real signals. Thus, the
filter h(t) which satisfies (A.9) is the MF. Furthermore, since introducing a scaling
factor in front of A(t) does not affect its SNR performance [92, p. 174], ¢(t) which
is simply a scaled version of h(t) delivers maximum SNR as well. On the contrary,
introducing a multiplicative constant in front of c¢(¢) does not yield minimum MSE.
Consequently, although the linear MMSE filter which minimizes MSE maximizes SNR,
the converse is not necessarily so unless the MF impulse response is properly scaled
by a multiplicative constant.

Next, the relationship between minimum MSE and maximum SNR is established.
When the filter c(t) satisfies (A.9) and (A.8), (A.5) reduces to the minimum MSE.
As shown in [80, p. 498 (7.83) |, the minimum MSE normalized with respect to a? is
given by

t2
MMSEom = 1-— f 2(8)e(T — t)dt
13
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1
= — Al
1+ a? [ c(t)h(T — t)dt (4.11)

where MMSE orm = MMSE/a2. The term in the denominator of (A.11) is simply

—_— [t
SNRopy = a2 / z(t)h(T — t)dt (A.12)
ty
for either ¢(t) or h(t) when Ah(t) is the MF which satisfies (A.9). Thus, given (A.11)

and (A.12), the minimum MSE and maximum SNR values are related by

1

MMSEorm 1+ SNR,.,
A pt

(A.13)
or, conversely, SNRop = VTUSIE_— — 1. The relationship in (A.13) is the same
as that derived in [62] for the particular case of one-shot linear MMSE detection in
DS-CDMA under the condition of short sequence spreading.
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Appendix B

Derivation of the MAI

Autocorrelation Functions

The autocorrelation and pseudo-autocorrelation functions for the three models of the
MALI are derived.
B.1 Autocorrelation Functions for Unlocked Interferers

B.1.1 MAI Autocorrelation Function — NWMF

The autocorrelation function for unlocked MAI is derived. Substitution of the MAI
given in (2.10) and (2.6) into (2.17) yields

Rt u) ZRM (¢, u) (B.1)

where, the signal of each interferer given in (2.6) has zero-mean and is assumed to
be independent of those of other interferers. Since 74 is uniformly distributed over
7 € [0,T}), the autocorrelation function of the kth interferer is

Riw(tiu) = = / E[5®)(t) 0% (u) | 7 | dr (B.2)
where

E[50() 8 () [7] = 2P 3 4t —m—nT)q(u—me—nT) (B3

n=-—oc
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which is conditioned on 7. As described in section 2.1.2, the spreading sequence
a*) is modelled as a as a discrete WSS random process with E[a®al®)*] = §,,,. The
phase-offset 6, disappears regardless of whether it is known or random. Next, by
evaluating the integral in (B.2) using (B.3), (B.2) becomes

Rg(k)(t, u) = 2P Z / t— Tk — n,T) (LL — T — TLTC) di. (B-l)

n——oo

By letting y = u — 7 — nT,, (B.4) becomes

1 fo )
Ryo(t.u) = 2P — /_ d(t — u+ y)§" (y)dy. (B.5)

Substitution of (B.3) into (B.1) results in

R‘L ) Zi: [

[t - u+ 9)d )y (B.6)

c -0

which when re-arranged gives the desired result of (3.9).

B.1.2 MAI Pseudo Autocorrelation Function — NWMF

The pseudo-autocorrelation function for unlocked MAI is shown to be zero. Substi-
tution of the MAI given in (2.10) and (2.6) into (2.18) vields

Ri(t.u) = Y Ruml(t.u) (B.7)

where the signal of each interferer given in (2.6) has zero-mean and is assumed to be
independent of other interferers. Since 7} is uniformly distributed over 7, € [0,T3),

the autocorrelation function of the kth interferer is
; LT e kg sth)
Ruw(t,u) = — / E[59(¢) 8 (w)| 73 | dri (B.8)
Tb 1}
where

E[5%)(t) ) (u) | 7] = 2PE(™] 3 (¢ — 74 — nTe) dlu — 7o —nTy) (B.9)

n=-9o0

which is conditioned on 7. If the bit delay 7 of the kth interferer is uniformly
distributed, then its phase-offset is uniformly distributed as well since 6y is linearly
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dependent on 7. That is, 8; = Y+w.7, where v is the phase-offset at the transmitter
of user k relative to that of the desired user. Thus, the term E[e/**] = 0 and, for all
t,u.

Ri(t,u) = 0. (B.10)

B.2 Autocorrelation Function for Chip-Delay Locked
Interferers
B.2.1 MAI Autocorrelation Function — CLMF

The autocorrelation function for chip-delay locked MAI is derived. Substitution of
the MAI given in (2.10) and (2.6) into (2.17) yields

.
ROu) = SRt (B.11)
k=1

where the signal of each interferer given in (2.6) has zero-mean and is assumed to be
independent of other interferers. The autocorrelation function of the kth interferer is

(s =]
Ria(tu) = 2P 30 §(t =7 — nT)q"(u — 7 — nT.) (B.12)

n=-oc

where 7 is modelled as being fixed. The spreading sequence a{® is modelled as a dis-
crete WSS process with E[a{¥)al¥)*] = §,,,,. The phase-offset 8, disappears regardless
of whether it is known or random. Next, by noting that the bit delay can be written
as Tx = ngI, + T} where ny = |7/Tc| and letting [ = n + ng, (B.12) becomes

RQ(tu) = 2P Y §(t— T - nT.) G (u — Te — nT2). (B.13)

n=-—oa

Thus, (B.13) and (B.11) together give the desired result of (3.26).

B.2.2 MAI Pseudo Autocorrelation Function — CLMF

The pseudo-autocorrelation function for chip-delay locked MAI is derived. Substitu-
tion of the MAI given in (2.10) and (2.6) inte (2.18) yields

ROt ) ZRg(C,)) (t,u) (B.14)
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where the signal of each interferer given in (2.6) has zero-mean and is assumed to be
independent of other interferers. For the same reasons given in Appendix B.2.1, the
pseudo-autocorrelation function of the kth interferer is conditioned on T} instead of

T and can be written as

R (tw) = 2REE™] Y. Y E¥a®4(t - Tk ~ nT.) §(u - T — mTy).

n=— m=—x

(B.15)

The pseudo-autocorrelation function Réﬁ%(f, u) = 0 if at least one of the following two
conditions is satisfied. The spreading sequence a!*) is modelled as a proper. discrete
WSS processes with E{a{*)a{*)] = 0 or the phase-offset 6 is uniformly distributed
over 8 € [0,27) such that E[e*] = 0. Either case implies that R(I-C)(t. u) = 0. On
the contrary, Rg.ﬁ))(t, u) # 0 for all ¢, u if the following two conditions are satisfied.
The spreading sequence a®) is modelled as an improper, discrete WSS process with
E[a®¥)a®¥)] = &,y and the phase-offsets 6 are known such that E[e/?%¢] = ¢/%x. When

both of these conditions are satisfied. (B.15) becomes
- . x
R (tu) = 2P 5 q(t — T - nT.) G(u = Ti — nT.). (B.16)
n=-oc

Using the same procedure outlined in section 3.3.2, (B.16) can be expressed in the
form the separable kernel

1V+1‘[—2
R (tu) = 2Pe™ Y G(t-Ti—nT.)j(u-Ti-nT,)  (B.17)

n=—M

for t,u € [0,T3). Thus, (B.17) and (B.14) together give the desired result of (3.46).

B.3 Autocorrelation Function for Bit-Delay Locked
Interferers

B.3.1 MAI Autocorrelation Function — BLMF

The autocorrelation function for bit-delay locked MAI is derived. Substitution of the
MAI given in (2.10) and (2.7) into (2.17) yields

K
RP(t,u) = szgfi),(t,u) (B.18)
=1
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where the signal of each interferer given in (2.7) has zero-mean and is assumed to be
independent of other interferers. The autocorrelation function of the kth interferer is

RE(tw) = 2P Y a®(t - —iT) a™" (u ~ 7 —iTh) (B.19)

[=-—00

where 7 is modelled as being fixed. The bits bgk) € {£1} are modelled as a dis-
crete WSS process with E[bgk)bg—k)] = d;;. The phase-offset 6; disappears regardless
of whether it is known or random. Equations (B.19) and {B.18) together give the
desired result of (3.35).

B.3.2 MAI Pseudo Autocorrelation Function — BLMF

The pseudo-autocorrelation function for bit-delay locked MAI is derived. Substitution
of the MAI given in (2.10) and (2.7) into (2.17) yields

K
R(B) t,u) Z (ﬁ), t,u) (B.20)

where the signals of each interferer given in (2.7) have zero-mean and are assumed to
be independent. The pseudo-autocorrelation function of the kth interferer is

R (t.w) = 2PE[ Z a®(t - —iTy)a*®(u — 7 — i) (B.21)

i==0c0

where 7 is modelled as being fixed. The bits bEk) € {£1} are modelled as a discrete
WSS process with E[b{* b(")] = d;;. When the phase-offset ) is random and uniformly
distributed over 8 € [0,2n), E[e’?*] = 0 and R(m( u) = 0 which implies that
R([-B)(t, u) = 0. On the contrary, when the phase-offset is known, E[e/*%] = 7?0+ and
(B.21) becomes

x
RE (tu) = 2Pe® 3 a¥(t - — i) &% (u — 7 —iTy).  (B.22)
iI=—00
Using the same procedure outlined in section 3.4.2, (B.22) can be expressed in the
form the separable kernel

M
R (tu) = 2Pe™ Y a®(t - —iTy) @™ (u — 7 — iTy) (B.23)
i=—AM,

for t,u € [0, T]. Thus, (B.23) and (B.20) together give the desired result of (3.48).
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Appendix C

Calculation of Coeflicients

This appendix describes the steps involved in deriving the coefficients needed for ob-
taining the MF impulse response when the observation interval is finite. The deriva-
tion of the coefficients proceeds from unlocked, chip-delay locked to bit-delay locked

interferers.

‘ C.1 Calculation of the Coefficients f}U)

Multiply both sides of the integral equation (3.17) by ¢;(t) where i € [1.Vy]. The

integration of both sides results in
AT b )e | .

"+ 7 X0y = o (C.1)

9
where aEU)' is given in (3.20) and ¢, ; = UT" &} (t)¢;(t)dt. Since Hermitian kernels give
rise to orthonormal eigenfunctions, ¢;; = d;; [101, p.138]. By defining

Ay ... 0
A= | s (C.2)
0 ... Ay, |
a® = [o,...,) (C.3)
) — [f) () . . oy )
and f\%) = [fl ey Nu]’ the Ny equations associated with i can be rewritten

compactly as

o (INU'F%A) O = O (C.4)
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Since the matrix is diagonal, the coefficients are, therefore,

(e

o - % i
d L+ £ (©3)

which is the desired result given in (3.19).

C.2 Calculation of the Coefficients f.C)

Multiply both sides of the integral equation (3.30) by ¢*(¢ — T; — jT.) where i € [1, K]
and j € [-M.N + M - 2|. The integration of both sides results in

f(C). [P Z Cs, L7, nf(C)' .+ PI\ Z ¢ K, nf(C)‘] = ES)‘ (CG)

where ¢igyn = Jo? @ (t = Ti = jT)4(t — Ti — nT.)dt and o = [Dgit - T, -

JT.)a®"(¢t)dt. Workmg towards a compact expression in matrix notation, let ffc) =
c c c

[0 £ ia] - D = [al 0Py and

Cik:—M,-M cen Cikim M N+AM=2
(C) . . -
C.,k = : : . (C.7)

Cike:N+AM=2-M -+ Gl N+EM-2N+M-2
The NV + 2M — 1 equations associated with ¢ can be rewritten as

£ + N[Pcwkw> +f’cw¥m1 = a@" (C.8)

For i € [1, K], this then can be written compactly as
(IK(N+2M—1) + RIEC(C)P(C)) fO" = a@" (C.9)
where f(©) = [ffc) £,
al® = [a(lc) . .a(,f)] , (C.10)

cq ... ¢%
ce = S I (C.11)

(c fof
c§) ... c¥x
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Pyt ... O
P = o - o0 (C.12)
O v PKIN-{-QAW—i

and I, is the L x L identity matrix. Thus, the K(N + 2M — 1) coefficients in f(©
can be obtained by solving this set of K'(V + 2M — 1) equations.

The matrices and vectors can be interpreted as follows. The vector al®) represents
the correlation between the desired user’s spreading signal a‘®(t) and the K(V
2M — 1) basis functions {§*(t = Tx — nT.)| n € [-M, N+ M — 2|, k€ [1,K] }. The
basis function indexed by & and n is the conjugate of the chip waveform §*(t) delayed
by Ti + nT.. The matrix C(©) is a covariance matrix. It holds information regarding

the auto and cross-correlations among the basis functions.

C.3 Calculation of the Coeflicients f,ﬁf,{

Multiply both sides of the integral equation (3.38) by a')*(t—7; — jT;) where i € [1, K|
and j € [M,, M>]. The integration of both sides results in

B)= Bt B)» B)=
;'(.,) ‘*"\TO[PzZP:umfl(nz +Pfxzpt}'\_ymf( )] = aE'j) (C.13)

where pigjm = Jdta®*(t — r, — jT,) a®(t — 7 ~ mTy)dt and ol = [ a@(t -7 -
jT,) a9 (t)dt. Note that a( ) = pig e Working towards a compact expression in

. B) _ B (B) _ B (B]
matrix form, let £ [ ,( M)x o f (Mo] : = [ E l)h ..... a; | and
Pik MMy - PikiMMa
c® = : ; (C.14)
PikiMa My - o PikiMaMa

which is a M3 by M; matrix where M3 = M, — M, + 1. The Mj; equations associated
with i can be rewritten as

£ - [PCEET + 4 PP = A7 (cs)
For i € [1, K], this then can be written compactly as

(IKM;.'FNI—:C(B)P(B)) fB = 8" (C.16)
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® where £8) = [£ £,

a® = [a?. ], (C.17)
ciy ci?

cB = ; (C.18)
il ... Cik
P1I, (@)

PB = o . 0O |. (C.19)
O ... PiL,

Thus. the K M; coefficients in f8) can be obtained by solving the set of A" /3 equations
in (C.16).

The vectors and matrices can be interpreted as follows. The vector a'®) represents
the correlation between the desired user’s spreading signal a9 (¢) and the K M basis
functions {a®*(¢t — . — mT}y)| n € [M, M), k € [1. K] }. The basis function indexed

‘ by k£ and m is in fact the conjugate of the spreading signal of the kth interferer a*)*(¢)
delayed by 7 + mT,. The matrix C® is a covariance matrix. It holds information
regarding the auto and cross-correlations among the basis functions.

C.4 Calculation of the Coeflicients f,ﬁf,l and f}U)

This section utilizes many of the expressions developed in Appendix C.2 and C.1.
First, multiply both sides of the integral equation (3.44) by ¢} ;(t) where i € [1, K¢]
and j € [-M,N + M — 2. The integration of both sides results in

C)= 1 C)= P C)» p
oLk n q
where

Ty
Kias = [ dt-T - iT)o;(0at (C.21)
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By defining an Ny x (N + 2M — 1) matrix

Kiv-am oo Kiinsoar—

K,'Z-‘

King-sr - Kingnv42Mm-1

the :V + 2M — 1 equations associated with ¢ can be rewritten as

H l CyH rrvH VH
A7+ [Z PCixfi + v KA FY) ] = a".
P

N,

For i € 1, A¢], this becomes

FO" + - [COPOFON ooy KHAFO"] = o

iVo

where

(K......Kx.].
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(C.25)

To obtain A'c(N +2M — 1)+ Vy equations for the Ac(V+2M — 1)+ Vy unknown
complex coefficients. next, multiply both sides of the integral equation (3.44) by ¢,(¢)

where p € [1, Ny|. The integration of both sides results in

= I‘ g C)= Va e Iy
flgU) + N, |:zk: P Z Akyp;nflg,n) + Yev Z ’\:;fé“ ¢p»q} - a}()b) . (C.26)
<0 n q

Then the :V + 2M — 1 equations associated with i can be rewritten as

f(U)H + _}_

7 [KPOFO 4 acuAf@"] = o,

Combining the two matrix equations (C.24) and (C.27),

H H
(I Ke(N+2M—-1)+Ny + —C(CU)P(CL)) FEUT = glct)

where f€U) = [f(C)|f(U)]’

e = [a©a)],

(C.28)

(C.29)
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Cc© | K"
cicv { Car: (C.30)
Ny
and
pery _ [P9| o (C.31)
o |’}’CUA

The vector f(CU) consists of the unknown coefficients needed for the MF solution.
The vector a'Y) represents the correlation between the desired user’s spreading signal
do(t) and the basis functions {§*(t —Tx —nT.)|n € [-M, N+ M =2], k € [1.K] } and
{q‘)}(t)};&’[. The matrix C‘“Y) is a covariance matrix. It contains all the information
regarding the auto and cross-correlations among the basis functions. The matrix
PY) holds information on the interference power. Each diagonal element represents

the power of its corresponding basis function.
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Appendix D

Effect of ISI on MF Design

This appendix addresses the effect of ISI on MF design. In section 2.1, the [SI
term in the received signal was assumed to be negligible as is the case in most DS-
CDMA applications where PG >> 1 [18, p. 339]. For applications where PG may be
small, the NWMF, CLMF and BLMF, developed in Chapter 3. are rederived without
neglecting ISI.

The appendix is divided into four parts. First, the noise autocorrelation function
and integral equation are re-developed by including ISI. Second, the effect of ISI on the
MF for unlocked interferers is examined. This is then followed by similar examinations

when the interferers are either chip-delay or bit-delay locked.

D.1 The Integral Equation Which Includes ISI

The effect of taking the ISI into account in the derivation of the general MF solution
is considered. The ISI term ((¢) is defined in (2.14) and shall now be included in the
noise expression in (2.13). Assuming that the thermal noise w(t), MAI [(t) and ISI
are independent processes, the autocorrelation function of the noise 7(t) from (2.13)
can be evaluated and written as

Ri(t,u) = Ry(t,u)+ Rj(t,u)+ Rf(t, u). (D.1)
The noise pseudo-autocorrelation function can be written as

Ra(t,u) = Ri(t,u)+ Ry(t,u). (D.2)
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Next, the substitution of (D.1) and (D.2) into (3.1) transforms (3.1) into a Fredholm
integral equation of the second kind [100]

it u) + Re(tu)] fr(w) + [Rp(t u) + Re(t, w)] Fu)du = a@(2),
(D.3)

7N

where 0 < t < Ti. The solution f(t) to the integral equation now depends upon,
not only the MAI and AWGN. but also the ISI via its two autocorrelation functions
terms: Rg(t,u) and Rf(t, u) This leads to modifications of the NWMF, CLMF and
BLMEF to be discussed next.

D.2 Unlocked Interferers and ISI

The IST autocorrelation function can be evaluated by using (2.14) and the assumption
of random spreading sequences. Furthermore, it can be written as a finite sum by
using the same arguments presented in section 3.3.2 in order to have a separable
kernel. This vields

N+M=2
Z gt = nT.)§ (e — nT) + Y. G(t — nT.)q"(u—nT,)
-M n=N

Rc’(t u) = (D‘l)

where 0 < ¢, u < T,. Similarly. the ISI pseudo-autocorrelation function can be written

as
) N2
Ri(t.u) = [Z g(t — nT)gu —nT) + > §(t — nT.)§(u - nTy)| (D.5)
n=—A n=N

where 0 < t,u < Tp.

To derive the MF for unlocked interferers via the separable kernel method, (3.16),
(D.4), (D.3), R(t,u) = R (t,u) and Rj(t.u) = RY(t,u) = 0 from (B.10) are
substituted into the integral equation of (D.3). With some simplifications, this leads
to the modified NWMF solution

f(t) = ag(t NZ

] J—~1
N+M-=-2

Z fOOrt-nT)+ Y fU9¢ @t ~nT.)| (D6)

0 [n=—M m=N
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where 0 <t < T,. The term fJ(U) has been defined in (3.18) whereas

T -
fP9 = Re [[0 §'(t — nT.) f(u)du (D.7)

which is real. This follows since the ISI is completely in-phase with the desired
signal which also explains why the factor of 2 appears in front of the P, term for
the ISI component in (D.6). Basically, the ISI can be interpreted as an in-phase,
chip-synchronous. equal-powered interferer whose signal portion associated with the
bit modulated chip symbols b(L?z)/NJ a¥ from n € [0, N — 1] are removed. The MF
assumes an impulse response which now balances the suppression of ISI in addition
to the MAI and AWGN.

D.3 Chip-delay Locked Interferers and ISI

The CLMF solution which takes ISI into account can be derived in the same fashion as
the NWMFE discussed in the previous section. This is because the two IS autocorrela-
tion functions in the chip-delay locked case are identical to those of the unlocked case
in (D.4) and (D.53). For clarity in presentation, the pseudo-autocorrelation function
is dropped by assuming R,-(t, u) = Rg-c)(t, u) = 0. The derivation which follows can
be readily repeated with the MAI pseudo-autocorrelation function re-instated. The
substitution of (3.26), (3.29), (D.4), (D.5) and Rj(t,u) = R{"(t.u) into the integral
equation of (D.3) yields with some simplifications the modified CLMF solution

f _ ae K &NMI-Q ety T o
f8) = a5ty - > N Y fend( x — nT)
k=1 °""0% pnp=-M
QPQ -1 N+M=2
-5 | X AT -nT)+ 3 A7 -nT)|  (DS8)
70 n=-M m=N

for 0 < t < T,. The coeflicient f,ﬁ?, has been defined in (3.31) whereas

fff’“ = Re [/On q(t - nTC)f(u)dul . (D.9)
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D.4 Bit-delay Locked Interferers and ISI

When the interferers are bit-delay locked, the two ISI autocorrelation functions can
be written as, for m € [— M), M),

RI(tu) = 2R Y, a9t - mT.)a " (u - mT.) (D.10)
m#0
and
R%B)(t, u) = 2P Y a9t - mT})a"" (u — mTy) (D.11)
m%0

where 0 < t,u < T;.  The substitution of (3.37), (D.10), (D.11) and Rj(t,u) =
R(,-B)(t, u) intc the integral equation of (D.3) vields, with some simplifications, the
modified BLMF solution

. K Mo
ft) = z S ABakr(t — r — mTy)
k=1 m=-M
Qg0 (t — mTy) (D.12)
m#0

where 0 <t < T}. The coefficient f(B] has been defined in (3.39) whereas

FBO = Re [/OT"&(O)(u-mfl},)f(u)du , (D.13)

This solution removes the ISI from the signal portion associated with bit symbols for
b©) where m # 0.

In summary, when taking the ISI into account, the form of the MF solutions is
slightly modified since there are now three sources of noise: the ISI, MAI and AWGN.
The MF assumes an impulse response which balances its rejection of ISI, MAI and
AWGN.
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Appendix E

Derivation of the MAI Covariance
Matrix E[/TH]

E.1 E[ITH] for Unlocked Interferers

From (2.10) and (2. ) the signal space representation of /(t) can be expressed as
[=YK V2Pe* T2 _ b(Ll:t)/NJa Gk.n- Its substitution intp E[IT®|{T:}E ] leads
to E[H T = TR 2P T2 o Gindi, since E[a{Pal)*] = 64.0nm. Examining

the . mth component of E[JT ¥} = (Tlc)h JTe fFEITY | (T 4T, .. . dTy,

i

{E[ff”]}m Zopk Z/ U q(t = T — nT.)w(t)dt

n=-~occ

/T" (4 = Tp — nT.)w: ()du}di

Ty Ty
[ Wit LZ 2Pk/ g(t — u+y)g (y)dy| dtdu
(E.1)
where {;(t)} represents an arbitrary complete orthonormal set of functions in L,[0, T})].
Using (3.9) and (3.11), (E.1) becomes { E[IT ¥} };.m = JT [ wa(t)wr (w) RY (¢, u)dtdu.

Substitution of (3.16) yields { E[IT¥] };ms = 2y T /\' T” Jo* Uity ws, (u)o:(t); (u)
dtdu = 2y =X M[éil: (6], and

—— NU - -
EIT" =2vY Mg (E.2)
=1
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E.2 E[ITH] for Chip-delay Locked Interferers

From (2.10) and (2.6), the signal space representation of I(t) can be expressed as [ =
TR | V2Pl M2 b(lﬁ)/wa Ge.n- Its substitution into E[IT Y] leads to E[/T H] =

Y Y ; ; - ] h k * (i
SEL TE V2P VEPER P SN S Bl v b [ElatP af g gl
Since E[a®a{)*] = &i0nm, hence,

K N+M-2

EITH =Y 2P ¥ Geaddh (E.3)

k=1 n=-M

E.3 E[/TH] for Bit-delay Locked Interferers

From (2.10) and (2.7), the signal space representation of ( ) can be expressed as
[ =5k, V2P T, 08, . Its substitution into E[ ] leads to E[/TH] =
SE. T, VIPVIPEE O T T, BN Jdnd . Since O] =

dkidm:, hence,

X«
EUT ) =Y 2P Y a@und,. (E.4)
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Appendix F

Derivation of the PSD and CSD of
the MAI

The expressicns for the power spectral density (PSD) of the unlocked MAI, the cross
spectral density (CSD) of the chip-delay locked MAI and the CSD of the bit-delay
locked MAI are derived.

F.1 PSD of the Unlocked MAI

The expression of the PSD for unlocked MAI can be obtained by taking the Fourier
transform of R(,-U)(T) in (3.9) where 7 = t — u. This vields

S(f)

I

2 00 o0
= o " —j2nfr g
i) [ e drdy

2 oo A
= 70U [_Twe iy

—oC

= Zane . (F.1)

F.2 CSD of WSCS MAI

The CSD R,(,Q‘( f) is the Fourier transform of r,(,’;zi(t — u} as described in (4.8). Conse-
quently, the first step in the derivation of the CSD requires the derivation of r{{) (t —u)
defined in (4.7). Based on the HSR of signals explained in section 4.1.3 and I(¢) from
(2.10),

rDt—u) = SNt —u) (F.2)

k=1
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where

nm

FEN(E_y) = E [gﬁlk}(t) ggf)‘(u)], (F.3)

The 5(*)(¢) is the nth HSR component of 5*)(¢). Its Fourier transform is S (f) =
V(f)S®(f+2) where SW(f) = F{3%)(t)}. Using these relationships and the inverse
Fourier transform, (F.3) can be expressed as

PENG ) = /_ : /_ _E[SIUS@ ()] e gf da, (F.4)
The next step requires deriving
E [S¥)(£)S%(\)] (F.5)

inside (F.4). Its expression depends on the method of spreading which can be either
short sequence spreading associated with chip-delay locked MAI or long sequence
spreading associated with bit-delay locked MAIL Once the expression for (F.5) is
obtained. it is inserted into (F.4) to obtain r({; ’)(t —u). Taking the Fourier transform
of (F.2) vields the CSD of the MAI

RO (f Z RE(f (F.6)

in terms of the CSD of the kth interferer’s signal RE\")(f) which is the Fourier
transform of r@*)(t — u). The CSD for chip-delay locked MAI is derived in section
F.2.1 while the CSD for bit-delay locked MALI is derived in section F.2.2.

F.2.1 CSD of the Chip-Delay Locked MAI

In order to evaluate E [S,(l")( f )S,(,'f)'(/\)] in (F.5), the expression for S¥)( f) is needed
for the chip-delay locked case. Using (2.6) and S{(f) = V(f)S®(f + £),

. . n bt .
Sr(;k](f) — /2Pke_70an (f)e-JZTr(f+T_c)Tk Z b(Ll;)/NJ agk)e-ﬂrrprc (F?)

p=-
where Q,(f) is given by (4.15). Substitution of (F.7) into (F.5) results in

..Pk

E [S®(£)SE" (V)] ()@ fle U+ IO+ R S~ 50 — f——)

p=—00
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Substitution of (F.8) into (F.4) leads to

rE Nt —u) = ’;’“ =j2a(n=m)Te/Te / Qu(H)Qu(fle™ W gf (F.9)

Taking the Fourier transform of (F.9) returns the CSD of the kth interferer’s signal

REWI(f) = ZkesmnominiQ. (1)Q;(f). (F.10)

Substituting (F.10) into (F.6) yields the desired result
2P T/ T.
RIMS) = X e EQu Q) (F.11)
k=1

which when re-arranged returns (4.33).

F.2.2 CSD of the Bit-Delay Locked MAI

The method of deriving the CSD for the bit-delay locked MAI closely follows that of
the previous section for chip-delay locked MAL In order to evaluate E [S}l")( f )Sﬁ,’f]'(,\)]

in (F.5), the expression for S'( f) is needed for the bit-delay locked case. Using (2.7)
and S (f) = VI(f)S®(f + )

Sr(tk)(f) — /2Pkej9k’__l$lk)(f)e-j'lrr(f'*'ﬁ)ﬂ: z bgk)e—j%rfp'[}, (Fl.z)
p==00

where A¥)(f) is given by (4.11). Substitution of (F.12) into (F.5) results in

2
E[Sf,")(f)S,(,’f)'(z\)] — -'%Ag‘](f) ‘““'(f) =12 (f+ )7 oI T+ )T Z §(A = f - ﬁ)

(F.13)

p=—00

Substitution of (F.13) into (F.4) leads to

A~ u) = EeminmmnT [7 40(F) AR (1) gf. (F14)
b -
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Taking the Fourier transform of (F.14) returns the CSD of the kth interferer’s signal

- 2
Rs,-:))(f) — %6_’2”(""'")”‘/T".~lff)(f)AS,‘f)*(f). (F15)
b

Substitution of (4.14) and (F.15) into (F.6) vields the desired result

- K 2P . i« o . i m
RO = 3 e/ BQu(N)Qu (AR TR Al (7 R
k=1

(F.16)

which when re-arranged returns (4.46).
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Appendix G

Complexity in Computing the SNR
Maximizing Chip Filter

The computational complexity in computing the SNR maximizing chip filter G (f)
and its impulse response §(“(¢) is analyzed. The impulse response is computed by
sampling G{€)(f) in the frequency domain and evaluating its inverse discrete Fourier
transform (DFT) to obtain a sampled version of §(©)(t). First, G(©)(f) where f €
[— B, B] must be solved to obtain the HSR components GC'(f) for n € [—My. My]
which form the frequency response G(©(f) = Lo, GE)(f - 7). The G9)(f)
can be obtained by solving for G(©)(f) in (4.42) at the samples f = f; where f; =
iAf where i = [~ |£]|,|£]|] and Af > 1/T, where f € [~B.B]. When the
frequency spacing is set to its minimum Af = 1/T,, the total number of samples
required to represent the impulse response with bandwidth B and time duration
T, is approximately ¥, = [2BT,]. As shown in section G.1, §'©)(t) exists over
t € [(=3M +2)T,,(3M — 1)T,] such that its time duration is T, = 3(2M - 1)T,
where A/ is described in (3.28).

The next step involves obtaining G(©)(f;) by solving the set of Ly = 2My + 1
linear equations R(f;)G!©)(f;) = Q(f;) u obtained by re-arranging (4.42). The right
hand side, Q(f;) u, can be pre-computed and saved in advance. The computation
of R(f;) requires evaluating (4.38). The only part of the expression, affected by
changing chip delays or signal powers, is P, = PO Pch)PftC)R which is independent
of fi. As shown in (4.35), [Pylam = X5, 2Pe~727n=mTi/Te which requires roughly
K muitiplications and K summations. Moreover, due to the structure of P4, only the
elements of one row need to be computed to determine the elements of the remaining

rows. Consequently, 2K Ly operations are required to obtain P,. And since I, and
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Q(f;) are diagonal matrices, R(f;) for all i requires KLy + 2L% N, multiplications
and KLy + Ly N, additions.
To solve for L linear equations with Ly unknowns in G(©(f;) for all i requires

N, (5‘% + L - Lﬂ-) multiplications and N, (L”(L”'Q(QL”*LE’)) additions [63, p. 514].

3
Approximations for large Ly are not used since Ly tends to be small for bandwidth ef-

ficient chip pulses. Thus, the samples G(©)(f;) for all i are obtained at a cost of roughly
KLy+ N, (%ﬁ +2L3% - —[-‘ﬂ-) multiplications and KLy + N, (LH + L”{L”'?[Q[‘"*m)

3
additions. An example is given for the square root raised cosine pulse (Sqrt-RC),

defined in (H.1), with @« = 100%. In this case. My = 1, Ly = 3. M = 3 (to
ensure 99.99% of the energy is contained in the truncated pulse). T, = 157, and
N, = 2-[(1+a)/(2T,)] - T, = 32. Consequently, 3K + 1408 multiplications and
3K + 448 additions are required to compute G(C)(f;) for all .

The final step requires an inverse DFT operation which can be performed using
the Fast Fourier Transform (FFT) requiring roughly another %—’LIoggNg multiplications
and V,log,.V, additions [127, p. 717]. For the Sqrt-RC 100% pulse, since N, = 2°,
the FFT requires 80 multiplications and 160 additions.

In summary, the computation of the sampled impulse response g‘“}(t) requires

KLg+ N, (%’- +2L3 — %’-) + i\.éilogQ.rVg multiplications, (G.1)
KLy + Ny (Ly + Lelbu=JELat)) 4 N log, N, additions. (G.2)

Consequently, the Sqrt-RC 100% pulse would roughly require a total of 3K + 1488
multiplications and 3K + 608 additions.

G.1 Time Duration of the SNR Maximizing Chip Filter
Impulse Response

The time duration of the SNR maximizing chip filter impulse response g(©)(¢) is
evaluated. By letting 7 = u—t, R(,-C)(t, u) in (3.26) can be re-written as R(,-C) (t.t+7) =
TR 2P T2 G(t =T —nT.)§* (t+1 =T, —nT.). In this form, it can be seen that,
for §(t) as defined in (3.28), RS”)(t,t + 7) = 0 for |7| > (2M — 1)T.. This implies
that, for a given ¢, when |t —u| > 2M - 1)T, R([-C)(t, u) = 0. Next, by examining the
integral equation in (4.45), since ¢(t) exists over t € [—(M —1)T,, MT,], as defined in
(3.28), therefore, the solution §(©)(t) exists over t € [(—3M + 2)T,, (3M — 1)T.]. This
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indicates that noise outside this interval is uncorrelated with noise inside the interval.
Hence, the time duration of §(©(¢) is T, = 3(2M — 1)T.. Furthermore, since the time
duration of ¢(t) is (2M — 1)T,, T, is three times larger than the duration of §(¢).
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Appendix H

Chip Waveforms

H.1 Power Spectral Density of the Rectangular Pulse

The power spectral density (PSD) of the rectangular pulse defined in (3.7) is +|Q(f)|* =
Tsinc*(fT) [128, pp. 260-261]. A plot of the normalized PSD is given in in Fig. H.1.
Based on a —40 dB rule. the bandwidth of the rectangular pulse is B = 32.5/T.

PSD of Rectangular Pulse ([dB]
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Fig. H.1 The normalized PSD of the rectangular pulse of width T.
Using a —40 dB rule, bandwidth is B = 32.5/T.
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H.2 Square-Root Raised Cosine Pulse

The expression of the sqrt-RC pulse in the time-domain is given in [18, (6.105) p.
228] and reproduced here for reference

4o  COS (———(H';)”) + T -sin (———“‘;’)’") /4ot

a0 = 2.
T 1-— (ﬂ)

T

(H.1)

where T and o represent, respectively, the symbol period set to T = T, and excess
bandwidth (or roll-off factor) which satisfies 0 < « < 100%.

H.3 Power Spectral Density of the IS-95 System Chip Filter

The power spectral density (PSD) of the chip waveform used in the [S-95 system is

given in Fig. H.2. The chip waveform is given by the impulse response of the chip
PSD of [$-95 Pulse [dB]

1
— R H'
Te 614.40 kHz

-50}

-60

f [kHz]

Fig. H.2 Power Spectral Density (PSD) of the chip waveform defined
in the IS-95 standard [1. Section 6.1.3.1.10 on pp. 6-28 to 6-30]. Excess
bandwidth is a = 20.44% using a —40 dB rule.

filter defined in the IS-95 standard {1, Section 6.1.3.1.10 on pp. 6-28 to 6-30]. The
filter specifications d,, f,, d; and f, as shown in Fig. H.2 represent, respectively, the
ripple in the passband, passband edge frequency, attenuation in the stopband and
stopband edge frequency [127, p. 593]. By re-arranging (2.4), the excess bandwidth
can be expressed as & = 2BT, — 1. Since ﬁlg = 614.4 kHz and B = f, = 740 kHz
based on the —40 dB rule for bandwidth, the excess bandwidth of the IS-95 pulse is

a = 20.44%.
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Appendix 1

Analysis of Near-far Resistance for
the NWMF

The near-far resistance of the NWMF is analyzed by evaluating the asymptotic ef-
ficiency of the NWMF in (5.12) and (5.11) by deriving D. px(7%) and /Ej. For
clarity and insight, the following analysis is based on the NWMF obtained over the
infinite observation interval. Since the performance of the NWMF can only improve
with the extension of the observation interval [93, p. 121], the following results rep-
resent upper limits to the near-far resistance achievable by the NWMF derived over
the finite observation interval.

First, the desired component D is evaluated by extending the interval ¢t € [0, T}
to t € (—oo,oc) in (5.9). This gives D = Re [ff"’m a'O (t)A(T, —t)dt]. By writ-
ing @®(¢) and A(T, — t) in terms of their corresponding Fourier transforms, D =
Re [ffzo .-l(o’(f)H(f)eﬂ""fdef]. Assuming that the inverse chip filter 1/Q(f) exists
over f € [—B, B] where the bandwidth B of the chip filter Q(f) is given by (2.4), sub-
stitution of (4.12 ) and (4.34) into D yields D = [2; | A©) (e727/Te)|24f . Using (4.13),

D = y)5 o5 a0al0r (B -2 fk-aTedf | Since [5;e " tdf = 2Bsinc(2Bt),

1 N=1
D = 2B Z 3" al”a{0"sinc [2B(p - q)T.] . (1)
p=0 ¢q=0
a1 6(0) =
N 6(0). Such a result is not possible in practice since it implies infinite energy in

A peculiar feature of (I.1) is that, in the limit as B — oo, D — Zp—O
D. Furthermore, as noted in [113], an inverse filter over f € (—o0, 00) is, in general,
physically unrealizable.

Next, px,m(7k) is evaluated by extending the interval ¢ € [0,T;] to t € (—o00,00) in
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(5.10). Following the same procedure used to derive D, pr (%) = Re [ 12, a%) (t—7 —

mTy)h(Ty—t)dt] = Re[[%5, AW (f)e72e/tmtmTe) H (e Todf] = Re [5 A (e72r/T)

A (27 Te) —ﬂn-j(rk+me)a'f] — gf;ol :;f_—ol aﬁ,")afl‘”' [By e flp-aTetmitmTil gf  This

simplifies to

N-LN-1
pem(m) = B3 Y a®a® sinc2B((p - T, + 7 + mTy)].  (12)
p=0 ¢=0

In contrast to the D-CLMF and D-BLMF, as ¢ — 0 for the limiting form of the
NWMF, the pg n(7) in (1.2} is, in general, non-zero for B < oc. The presence of
a non-zero pr qm(7) in limy—g 20(c) in (5.11) indicates that, although the asymptotic
efficiency n in (5.12) may be non-zero, near-far resistance of the NWMEF is zero.

A non-zero near-far resistance may theoretically be possible by letting B — oc, in
(L.2). This leads to pem(7e) = L' T05 alPal™* 8 ((p — ¢)T: + 7 + mT}). As long
as ( p—q+F+mN )TC # 0, pe.m(7e) = 0. This is ensured when the chip delay
T, # 0 since m.p,q are integers. Consequently, if both Q(f) and 1/Q(f) did exist
over f € (—oo,oc). only then would it be possible for the NWMF to have a non-zero
near-far resistance.

Finally, for completeness, Ej, is evaluated by extending the interval ¢t € [0.T;| to t €
(—oc.oc) in (5.8). Following the same procedure used to derive D and pg.m(7x). (5.8)
can be expressed as E, = [22, [fz(Tb - t)‘2 dt = [, ’H(f)eﬂ”fn‘z df. Consequently,

(1.3)

8L o | g
/—B|Q(f>"‘ (7)) o

which is, in general, finite. Even in the limit as B — oo E,, < o0. This follows by not-
ing that the integrand in (I.3) satisfies l——..él(o)(eﬂ"”c = ‘Q(!)‘ I.A(‘” eﬂ"m)

IW’ N?. Thus, E, < N2 [, ’ 3 f)l dt < oo for an inverse filter with finite energy.

An interesting result can be obtained if an inverse filter 1/Q(f) did exist over
f € (—00,00) and if Ty # 0. Since, as B — oo, Ej remains finite, D — oo and
Pe.m(Te) — 0, this would imply that 7y — oo in (5.12) is unbounded and that the
NWMF achieves the maximum near-far resistance of 1. Note, however, that the
asymptotic efficiency must satisfy 0 < f)o < 1 [60]. The contradiction arises since
the energy of the inverse filter [ ‘ a0 f)[ dt, if it did exist, would have to be infinite
making Fj, no longer finite.
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Appendix J

Modifications to the Characteristic

Function Expressions for F,

To compute the bit error rate (BER) P.4 for a receiver using a real MF A(t) in a
DS-BPSK system, some modifications to the expressions in [114] are required. The
full BER expression for the desired user based on [114] is given by

P = Q (‘/U;l"i: ) + ,irfom Si’;"cag(u) [1 - 1 (u)] du. (1.1)

The functions in (J.1) shall now be defined. The Q function is Q (z) = [ —k=e~¥"/2dy.
Vers

z 2

Using (5.8) and (5.9), the normalized thermal noise variance is

EyT,

—_— 9
2D?E, /N, (J:2)

g

where Ejy and D are defined in (5.8) (5.9), respectively. The characteristic function of

the thermal noise is ¢2(u) = exp (—10?u?). The characteristic function of the MAI
2%

K¢ Ke+Ky v
oi(u) = [[6%w) I ¢%w (J.3)
k=1

k=Kc+1

is the product of the characteristic function of the locked MAI

1 2w

+CO0S [u k cos 6. (Pk,—l('rlc) + pk,o(‘rk))] db; (J4)

D
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and the characteristic function of the unlocked MAI

i 1 2 Ty ;

471’Tb

+cos [u\g)"; cos O (pr.—1(m) + pk|0(Tk))] dridfy. (J1.5)

Considerable reduction in computation time can be achieved by pre-calculating and
storing the partial correlation functions gy ,,(7), defined in (5.10). at uniformly spaced

points over 7 € {0, T}).
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Appendix K

Computation of Probability of
Outage

K.1 Modified Monte Carlo Method for Computing
Probability of Outage

The algorithm which applies the Modified Monte Carlo method described in [117] to
the computation of probability of outage is outlined. The parameters A", V, £},/.V,
and signal powers P are assumed to be constant during the computation of the outage
probability. The algorithm to be explained can be modified to handle the situation
where signal powers can change and need to be biased as well. The two remaining set
of parameters to sample consist of the spreading sequence of the desired user a(® and
the interferers’ chip delays in T. The samples of the desired user’s spreading sequence
are not biased. Only the chip delay samples used to form T are biased. Thus, the SNR
expression in (5.2) summarized in (5.3) reduces to a function of two random vectors
SNR(a®, T). When N, independent samples of a’®» and NVr independent samples of
T are substituted into SNR(a®, T), a total of Ny = N, Nr independent SNR samples
is produced.

The algorithm used to generate the nth SNR sample SNR, is summarized as
follows:

1. Initialize the sample counter for spreading sequences [ = 1.
2. Generate a random spreading sequence vector afo) indexed by (.

3. Initialize the sample counter for chip delays m = 1.



K Computation of Probability of Outage 186

4. Generate K interferer chip delays {T{™} K | indexed by m and the chip delay
vector
T = [T, 7™, ..., T{™] by taking K independent samples from a Beta
distributed random number generator.

(a) The Beta distributed random number generator produces independent sam-
ples of 7™ /T, with the Beta probability density function (PDF) (129, p.
28]

Ia—l(l _ __L.)b-l
fol o1 - r)b-ldr

wh(2) = (K.1)
where z € [0,1}. The two parameters a and b affect the the shape of the
Beta PDF. Furthermore, the parameters satisfy b = aand 0 <a < 1 to
maintain a symmetrical distribution about r = 0.5. The parameter a is
the only adjustable parameter. Under this constraint, a parameterizes the
Beta PDF. For 0 < a < 1, the PDF is a curve which is concave upwards
with its maximum value at the end points z = 0,1 and its minimum value
in the middle at £ = 0.5. An example of the Beta PDF is given in Fig. K.1
where a = 0.4. The probability of selecting an z close to 0 or 1 is much

125 a)

) i n 4 " n i L e .
[ ey a2 a3 a4 05 s a7 Q8 09 1

I

Fig. K.1 The Beta PDF f3§(z) where a = b = 0.4.

greater than that of selecting an z close to 0.5. By using the relationship
T, = zT, and the Beta distributed random number generator, the chip
delay samples can then be biased towards either 0 or T,. As a — 1, the
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3.

10.

Beta PDF approaches the Uniform PDF of fU%(z) = 1 for 0 < x < 1
and fUMf(z) = 0, otherwise. This is the original distribution of the chip
delays. Asa — 0, the Beta PDF approaches the two impulse functions d(.r)
and d(z — 1). That is, as ¢ — 0, the random number generator produces
samples which are either very close to 0 or 1. This is precisely what is
needed to bias the SNR sample towards its minimum value which occurs
in the chip synchronous case when the 7, /T. — 0 or T,/T. — 1. The steps
required to construct a Beta distributed random generator are outlined in
[129, pp. 427-429).

Compute the weighting factor w, associated with T,, and afo) where n = ([ —
1)V, + m. This is done in the following two steps.

(a) For each of the K chip delays, calculate the bias factor B(T™) defined as

Beta
a,a (I) i
Bbias(-r) = fU“if(;L‘) . (1\2)
(b) Calculate the weighting factor
Wy = ! (K.3)

[T, Boias(T™)

Compute SNR,, = SNR(a!". T,

. Store both: w, and SNR,,.

If m < Nr, increment m by 1 and go to step 4. Otherwise, continue to the next
step.

If I < Vg, increment [ by 1 and go to step 2. Otherwise, continue to the next
step.

At this point, Ng values of w, and SNR,, have been generated and stored.
Compute the unbiased probability of outage

N, ,
Pow = Wavg i\;:‘t (1\4)

where the number of outage events V,,; has been defined in (5.17). The average
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of only those weighting factors associated with outage events is defined as

1
Wavg = Z Wy ling (SNR,, ~ SNRuyin) (K.3)
Nout n=1

where the indicator function I[;pq(z) has been defined in (5.18).

K.2 Method of Computing Confidence Intervals

The steps for computing the confidence interval [Poye jow, Pout,upp] are reproduced here
using the procedure outlined in [L16, pp. 244 - 248]. Given the confidence coefficient
Your € [0, 1) and the My, samples of Py, where m € [1, Moy ]:

»Iqu‘
1. Compute the mean of the samples P, = U Z P -

ut yp=—=1

2. Compute the standard deviation of the samples
| 1 lwouc

Oout = q m mz=[(Pout,m - Pout)'l-

1+ Yout
9

3. Set u =

4. Convert u to z, using the conversion table in [116, Table 9-1, p 247] or by using

the relation u = \/—}_,—; “ e=#*/2d> For instance, when Yo, = 99%, u = 0.995

and z, = 2.576.
5. Compute Poytiow = Pout — Zuout/ vV Mout-

6. Compute Pyue ypp = Pout + 2400/ VM out.
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