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Abstract

This thesis cansiders the design of receivers for multi-user communication systems

based on asynchronous direct-sequence code-division multiple-access (DS-CDl\tfA).

Its primary aim is to improve current receiver designs which exhibit shortcomings in

systems using long sequence spreading (where the spreading sequence changes with

each consecutive bit). The conventional matched filter (l\tIF) and noise-whitening

l\tIF (NWMF) receivers incur a degradation in performance under power-imbalance

(near-far like) conditions. Similar ta that of the conventional NIF (CMF), the near­

far resistance of the NvVMF is shown to be zero. Other receivers, including multi­

user receivers, suffer from either incompatibility or excessive complexity under long

sequence spreading.

IvIotivated by the need for low-complexity receivers compatible with long sequence

spreading, the thesis investigates the design of linear time-invariant (LTI) filters which

ma..ximize the signal-to-noise ratio (SNR) for bit symbol detection. It develops the

chip-delay locked l\IIF (CLMF) which requires the knowledge of interferer chip delays

and signal powers; knowledge of their spreading sequences is unnecessary. l\tIoreover1 it

takes advantage of the observation that multiple-access interference (MAI) is generally

neither white nor stationary, but cyclostationary. Analysis of the CLl\IIF demonstrates

that it cau deliver non-zero near-far resistance along with performance beyond that of

the Cl\tIF and NWl\tIF. Furthermore, the computation of the filter response is required

only when an interferer signal parameter changes. The complexity of the computation

grows linearly with the number of interferers. In addition, insight and directions are

presented for the development of adaptive versions of the CLl\IIF which eliminate the

need for interferer signal parameters altogether.

Based on the same approach used to develop the CLMF, the thesis presents a

general framework from which other one-shot linear detectors can be derived. With

increasing knowledge of interferer signal parameters, this approach can synthesize the

NWMF, the one-shot linear minimum mean squared error (MMSE) detector and the

one-shot decorrelator. Furthermore, the limiting forms of the NWMF and CLl\tIF

in the absence of background additive white Gaussian noise (AWGN) are shown to

be, respectively, an inverse chip filter followed by a despreading filter (or correlator)

and a decorrelator-type CLl\tIF. The thesis also examines how additional knowledge of

interferer phase-offsets, the presence of intersymbol interference (181) and the presence

of both unlocked and chip-delay locked interferers affe\:t filter design.
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Sommaire

Cette thèse porte sur la conception de récepteurs pour les systèmes de communica­

tions asynchrones à usagers-multiples utilisant l'accès multiple à répartition par code

(AMRC) à séquences directes. Son but principal est d'améliorer la conception des

récepteurs actuels possédant les faiblesses inhérantes aux systèmes utilisant de longues

séquences pseudo-aléatoires (où l'étalement spectral pour chaque bit consécutif n'est

pas fait par la même séquence). Les récepteurs basés sur le filtre adapté conventionel

(C!vIF) et sur le filtre adapté qui rend le bruit blanc (NWl\IIF) ont une dégradation en

performance causée par les différences entre les puissances des signaux (le problème

proximité-éloignement). Il est démontré que, comme celle du CNIF, la résistance au

problème proximité-éloignement du NWl\IIF est égale à zéro. Les autres récepteurs,

incluant les récepteurs à usagers-multiples, sont soit trop complexes ou incompatibles

lorsque de longues séquences sont utilisées.

Nlotivé par le besoin de récepteurs de faible-complexité compatibles avec de longues

séquences, cette thèse étudie la conception des filtres linéaires invariant dans le temps

qui ma..ximisent le rapport signal-à-bruit (RSB) pour la détection de bits. Le filtre,

qui maximise le RSB avec la connaissance des délais de "chips" et des puissances des

signaux des autres usagers, est développé et présenté; la connaissance des séquences

pseudo-aléatoires des autres usagers n'est pas nécessaire. Ce filtre, dénommé CLNIF,

profite du fait que l'interférence d'accès multiple n'est générallement ni blanche ni sta­

tionnaire, mais stationnaire-cyclique. L'analyse du CLJ\tIF démontre que sa résistance

au problème proximité-éloignement peut être différente de zéro et que sa performance

est meilleure que celles du CrvIF et du NWlVIF. De plus, le calcul de la réponse impul­

sionnelle du filtre est requis seulement quand l'un des paramètres du signal d'un des

autres usagers change. La complexité de ce calcul augmente de façon linéaire avec le

nombre d'usagers. Des suggestions et des commentaires fondamentaux utiles pour le

développement de versions adaptives du CLMF qui éliminent complètement le besoin

des paramètres des signaux des autres usagers sont presentés.

En se basant sur la même approche de développement du CLMF, cette thèse offre

un cadre général de travail pour la conception d'autres détecteurs linéaires symbole

par symbole. Lorsqu'un plus grand nombre de paramètres de signaux sont connus,

il est possible de concevoir par cette méthode le NWMF, le détecteur linéaire sym­

bole par symbole qui minimise le carré de la moyenne de l'erreur et le décorrelateur

symbole par symbole. n est montré que la forme asymptotique du NWMF et du

CLMF, en absence de bruit blanc Gaussien additif, deviennent, respectivement, un
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filtre dont la réponse fréquentielle est l'inverse de celle du chip suivi par un filtre

compresseur (ou corrélateur) et un filtre CL~IF de type décorrelateur. Cette thèse

examine aussi l'impact de la connaissance des phases-relatives des autres usagers, la

présence de l'interférence entre-symboles et la présence des autres usagers avec ou

sans la connaissance de leurs délais de chips, sur la conception des filtres.
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Chapter 1

Introduction

The vision of personal communication services (PCS) is to offer an individual the

means to communicate with anyone anywhere anytime. Among the many difficul­

ties imposed by this vision is the challenge of offering to consumers the freedom of

untethered mobility through wireless technology. The growing demand for wireless

communication services is reflected in the emergence and proliferation of cordless

phones, cellular communication services and wireless data services [3] .

This thesis is concerned with the study of one particular system for realizing this

vision - multi-user communication systems based on direct-sequence code-division

multiple-access (DS-CDMA). The first section of this chapter introduces multi-user

communication systems and three basic multiple-access techniques. The second sec­

tion focusses on DS-CDNfA. The third section formulates the overall objective of the

research while the final section outlines the organization of the thesis.

1.1 Multiple-Access Techniques for Multi-User Wireless

Communications

In mufti-user communication systems such as the one depicted in Fig. 1.1, many users

transmit to a single point over a limited and shared region ofspectrum. One example is

the uplink of a cellular communication system in which a number of mobile terminais

transmit to a cornmon base station receiver. Another is the uplink of a satellite

communication system where a number of ground terminaIs transmit to a cornmon

receiver orbiting the earth. The task of multiple-access techniques is to manage the

sharing of the spectrum and to enable the separation of users' signaIs at the receiver.

There are three basic multiple-access techniques: Frequency-Division Multiple-
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Fig. 1.1 An example of a multiple-access system: the uplink of a cellular
communication system.
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Access (FDlVLI\), Time-Division l\ilultiple-Access (TDl\JIA) and Code-Division Multiple­

Access (CDNIA). The organization of the multiple-access techniques is given in Fig.

1.2. The following description of the various techniques proceeds from the top of Fig.

1.2 clown towards the subject of the thesis - asynchronous DS-CDlVIA.

Multiple-Access Techniques

TDMA

Fig. 1.2 Organization of multiple-access techniques.

In FDMA, the spectrum is partitioned into disjoint frequency bands or frequency

slots. Each user is assigned a particular band for signal transmission. An example

of an FDMA system is the Advanced Mobile Phone System (AMPS) [4, pp. 483-



491]. In TDMA, each user is assigned, instead, a particular time slot for signal

transmission. This requires synchronization among the users to ensure that only a

single user transmits while the other users wait in silence for their turn to transmit.

In practice, TDMA, is combined with FD~IA so that, in effect, a number of users

share a particular frequency band through TDMA. An example of a TDNIA system

is the Global System for J\llobile Communication (GSrvl) originally known as Groupe

Speciale Nlobile [4, pp. 500-506]. Since the signais of each user are orthogonal (as can

be immediately deduced in either the frequency or time domainL FDNIA and TDIvrA

are also known as orthogonal multiple-access techniques.
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1.1.1 COMA

In eD~IA, known aIs: as spread spectrum multiple-access (SSIvrA), aIl users em(Jloy

the same spectral band. Nloreover, eDIvrA is often referred to as a wideband multiple­

access technique since the ratio of the available bandwidth for transmission to the

minimum required bandwidth for bit transmission (information bandwidth) can be

quite large. In contrast, FDMA and hybrid TDIvrA/FDrvIA are often referred to as

narrowband multiple-access techniques since the transmission bandwidth is not much

larger than the information bandwidth. There are two principal categories of CDIvrA

techniques distinguished according to how the spectrum is utilized: frequency-hopping

CDrvlA (FH-cDrvrA) and direct-sequence cnrvrA (DS-CDrvIA). Since the latter is the

subject of the thesis, the description of the former is brief while that of the latter is

more detailed.

FH-CDMA

In FH-CD!vlA, the spectrum is again partitioned into small frequency bands as in

FD!v'IA; however, each user is permitted to transmit in any one of the many frequency

bands. The users are distinguished by assigning unique frequency hopping patterns

to each of the transmitters. These patterns are known to the receiver as weIl. Further

information on FH-CDlVIA can be found in [5, 6}.

DS-CDMA

In DS-CDrvIA, all users transmit over the entire spectrum simultaneously. As depicted

in Fig. 1.3, transmission in DS-CDMA is, in general, accomplished in four stages.

Information bits generated at the bit rate are input to a channel encoder to produce

a sequence of coded bits. Next, the coded bits are passed through a second stage
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Fig. 1.3 Block diagram of a transmitter and receiver in DS-CDMA.
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of encoding referred to as direct-sequence spreading. Each coded bit is encoded (or

spread) by a spreading sequence which is also referred to as a signature sequence

or pseudo-noise (PN) sequence. A spreading sequence consists of elements known as

chips which are generated at a rate known as the chip rate. Similar to the bit symbols,

the chips can be constructed from binary symbols, 0 and l, which are mapped to -1

and 1, respectively. In contrast, however, the chip rate is typically much higher than

the bit rate; the ratio of the chip rate to the bit rate is often loosely referred to as

the processing gain or bandwidth expansion factor. In contrast to FD~IA or TD~li\

where each user is identified by a particular frequency slot or time slot, in OS-CDrvIA,

it is the spreading sequence which identifies and distinguishes each user from other

lisers. Thus, conceptually, the spreading sequence furnishes the addressing capability

in OS-CDtvIA.

DS-CD~IA cao be further subdivided ioto either synchronous or asynchronous

OS-CDMA as follows.

Synchronous DS-COMA

In synchronous DS-C01vIA, signal transmissions among all users are synchronized.

The synchronization of users permits the construction of spreading sequences with

zero cross-correlation thereby making the signals of aIl users orthogonal. This is

another example of an orthogonal multiple-access technique.

Asynchronous DS-CDMA

Asynchronous OS-COMA differs from syochronous DS-COMA in that signal trans­

missions among the users are uncoordinated. This removes the difficulty of synchro­

nizing the transmitting instants of remote users. However, this simplification and



added flexibility cornes at a cost. Since the relative timing of bit symbol transmis­

sions among any two users can change, the orthogonality of users r signaIs can no

longer be guaranteed. Although it is possible ta design spreading sequences with low

cross-correlations at any relative delay, it is impossible, however, to design spreading

sequences that maintain orthogonality over all relative delays [7].
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1.2 Asynchronous Direct-Sequence Code-Division

Multiple-Access

This section provides a further description of asynchronous DS-COMA - the subject

of this thesis. Henceforth, the term asynchronous shaH be dropped and OS-CDJ\'IA

shaH refer to asynchronous OS-CD~IA for the remainder of the thesis. First, many

important properties associated with DS-CO~IA systems are reviewed. Second, a

brief overview of several applications based on OS-CONIA is presented along with

examples of real systems either in service or under development. And third, methods

for resolving the major weakness of DS-COIvtA known as the near-far problem are

discussed. Further information on the fundamentals of OS-CONIA can be found in

the tutorial papers of [5, 7, 8] and the textbooks of [6, 9, 10, Il]. A mathematical

description of OS-CONIA systems is presented later in Chapter 2.

1.2.1 Properties of DS-CDMA systems

This section describes a number of important properties associated with DS-CON!A

systems. A comprehensive summary of these properties and others of lesser signifi­

cance cao be found in [12].

Improved Capacity

Capacity refers to the number of users that can be accommodated by a multiple-access

system. The following discussion on capacity deals with single-cell and multiple-cell

(or cellular) communication systems. In the former, aU users are located in a confined

geographical region known as a cell and communicate with a single common point as

illustrated in Fig. 1.1. In the latter, the users may he distributed over a large area,

divided into a large number of cells, as illustrated in Fig. 1.4 where each hexagon

represents a cell [4, pp. 25-30][12]. Users located in a particular cell communicate

with the central receiver of that cell.
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Fig. 1.4 A multiple-cell system employing frequency re-use.

In Ds-CntvIA, capacity is highly dependent on the application [13]. In single­

cell systems, capacity can be markedly less than that of orthogonal multiple-access

schemes [7, 14] whose capacity is determined by the number of orthogonal channels

(approximately equal ta the processing gain of the system [7]). In DS-CDrvIA systems,

capacity may be reduced since users' signaIs are no longer orthogonal and each user

acts as a source of interference to other users. However, the loss in capacity can be

recovered depending on the application when other factors such as periods of voice

silence in voice services, to be explained later, are taken into consideration.

In multiple-cell systems, DS-CD~IA has the potential of delivering a significant

increase in capacity [13, 15, 12]. This can be attributed to primarily two properties

peculiar to DS-CDMA. These are its ability to exploit periods of voice or transmission

silence as mentioned earlier and its frequency re-use factor of 1 ta be explained shortly.

From a business perspective, increased capacity can translate to a decrease in the

number of costly cell sites ta he constructed and maintained. Indeed, this is the

major reason for the considerable interest in DS-CDMA cellular systems. Situations

where DS-CDrvIA is or is not beneficial in terms of capacity with respect to orthogonal

multiple-access schemes are summarized in [13].

Robustness in Multipath Channels

SignaIs used in DS-CDMA tend ta he weIl suited ta cape with multipath channe!s in

which delayed replieas of the originally transmitted signal arrive at the receiver. For

example, in an urban environment, the delay between the first signal ta arrive and



its last replica is typically less than 5 J-ts [16]. The resolvability of any two paths (or

two replicas) is possible as long as the time delay between them exceeds the inverse

of the bandwidth of the signals [16]. In FDrvIA and TDlVIA.jFDlVIA systems using

narrowband signals, the replicas can result in the severe distortion of transmitted

signais. For example, in GS~I where the signal bandwidth is 200 kHz [4, p. 505], time

delay differences less than 5 J-tS cannot be resolved. On the other hand, in Ds-cnrvIA

systems using wideband signaIs, the effect of delayed replicas can be mitigated. For

example, in the cellular OS-CDrvIA system commonly referred to as /8-95 [1. 17] [4~

pp. 519-533], where the signal bandwidth is 1.25 ~IHz, time delay differences greater

than 0.8 JlS can he resolved. lVIoreover, delayed replicas can be coherently or non­

coherently combined by implementing RAKE receivers [16] ta improve further the

quality of signal reception.
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Reduced Network Management

No need to synchronize users

In TD~IA and synchronous DS-COMA systems, signal transmissions among aIl the

users must he rigidly coordinated to maintain arthogonality among users' signaIs.

This incurs a significant overhead in the management of the network ta coordinate the

signal transmissions of remote users. These difficulties are eliminated in OS-CDrvIA

as weIl as in FDrvIA.

No intra-cell frequency coordination

In FD~IA where the spectrum is divided into frequency slots, the slot in which each

user transmits must be carefully coordinated ta prevent two or more users from trans­

mitting over the same slot. In DS-CDMA, such coordination is unnecessary since aU

users transmit across the entire allocated spectrum.

Uncoordinated Signal Multiplexing

Depending on the application, signal transmissions from a user may he bursty in na­

ture. For example, in voice applications, periods of silence, where signal transmission

is unnecessary, occuPY more than half the time in a typical telephone conversation [15,

p. 305]. In TDlVIA or FDMA systems, where each time or frequency slot is reserved to

a particular user, the silent periods cannot he easily shared with or allocated ta other

users ta increase capacity. In nS-CDMA, however, these periods of silence cao he

exploited naturally ta increase capacity since the users do not reserve any particular

frequency slot or time slot and, instead, share the resources. Signal transmissions can



be suppressed or transmitted signal powers can be reduced (as in the 18-95 system [1])

ta lower the level of 1'JIAI perceived by other users. This technique alone can translate

into a twofold increase in capacity for cellular voice services [15, p. 305].
•
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No Need for Frequency Re-use

Ceilular systems based on FDlVIA or TDNIA/FDlVIA require frequency re-use to pre­

vent or reduce co-channel interference [4, pp. 26-30) [18, pp. 792-794). Frequency

re-use is implemented by partitioning a given spectrum inta regions as shawn in the

example in Fig. 1.5. The regions, numbered from 1 ta 7, are assigned ta cells in a

1 2 3 -1 S tl 7

Frequency [Hzl

Fig. 1.5 Partitioning of the spectrum for frequency re-use.

manner which ma.."<imizes the distance between cells sharing (or re-using) the same

frequency bands. This is illustrated in Fig. 1.4. The physical distance separating

cells sharing cornmon frequency bands ensures the attenuation of signaIs from remote

users transmitting in the same frequency band. This technique is characterized by the

frequency re-use factor representing the ratio of the bandwidth used by one cell ta the

entire bandwidth shared by aIl cells. In Fig. 1.4, the frequency re-use factor is 1/7

similar to that of AlVIP8 [4, Table 8.3 p. 422]. In GSM, the factor can be either 1/3

or 1/4. The need for frequency re-use in FDMA and TDlVIA/FDMA cellular systems

reduces their spectral efficiency [bits/Hz] and capacity by the frequency re-use factor

(compared ta their single cell counterpart where the frequency re-use factor is 1). In

contrast, in cellular D8-CDMA applications, where all transmissions share the entire

spectrum, the frequency re-use factor is 1.

Power-Imbalance Problem

AlI the properties described sa far have highlighted the many attractive features of

DS-CDMA. It, however, does possess a serious weakness which occurs under power­

imbalance conditions. Power-imbaIance refers to the situation when the received signal

powers among users are non-uniform. For instance, this can occur when transmitted

signal powers are uncontrolled. The received signal power of a user physically near the

receiver can he much stronger than those of other users far away from the receiver.



This example is portrayed in Fig. 1.1 where the doubled box represents a strong

user whose received signal power is much larger than those of the other two users.

Furthermore, even with careful power control, power-imbalance cao still occur in

certain applications. For instance, in multi-rate (or variable rate) DS-CDNIA systems,

received signal powers are deliberately disparate and proportional to the bit rate and

quality of service desired by each user [19, 20].

As mentioned earlier in section 1.1.1, signal transmissions in DS-CDNIA are, in

general, not orthogonal. Consequently, the signal of each user represents a source of

interference ta every other user in the system. In addition, system capacity depends

heavily upon on the maximum tolerable level of MAI each user can withstand. Power­

imbalance, however, raises the level of NIAI to unacceptable levels for many of the

users. Thus, it severely degrades the performance of receivers and, ultimately, reduces

system capacity. This weakness of DS-CDMA, due to the non-orthogonality of DS­

CDlVIA signaIs, is referred ta as the power-imbalance problem. 1 In contrast, in systems

using orthogonal multiple-access schemes, power-imbalance has no such effect as long

as orthogonality among users' signaIs is maintained. Methods of resolving this critical

problem associated with DS-CDNIA systems are considered in section 1.2.3.

•
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1.2.2 DS-CDMA Applications

Applications of DS-CDNtA are briefly surveyed to illustrate potentiai areas where the

results of this thesis may be of value. Examples of D8-CDNIA systems either in service

or in the process of development are mentioned as weIl.

Second generation cellular communication systems

To support the continued growth of cellular subscribers, DS-CDMA has been applied

to mobile cellular communications for voice service as a second generation system to

AMPS [3]. This system, commonly referred to as 18-95, has recently begun service

in many parts of the worid and North America. Its capacity is theoretically ten ta

twenty times that of AlVIPS [15, 17]. However, the capacity is critically dependent

upon tight power control and other factors [21, 22]. In comparison, GSl'vI [23, p. 52]

and the North American TDMA system (18-54) can roughly support, respectively,

three and three (or six) times that of AMPS [23, p. 52]. The larger potential capacity

of 18-95 is the primary reason for the great interest in OS-CDMA systems.

1With respect to terminology, it is acknowledged that the power-imbalance problem is widely
referred to as the near-far problem. However, the term power-imbalance is introduced to characterize
precisely the source of the problem which, as exemplified by multi-rate DS-CDMA systems, is the
non-uniform levels of received signal powers which occurs even under ideal power control.



Fbced wireless systems

OS-COMA has also been applied to fixed wireless systems as a substitute to fi..xed

wireline local loop access [24, 25, 26]. Compared to mobile cellular systems, fi..xed

wireless systems enjoy a number of advantages [24]. The channels remain relatively

static since the users are immobile. The antennas of the fixed users can be perched

in high locations to improve the quality of signal reception. Nloreover, directional

antennas can be installed at the transmitter terminaIs and receiver stations to im­

prove channel quality and increase frequency re-use. Because of these advantages~ the

capacity of fixed versions of their mobile counterparts can be increased significantly.

For example, under the conditions specified in [24, Table 1], a fixed wireless system

based on IS-95 can provide roughly 2.5 times the capacity compared to that of a fixed

system based on 18-54 (now known as 18-136) and roughly 5.4 times that of a GS!vI

based system.2

Third generation of cellular communication services

wlany telecommunication manufacturers are presently engaged in the development of

third generation cellular communication systems based on OS-CDrvIA (27, pp. 422­

431]. Compared to the second generation cellular systems, future systems promise

greater user capacity, improved quality of speech and the option of data service

for wireless multimedia applications. Another distinguishing feature stems from the

amount of bandwidth under consideration for spreading. In comparison ta the 1.25

wlHz used in 18-95, future DS-CDMA cellular systems may utilize bandwidths ranging

from 5 ta 20 rvIHz.

A number of competing systems are currently being tested and developed [27,

pp. 418-431]. These include the Code-Division Testbed (CODIT) project (28], the

coherent multicode DS-CDrvIA system [29,30] and the wideband CDMA system stan­

dardized as 18-665 for the O.S. PCS frequency bands [31].

•
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Satellite communication systems

DS-CDMA has been applied as a hybrid with frequency hopping to a mobile satellite

messaging system known commercially as OmniTRACS [32}. It is also being consid­

ered for future mobile satellite communication systems which would enable wireless

communication from potentially any location on earth by creating a network of low

earth orbit (LEO) satellites [33, 3]. One particular candidate, based on DS-CDMA

2Note that differences between the fixed and mobile systems exist [24]. For example, in the fixed
version of IS-136, the frequency re-use factor has been lawered from 7 ta 4 and its required signal-ta­
noise ratio (SNR) specification has been lowered from 18 ta 14 dB. In addition, in the fixed version
af IS-95 system, its required SNR specification has been reduced fram 7 ta 6 dB.



and known as Globalstar, envisages 48 satellites circling the earth at an altitude of

1400 km [34, 3J. There are severa! benefits of using DS-CDMA in satellite com­

munications. It offers minimum coordination among active users, the flexibility to

service different applications (such as voice, data and mixed traffic), the adaptability

for different network configurations, the flexibility to handle variable traffic patterns

(providing the option of graceful performance degradation in non-nominal conditions)

and the adaptability for different network configurations. Further details can be found

in [35].

The potential disadvantage of DS-CD~IA in satellite communication systems is its

poor spectral efficiency (and, hence, capacity) relative to that of FD~IA as pointed out

in [14]. However, it has been shown that the conclusion of [14] can be reversed when

additional system ieatures are taken into account [32]. These features include the

reduction of MAI due to the voice activity factor in voice services and the frequency

re-use factor of 1 of DS-CD~IA when satellites with multi-beam antennas are used.

NI ulti-beam antennas permit frequency re-use to improve spectral efficiency as in cel­

lular communication systems by separating a satellite coverage area into beamwidths

of, for instance, 3°.

•
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1.2.3 Methods for Resolving the Power-Imbalance Problem and

Increasing Capacity

As discussed in section 1.2.1, the main obstacle in the design of DS-CDMA systems

and in the realization of their full potential in terms of capacity was identified to be the

power-imbalance problem. This problem can be countered by three distinct methods

which can be used in tandem. One method implements power control to maintain

uniform received signal powers among aIl the users [1, 21J. This method is used in

IS-95. However, power control alone may not he able to completely alleviate the

power-imbalance problem. For example, in mobile applications where signal powers

may fluctuate rapidly, the tracking ability of the power control algorithm is not ideal

[21,22]. Furthermore, in the mixed-rate DS-CDMA systems mentioned earlier, power

control simply maintains the different power levels of the users [19, 20J and cannot

resolve the power-imbalance problem.

A second method implements spatial filtering with smart antennas to separate the

signais of users by their direction of arrivaI [36]. In this method, by adjusting the

beam pattern of the antenna, the signal of a strong user arriving from one particular

direction can he attenuated while that of a desired user arriving from another angle



can be amplified. The third method considers improving the design of DS-CDrvIA.

receivers. SpecificaIly, it examines the design of that portion of the receiver in Fig.

1.3 between the channel decoder and the carrier demodulation stage. The second and

third methods are both the subject of current research and development. Nloreover,

they can improve capacity even in the absence of power-imbalance. This thesis focuses

on the third method - the study of improved receiver design - ta counter the

power-imbalance problem and, ultimately, ta improve system capacity whether or not

power-imbalance exists.
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1.3 Thesis Statement and Contributions

This section presents the thesis statement and contributions of this work. The thesis

statement will be expressed mathematically in Inore precise terms in section 2.3. Part

of this work has been previously published in [37, 38}.

1.3.1 The Thesis Statement

As explained in the previous section, DS-CD~IA possesses a number of advantages

aver FDMA and TDi\tIA. Its weakness, however, was identified ta he the power­

imbalance problem which degrades communication performance and user capacity.

In an effort to counter the power-imbalance problem and achieve the broader goal of

improving user capacity in DS-CDMA, a large number of receivers have been devel­

aped over the past decade. These are reviewed in section 2.2. Those receivers which

can enhance capacity considerably have two drawbacks. ~lost have prohibitively large

computational complexity per bit symbol detected. And those with low-complexity,

place an impractical constraint on the method of direct-sequence spreading. That

is, they require short sequence spreading whereby the spreading sequence for each

consecutive bit remains fixed for each user. Consequently, they are incompatible with

systems snch as 18-95 [1} and with nearly aIl those proposed for the third generation

of cellular systems [27, 29, 3I} where this constraint is removed [39}. The effect of

removing this constraint in the design of DS-CDMA receivers shaH be explained in

more detail in section 2.2.5.

Therefore, the primary goal of the thesis is to develop, without the con­

straint of short sequence spreading, receivers with reasonably low complex­

ity which can enhance OS-CDMA system capacity in either the presence

or absence of power-imbalance conditions.
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The contributions of the thesis are stated. First, the thesis derives a receiver, referred

to as the chip-delay locked MF (CLMF). The CLl\IIF represents the main contribution

of the thesis. It is an LTI fil ter which maximizes SNR for bit symbol detection, requir­

ing no knowledge of interferer spreading sequences, but only knowledge of interferer

chip delays (bit delays modulo one chip period) and signal powers. Its structure is

shown to assume a form similar to that of the conventional lvIF (Cl\tlF); the baseband

chip filter of the receiver in Fig. 1.3 is replaced by a new chip filter which maxi­

mizes SNR for chip symbol detection. l\tloreover, with respect to implementation, its

computational complexity per bit symbol is reasonably low. The computation of its

filter response is required only when an interferer parameter changes. The complexity

of computation grows linearly with the number of interferers. In addition, since the

CLMF can be implemented with or without the constraint of short sequence spread­

ing, it has the desirable feature of being compatible with those systems, such as 18-95,

based on long sequence spreading.

Second, the thesis investigates the performance of the CLMF in terms of SNR,

near-far resistance, bit error rate (BER), probability of outage and capacity over

a multiple-access channel corrupted with AWGN. Improvements in performance de­

livered by the CLl\tIF, with respect to the Cl\tIF and another known as the noise­

whitening ~'lF (N'NMF), are demonstrated by numerical examples whether or Dot

power-imbalance exists. Third, the thesis provides directions ta the design of adap­

tive versions of the CLMF. Adaptive versions avoid the need for estimates of any

interferer signal parameters. And fourth, the thesis presents a unifying framework

of SNR maximizing LTI filter receivers for DS-CDMA over several models of signal

parameters and the two types of spreading methods. Based on this framework, it is

possible ta synthesize, not only the CLMF, but a number of other one-shot linear

receivers developed previously. In addition, it is demonstrated that, in the limit when

AWGN disappears, the NWMF and CLMF reduce to decorrelator-type structures

independent of signal power parameters.

1.4 Organization of Thesis

The organization of the thesis is as follows. Chapter 2 describes the DS-CDMA system

model, reviews DS-CDMA receivers and formulates the objectives and approach of

the thesis. Chapter 3 presents the synthesis of the various MFs for DS-CDMA when



the observation interval of the received signal is finite. Chapter 4 repeats the synthesis

when the observation interval of the received signal is extended to an infinite interval.

Chapter 5 analyzes the performance of the MFs in terms of SNR, near-far resistance,

bit error rate (BER) and the probability of outage. Chapter 6 considers several

adaptive implementations of the CLlvIF. And finally, Chapter 7 summarizes the thesis

by presenting conclusions and directions for future research.

•

•

•
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Chapter 2

Design of DS-CDMA Receivers

This chapter discusses the design of receivers in DS-CDrvIA. Section 2.1 describes a

general Ds-cnrvIA. system mode!. Section 2.2 reviews the state of the art in DS­

CDNIA receivers. Section 2.3 formulates the problem to be tackled and the approach

taken for its resolution. It represents the raison d'être of the thesis. Final1y, section

2.4 presents a unifying framework of enhanced single-user receivers for DS-CDrvIA.

2.1 System Model

An overview of the Ds-cnrvIA system modei under consideration is shawn in Fig. 2.l.

The complex baseband representation of bandpass signaIs is used where - denotes

the complex envelope of a bandpass signal whose carrier frequency ~ is nluch Iarger

than its bandwidth. A total of K + 1 users transmit asynchronously to a common

receiver over an additive white Gaussian noise (A\VGN) channel. An arbitrary user

is designated as the desired user and indexed as user O. The remaining K users

represent the interferers whose signaIs form the multiple-access interference (NIAI).

The following sections caver, in sequence, the modelling of the transmitters, signal

parameters, and received signal. The design of the receiver Iabelled as R.x 0 in Fig.

2.1 is the focus of the thesis. Its description shaH be provided in section 2.3.3 after

the review of DS-CnMA receivers.

2.1.1 Transmitter Model

The transmitter black of the kth user, Tx k, in Fig. 2.1 is expanded in Fig. 2.2. It

represents the mathematical model of the transmitter presented earlier in Fig. 1.3.

The channel encoder, however, has been excluded for clarity. The function of the
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transmit ter is to transmit the kth user's bit symboIs b~k) E {±1} indexed by the

integer i E (-00,00) at the bit rate of llTb• The bit symbols are assumed to be

independent and equally probable such that E[b~)] = 0 and

(2.1)

where the kronecker delta is defined as cSim = 1 for m = i and c5im = 0, otherwise.

Fig. 2.2 Transmitter block for Tx k.

•

b~k) Repeat
N times

Lb(k l (k l6(

odulato



Direct-sequence spreading stage

Each bit symbol is repeated JV times, indexed by n, and output as bi~~NJ' at a higher

rate of liTe = NITb referred to as the chip rate. The term N, representing the ratio

of the chip rate to the bit rate, is referred to as the spreading factor. Each symbol

bi:~NJ is multiplied at the chip rate by the chip symbols a~k), indexed by n, which form

the spreading sequence of the kth user. In effect, JV samples of one bit symbol are

multiplied by N chip symbols of a spreading sequence at the first multiplier element.

The chip synlbols a~) can he complex and satisfy ia~k) 1 = 1. In particular, a~k) E

{±l} for direct-sequence binary phase-shift keying (DS-BPSK) and a~k) E {±l, ±j}
for direct-sequence quaternary phase-shift keying (DS-QPSK). The term j represents

the imaginary number.;=I. The spreading sequences are assumed ta be periodic

sequences created from a pseudo-noise (PN) sequence of length l.Vp such that

•
2 Design of DS-CDMA Receivers 17

(2.2)

•
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This work is not concerned with the design nor selection of spreading sequences which

give optimal performance. Rather, the concern here is on receiver design once given a

set of spreading sequences. Details on the design and selection of spreading sequences

can be found in [7, 2].

As mentioned earlier in section 1.3 and as will be discussed in section 2.2.5, the

method of direct-sequence spreading has a serious impact on receiver design. The

method is determined by N and Np. In short sequence spreading, the PN sequence

length is constrained to satisfy Np = N whereas in long sequence spreading, Np > N.

Systems using the former and those using the latter are also referred ta as, respectively,

deterministic-CD~IA and random-CDMA systems [39]. This thesis deals primarily

with the latter.

Each product of the bit and chip is then passed ta an impulse modulator which

generates an impulse function 6(t) every Te seconds. The impulse function is scaled

by the input bi~/NJ a~k) and delayed by Tk. The parameter 'k represents the bit delay

of user k's signal relative to that of user 0 at the receiver. Bit synchronization is

assumed for user 0 such that '0 = o. The chip delay is defined as

(2.3)

snch that Tk E [0, Tc). The bit delay and chip delay between the signals of user k and

the desired user are illustrated in Fig. 2.3 when a single bit symbol is spread by four
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chips (N = 4).
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Fig. 2.3 An illustration of the relative bit delay Tk and chip delay Tk
between the signaIs of user k and the desired user when a bit symbol is
spread by four chips (N = 4).

Chip filtering stage

Next, the signal is passed through a chip filter with an impulse response of ij(t). This

is also referred to as the chip waveform. The waveform q(t), which can be either

time-limited or band-limited, satisfies the energy constraint: J~oo Iq(t)1 2dt = Tc. In

addition, the chip waveform is characterized by the parameter Q which represents

the percentage of its bandwidth in excess of the minimum bandwidth zi.
c

required

for symbol transmission at the chip rate of 11Tc• Hence, the bandwidth of the chip

waveform is

It is now possible to describe an important system parameter in DS-CD~IA known as

the processing gain, PG. It provides a rough measure for the amount of interference

or jamming that a particular user can sustain. PG can he defined in terms of signal

space concepts as the ratio of the dimensionality of the signal space in which a signal

can he transmitted to the dimensions required to actually transmit the signal [7] [18,

p. 343]

•

B = l+Q
2T

c
•

PG - 2BTb

- N(l +a).

(2.4)

(2.5)



It is also referred to as the bandwidth expansion factor since it is equivalent to the

ratio of the chip waveform bandwidth to the minimum bandwidth required for the

transmission of bit symbols at a rate of 11Tb• For example, given a chip waveform

with 100% excess bandwidth, a: = 100%, B = liTe and PG = 21V. In the special

case where the chip waveform has zero-excess bandwidth, PG = lV and the processing

gain is equivalent to the bit symbol spreading factor.

Transmitted Signal

The chip fil ter output is next multiplied by .j2PkeiOk. The term Pk represents the

received power of user k's signal. The term Bk represents the phase-offset of user

k's signal relative to that of user 0 at the receiver. In reality, the bit delays, signal

powers and phase-offsets are parameters perceived by the receiver. Although they

are determined by the channel and transmitter together, they have been combined

and incorporated in the transmitter block for nlathematical convenience. Similarly,

the received chip waveform can be defined as ijr(t) = q(t) * he(t) where * and he(t)

represent, respectively, the convolution operation and the channel impulse response

(assumed to be linear and time-invariant). Hereafter, for notational convenience, ij(t)

shaH refer to the received chip waveform.

Carrier-phase synchronization for the desired user is assumed such that Ba = O.

Coherent detection can be accomplished by periodically transmitting reference sym­

bols known to the receiver [40, 41] (as in the multicode system [29]) or by continuously

transmitting a pilot signal in addition ta the information-bearing signal [42, 43J (as in

IS-665 [31}). Similarly, chip synchronization is assumed such that Ta = O. To achieve

chip synchronization, a delay-Iocked loop (DLL) can be implemented as described in

[9, pp. 60-66] [44, p. 749, Fig. 13-5-5, and p. 749, Fig. 6-3-5]. Using later results of

the thesis, the performance of the DLL can be improved in two ways. First, the chip

fUter tf(t) can be replaced by a new chip fUter G(C)(!), developed in section 4.4, to

reduce the effects of MAI in timing jitter. And second, as shown later in section 5.5.3,

unlike the conventional MF, the application of the chip-delay locked MF (CLMF ­

developed in Chapters 3 and 4) allows the use of pulses with larger excess bandwidth

at a much smaller loss in user capacity. Chip synchronization tends to improve with

larger excess bandwidth [45, pp. 314-316J.

The resulting transmitted signal for the kth user is

•

•

•
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s(k)(t) = /2Pke!(J1c E bf:~NJa~k)q(t - Tk - nTc)
n:::-oo
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(2.6)



where -00 < t < 00. In short sequence spreading where Np = N, the transmitted

signal can be expressed instead as•
2 Design of DS-CDfvIA Receivers

00

s(k)(t) = J2PkeJ6k L b~k)a(A:)(t - Tk - iTb)

i=-oo

where the spreading waveform which no longer changes with each bit symbol is

N-l

à(k)(t) = L a~k)q(t - nTc).

n=O

2.1.2 Model of Signal Parameters

20

(2.7)

(2.8)

The model for the signal parameters introduced in section 2.1.1 is specified next and is

also summarized in Table 2.1. The signal parameters consist of spreading sequences,

Table 2.1 Model of signal parameters.

spreading sequences short long
{ a~k) 1k E [1, KI, n E (-00, oo)}
bit delays fixed random
{Tk }f-:l
signal powers fixed
{Pk}t<'-l
phase offsets fixed random
{8klf-l

•
~ Signal parameter Madel

•

bit delays, received signal powers and phase-offsets. The method of spreading cao be

either long or short sequence spreading. In short sequence spreading, the sequences

of the interferers are assumed to he known. In long sequence spreading, the spreading

sequences are usually constructed from PN sequences with extremely large Np. For

instance, in 18-95, Np = 242 - 1 [1, p. 6-24}. !vloreover, the spreading sequences can

be modelled as independently and identically distributed (Li.d.) random sequences

[46}. The kth user's spreading sequence is modelled as a random sequence (or, more

precisely, as a discrete WSS random process) with E[a~k)a~)·] = c5nm • The bit delays

cao be characterized as being either fixed or Li.d. with Tk uniformly distributed over

[0, Tb)' The signal powers of the interferers are assumed to be fixed. The phase-offsets

can be characterlzed as being either fixed or i.i.d. with Bk uniformly distributed over

[0, 21l').
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2.1.3 Received signal
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The received signal consists of the transmitted signal of the desired user, the trans­

mitted signals of the K interfering users and additive white Gaussian noise (A'VVGN)

(modelling background thermal noise) as shown in Fig. 2.1. The received signal can

be written as

f(t) = s(O)(t) + Ï(t) + w(t) (2.9)

where ÙJ(t) is a proper [47], complex, zero-mean AvVGN process with a two-sided

noise power spectral density of 2No • Proper complex random processes, known also

as circularly symmetric complex random processes [18, pp. 311-316], are discussed in

more detail in section 3.6. The expression for the MAI is

This section reviews the state of the art in DS-CDrvIA receivers. lt provides the

background information necessary to understand the motivation and objectives of the

thesis which shaH be discussed later in section 2.3.

The function of a receiver is to estimate the transmitted bit symbols of one par­

ticular user, a subset of the users or aIl the users by processing the received signal.

The receiver used presently in most spread spectrurn and DS-CDrvIA systems is the

the conventional NIF (C~IF) receiver described in section 2.2.1. !ts weakness is its

poor performance under power-imbalance conditions. It was this shortcoming which

prompted the research and development of other DS-CDMA receivers.

AlI DS-CONIA receivers can be characterized, in general, by three important spec­

ifications: their performance, complexity and requirement of user signal parameters.

The first relates to capacity and service quality especially with respect to the power­

imbalance problem whereas the second relates to cost and complexity involved with

implementation. The third specification is peculiar to DS-CDM.~ receivers. For bit

detection of a particular user, this specification refers to the possible requirement of

signal parameters of other users (ie. interferers). The parameters may include sorne

subset of those listed in Table 2.2. Generally, the utilization of such information in

receiver design tends to enhance performance while increasing cornplexity.

As depicted in Fig. 2.4, DS-CDMA receivers can he broadly classified into two

•

•

K
Ï(t) = 2: s(k) (t).

k=l

2.2 Review of DS-CDMA Receivers - State of the Art

(2.10)
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Table 2.2 Signal parameters of interferers.

Signal Mathematical
Parameters representation

spreading sequences {a~k) 1 k E [l,K],n E (-oo,oo)}
bit delays {ïk}f-l

chip delays {Tk}:=l
signal powers to AWGN PSD level {Pk/No}~-t

net lVIAI power to AWGN PSD level 'Y/No
phase offsets {(Jk}t-l
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major categories: multi-user and single-user receivers. In the category of multi-user

Fig. 2.4 Classification of DS-CDMA receivers.

receivers, bit detection is performed for all users jointIy in a centralized fashion. In

general, they are much less affected by the power-imbalance problem. In contrast, in

the category of single-user receivers, bit detection is performed for a single-user in a

de-centralized fashion. The signal of a particular user (the desired user) is designated

as the desired signal while those of the remaining users are regarded as MAI. Single­

user receivers can be further sub-divided into those requiring single-user parameters

and those requiring multi-user parameters. In the former, the signal parameters of

only the desired user are required for its bit detection. In the latter, referred to later

as enhanced single-user receivers, the signal parameters of other users in addition to

the desired user are utilized for bit detection of the desired user.

The next three sections frOID section 2.2.2 to section 2.2.4 present a review of multi­

user receivers, single-user receivers using single-user parameters and enhanced single­

user receivers using multi-user parameters, respeetively. For clarity in presentation,

short sequence spreading is assumed throughout the review sinee the majority of the

receivers were developed under this assumption. The ramifications of removing this



assumption is discussed in section 2.2.5 when systems using long sequence spreading

are considered. A comprehensive overview of DS-CD~IA receivers can be found in

[48, 49, 50].

•
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2.2.1 The Conventional MF

The least complex among D8-CDMA receivers is the conventional MF (ClVIF) receiver

[7] used presently in well-established systems such as 18-95. It consists of a NIF whose

output is sampled every bit interval and input iuto a threshold device for a hard bit

decision. The lVIF is composed of the chip filter it(Tc - t) and a despreading lUter

(or correlator). For example, with respect to user 0 designated as the desired user,

the MF impulse response is set to the time-reversed 3-11d conjugated version of its

transmitted spreading waveforrn: à(O)- (Tb - t). It is the optimum receiver in terms

of minimizing probability of bit error for a point-to-point single-user communication

system when the noise is additive white Gaussian noise (AWGN).

The optimality of the CNIF disappears in OS-CD~IA systems since noise, which

includes !vIAL as defined in (2.10), is generally neither white nor Gaussian [51]. Fur­

thermore, since MAI consists of signaIs not orthogonal to that of the desired user, the

performance of the C1'lF receiver degrades either as the number of users grows or as

the received signal powers of others, relative ta that of the desired user, grows (ie.

the power-imbalance problem).

2.2.2 Multi-User Receivers

The development of multi-user receivers was initiated by the poor performance of the

CMF in OS-CDMA especially under power-imhalance conditions. The term multi-user

stems from the fact that the signaIs of aIl users are demodulated jointly. NIoreover,

these receivers have the common feature of requiring, at least, the spreading sequences

and bit delays of each user in the system. Oepending on the muIti-user receiver,

signal power and phase-offset parameters may he required as weIl. Sucb detectors

may be weIl suited ta single-cell applications where parameter estimates for aIl users

are readily available at the base station receiver. On the other hand, in muitipie-cell

applications, signal parameters of users from neighhouring cells (usually inaccessible)

may have ta be estimated. In the absence of accurate estimates, the effectiveness of

the muIti-user receivers may deteriorate to the point where their performance may

faU below that of the ClVIF.

The classification of muIti-user receivers is given in Fig. 2.5. They can be subdi-
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Fig. 2.5 Classification of multi-user receivers.

vided into non-lînear and linear receivers. A discussion of the two types follows.

Non-Linear Multi-User Receivers

Non-linear muIti-user receivers can be further grouped as receivers based on sequence

estimation, interference cancellation or neural networks.

Optimum multi-user detector

The optimum muIti-user detector (52] performs joint sequence estimation of all users'

bit sequences based on either minimizing error probability or maximizing likelihood.

Both forms of the detector deliver minimum BER in regions of low background noise

(where the BERs are indistinguishable) while providing optimum near-far resistance

[51]. The difficulty with either detector is complexity. The latter forro of the detector

(of less complexity than the former) requires a computational complexity per bit

symbol which increases exponentially with the total number of users [52]. Hence,

either fonn of the optimum detector is impractical unless the number of users is quite

small.

Interference Cancellation (IC)

In non-lînear receivers based on interference cancellation, feedhack of bit estimates

(decision feedback) and information on each user's signal parameters are utilized to



estimate the NIAI and subtract it from the received signal [53]. This operation is

performed across all or sorne subset of the users. lts advantage is its ability ta cancel

more reliably those signals from strong interferers who constitute the primary source

of the power-imbalance problem; signais from weaker interferers do not have to be can­

celled. As long as the bit estimates and signal parameter estimates are reliable, the IC

receivers can deliver near-optimum performance. lts complexity per bit symbol grows

linearly with respect to the number of users whose signaIs are being cancelled. This,

however, is still comparatively high for implementation purposes. A large number of

IC receivers have been proposed. They can he grouped as seriaI (or successive) IC

[54, 53], parallel le [55, 56, 57] and decision-feedhack detectors [58]. Further details

can he found in [50, 49].
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NeUTal Networks

Multi-user receivers based on neural networks can achieve near-optimum performance

[59]. However, they have two major drawbacks. First, their hardware complexity

in terms of number of nodes grows exponentially with the number of users. And

second, the training period hefore data transmission tends to be extremely long. This

implies that neural networks may not he feasible in applications involving dynamically

changing channel conditions where signal parameters change and users enter or depart

from the system [48].

Linear Multi-User Receivers

Linear multi-user receivers can be grouped as receivers based on either sequence es­

timation or one-shot detection. Both types of Iinear receivers have the flexibility of

performing hit symbol or bit sequence demodulation jointly with aIl users in a cen­

tralized fashion or for a single user in a decentralized fashion [60]. Thus, the one-shot

detectors have the special property of heing implementable and classifiahle as either

multi-user receivers or the enhanced single-user receivers to he discussed in section

2.2.4.

Linear sequence estimation

In an effort to reduce the computational complexity of the optimum multi-user de­

tector, suboptimum versions which yield excellent performance have been developed

based on linear sequence estimation [49]. Sequence estimation in these detectors is

based on either a minimum mean squared error (MMSE) formulation [61] or zero­

forcing criterion [60] in place of the maximum likelihood criterion. The sequence-type

decorrelator, based on the zero-forcing criterion, does not require the signal power pa-



rameters. Its advantage appears in systems where signal powers are either changing

rapidly or unknown as long as NIAI dominates the background AWGN. The sequence­

type linear MMSE receiver, based on minimizing MSE, requires estimates of signal

power parameters. In MAI-limited environments where the signal powers dwarf the

background thermal noise, the linear MMSE reduces to the decorrelator. The proh­

lem with either of these receivers is that, like the le receivers, the computational

complexity per bit symbol increases linearly with the total number of users and their

performance depends on the accuracy of at least the bit delay estimates.

•
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One-shot linear detectors - one-shot linear wIl\JISE and decorrelator

The two one-shot linear detectors can be interpreted as modifications to the previously

discussed sequence estimation-type receivers. Here, the signal observation intervaI is

restricted to the duration of one or several consecutive bit symbols to produce a hard

decision on a bit symbol. For clarity, the two detectors are described in the context of

symbol detection for each user in a decentralized fashion as an enhanced single user

receiver. Both are based on a linear time-invariant (LTI) filter structure.

In the one-shot decorrelator, the filter is designed under the criterion of eliminating

l'vIAl entirely (zero-forcing) [51,60]. This approach to filter design is analogous to that

used ta eliminatc intersymboI interference (ISI) using the zero-forcing criterion. Since

it enhances background thermal noise, it is inappropriate in channels dominated by

AWGN.

The weakness of the one-shot decorrelator is remedied by taking the presence

of the AWGN ioto account as weIl. 80th AWGN and !vIAl can be suppressed by

minimizing the mean square error (MSE) formed between the output of an LTI filter

and a training (or desired) symboi while using the knowledge of signal parameters

for aIl users [62]. This yields the one-shot linear MMSE detector [62}. As shaH be

discussed again later, this detector which minimizes J\lISE also ma.ximizes SNR [62,

p. 3180]. Moreover, it reveals the structure and performance benchmarks of the

adaptive linear receivers to be discussed later in section 2.2.3. In the limit, as MAI

power increases relative to the thermal noise, the one-shot linear MMSE approaches

the one-shot decorrelator.

Both of the one-shot detectors have a reduced computational complexity per bit

symbol (under short sequence spreading). Each time an interferer bit delay changes, a

re-computation of its filter response requires the solution of 2K !inear equations with

2K unknowns [51] and the computation of a set of cross-correlation coefficients across



the spreading waveforms. This requires, at minimum, " ((2~)3) numerical operations

[63, p. 154]. The complexity of the one-shot linear rvINISE can he reduced further

by suboptimum versions such as the N-tap MMSE detector (consisting of an N-tap

tapped-delay Hne (TDL) filter) and others with a lower number of taps [62].

•
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2.2.3 Single-User Receivers: Single-User Parameters

Single-User Receivers:
Single-User Parameters

Fig. 2.6 Classification of single-user receivers using single-user param­
eters.

The second category of DS-CDrvIA receivers is based on single-user detectors using

single-user parameters. The term single-user stems from the approach of performing

detection with respect to one particular user referred ta as the desired user. In this

approach, the remaining users are interpreted and lumped together as NIAI. However,

unlike the third category to be discussed in section 2.2.4, this category of receivers does

not require the signal parameters of users other than those of the desired user. This

makes them particularly attractive for implementation in multiple cell applications.

The classification of single-user DS-CDNIA receivers using single-user parameters is

given in Fig. 2.6. They can be subdivided into either fixed or adaptive receivers.

•

•
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Fbced single-user receivers, referring ta non-adaptive realizations, can be grauped as

receivers based on either sequence estimation or one-shot detection.

Sequence estimation - the optimum single-user detector

The optimum single-user DS-CDMA. detector is based upon maximum-likelihood se­

quence estimation of the desired user's bit sequence. Like the optimum multi-user

detector, however, its computational complexity per bit symbol increases exponen­

tially with the total number of users [64]. Hence, it, too, is impractical unless the

number of users is quite smal!.

One-shot single-user detectors

Instead of detecting the entire bit sequence of the desired user, one-shot detectors

make a decision for a single bit independent of previous or future bit decisions. The

CrvIF, described in section 2.2.1, is an example of a one-shot single-user detector.

Optimum one-shot single-user detector

Under the condition of demodulating a single symbol at a time, the optimum one-shot

detector delivers minimum probability of bit error based on comparing a likelihood

ratio to a threshold. The likelihood ratio contains two terms: the usuai statistic ob­

tained at the sampled CMF output and a correction statistic which takes the ivIAI into

account. Like the optimum single-user sequence estimation type, its computational

burden is at least the same order of complexity as the optimum multi-user detector

and the optimum single-user detector [64].

Adaptive single-user receivers

The development of adaptive single-user receivers is more recent and is surveyed in

[65]. They cao deliver substantial improvement in performance over the CNIF without

the knowledge of interferer signal parameters. Adaptive receivers can be organized

ioto two groups: linear or non-lînear adaptive receivers.

Linear adaptive receivers

This group of lînear adaptive receivers is based on the standard TDL filter known

also as the linear transversal filter [66] [18, pp. 486-487, 517-520] [44, pp. 601-620,

636-644]. The filter tap coefficients are adapted to minimize the difference or error

between the expected IDter output and the sampled filter output. The expected filter

output can be either bit symbols or the product of bit and chip symbols. Subsequently,

this group cao he subdivided into schemes for either bit symhol equalization or chip



symbol equalization. Unlike their one-shot multi-user counterparts, the computational

complexity of these adaptive schemes is proportional to the number of taps in the TDL

filter and is, thus, independent of the number of users K + 1 in the system.
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Bit symbol adaptive fllteTs

In bit symbol adaptive filters, each sampied filter output represents an estimate of each

transmitted bit (or training symbol). Furthermore, the estimates and the discrete­

time samples of the error signal (formed between the estimate and filter output) are

generated at the bit rate. The response of the TDL filter should converge ideally ta

that of the one-shot linear NIMSE multi-user detector [62] in its enhanced single-user

form as discussed earlier. The time duration of the filter impulse response is greater

than or equal to Tb. These schemes can be further broken down into structures

which differ in terms of tap delay spacing and updating algorithms. The updating

algorithms of the first three schemes aim to minimize NISE whereas that of the fourth

uses a different criterion instead.

Bit syrnbol adaptive FSE

A fractionally-spaced equalizer (FSE) is a TDL filter whose delay elements are set ta

Ts = Tc/ Ns where Ns ~ 1 is an integer. In bit symbol FSE schemes, the input to

the FSE is obtained by sampling either the down-converted received signal directly

or the output of the chip filter it(Tc - t) [67, 68, 48]. The selection of the sampling

rate is determined by the signal bandwidth given in (2.4) and the Nyquist sampling

theorem. The sampling rate is set to satisfy l/Ts ;::: 2B = (1 + a)/Tc and then set to

an integer multiple of the chip rate. Thus, liTs = LYs/Tc where Ns = 1 + ral.

Bit symbol adaptive chip-spaced equalizers

In bit symbol adaptive chip-spaced equalizers, the delay elements of the TDL are set

to Tc. This is equivalent to constraining Ns = 1 in the FSE and having l/Ts = l/Tc
[62, 69]. When the number of taps is N, this scheme represents the adaptive version

of the N-tap NI~ISE detector. Other versions which reduce computational complexity

at the expense of further reduction in performance are developed in [62] by further

reducing the number of taps.

Bit symbol frequency domain TDAF

The development of the bit symbol frequency domain time-dependent adaptive fUter

(TDAF) has its roots in Frequency-Shift (FRESH) filtering theory for linear signal

estimation in cyclostationary noise [70, 48, 71]. The FRESH filter exploits spectral

coherence in the received signal by summing appropriately weighted and frequency-



shifted versions of the received signal [70]. In the one-shot detection of PAM signals,

the FRESH filter can be implemented as a modified version of the frequency domain

adaptive filter [72] [73, pp. 197-210]. Known as the frequency domain TDAF [74,

75, 76], this realization processes the received signal in the frequency domain. The

frequency domain TDAF is closely related to the bit symbol adaptive FSE described

previously. With respect to the estimation and filtering of PAM signaIs, the FRESH

filter output, when sampled at the bit symbol rate, reduces mathematically ta an FSE

[70, p. 566].

There are two potential benefits of implementing the frequency domain TDAF

over the adaptive FSE [76, p. 393]. Given a large number of taps, the number of com­

putations in terms of multiplication and add operations can be reduced significantly.

This is because convolution in the time domain can he performed with less operations

in the frequency domain via the Fast Fourier Transform (FFT) [73]. Furthermore, the

rate of convergence can be improved. This is because the received signal is divided

into contiguous spectral bands each with their own convergence rate and step size

value [76][73, pp. 205-210].

There appears to he no mention of problems associated with the frequency domain

TDAF in [74, 75, 76]. However, generally, frequency domain adaptive filter implemen­

tations have t'Wo weaknesses. First, leakage of signais from one band ta other bands

can occur and reduce fUter performance [73, p. 206]. And second, the updating of tap

coefficients illcurs a delay during the processing of a block of samples via the FFT.

This necessitates small step size values and reduces the convergence rate [72].

Blind Adaptive Receiver

Blind adaptive receivers are investigated in [77, 65]. The term blind arises from the

fact that no training sequence is required. They consists of two parallel filters whose

outputs are summed. One is the CNIF for the desired user which is fixed and the other

is a TDL filter whose taps can vary. Based on the criterion of minimizing the sampled

output energy, the combined response can converge to the one-shot multi-user linear

lVIlVISE. Bit decisions are not used in the tap coefficient updating algorithm. The

advantage of this scheme surfaces in situations where the decision-directed mode of

updating the coefficients proves unreliable. This can occur either when other users go

on and off line, or when sudden changes in signal powers occur. A generalization of

this blind adaptive approach, in the context of inverse filtering, has been considered

for channels with multipath and ISI [78] .

•

•

•
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Chip symbol adaptive filters - chip symbol adaptive F8E

In chip symbol adaptive iilters, each sampled filter output represents an estimate

of bt~)/NJ a~) (or a training symbol). Furthermore, the estimates and the discrete­

time samples of the error signal (formed between the estimate and filter output) are

generated at the chip rate. This idea appears to have been first introduced in [79]

as a structure ta realize the noise-whitening NIF (NW~IF) ta be discussed in section

2.2.4. A few changes to the bit symbol adaptive FSE occur when applied to chip

symbol adaptive filtering. First. in training mode. each training symbol represents

a chip instead of a bit. Second, in decision directed mode, each training symbol

is an estimate of a transmitted bit re-spread by the spreading sequence: bi~/NJ a~O).

Although each chip a~O) is known a priori, bit decisions incur a delay of at least Tb.

And third, the number of delay elements in the chip symbol FSE can be considerably

reduced in comparison ta the bit symbol FSE.

There are two advantages of the chip symbol adaptive filtering over its bit symbol

counterpart. It reduces computational complexity since the number of tap delay

coefficients is considerably reduced. And most notably, it is the only linear adaptive

scheme that remains feasible under long sequence spreading. This issue shaH be

elaborated on in section 2.2.5. Its disadvantage is its limited gain in performance in

comparison to that of bit symboI adaptive receivers [79].

Non-linear adaptive receivers

Non-linear adaptive receivers can be broken down into bit symbol decision feedhack

equalizers (DFE) and adaptive receivers based on neural networks.

•

•
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Bit symbol DFE

A DFE consists of two TDL filters: a feed forward fiiter whose input is the received

signal and a feedhack filter which is fed with bit symbol decisions [66][44. pp. 621­

627, 649-650][80, pp. 500-510]. The feed forward filter output is subtracted by the

feedback filter output and fed to a slicer. The application of the DFE in place of

the FSE is investigated in [81, 82] and is motivated by its ability to handle ISI and

delayed replicas of the desired signal due to multiple propagation paths.

Adaptive single-u.ser neural networks

The application of neural networks to DS-CDMA receiver design is outlined in [48]. It

can deliver near-optimal performance [83] like its muIti-user neural network receiver

counterpart since it can detect signaIs in non-stationary and non-Gaussian noise [84].

However, it has two shortcomings which prohibit it from practical consideration. '.Vith

present neural net equalization techniques, there is no guarantee of reaching an opti-



mal solution and its rate of convergence is very slow [48]. It, thus, requîres extremely

long training sequences [85].•
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2.2.4 Enhanced Single.User Receivers: Multi-User Parameters

In the previous section, single-user receivers were described under the constraint that

signal parameters of only the desired user were utilized. In this section, the constraint

is lifted to improve the design and performance of the single-user receivers. The term

enhanced denotes the inclusion of signal parameters of other users (ie. multi-user

parameters). rvloreover, these receivers are constrained to be one-shot linear detectors.

The enhanced single-user receivers are summarized in Fig. 2.7. The one-shot linear

Enhanced Single-User Receivers:
Multi-User Panuneters

Fig. 2.7 Classification ofenhanced single-user receivers using multi-user
parameters.

rvIMSE detector and decorrelator have already been described in section 2.2.2 in the

discussion on one-shot linear detectors in the context of multi-user receivers. 80th

are included in Fig. 2.7 and Fig. 2.5 since, as explained previously, they can be

implemented as either multi-user or enhanced single-user receivers. The one-shot

detector labelled as chip-delay locked MF (CLMF) in Fig. 2.7 shaH be discussed in

more detail in section 2.4 and derived in Chapter 3 and Chapter 4. Consequently, the

remaining enhanced single-user receiver that needs to be described is the NWMF.

NWMF

When the only known parameter concerning interfering users is the ratio of total MAI

power to thermal noise power, whitening of the interference can be applied to produce

the noise-whitening MF (NWMF) [86]. It provides improvement in performance over

that of the CMF by the addition of a noise-whitening filter either before or after the

chip filter. The improvement, however, is much less than that achievable by multi-



user receivers. Its advantage is its low complexity per bit symbol. The complexity

of computing its fiIter response is independent of K and the method of spreading.

Another method of implementing the NWl\fF joins the whitening fiiter and the chip

fiiter to produce a modified despreading chip waveform which changes according to the

NIAI power and desired user's spreading sequence. This idea has been investigated for

the specifie case of rectangular pulses in [87]. In addition, ta enhance the performance

of IC-receivers, the NWMF can replace the CMF in the front end of the IC-receivers

to improve the reliability of preliminary bit estimates.

•
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2.2.5 Ramifications of Spreading Method

The previous section reviewed DS-CDl\ILI\ receivers in the context of DS-CDLVIA sys­

tems based on short sequence spreading. This was because most receivers, until

recently, were developed under the assumption of short sequence spreading. Practical

systems, however, such as r8-95 (1] and nearly aIl thase proposed far third generatian

cellular communication systems [27, 29,31] have been designed based on long sequence

spreading. The sole exception is the proposaI known as FRA~IE8 FNIA2 where long

sequence spreading serves, instead, as an option to short sequence spreading [27, p.

425, Table 2]. The aim of this section is to show that the majority of oS-cntvIA
receivers (designed to counter the power-imbalance problem) are rendered inapplica­

ble in systems based on long sequence spreading due to either excessive complexity

or incompatibility. This observation shaH serve as the driving force which motivates

the thesis and the development of receivers feasible under long sequence spreading.

Later, reasons for the selection af long sequence spreading are described.

The assumption of long sequence spreading adversely affects the design of aIl ns­
CntvIA receivers except for the IC, NWrvIF, chip symbol adaptive FSE and CMF.

In the case of multi-user detectors, their computational complexity per bit symbol

explodes since the cross-correlation coefficients among the spreading waveforms of

each pair of users now change with each bit symbol. Before, under short sequence

spreading, these coefficients remained fixed until a change occurred in the bit delay of

at least one interferer. However, under long sequence spreading, the coefficients must

either be re-computed at the bit rate or fetched if stored beforehand. Furthermore, the

complexity of the one-shot linear receivers (the least complex among the multi-user

receivers under short sequence spreading) explodes, nonetheless, even when the cross­

correlation coefficients are available. Previously, a minimum of 0 (2~)3) operations

were required to compute the one-shot linear MMSE or decorrelator when a bit delay



Reasons for Long Sequence Spreading

parameter changed. Under long sequence spreading, however, the operations must be

repeated at the bit rate for each consecutive bit to be detected [55]. In contrast, non­

linear IC schemes are unaffected since the MAI is estimated on-line by multiplying the

bit decisions with the spreading sequence regardless of the spreading method. Despite

this property, as described earlier, their complexity per bit symbol, which increases

linearly with K, remains high.

Long sequence spreading also poses an insurmountable problem to single-user bit

symbol adaptive filters. These were developed under the assumption of short sequence

spreading whereby the desired user's spreading sequence for each consecutive bit re­

mained fbced. This made it possible for the adaptive filter to converge to the one-shot

linear MrvISE solution. However, under long sequence spreading, the ~'1J\;ISE solution

changes with each consecutive bit symbol. Cansequently, the bit-symbol adaptive

filters are rendered inutile. Therefore, the NWMF and chip symbol adaptive FSE

(proposed ta realize the NWlVIF) remain as the only low-complexity alternatives ta

the CrvIF feasible under long sequence spreading.

The reasons for choosing long sequence spreading over short sequence spreading in

OS-CDNIA are described. The primary reasan relates ta channel cading which plays

a fundamental role in the design of not only DS-CDNIA systems (39], but, in general,

any reliable digital communication system. In practice, therefore, as shawn earlier in

Fig. 1.3, bandwidth expansion for bit transmission is performed by channel coding

in addition ta direct-sequence spreading. By taking into account the coding rate Re

(ratio of the information bit rate ta the coded bit rate) of the channel encoder, PG

in (2.5) is modified ta PG = N(l + et) . 1/Re and N = PG/[(l + et) . 1/Re]. In effect,

channel coding reduces lV by a factor of l/Rc• For example, in the uplink of the

18-95 system based on long sequence spreading, PG/(l + et) = 128, 1/Rc = 32 and

N = 4. Each coded bit (or Walsh chip) is spread by a sequence of N = 4 chips [1, p.

6-11, Table 6.1.3.1.1-1] taken from consecutive and contiguous segments of a longer

PN sequence of length Np = 242
- 1 [1, p. 6-24]. Under short sequence spreading,

not many distinct sequences of length lVp = N = 4 can he constructed. Through

this example, it can be seell that, in systems where a large portion of PG is allocated

to channel cading, long sequence spreading would be preferable to short sequence

spreading.

If short sequence spreading were desired, nonetheless, a lower limit to Re would

•

•

•
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have to be imposed to maintain a sufficiently large N. Such a restriction would, how­

ever, come at the loss of potential gain in performance and capacity. This observation

cornes as a result of the recent work of [88, pp. 27-30] and [89, pp. 50-51] which advo­

cate allocating as much of the PG ta channel coding as possible. As shown in [89, pp.

50-51], when aIl of the PG is consolidated to channel coding by setting Re = l/PG

and N = 1, channel capacity in an AWGN channel is maximized. Therefore, long

sequence spreading appears to be unavoidable in systems geared towards ma..ximizing

performance and capacity.

The second reason for avoiding short sequence spreading relates to issues of privacy

and security in the communication links. In long sequence spreading, each consecutive

bit is spread by a different sequence instead of the same sequence. This adds an extra

level of security in the air interface.

•
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2.3 Detailed Thesis Statement

This section provides a precise statement of the thesis in three parts. First, the

problem of receiver design in DS-CD1JlA is formulated and justified in the context of

the background information presented thus far in the thesis. Second, the goals of the

thesis are stated. And third, the approach taken to achieve the goals is described.

2.3.1 Formulation of Problem

The previous section has established that the CNIF, NW1JIF and chip symbol adaptive

FSE (proposed to realize the NWMF) are the only low-complexity receivers compati­

ble with DS-CDMA systems based on long sequence spreaàing. It was shown that aIl

other receivers suffer from either excessive complexity or incompatibility under long

sequence spreading. The problem with the CMF and NWNIF, however, is their limited

performance under power-imbalance conditions. As shaH be shown in Chapter 5, the

near-far resistance (a measure quantifying receiver robustness to the power-imbalance

problem) of the NWNIF, like that of the CMF, is zero. Based on these observations,

several questions can be posed. Does there exist a low-complexity receiver compati­

ble with long sequence spreading which delivers performance greater than that of the

NWMF? If sucb a receiver did exist, how much of an increase in performance would

it yield? And, what would its complexity be? These are the primary questions which

the thesis seeks to answer.

The questions ment consideration because of the need, in DS-CDrvfA systems,

for low-complexity receivers less vulnerable to the power-imbalance problem. Should



such receivers compatible with long sequence spreading exist, they could significantly

boost the performance and capacity of present systems (such as 18-95) and future

DS-CD~IA systems implementing long sequence spreading.
•
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2.3.2 Goals

The goals of the thesis shaH now be stated with respect to the problems formulated in

section 2.3.1. The primary goal of the thesis is to derive a receiver, suited for systems

based on long sequence spreading, which offers an improvement in performance over

the NW1JIF. This willlead to the proposed chip-delay locked ~IF (CL~IF). The second

goal is ta determine the gain in performance associated with the CL~IF in comparison

ta the NWMF. The third goal is to offer directions ta the development of adaptive

versions of the CL1tIF d.1llenable to practical implementation. And the final goal is

ta develop a general framework for deriving one-shot linear receivers induding the

enhanced single-user detectors.

2.3.3 Approach

The approach taken in achieving the first goal stated in section 2.3.2 shaH be described

in four stages corresponding to: the selection of the receiver structure, the selection

of the optimization criterion, information requirements and the description of the

method of synthesis. This essentially follows the heuristic approach outlined in [90,

pp. 12-15] and [91, pp. 186-187]. NIoreover, this approach is similar to that of [86] but

differs in the third stage with respect to the modelling of the interferer bit delays.

Structure

The structure of the receiver is based upon a linear time-invariant (LT1) filter receiver

as depicted in Fig. 2.8 in complex envelope forme This is the proposed receiver for

r(t) H
~(O)

-I__h(_t)__ ~'Re(.) ~(i+ lm-l'---=F -~..bi

Fig. 2.8 Rx 0 - The LTI iUter receiver for user O.

• Rx 0 in Fig. 2.1. 1t consists of an LT1 fUter h(t), a sampler and a slicer (hard-decision

device) [80, pp. 79-87] [18, pp. 224-229J [44, pp. 238-244] and [86]. The real part

of the filter output, scaled by a factor of 1/2, is sampled every Tb seconds and fed ta



the slicer to produce the bit estimate b~O). As discussed in section 2.1.1, it is assumed

that both carrier-phase and bit-timing recovery has been accomplished.

The LTI filter structure is selected for the following reasons. As observed in the

progression from the optimum multi-user detector to the one-shot linear detectors,

this structure tends to result in receivers with reduced complexity. Furthermore,

once the solution is established, it can guide the development of adaptive versions

suitable for implementation. Not only would this reveal the underlying structure of

the adaptive filter, but it would also provide the filter response to which the adaptive

versions should ideally converge. Thus, the LTI filter receiver structure is selected

in the hope of developing implementations which deliver performance beyond that of

the NWlJIF while maintaining low complexity per bit symbol.

•
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Optimization Criterion

In general, the selection of an appropriate optimization criterion is important in two

respects. One, it serves as a measure to assess receiver performance. And two, it

influences the practicality of the design. Here, the criterion is selected primarily for the

purpose of design rather than performance. In fact, in terms of performance, selection

of probability of bit error Pe would be ideal. However, the problem with Pe is that it

leads to either untractable or computationally expensive solutions such as the optimal

one-shot single-user detector as discussed in section 2.2.3. Thus, for the purpose of

developing a practical receiver with much less computational requirements, a second

order criterion known as signal-to-noise ratio (SNR) (91, 92, 93] is selected. The SNR

criterion is defined mathematically later in (2.15) and explained in section 3.1 in more

detaiI. As evident in the N\VNIF [86], designs based on the LTI filter structure and

the SNR criterion tend to result in implementations with low complexity.

The problern with the SNR critenon is that it does not necessarily guarantee an

improvement in Pe which is ultimately the criterion of interest from the perspective

of performance rather than design. Although the relationship that increasing SNR

monotonically lowers Pt! makes sense intuitively, it does not hold in aIl cases. An

example of a degenerate case where SNR may be misleading arises in a point-to-point

direct-sequence spread spectrum system with narrowband interference. In comparing

the Pe performance of two different filters in this situation, a fUter providing larger

SNR compared to another may not necessarily deliver lower Pt! when PG is small (eg.

PG = 7) [94]. It may in fact deliver higher Pe • On the other hand, as long as PG is

moderately large (eg. PG 2': 63), SNR provides a useful measure of Pe performance



[94]. It is conjectured that in wideband interference, the same result would hold.

That is, SNR should provide an adequate measure of Pe performance in DS-CDMA

systems as long as PG is moderately large.
•
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SNR vs. NISE

The LTI filter which maximizes SNR is referred to as a matched fil ter (NIF) [91,92,93].

There exists another second-order criterion known as mean square error (ivfSE) [18,

p. 467-469] [80, p. 489-491] intimately related ta SNR. The errar is the difference

between the filter output and the expected (or desired) output. As shown in [95,

pp. 252-261], the LTI filter which minimizes !vISE is identicaI to the MF (except

for a possible scaling factor) in the one-shot linear estimation of PAM signaIs. This

result is obtained under the assumptions of an infinite observation interval and \VSS

noise. The relationship is re-investigated in Appendix A when both assumptions are

removed. In addition, an expression which relates minimum tvISE to ma.""<imum SNR

(for the same fil ter which minimizes !vISE and maximizes SNR) is derived.

Information Requirements

Next, the information required ta derive the !vIF is discussed. With respect to the

desired user, it is assumed that its spreading sequence is knawn to the receiver. With

respect ta the interferers, knowledge of their spreading sequences is unnecessary. How­

ever, it is assumed that each of their chip delays and signal powers are known. It is

this assumption which distinguishes this work from [86] where the bit delays were

assumed ta be random and unknown. Later, the requirement of interferer chip delays

and signal powers cao he dropped when adaptive implementations are considered in

Chapter 6.

Based on the approach to be outlined shortly, it will be possible to synthesize not

only the CLMF, but also other enhanced single-user receivers such as the NWMF,

one-shot linear NIMSE and decorrelator as described in section 2.2.4. This ability

to synthesize other enhanced singie-user receivers is achieved by altering the levei of

interferer signal parameters available to the receiver. It is summarized under a general

framework considered in section 2.4.

Method of Synthesis

This section reviews, in general terms, the process of designing the SNR maximizing

filter component h(t) in the LTI filter receiver in Fig. 2.8. The fiiter is shown in Fig.

2.9. The design, based on MF theory, is explained in more detail in [91, 921 93, 96].
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Fig. 2.9 The filter component of the MF receiver.

The received signal of (2.9) can be separated into two parts:

r(t) = s(t) +n(t).

39

(2.11)

The signal s(t) represents the desired signal to be detected whereas net) represents

the noise. The filter is designed to detect the signal associated with the desired user's

ith bit b~O) where, based on (2.6),

The signal ta be detected changes with each bit under long sequence spreading. In

terms of ~IF design, this implies that the filter response must change at the bit

rate to detect each new bit. Consequently, the tvIF may have to be re-computed

repeatedly at the bit rate as weIl. However, as will be shown in Chapter 4, when the

observation interval is infinite, an important simplification arises which circumvents

this difficulty. In contrast, under short sequence spreading, (2.12) reduces to s( t) =

J2Pob~O) a(O) (t - iTb) where à(O) (t) is defined by (2.8) for k = O. Since the signal ta

be detected remains the same for each bit, the MF response remains the same for the

detection of each bit symbol of user 0 as long as interferer signal parameters remain

fi.'Xed. Without loss of generality, the development of the MFs for the remainder

of the thesis assumes the detection of the zeroth bit b~O) such that (2.12) becomes

set) = J2PobbO)â(O)(t). To design the MF for the detection of b~O), à(O)(t) can be

re-defined by replacing a~O) with a~o~iN in (2.8) for k = O.

The noise, comprised of the remaining signaIs in the DS-CDrvIA system, can be

written as

where MAI Ï(t) and background AWGN w(t) have been defined in (2.10) and in section

•

•

(i+l)N-l

s(t) = J2Po b~O) L a~O)q(t - nTc).

n=iN

net) = Ï(t) + w(t) + (t)

(2.12)

(2.13)



2.1.3, respectively. The third term, represeoting intersymbol interference (ISI), can

he expressed as•
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The ISI consists of the desired user's signal sCQ)(t) assoeiated with the bits b~O) for

n =1= O. The first SUffi in (2.14) represeots the precursor ISI from previous bit and

chip symbols while the second sum represents the postcursor ISI from future bit and

chip symbols. In general, the ISI term ((t) can be ignored when PG » 1 as is the

case for most spread spectrum signaIs [18, p. 306, 339]. This Decurs when either 1'1

or Cl is large. As a rather extreme example, the ISI at a filter output is zero for a

chip waveform ij(t) (such as the reetangular pulse) that exists ooly over the interval

t E (O, Tc) even if N = 1. Initially, it is assumed that PG is sufficiently large so that

the effect of ISI can be safely ignored. This assumption is made to prevent obscuring

the development of the rvIFs which can suppress ~IAI. The effect of ISI on the lVIF

derivation is investigated in Appendb: D.

The received signal is passed through a linear time-invariant (LTI) filter with an

impulse response of h(t). The real component of the output, scaled by a factor of

1/2, is then sampled at t = Tb. The sampIed output can be separated into two parts:

the desired component S(Tb) corresponding to the desired signal s(t) and the noise

compooent iV(Tb) corresponding to the noise ii(t).

In this framework, the objective in ~IF design is to derive the LTI filter, h(t),

which ma.ximizes the sampled output SNR {86, 92].

SNR = (2.15)

•

given the reeeived signal r(t) defined in (2.11) as input over an observation interval

of t l ~ t ~ t 2 • The function E(·] represents the expectation operator. The filter h(t)

which delivers the maximum SNR is referred to as the SNR maximizing LTI filter

or MF. As pointed out earlier in the discussion on the optimization criterion, except

for a possible scaling factor, the impulse response of the MF is equivalent to the LTI

filter which minimizes lVISE.

As shown in (38, 97], the MF for the detection of the zeroth bit bbO) is the solution

to the following complex Fredholm integral equation based on the complex baseband
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representation of bandpass signals
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1 lt2
[- - - ] ( )- Rn(t, u)h$CTb - u) + flnCt, u)h(Tb - u) du = li a (t), t l ~ t :::; t2• (2.16)

4 tl

Strictly speaking, the impulse response is h(u)ejwcTb. However, for c1arity, it is as­

sumed that WcTb = 21rl where l is an integer so that ejwcTb = 1. The term Rn(t, u) rep­

resents the autocorrelation function of the noise while Èln(t, u) represents the pseudo­

autocorrelation or complementary autocorrelation function of the noise [47][18, p.

312J. In general, given a complex random process ..t(t), the autocorrelation function

and pseudo-autocorrelation functions are defined as

R.~(t,u) - E [.;~(t)X*(u)],

Ï(y (t, u) = E ["y(t)"y(u )] ,

(2.17)

(2.18)

•

•

respectively. Both the autocorrelation and pseudo-autocorrelation functions are needed

to provide a complete second-order characterization of the joint statistics of the in­

phase (reaI) component and quadrature (imaginary) component of the noise [18, pp.

311-313]. When Ïln(t, u) = 0 for all t and u, the noise .,ri(t) is categorized as proper

or circularly symmetric [47J[18, pp. 311-316J. In this situation, (2.16) reduces ta the

usuai integral equation given in [96, pp. 481-484 (13-7.15)J for signal detection in

proper complex noise

Otherwise, when the noise is improper (or no longer circularly symmetric), (2.16) must

be solved instead.

In summary, once à(O)(t) is given, the MF solution h(t) will depend upon the form

of the two noise autocorrelation functions: Rn(t, u) and Ëtn(t, u). Their forms, which

depend on the modelling of the interferer signal parameters, are described in Chapter

3.

2.4 Unifying Framework for Enhanced Single-User

DS-CDMA Receivers

This section describes a general framework for the synthesis and organization of en­

hanced single-user DS-CDMA receivers. As mentioned in section 2.3.3, information



on interferer signal parameters plays an important role in designing the LTI filter

which maw""cimizes SNR. Although the primary interest of the thesis is in developing

the CLNIF, by altering the amount of signal parameter information available to the

receiver, other forms of the filter (inc1uding each of the enhanced single-user detectors

described in section 2.2.4 and Fig. 2.7) can be designed.

Section 2.4.1 describes a generalized model of information on interferer signal

parameters. Section 2.4.2 then describes the various filter realizatians whose form

changes according ta the level of information available ta the receiver. The description

shaH be conceptual in nature. Rigorous mathematical descriptions are relegated to

Chapters 3 and 4.
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2.4.1 Generalized Model of Information on Interferer Signal Parameters

A generalized model of information on interferer signal parameters is presented. As

listed in Table 2.2, the information on interferer signal parameters may consist of their

spreading sequences {a~k)1 k E [1, KJ, n E (-00, (0) }, bit delays {rk}:=l' chip delays

{Tk}:=ll signal powers ta No ratio {Pk/No}f=l or net NIAI powers ta lVo ratio 'Y/No.

The set of phase-offsets {Bk }:=l are assumed to be random and i.i.d. where each Bk is

uniformly distributed over Ok E [0, 27r). The effect of fixed phase-offsets is considered

later. :NIoreover, among the four sets of pararneters, it is essentially the modelling of

the spreading sequences and bit delays which determines the three distinctive models.

The three basic models, which are the primary focus of this thesis, are summarized

in Table 2.3. These are, in arder of increasing information, unlocked, chip-delay

Table 2.3 The three basic models of information on interferer signal
parameters. The symbol ,; indicates those parameters which are required.

Modelof Spreading Bit Chip
interferers sequences delays delays

(k)
{Tk}~l {Tk}~~lan

unlocked
chip-delay

locked ,;
bit-delay

locked V ,;

locked and bit-delay locked înterferers. For example, the model of chip-delay locked



interferers refers to the case where interferer chip deIays are known whereas their

spreading sequences are unknown.

In the first two modeIs, long sequence spreading is assumed. In the third model of

bit-deIay locked interferers, however1 short sequence spreading is assumed as a special

case. As pointed out in section 2.2.4, the one-shot linear NI~ISE and decorrelator

were developed under the constraint of short sequence spreading. Thus, to derive the

same filters under this cornmon framework, short sequence spreading shall be assurned

when interferer spreading sequences are known. If, on the other hand. long sequence

spreading were employed, their filter response would have to be re-computed at the

bit rate as discussed in section 2.2.5.

The main emphasis of the thesis is on the three basic parameter models just

described. However, several variants of the three modcls are considered as weIl in

Chapter 3, Chapter 4 and Appendix D. The variants cao be formed by considering:

the effect of information on interferer phase-offsets, the presence of inter-symbol in­

terference (ISI) and the presence of both unlocked and chip-delay locked interferers.

The effect of phase-offsets and ISl are examined, respectively, for applications such

as fixed wireless local loops (where the phase-offsets of users may change very slowly

during bit transmissions) and applications where N may very small. Furthermore, the

thesis considers the combination of only unlocked and chip-delay locked interferers ta

obtain realizations compatible with long sequence spreading.

•

•
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2.4.2 Enhanced Single-User DS-CDMA Receivers

The various models conceming information on interferer signal parameters have now

been established. The purpose of this section is to illustrate how the model determines

the form of the SNR ma.ximizing LTI filter and how each of the enhanced single-user

receivers in Fig. 2.7 cao be derived. Table 2.4 summarizes the parameter requirements

for each of the enhanced single-user receivers. As will explained later, the BLMF

refers to the one-shot linear MMSE detector while the D-BLMF refers ta the one­

shot decorrelator. The table includes the Iimiting fonn of the NWMF and CLlVIF

referred to as D-N'\VMF and D-CLMF, respectively, as No -+ O. The arder of receiver

description in the following section proceeds from top ta bottom from the knowledge

of absolutely no interferer parameters to the knowledge of all interferer parameters.

The column furthest to the right characterizes the MAI process as being either wide­

sense stationary (WSS) or wide-sense cyclostationary (WSCS) with a period of either

Tc or Tb.
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Table 2.4 Realization of the enhanced single-user receivers according
ta known signal parameters. The symbol ,; indicates those parameters
required by the receiver. The characterization of the MAI is listed as weIl.
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Enhanced Signal Net MAI
single-user Spreading Bit Chip powers ta power ta MAI

receiver sequences delays delays No level No level characterization
(k)

{Tk}f'-l {Tk}f-l {Pk/No}f-l ,/Noan
CMF white WSS

NWMF V coloured WSS
D-NWMF coloured WSS

CLMF V J WSCS Tc
O-CLMF J WSCS Tc

BLMF J J J WSCS Tb
O-BLMF J J WSCS Tb

Two additional comments regarding the following sections are in order. First, the

C1JIF is listed in Table 2.4 and included in the following descriptions as the starting

point of the enhanced single-user receivers. That is, the Cl\tIF corresponds to the

degenerate situation where no information on interferers is necessary. And second,

the sections make liberal references to the results of Chapters 3 and 4 to justify the

framework and to provide an understanding of the organization of the two chapters.

No Information on Interferers - CMF

When the power spectral density (PSD) of MAI is fiat, MAI can be characterized as a

white WSS process. As pointed out in section 4.3.2, this characterization occurs when

each interferer bit delay is uniformly distributed over Tk E (0, Tb) and the frequency

response of the chip filter is constant over the bandwidth B of interest. In this case,

the SNR maximizing LTI fiIter is the conjugated and time-reversed version of the

trans:nitted spreading waveform. This is the well-known Cl\tIF.

Unlocked Interferers - NWMF

This realization takes advantage of the observation that the PSD of MAI is generally

not Bat for practical chip filter designs. 'Vhen the bit delays and spreading sequences

of the interferers are unknown, the interferers and the MAI are referred to as being

unlocked. As shown in sections 3.2.1 and 4.3.1, when interferers are unlocked, the



PSD of the lVIAI is determined by q(t), '"'( and Tc' As long as the frequency response of

the chip fUter is not constant over the bandwidth B of interest (and each interferer bit

delay is uniformly distributed over ik E [0, Tb) ), the lVIAI can he characterized as a

coloured WSS random process. As shown in sections 3.2 and 4.3, the SNR maximizing

LTI filter in this case is the noise-whitening lVIF (NWlVIF) derived previously in [86].

•
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Unlocked Interferers - D-NWMF

Under ~IAI-limited conditions where the A'VGN PSD level is small (ie. JoVo -+ 0), the

NWlVIF reduces ta a decorrelator-type NW1JIF referred to as the D-NWl'vIF. As shown

in section 4.3.2, it consists of an inverse chip iUter fol1owed by a despreading filter.

It can be formed from the ClVIF by replacing the ClVIF chip filter with the inverse

chip filter. Similar to the C~IF, the O-NWlVIF has the feature of being completely

independent of aIl interferer signal parameters.

Chip-Delay Locked Interferers - CLMF

When the chip delays of interferers are fi.xed and known, the interferers and the NIAI

are referred to as being chip-delay locked. As shown in section 3.3.1, the l'vIAl can

be modelled as being WSCS [71, 98, 99] with a period of Tc when the interferer

spreading sequences are modelIed as random sequences. Given the knowledge of each

interferer signal power to No ratio as weIl as their chip delays, the SNR ma.ximizing

fil ter assumes a form referred to as the chip-delay locked MF (CLMF). Knowledge

of interferer spreading sequences is unnecessary. The CLwIF is derived in sections

3.3 and 4.4. Furthermore, as pointed out in section 4.4.1, it reduces to the NWNIF

when the excess bandwidth of the chip waveform is a = 0 (since the WSCS MAI then

becomes WSS).

Chip-Delay Locked Interferers - D-CLMF

Under MAI-limited conditions where No 4- 0, the CLMF converges to a filter whose

response is independent of interferer signal powers. This yields the decorrelator-type

chip-delay locked MF (D-CLMF) derived in section 3.3.6. The O-CLMF is analogous

to the application of the zero-forcing criterion for the complete suppression of ISI [18]

without regards to the enhancement of the background AWGN. In this case, the MAI

is completely suppressed [18] .
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Bit-Delay Locked Interferers - BLMF
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When interferer spreading sequences (under the condition of short sequence spreading)

and bit delays are fixed and known, the interferers and the MAI are referred to as

being bit-delay locked. As shown in section 3.4.1, the bit-delay locked !vIAL cao he

modelled as being WSCS with a period of Tb (under the constraint of short sequence

spreading). Given the knowledge of the signal power to No for each bit-delay locked

interferer, as shown in section 3.4, the SNR maximizing filter is the one-shot linear

~1~ISE detector derived previously in [62]. To conform with the framework of this

thesis, the one-shot linear ~INISE detector is also referred to as the bit-delay locked

!vIF (BLwIF).

Bit-Delay Locked Interferers - D-BLMF

Similar to the D-N\V!vIF and D-CLMF, under NIAI-limited conditions where No -t

0, the BLNIF converges to a filter whose response is independent of the interferer

signal powers. As shown in section 3.4.6, the BLNIF converges to the the one-shot

decorrelator derived previously in [51, 60]. To conform with the framework of this

thesis, the one-shot decorrelator is also referred to as the decorrelator-type bit-delay

locked NIF (D-BLNIF) .
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Chapter 3

Matched Filters for DS-CDMA:

Finite Observation Interval

The aim of this chapter is to derive NIFs for DS-CDNIA systems when the observation

interval of the received signal is fini te. The derivation of the NIFs when the observation

interval is infinite is presented in Chapter 4. Section 3.1 explains the steps involved

in the synthesis of !\tIFs for the finite observation case. The following four sections

then derive the NIF under the various models of information on interferer signal pa­

rameters as described in section 2.4.1. Section 3.6 discusses the effect of information

on interferer phase-offsets. Section 3.7 presents a signal space interpretation of the

lVIFs.

3.1 Method of Synthesis

This section explains the process in designing the !\tIF for the finite observation interval

case. First, the form of the integral equation to he solved is developed. Second, the

steps involved in solving the integral equation to obtain the MF impulse response are

outlined. And third, a note on the numerical examples contained in this chapter is

given.

3.1.1 Development of the Integral Equation

In the finite observation interval case, the received signal is observed over the duration

of one bit symbol periode The period selected corresponds to the zeroth symbol of

the desired user b~O) sucb that t E [0, Tb]. By setting the limits tl = 0 and t2 =Tb, the
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integral equation in (2.16) becomes
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1 fnTb - --- Rn(t, u)h*(Tb - u) + Rn(t, u)h(Tb - 'u)du -
4 0

The fil ter impulse response h(u) which maximizes SNR is obtained by solving the

integral equation in (3.1). The next step is to determine the expressions for the

autocorrelation and pseudo-autocorrelation functions of the noise in (3.1).

Assuming that the thermal noise w(t) and !vIAI Ï(t) are independent processes~

the autocorrelation function of the noise ii(t) from (2.13) can be evaluated and written

as

Rn(t, u) = Rw(t, u) + RI(t, u). (3.2)

•
The autocorrelation function of the background AvVGN 'l.ü(t) is, from section 2.1.3,

(3.3)

The autocorrelation function of the MAI Ï(t), represented by Rj(t, u), has yet to be

determined. As described in section 2.4.1, its form shaH depend on how the interferers

are modeHed. The noise pseuda-autocorrelation function can be written as

(3.4)

since AWGN is assumed to be proper and Rw(t, u) = O. The substitution of (3.2),

(3.3) and (3.4) into (3.1) transforms (3.1) into a Fredholm integral equation of the

second kind [100]

p(t) + 2~o f' Rj(t, 1.1)1'(1.1) + Rj(t, 1.1) Ï(1.I)du = ii,(Ol(t), 0 ~ t ~ Tb (3.5)

where for notational compactness, the correlating signal

- No -
f(t) = -h(Tb - t)

2
(3.6)

•
has been introduced. Once the correlating signal is determined, the impulse response

of the ~IF can then be obtained from h(t) = ~oï(Tb - t).
The next step required to solve for the MF involves determining the expressions

for two MAI autocorrelation functions: Rj(t, u) and Rj(t, u) embedded in (3.5). Their



form will depend on the models discussed in section 2.4.1. Once these expressions are

determined, the remaining step involves solving the integral equation of (3.5) to obtain

the LTI filter j(t) which maximizes SNR. The solution j(t) to the integral equation

will depend upon à(O) (t) and the form of the two MAI autocorrelation functions.

Depending on the ~1AI model, this eventually leads to the realization of either the

NWNIF ~ CL!vIF, BL!vIF or several other variants of these solutions. The variants

occur under three additional conditions as described in section 2.4.1. These are the

NIAI-limited condition where No --+- 0, the condition where phase-offset parameters

of the interferers are known and the condition where both unlocked and chip-delay

locked interferers are present.

In the single-user case (K = 0), Ï(t) = 0 and, hence, Rj(t, u) = Rj(t, u) = O.

In this case, the solution to the integral equation of (3.5) is j(t) = à(O)*(t). Thus,

h(t) = ~o à(O)*(Tb - t). This is the well-known impulse response of the CMF which

maximizes SNR in additive white noise.
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3.1.2 On Solving the Fredholm Integral Equation

Various methods of solving the integral equation (3.5) associated with the finite ob­

servation interval exist. Two methods are employed: the discretization of the integral

equation (via numerical integration) and the method of separable kernels [100, Chap­

ter 2] [101, Chapter 5). The former is a brute-force method whereby the integration

interval is discretized and the integral is approximated by a summation. The accu­

racy of this method depends upon the coarseness of discretization. The latter, though

much more mathematically involved, offers several advantages over the former. It

leads to an exact solution, insight into the NIF design and analytical expressions for

both the SNR and near-far resistance. With regards ta terminology, the term, kernel,

refers to either of the two autocorrelation functions in the integrand of the integral

equation (3.5). In addition, separable kernels are also known as degenerate kernels

[102, p. 13] or Pincherle-Goursat kernels [100, p. 55).

3.1.3 Note on Numerical Examples

In all the numerical examples ta be presented in this chapter, each transmitter em­

ploys direct-sequence binary phase-shift keying (DS-BPSK) and the rectangular chip

waveform

• q(t) _ { 1, 0 $ t < Tc
0, atherwise.

(3.7)



The spreading factor is N = 8 and the desired user's spreading sequence is a(O) =
[+ - + + - - -+]. The symbols + and - refer to 1 and -1, respectively, while t for

the kth user t
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3.2 Unlocked Interferers

In this section, the MF is derived for the situation where the interferers are unlocked

as explained in section 2.4.2. This has already been solved for the particular case

of the rectangular chip pulse in [86]. Nooetheless, the case of unlocked users is re­

examined for three reasons. First, it supplements the work of [86] in that a general

solution is derived to accommodate any desired chip waveform. Second, this lends

insight ioto the internai structure of the NWi\JIF solution. And third, it provides part

of the building blocks necessary when the combination of unlocked and chip-delay

locked interferers is considered later in section 3.5.

3.2.1 MAI Autocorrelation Function - NWMF

Since the interferers are unlocked, the bit delays {7k }f:l of the interferers are un­

known. The bit delays are modelled as being independently and identically distributed

(i.i.d.) where each Tk is uniformly distributed over 7k E [0, Tb). As shawn in Appendix

B.l.1, the autocorrelation function for the unlocked ~IAI can then he expressed as

(3.9)

where the net power of the unlocked NIAI is represented by

(3.10)

•

The autocorrelation function of the chip waveform is

(3.11)

Since (3.9) is time-invariant, the MAI is WSS. The PSD expression of the MAI is

derived in Appendix F.1 and given by (F.1). With respect to the MAI pseudo­

autocorrelation function, as shown in Appendix B.1.2, knowledge of interferer phase-



To solve the integral equation based on the method of separable kernels, the rvIAI au­

toeorrelation function R}U} (t, u) in (3.9) must be approximated by a separable kernel.

A separable kernel or degenerate kernel possesses the special form: Lf Al(x)B;(y)

where L < 00 [102, p. 13]. The approximation can be realized by noting that the

kernel R}U) (t, u) is square integrable, positive definite and Hermitian. A sufficient

condition for a kernel R(t, u) to be positive definite is that R(t, u) be the Fourier

transform of a spectral density [103, p. 726] [104, pp. 376-377] [105, Appendix A].

The kernel R}U) (t, u) in (3.9) satisfies this condition sinee its Fourier transform is given

by S}U)(f) in (F.1). A kernel is charaeterized as being Hermitian (or symmetric in

the real case) when R*(u, t) = R(t, u). Thus, since R}U) (t, u) is continuous, Hermitian

and has only positive eigenvalues, then according to Mercer's theorem [100, 101, 102],

the following series

•

•
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offsets does not affect the unlocked case since

3.2.2 Towards a Separable Kernel- NWMF

00

L ÀjcPj{t)cPj(u)
j=l

51

(3.12)

(3.13)

converges to the kemel of (3.9) absolutely and uniformly. The eigenvalues À j and

eigenfunctions cPj(t) cao be obtained by solving the homogeneous Fredholm integraI

equation

(3.14)

Upon substitution of (3.9), this becomes

where ).' = )'/{2'Y) and the normalized eigenvalues À} = ).j/(2'Y) are independent of

'Y and depend only the chip waveform. Sinee a finite series is required for a separable

kernel, we cao use the approximation

• Nu

R}U) (t, u) = 21E "'j4»j(t)4»j(u).
j=l

(3.15)

(3.16)
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The issue of how large an Nu to choose is delayed until the next section.

3.2.3 Solution - NWMF

52

Ta calculate the NIF solution for unlocked interferers via the separable kernel method,

(3.16), Rj(t, u) = R}U) (t, u), (3.12) and Rj(t, u) = Èl}U) (t, u) are substituted into the

integral equation of (3.5). With sorne simplifications, this leads to

where

•

(U) rTIJ -
f j = Jo rPj('u)f(u)du.

As shown in AppendLx C.l, the coefficient cao be expressed as

(U)
(u) _ a j

f j - 1 + .:L){
No 1

where

(3.18)

(3.19)

(3.20)

Re-arrangement of (3.17) using (3.19) gives the approximated matched filter solution:

Î(t) =
Nu .:L)..'

a.CO)* (t) - ~ No j aC,U) A..~(t) 0 < t < ~ .
~ 1 + .:L )..'. 1 If'1 ' - - b
1=1 No J

(3.21)

•

This filter which maximizes SNR for unlocked interferers is referred to as the NWMF

[86]. It consists of two parts: the Cl'IIF a(O). (t) and a second filter which estimates that

part of the MAI correlated with à,(O) (t). The latter, referred to as the rvIAI estimation

filter, is a linear combination of the IVu eigenfunctions {4>;(t) }f~l. In computing the

rvIAI estimation filter, Aj, a~U) and 4>;(t) for j E [1, Nu] can be pre-computed and

stored. The problem, however, is that a large bank of these coefficients would have

to be stored since the spreading waveform a(O)(t) changes with each bit symbol under

long sequence spreading. If this were feasible, the only varying parameter would he

"Y/1Vo and the complexity in computing Î(t) in (3.21) would he independent of K and

N.



The issue of selecting Nu can now be treated. The Nu is chosen so that the

solution in (3.21) approximates to a desired degree of accuracy, the ideal solution

which sets Nu --t 00. First, the error function is defined as €u(t) = j(t) - Î(t), It

descrihes the difference hetween the approximated solution j(t) in (3.21) and the ideal
J...À'

solution. This leads to €u(t) = - L~Nu+l l:I:\,. a)U)c/Jj(t). The L2 norm is selected
No J

as the error criterion of interest. Using (3.18), the L2 norm of the normalized error

function over t E [0, Tb] becomes
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(3.22)

By applying the Schwarz inequality ta (3.20), la}U)1 2 ~ Ea where Ea = flb là(O)(t)1 2 dt.

Substitution of this into (3.22) yields lIeu(t)lI~ ::5 E. 2:~Nu+l (1 + fi;) -2. Hence,

given l/lVo and the maximum tolerable error, EU, in the L2 norm sense, lVu is chosen

to satisfy the inequality

•
00 ( No)-2

Ea L 1+ 7 ~ fU'

j=Nu+ 1 1 ]
(3.23)

Next, the limiting form of the N\Vl\tIF is examined when either 1 --t 0 or No --t O.

In the limit, as 'Y --t 0, (3.21) reduces to the ClVIF of Î(t) = ü,(O) (t). This should

he expected since the lVIAI then disappears and only AWGN remains. On the other

hand, in the NIAI limited case when JVo --t 0, (3.21) can he simplified using

00

â(O)-(t) = 1: a;Ul iPj (t).
i=l

(3.24)

The expression in (3.24) utilizes the property that, since R}U) (t, u) is positive def­

inite (as explained in section 3.2.2), the eigenfunctions {c/J;(t)}~l form a complete

orthonormal set over t E [0, Tb] [104, pp. 376-377]. Substitution of (3.24) inta (3.21)

and (3.21) inta (3.6) leads to

In the limit, as No --t 0, (3.25) reduces to h(T" - t) = ~ Li ~. a}U)rIJj(t). This solution
]

is referred to as the decorelator-type NWMF (D-NWMF). By removing the scaling

factor 2/'Y (which does not affect filter design [92, p. 174]), it can be seen that the•
- ~ 1 (U) _()
h(Tb - t) = ~!:lsz. + l.)t aj 4>j t .

}=1 2 2 1

(3.25)



impulse response is independent of all interferer signal parameters. Based on signal

space concepts, from (3.16), 27.-\} represents the interferer power associated with the

tvIAI projected on (jJj(t). By expressing the received signal in terms of its projections

on (jJj(t), it cao be seen that the D-NW1tlF tends ta emphasize those projections where

NIAI is weak (small 2'YAj) and de-emphasize those projections where NIAI is strong

(large 21'Aj).
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3.2.4 Structure -NWMF

The internaI structure of the N\tVMF is illustrated in Fig. 3.1. The top branch is

~>'"
""" No j a(U)tI>~(1i - t)
L- L+ -:L. >"'. J J b

j No J

Fig. 3.1 Internai structure of the MF solution .!1th(t) when the inter­
ferers are unlocked.

the conjugate and time-reversed version of the spreading waveform of the desired user

given in (2.8) for k = O. This branch alone corresponds to the CMF for the desired

user. The function of the bottom branch is ta estimate that part of the unlocked tvIAI

which is correlated with the desired user's spreading waveform. The output of the

bottom filter is then subtracted from the CMF output to remove the undesired contri­

butions from the unlocked MAI. The structure has a linear interference canceIIation

type structure.

3.2.5 Numerical Example - NWMF

Fig. 3.2 shows an example of the MF solution in the presence of a single interferer

(K = 1) at a power level equal to that of the desired user (Pl = Po). This is labeIIed as

and is equivalent ta the NWMF [86]. Unlike the CMF response, the NWhJIF response

attempts to take into account the presence of MAI. Given an interferer chip delay

of Tl (for example, Tl = O.5Tc), it is important to note that the interferer signal

remains constant (at a value of either ±1) over each sub-interval t E (lTI , (l + l)Tr)

for l E [-1,7]. The correlation over each sub-interval is very small as long as Tl 1= O.
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• Consequently, the NW1tIF response tends to suppress the interfering signal. On the

other hand, the correlation between the NW1tIF response and the desired signal is

reduced as weIl. Furthermore, the loss of effectiveness of the NWNIF with respect to

AvVGN can be observed from the amount of deviation of its response from the CMF

response (which is optimal in AWGN). In addition, as the NIAI to thermal noise power

diminishes, the solution approaches the unfiltered version of the spreading waveform

(ie. the CNIF). In effect, the NWMF strikes a balance in the suppression of both

NIAI and AWGN to m~"'(imize SNR without the knowledge of interferer chip delays

or other individual signal parameters. To obtain the eigenfunctions and eigenvalues,

the homogeneous equation (3.14) was solved via the discretization method. In this

plot where Eb/No = 20 dB and fU = 0.05 (as defined in (3.23) ), a value of Nu = 100

was used.

3.3 Chip-Delay Locked Interferers

•
The MF for chip-delay locked interferers is derived next. This section proceeds in a

fashion similar ta the development of the NWMF. The difference between the two sec­

tions appears in the model of information on interferer signal parameters as described

in section 2.4.2. Initially, it is assumed that the individual signal power to No ra­

tios are known. Later, section 3.3.6 considers the MF realization under MAI-limiting
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conditions (No ~ 0) when knowledge of signal powers becomes unnecessary.

3.3.1 MAI Autocorrelation Function - CLMF
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The two autocorrelation functions for the chip-delay locked interferers are derived.

They are both conditioned on the chip delays and signal powers of the interferers. As

shown in Appendix 8.2.1, the ~IAI autocorrelation function can be expressed as

where

K

R(/_C) (t, u) = ~ R(C) (t u)
~ i(k) ,

k=l

00

R~~)}(t,u) = 2Pk L q(t - Tk - nTe)q·(u - Tk - nTc ).

n=-OCI

(3.26)

(3.27)

•

•

There are several important observations concerning the autocorrelation function.

First, the phases, {Ok}:::l' disappear from (3.26) regardless ofwhether they are known

or unknown. Second, R}C) (t, u) is a function of the chip delays Tk , defined in (2.3) 1

and not the bit delays 'k. Third, the autocorrelation function in (3.26) is periodic

with respect to Te since R}C)(t + Tc, 'u + Tc) = R}C) (t, u). The periodic property of

(3.26) indicates that the chip-delay locked ~IAI is, in fact, wide-sense cyclostationary

(WSCS) with a period of Tc [71, 98]. This observation is the critical point of departure

from the characterization of the rvIAI as a coloured vVSS process in the unlocked

case. And fourth, characteristic of WSCS processes, the instantaneous rvIAI power

E[lÏ(t)1 2} = R}C) (t, t) = R}C)(t + Tc, t + Tc) is periodic with Tc [106}. An example of

R}Cl(t, u) is given in Fig. 3.3 for rectangular chip pulses when K = 1, Tl = 0.5Te

and Pl = 1/2 over a S; t, U S; 8Te• The example illustrates the periodic nature of

R}C) (t, u). The chip delay Tl shifts R}C) (t, u) along the diagonal u = t. With respect

to the !vIAl pseudo-autocorrelation function, as shown in Appendix 8.2.2, since the

phase-offsets Ok are unknown and modelled as uniformly distributed over Ok E [0, 21r),
-(Cl .R j (t, u) =0 and the MAIls proper.

3.3.2 Towards a Separable Kernel- CLMF

The chip-delay locked kernel of (3.26) nearly possesses the fonn of a separable kernel

except for the infinite number of terms in (3.27). This obstacle can he overcome by

a couple of observations to reduce (3.26) to a series with a finite number of terms. If
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Fig. 3.3 MAI autocorrelation function R}C) (t, u) for rectangular chip
pulses when K = 1, Tl = D.5Te and Pl = 1/2.

the ehip pulse is time-limited (TL) ta a duration of (21VI - I)Tc such that

ij(t) = 0, if t < (-Nf + I)Tc or t 2:: ivITe (3.28)

•

for an integer, 1vl, satisfying 1 ~ NI < 00, then the only terms needed in (3.27) must

have indices satisfying t - Tk - NITe < nTc < t - Tk + (!vI -1)Te and u - Tk -/vITe <
nTc < u - Tk + (1vf -1)Te given t, u and Tk• Sînee the intervaI of interest in the integraI

equation is 0 ~ t, U < Tb and sinee the chip delay satisfies 0 :5 Tk < Tc, therefore, the

only required terms satisfy -!vI :5 n ~ N + lvf - 2. For example, for the rectangular

pulse, !vI = 1 and -1 ~ n :5 N - 1.

When the chip pulses are strictly bandIimited (BL), q(t) can be readily approxi­

mated by a truncated TL version. This can he achieved by selecting a sufficiently large

Nf whereby the truncated TL pulse contains nearly all (eg. 99.99%) of the energy of

the original BL pulse. Renee, with sorne re-arrangement, (3.27) can be rewritten as,

for 0 :5 t, u :5 Tb,

N+M-2

Ri~)(t,u) - 2P" L q(t - Tk - nTe)i[(u - Tk - nTc) (3.29)
n=-M

which is now in the form of a separable kemel.



3.3.3 Solution - CLMF

Ta calculate the 1tIF solution for the chip-delay locked interferers, Rj(t,u) = R~C)(t, u),

Rj(t, u) =0, (3.26) and (3.29) is substituted into the integral equation of (3.5). This

leads to

•
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K P N+M-2

j*(t)+E; ~ f~~)*q(t-Tk-nTc) - â(O)(t),OSt:5Tb (3.30)
k=l 0 n=-M

where

(C) IoTb
-f kn = ij(u - Tk - nTc)f(u)du.

t 0
(3.31)

•

The calculation of the unknown coefficients, fk;;, has been relegated to Appendix C.2.

Computation ofthese coefficients requires K2(N +21\;[ -l)(N +2Af) integrations and

the solution of a set of K(N+21\-'/ -1) linear equations with K(N +21\1/ -1) unknowns

which are the coefficients f~~}. The number of operations required ta solve the set

of equations is on the order of CJ (K 3 (N + 2}v[ - 1)3/3) [63]. Once the coefficients

are computed, the 1tIF remains the same until either the spreading sequence of the

desired user changes under long sequence spreading or when the signal parameters

of interferers change. Under long sequence spreading, since the coefficients would

have to re-computed at the bit rate, this would involve an extremely large number

of numerical operations which would pose a significant problem in the context of

implementation. As will be shawn in Chapter 4, the large computational complexity

per bit symbol associated with the CL1tIF can be significantly reduced.

By re-arranging and conjugating (3.30), the solution to the integral equation be­

cornes

j(t) = (3.32)

•

This filter which maximizes SNR when interferers are chip-delay locked shaH be re­

ferred to as the CLJ\'IF. As in the unlocked MAI case, the CLMF in (3.32) consists

of two parts: the CMF and a second filter which estimates that part of the MAI cor­

related with â(O)(t). The MAI estimation filter of the CLMF is a linear combination

of the K(N + 2A;/ - 1) basis functions {tj(t - Tk - nTc ) 1 n E [-M, N + M - 2],

k E [1, K]}. The basis function indexed by n and k is the conjugated chip filter Q* (t)

delayed by Tk + nTc' The same set of basis functions can he used ta construct the
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chip-delay locked MAI i(t) given by (2.10) and (2.6).

3.3.4 Structure - CLMF
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•

The structure of the CLMF is illustrated in Fig. 3.4. As in the NWNIF solution,

~: L ff:~q·(Tb - t - TK - nT.:)
n

Fig. 3.4 Internai structure of the MF solution tfth(t) when the inter­
ferers are chip-delay locked.

the top branch represents the CrvIF for the de&ired user. Each of the remaining K

branches enclosed inside the dotted box estimates that part of the tvIAI from a chip­

clelay locked interferer correlated with the desirecl user's spreading waveform. The sum

of the outputs from the lower branches constitutes an estimate of the tvIAI embedded

in the CMF output. The estimate is then subtracted from the crvrF output resulting

in a linear interference cancellation structure.

In comparing, the MAI estimation filters of the NWMF and CLlVIF, the former

attempts to remove signais of interferers, which could potentially have any chip delay,

correlated with aCO ) (t). That is, the former estimates the MAI whose basis functions

span the infinite set {Q*(t - x - nTc)1x E [0, Tc)} even though the set is, in fact, finite

under chip-delay locked conditions. Consequently, the latter need only estimate and

remove MAI contained in a smaller signal space spanned by the finite set of basis

functions.

3.3.5 Numerical Example - CLMF

Fig. 3.2 illustrates an example of the chip-delay locked MF (CLMF) solution and

the conventional MF (CMF) when K = 1, Pl = Po, Eb/No = 20 dB and at a chip



3.3.6 Effect of MAI-Limited Conditions - D-CLMF

delay of Tl = 0.5Tc • The solution strikes a balance in suppressing both AWGN and

locked MAI. However, unlike the NvVMF, it takes advantage of the interferer chip

delay information for improved noise suppression. The chip delay parameter allows

the receiver to know a-priori the permissible transition instants of the interferer's

spreading signal. This is possible even though the interferer's spreading sequence is

unknown since the chip rates among all the lisers are identical. The interferer signal

remains constant (at a value of either ±1) over each sub-interval t E (lTl , (l + l)Td

for l E [-1, 7). The correlation of the CLrvIF response with the interferer signal over

each sub-interval is very sma!!. In fact, for the D-CLNIF solution to be explained in

the foI1owing section, the correlation over each sub-interval is zero. Consequently, like

the NW~IF response, the CLMF response effectively suppresses the interfering signal.

In contrast to the NWNIF, however, the correlation of the CL1'IF response with the

desired signal is increased. The difference between the responses of the CL~IF and

NWrvIF of [86] serves as an early indication of the gain in SNR achievable by the

CLNIF over the NWrvIF to be discussed in section 5.2. In addition, as Pl --t 0 leaving

only AWGN, the l'vIF approaches the CNIF.

•

•
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In this section, the CLMF solution of (3.32) is re-examined when the noise is domi­

nated by NIAI as No --t o. This results in a decorrelator-type CLNIF (D-CLIvIF) which

does not need signal power parameter information. By defining !k~C) =~!k~), (3.32)

can be rewritten as

KL N+M-2

j(t) = à(O)*(t) - L L f~~G)ir(t - Tk - nTc ) 0 ~ t ~ Tb.
k=l n==-M

Furthermore, from Appendix C.2, as No --t 0, (C.g) tends to

(3.33)

(3.34)

•

where f(DG)H = ~o p(G) I(G)H and I(G)H denotes the Hermitian transpose of I(G)

(with complex conjugation). The expressions for a(G)H and C(G) ean be found in

Appendix C.2. Since the interfering signal powers and No disappear in (3.33) and

(3.34), the unknown coefficients in (3.33), f~~G), can be obtained by solving (3.34)
• (DG) [t'DG) I(DG)] I(DG) [(De) (DG)] []SInee 1 = l ... KL and k = fk,-M'···' !k,N+M-2 for k E 1, K L .

An example of the D-CLMF is given in Fig. 3.2 using the parameters given in section

3.3.5. This solution whieh partially overlaps that for the CLMF is orthogonal to aIl



possible realizations of S(l)(t) given any bit symbols, spreading sequence, or signal

power assigned to user 1 as long as Tl/Tc = 0.5.

The D-CLMF solution is the desired user's spreading signal with its projection on

the space containing all possible constructions of the interferers' signal removed. In

contrast to the CLlVIF, the D-CLNIF does not require the interferer signal powers. The

D-CLMF requires only the interferer chip delays. !ts deficiency is the enhancement

of AvVGN since it neglects the presence of AvVGN.

•
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3.4 Bit-Delay Locked Interferers

The derivation of the lVIAI autocorrelation function and MF for bit-delay locked inter­

ferers which follows is based on the model of information on interferer signal parame­

ters given in section 2.4.2. The resulting NIF solutions are equivalent to the one-shot

linear NIMSE detector [62] and one-shot decorrelator [51, 60]. The difference is the

path taken to reach the same solution. The derivation is presented, nonetheless, to

emphasize and demonstrate the fact that the inadequacy of the CMF in DS-CDMA is

not a shortcoming of MF theory. This section demonstrates that ~IF theory can yield

the same two detectors under the framework given in section 2.4. Furthermore, it is

stressed that short sequence spreading is assumed and that knowledge of the interferer

bit delays and spreading sequences is required as weIl. Without the short sequence

spreading constraint, as pointed out in section 2.2.5, the complexity associated with

re-computing the lVIF response at the bit rate would be prohibitively high.

3.4.1 MAI Autocorrelation Function - BLMF

The autocorrelation function for the bit-delay locked MAI is conditioned on the knowl­

edge of the spreading sequences, bit delays and signal powers of the interferers. As

shown in Appendix 8.3.1, it can be expressed as

•
where

(B) ( )
Rs(k) t, U

K
R~B) (t u) = ~ R(I!) (t u)
l' ~ s(lI:) ,

k=l

00

- 2Pk L â(k)(t - mTb)à(k)*(u - mTb).

m=-oo

(3.35)

(3.36)



The bit-delay locked MAI is a WSCS process [98, 71] with a period of Tb since R}B)(t+

Tb, u + Tb) = RCf) (t, u). "Vith respect to the MAI pseudo-autocorrelation function,

as shawn in Appendix B.3.2, since the phase-offsets Ok are unknown and modelled as

uniformly distributed over Ok E [0, 21r), R}B) (t, u) =O.
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3.4.2 Towards a Separable Kernel - BLMF

The bit-delay locked kernel of (3.35) nearly possesses the form of a separable kernel

except for the infinite number of terms. This obstacle can be overcome in a manner

similar to that discussed for the chip-delay locked case in section 3.3.2 by noting that

o ~ Ik < Tb, that à(k)(t) exists only over -}.lITe ~ t ~ (N + IvI - l)Te using (2.8)

and (3.28) and that the interval of interest in the integral equation is D ~ t ~ Tb.

Under these conditions, the only terms needed in (3.36) satisfy AI'l ~ m ~ lvI2 where

!vIl = -1+ l-(j~-l)Jand lvI2 =: rM;ll· For example~ for the rectangular pulse, IvI = 1,

1\;11 = -1, lvh = 0 and m E {-1, D}. This corresponds ta the signal associated with

the two bit symbols of an interferer which overlaps that associated with the signal of

the desired user's bit symbol b~O). Consequently, (3.35) can he expressed in the form

of the separable kernel:

K M..

R}B) (t, u) - L 2Pk t à(k)(t - Ik - mTb)à(k)*(u - Ik - mTb) (3.37)
k=L m=Ml

3.4.3 Solution - BLMF

To calculate the ~IF solution for the bit-delay locked interferers, Rj(t, u) = R}B) (t, u),

Rj(t, u) =0 and (3.37) are substituted into the integral equation of (3.5). This leads

to

where

(3.39)

The calculation of the unknown coefficients, f~~, has been relegated to Appendix,
C.3. Computation of these coefficients requires J(lM3 (M3 - 1) integrations where



lvI3 = N/2 - l'Ill + 1 and the solution of a set of KJ.V/3 linear equations with the Kiv/3

unknowns f~~. The number of operations required to solve the set of equations is

on the arder ~f 0 (Kt;{3)3) [63}. Once the coefficients are computed, the MF remains

the same until there is a change in the signal parameters of interferers only under the

condition of short sequence spreading. Otherwise, like the CLlVIF, they would have

to be re-computed at the bit rate.

By re-arranging and conjugating (3.38), the solution to the integral equation be-

•
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j(t) -
K R M"

a(O). (t) - ~ -2. ~ ,(8)ü,(k). (t - ~ - m1'J ) 0 < t < ILL- N L- J k,m k b, _ - b
k=l 0 m=Ml

(3.40)

•

•

This filter which ma"cimizes SNR when interferers are bit-delay locked is the one­

shot linear rvINISE filter developed in [62]. For brevity, it shaH be referred to as

the BLlVIF. As in the previous unlocked and chip-delay locked cases, the BLlVIF in

(3.40) consists of two parts: the CMF and a second filter which estimates that part

of the NIAI correlated with à(O)(t). When interferers are bit-delay locked, the NIAI

estimation filter is a linear combination of the K A13 basis functions {à(k). (t-Tk -mTb)1

n E [A/l, A'/2]' k E [1, K] }. These are the same basis functions which can represent the

bit-delay locked NIAI Ï(t) given by (2.10) and (2.7). The basis function indexed by m

and k is the conjugated spreading waveform à,(k)·(t) associated with the kth interferer

delayed by Tk; + nTc • For example, when the rectangular pulse is used, N/3 = 2 and

the number of basis functions is then 2K. In general, the number of basis functions

is much smaller for the BLMF in comparison to that for the CLlVIF.

3.4.4 Structure - BLMF

The structure of the BLlVIF is illustrated in Fig. 3.5. The top branch represents

the CMF for the desired user. The lower set of filters enclosed in the dotted box is

the ~IAI estimation filter. Each of the K filter enclosed within the box estimates

that part of the !vIAL frOID a bit-delay locked interferer correlated with the desired

user's spreading waveform. The net contribution constitutes an estimate of the !VIAL

correlated with (ï(O) (t) which is then subtracted from the CMF output.

Next, the MAI estimation filters of the CLMF and BLMF are compared. To

maintain clarity, K = 1; the observations which follow can he generalized for K > l.

Given the interferer chip delay and signal power, the fonner removes MAI generated

by ail possible spreading sequences since the CLMF assumes random chips. In reality,
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à(O)- (TIJ - t)

Fig. 3.5 Internal structure of the MF solution ~h(t) when the inter~

ferers are bit~delay locked.
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however, only a small subset of spreading sequences are permissible due to bit mod­

ulation and the constraint of short sequence spreading. In contrast, since the latter

has knowledge of the interferer's spreading sequence and bit delay, only the NIAI,

formed from the permissible subset of spreading sequences with the basis functions

{â(l)-(t - Tl - mTb)}, is removed.

The development of the BLNIF assumed short sequence spreading. The effect

of removing this constraint is examined. Under long sequence spreading, â(k) (t) for

k E [0, K] would have to be re-defined such that a~kliN would replace a~k) in (2.8). As

described in section 3.4.3, K 2}v/3(N/3 -1) integrations and an additional 0CKj~[3)3)

operations would be necessary for each bit to be detected. Thus, although the BLNIF

can be designed for long sequence spreading, its excessive computational complexity

severely limits its practical usefulness.

3.4.5 Numerical Example - BLMF

Fig. 3.6 illustrates an example of the BLMF when K = 1, Pl = Po, EblNo = 5 dB

and Tl = O. The spreading sequence of the interferer is a(l) = [- + - - + - ++].
As with the CL~1F, the BLMF strikes a balance in suppressing both the AWGN and

bit-delay locked MAI. As Pl ~ 0, the BL~IF approaches the CMF as can be expected

when MAI disappears and the noise is AWGN. As No ~ 0, the MF approaches the

decorrelator-type BLMF (D-BLMF) to be discussed in section 3.4.3.

The ability (and, hence, performance) of the BLMF, relative ta that of the CLMF,



•
3 l\IIatched Filters for DS-CD1'IIA: Finite Observation Interval 65

1~·- _.~

1

1

~

0.5

r - - _._- _._ ....

1---------

._---_. CMF

-- BLMF
- - - _. O-BLMF

L..-­

1

-1 ~
1 .~

- - --.

a

•

•

_1.5L--_-'---_..L.-_-'--_~_ _h__~_ ___"__ __J

o

t/Tc

N, -
Fig. 3.6 Th(Tb - t) when Eb/No = 5 dB, K = 1, Pl = Po and TL = O.

in suppressing bath NIAI and AWGN can be assessed by examining their impulse

responses. Since the CNIF cï(O). (Tb -t) ma..~imizes SNR in an A\JVGN dominated

environment, how closely the CLMF and BL~IF resemble the CNIF indicates how

weIl either perfarms against the AWGN camponent of the noise. Due ta the presence

of NIAI, however, both responses deviate from that of the CNIF. The CLNIF response

differs more so than that of the BLJ\lIF. This is because, as pointed out in section

3.4.4, given the interferer bit delays and spreading sequences, the MAI estimation

BIter of the BLJ\lfF can estimate more accurately the MAI, formed from a restricted

set of spreading sequences, correlated with cï(O). (11 - t). In contrast, with ooly chip

delay information, the MAI estimation fiiter of the CL~IF removes much more from

a(O)-(Tb - t) than necessary since it accounts for aIl potential spreading sequences.

3.4.6 Effect of MAI-Limited Conditions - D-BLMF

In the same spirit of section 3.3.6, the BLMF solution (3.32) is re-examined when the

noise is dominated by ~[AI as No -+ O. This results in the D-BLMF (or one-shot

decorrelator [51, 60)) which does not require interferer signal powers. By defining

J(DB) = liJCB) (3.40) can he rewritten ask,m No k,m'

K 1~2

j(t) = aCO)·(t) - E L f~~B)aCk)·(t - 'rk - mTb), 0 ~ t ~ Tb. (3.41)
k=lm=Ml
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Furthermore, from AppendLx C, as No ~ 0, (C.16) tends to
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(3.42)

•

•

where ICDB)H = ~o p(B) I(B)H. The expressions for a(B)H and C(B) can be found in

Appendix C.3. Since the interfering signal powers and No disappear in (3.41) and

(3.42), the unknown coefficients in (3.41), f~~,;1), cao he obtained by solving (3.42)
. (DB) [(DB) (DB)] (DB) [(DB) (DB)] []Slnce f = Il ... f KL and 1k = fk,l , ... , fktNL for k E 1, KL . An

example of the O-BLJ\JIF impulse response is given in Fig. 3.6 using the parameters

given in section 3.4.5. The response is completely orthogonal to the interferer signal,

regardless of its bits or signal power, as long as Tl = O. This can he shown through Fig.

3.6 by graphically computing the correlation between the impulse response labelled

as O-BLLVIF and a scaled version of the spreading waveform of the interferer clâ{l)(t).

Regardless of the magnitude or polarity of the scaling factor Cl, the correlation is zero.

In general, the D-BLLVIF is the desired user's spreading signal with its projection

on the space containing aIl possible constructions of the interferers' signal removed.

In contrast ta the BLLVIF, it does not require interferer signal powers. However, like

the BLlVIF, it requires the spreading sequences and bit-delays of each interferer.

3.5 Combination of Unlocked and Chip-Delay Locked

Interferers

This section considers the MF realization corresponding to the model in which a

combination of unlocked and chip-delay locked interferers are present. It relies on

many of the results developed in sections 3.2 and 3.3.

3.5.1 Solution - CUMF

The K interferers are divided inta two classes of users. The first class consists of K c
chip-delay locked interferers as described in section 3.3 indexed from k E [1, Kc ]. The

second class consists of Ku unlocked interferers as described in section 3.2 indexed

from k E [Kc + 1, Kc + Ku] such that Kc + Ku = K. The MAI autocorrelation

function then becomes a combination of (3.26), (3.29) and (3.16):

Kc N+M-2 Nu

R}CU) (t, u) = L 2Pk L q(t - Tk - nTc)tf'(u - Tk - nTc ) + 2rcu L .-\jtPj (t)cf>j (u)
k=l n=-M j=l

(3.43)



where 0 :5 t, U ::; Tb and 'cu = L~:::l Pk' Using Rj(t, u) = R}CU) (t, u), (3.43) and

Rj(t, u) =0, the integral equation of (3.5) can be written as•
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where 0 ::; t ::; Tb. The calculation of the unknown coefficients: f~;) and fJU ) can be

found in Appendix C.4. Thus, the correlating signal solution becomes

where 0 ::; t ::; Tb' This shaH be referred to as the chip-delay locked and unlocked

rvIF solution (CUJ\tIF). The eigenvalues À~ are reai since the kernels are Hermitian

[102]. The NIF for both unlocked and chip-delay locked interferers contains three

parts: the C~IF and two filters which when combined estimate the MAI. The first

NIAI estimation tUter is a linear combination of the Kc(N + 2AJ - 1) basis functions

{q*(t - Tk - nTc) 1 n E [-Al, lV + }vI - 2], k E [1, Kc ] }. The second l'vIAl estimation

fil ter is a linear combination of the lVu basis functions {cP; (t) }f~L.

3.5.2 Structure - CUMF

The internaI structure of the MF is shown in Fig. 3.7. The top branch is the CMF

for the desired user. The middle group of filters estimate the contributions from the

locked LVIAI while the bottom branch estimates those from the unlocked NIAI. These

contributions are then subtracted from the CLVIF output giving the filter a linear

interference cancellation type of structure. Knowledge concerning the data decisions,

bit delays and spreading sequences of other users is unnecessary.

3.5.3 Numerical Example - CUMF

Fig. 3.8 shows an example of the CUMF when both a locked and unlocked interferer

exist with Pl = P2 = Po· The NWMF curve represents the NWMF solution for

Ku = 2, Kc = O. The CUMF solution strikes a balance in trying to suppress the

thermal noise, the unlocked and chip-delay locked interferers. As the number of

unlocked users increases such that their net power dwarfs that of the locked users, the

CUMF approaches the NWMF. However, when the power of the locked user exceeds

that of the unlocked users, the CUMF approaches the CLMF.



•

•

3 Matched Filters for DS-CDAtIA.: Finite Observation Interval
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Fig. 3.1 Internal structure of the MF solution %-h(t) with Kc chip­
delay locked and Ku unlocked interferers.

3.6 Effect of Phase-Offset Information
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This section explains how ~lF design is affected when the interferer phase-offsets are

known to the receiver. As shown in AppendLx B.1.2, knowledge of phase-offsets does

not affect the NWMF. This section, therefore, examines the effect of phase-offsets on

the derivation of the CLMF and BLMF onIy.

3.6.1 CLMF with Phase-Offset Information

For the CL~IF, knowledge of phase-offsets {Ok }ff=l does not affect the lVIAI autocor­

relation function. As shawn in AppendLx B.2.2, it does, however, affect the MAI

pseudo-autocorrelation function. The function is no longer zero and can he written

as

K N+M-2

R}C) (t, u) = E 2Pkei28A: E q(t - Tk - nTc)q(u - Tk - nTc ) (3.46)
k=l n=-M

where the phase-offsets are now imbedded inside (3.46). Substitution of (3.46), (3.26),

(3.29), Rj(t, u) = R}C) (t, u) and Rj(t, u) = R}C) (t, u) into (3.5) yields with sorne
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Fig. 3.8 tfth(Tb - t) when Eb/ No = 20 dB, Kc = 1, Ku = 1 Pl = P2 =
Po and Tl =D.5Te .

simplifications

K 2R N+M-2 { [Im(!(C»)] }
j(t) = à(O)*(t) - L N ke-jo/e L I!~~I cos arctan ~è~ + Bk

k=l 0 n=-M 'Re(!k,m)
·q(t - Tk - nTc ) (3.47)

where 0 ~ t ~ Tb and f~~ has been defined in (3.31). The K(N + 2lvl - 1) basis

functions {q*(t - Tk - nTc) 1 n E [-NI, N + M - 2], k E [1, K] } are the same as

those used when the phase-offsets were assumed to be unknown. Knowledge of the

phase-offsets enables the fil ter to estimate the amplitude of an interferer's signal in

bath its in-phase and quadrature components.

3.6.2 BLMF with Phase-OfFset Information

For the BLMF, knowledge of phase-offsets {Bk }f=l does nat affect the NlAI autocor­

relation function. As shown in Appendix B.3.2, it does, however, affect the ?vIAl

pseudo-autocorrelation function which becomes

K M2

R}B} (t, u) = L 2PlceJ291c L ii,Ck}(t - Tk - mTb)ii,(k)(u - Tic - mTb) (3.48)
k=l m=Ml



where the same procedure outlined in section 3.4.2 has been used to farm a separable

kernel. Substitution of (3.48), (3.35), (3.37), Rj(t, u) = R~B)(t, u) and Rj(t, u) ­

R}B) (t, u) into (3.1) yields with some simplifications
•
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where 0 ~ t ~ Tb and f~~ has been defined in (3.39). The K1V!3 basis functions

{à(k)*(t - Tk - mTb) 1 n E [iV/l, 1\.12], k E [1, K] } are the same as those used when

phase-offsets were assumed to be unknown. The basic difference between (3.40) and

and (3.49) is the presence of the phase-offsets.

In either the chip-delay or bit-delay Iocked case, knowledge of the phase-offsets

introduces a non-zero MAI pseudo-autocorrelation function and requires solving the

integral equation (3.5). The resulting impulse responses are, in general, complex

even in OS-BPSK when à(O) (t) is real because of the presence of the phase-offset

information. Ignoring the pseudo-autocorrelation function by incorrectly assuming

that the NIAI is proper does not yield the SNR-maximizing fiiter. On the other hand,

a tUter derived without the phase-offsets is robust in applications where the phase­

offsets change quickly. The effect of phase-offsets upon the CLl\tIF and BLl\tIF has

been further investigated in [97] and [38], respectively.

3.7 Signal Space Interpretation

This section presents a signal space interpretation of the MF realizations. Its aim is

to provide additional insight into their structure and performance.

As given in (2.9), the received signal consists of: the desired signal v'2Pob~O)a(O)(t),

MAI Ï(t) and AWGN w(t). Given a suitable set of orthonormal basis functions

spanning the subspace of the MAI, Sr, Ï(t) from (2.10) and (2.6) can he represented

as the column vector Ï. An example of Sr and Ï is given in Fig. 3.9. For unlocked

interferers, SI is denoted as S}U) and spanned by {cPj(t) }~l from section 3.2.2. This

set forms a complete orthonormal set over L2[0, Tb] since R>U) (t, u) is the Fourier

transform of a power spectral density [103, p. 726] [104, pp. 376-377] [105, Appendix

A] given by S}U)(f) in (F.l) where q(t) is assumed ta have a Fourier transform Q(f).

For chip-delay locked interferers, SI is denoted as S}C) and spanned by the set of

linearly independent waveforms {q(t - Tt - nTc ) 1 k E [1, K], nE [-M, N + M - 2]}.
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Fig. 3.9 Signal space representation of the desired signal and MAI.

Linear independence is assured as long as Tk # Ti where 'i E [1, K] and i -:f; k. If

two or more interferers are chip synchronous amongst themselves, the redundant chip

waveforms with identical chip delays can be removed. For bit-delay locked interferers,

SI is denoted as S}B) and spanned by {à(k)(t - Tk - mTb)1 k E [1, K], n E [AIL' Af2] }

where AJl and 1'//2 are defined in section 3.4.2. These subspaces satisfy SiB) ç S}C) ç
SeUl

I .

Proof

The relation S}C) ç siU) follows since S}U) is the Lz(O, Tb] space. siC) ==
siU) when the excess bandwidth a = O. This is shown by expressing

q(t - Tk - nTc ) in terms of its inverse Fourier transform and substituting

it into R}C) (t, u) in (3.26): R~C) (t,u) = Ef=l~ EC::-oo J~oo Q(f)Q* (f ­

~ )ej2rr!{t-u)ej2trn(u-Tk)/Tcdf. When a = 0, Q(f)Q*(f - -A) = 0 for n i= 0

and R}C) (t, u) reduces to R}U) (t, u) in (3.9).

The relation SiB) ç siC) follows since only certain linear combinations

of the delayed chip waveforms in siC) are permissible in S}B) (when the

spreading sequences are known). SiB) =siC) when N = 1 when Tb = Tc,

Tk = Tk and a.(k)(t -lk - mTb) = éj(t - Tk - mTc).

The desired user's spreading waveform â(Q)(t) can be represented as a = jj,O +
a/ where al is the projection of ii on SI and ao is the orthogonal component of

il with respect to SI' The vector ëi° = 0 the zero vector in: the unlocked case

since ii lies entirely in S}U); the chip-delay locked case when at least one interferer

is chip synchronous with the desired user or when a = 0; the bit-delay locked case

when interferers are chip synchronous and when a.(O) (t) is a linear combination of

the spreading waveforms of the interferers. The received signal cao be represented

as r = v'2Pob~Q)il + Ï + tE where w is the vector representation of the AWGN. Its

elements, each with zero-mean, satisfy E(WiWi] = 2NotSij . An example of the signal



space representation of the received signal and its components are depicted in Fig.

3.10.•
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Fig. 3.10 Signal space representation of the received signal T, its com­
ponents (v'2Pob~O)a, Ï and 1ii) and the correlating signal f

The LTI filter h(t) is represented by its carrespanding carrelating signal jc(t) =

h" (Tb - t) which is represented by the correlating vectar f. The correlating aperation

can be interpreted as taking the projection of r on ta f- if 1 were of unit magni­

tude. The magnitude of the projection can be broken down into tbree campanents:

J2Pob~O)[Ra for the desired user's signal, IRÏ far the ivIAI and jHtIj far the AWGN.

where j"H is the Hermitian transpose of j (with complex conjugation). Thus, the di­

rection of 1determines the relative magnitudes of the three components of r. In fact,

when 0.0 1= 0, by orienting j in the same direction as ao, the !vIAL can he completely

tuned aut. This yields the decorrelator type D-CLrvIF and D-BLMF solutions.

Using Fig. 3.10 and Fig. 2.9, the SNR in (2.15) cao be expressed as SNR =

Po l'Re(jHa)1

2
/ {tE [1'Re(j*HÏ + [Hw)1 2]}. The expression can be re-arranged as

SNR (3.50)

•

where E [nT] and E [UH] are the signal space representations of the MAI pseudo­

autocorrelation and MAI autocorrelation functions, respectively, where fT is the

transpose of f (without the complex conjugation). The SNR value can he adjusted

by changing the direction of f The direction determines the projection of each

received signal component on f The vector f which maximizes (3.50) is the MF. To



SNR

•
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solve for the NIF, (3.50) can be written as

Po (f:Tàr)2

f:TRrf:

where t:T = ['Re(fT) 1Im(f-T)], àrT = ['R.e(à T) 1Im(à T)] and
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(3.51)

(3.52)

•

•

As described in [107, pp. 227-229], the ~IF is f:1opt = R;làr while the ma.'Cimum

SNR it delivers is SN~pt = Po J;~Ptàr. When the NIAI is proper under uniformly

distributed phase-offsets Ok E [0,27r), E [17T ] disappears and (3.50) reduces to SNR =

Po Ine(fHa)12/[~fHE(ÏÏH)f-+ ~fH tl. In this case, the MF is

(3.53)

and SNRopt = Po t:~li. On the other hand, when the MAI is improper where each Ok

is knowo, the NIF solution is given by f..,opt instead. In the absence of NIAI, the ivIF

reduces ta the CivIF where f:pt = ;0 à and SNRopt = Po . ~o à Hà = 2Eb/1Vo•

The near-far resistance 1]0 of the MF, as shawn later in section 5.3.1, is 1]0 = .A llaal12

(similar to that given in (62J for the BLivIF) where 1Ic1'1I2 = ii°If.ào. Since the vector

jj,O is independent of t~ llao [1 2 indicates the potential near-far resistance available if f
is properly designed. The vectar ao depends on whether the interferers are unlocked,

chip-delay locked or bit-delay locked. \Vhen SI =S}U) , aa = aand 1]0 = O. When

SI =S}C), ao = cr and 770 =0 when either Cl = 0 or Tk = 0 for at least one interferer.

When SI =S}B), 1]0 for the BLMF reduces ta 770 for the CLMF when N = 1 since

then Tb = Tc, Tk = 'k, à(k)(t - 'k - mTb) = ij(t - Tk - mTc) and, hence, S}B) =S}C).

3.7.1 Equivalence of Signal Space and Integral Equation MF Solutions

In this section, the NWMF, CLMF and BLiviF solutions given in (3.21) (3.32) and

(3.40), respectively, are shown ta be equivalent ta the signal space ~IF solution t:Pt
for the unlocked, chip delay lacked and bit delay lacked cases, respectively.
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For the unlocked case, using (3.17) and noting that j(t) = ~ j;(t), the approximation

to j(t), Î(t), can he expressed as

(3.54)

where ~i is the signal space representation of the eigenfunction 4Ji(t) and where À~ and

lÎJi(t) are abtained fram salving the hamageneous integral equation in (3.15). From

(3.18), fi{U) = 1ftlJ!u~i and (3.54) can he written as

(3.55)

•

•

........ N......... ~ ---
As shown in Appendix E.l, E[IIH] = 2/Li~À~4Ji4JiH. Note that 4Ji Ht/Ji = cSij and

that E[ÏÏH] is Hermitian and positive definite since Sr = S}U). Via the unitary

decomposition [108, pp. 42-43] of E[ÏÏH], 2,À~ and ~i form, respectively! the eigen­

values and eigenvectors of E[ÏÏH]. The substitution of E[ÏÏH] into (3.55) yields an

approximation of f:pt in (3.53). The accuracy of the approximation can be deter­

rnined hy first defining l = l- f~u where f.... = limNu-+oo f~u' Using (3.55) and (3.21),

1/€'1I2 = a HaE~Nu+d1 + ~]-2. Thus, far a maximum tolerable error fU, J.Vu is

selected to satisfy 1I€'1I2 ~ fU as in (3.23). Next, it is shown that limNu-.oo IIlll2 = O.

00 Nu 00 00

L À~ 2 = (2,Tb)2 - L À~ 2 - L L À~Àj.
i=Nu+L i=L i=L i#

j=L

Thus, limNu-+oo (E~Nu+lÀ~ 2) = (2,1b)2_limNu-+00 (Efâ À~ 2) - E::L L~i À~Àj =
]=1

oand limNu-+OCI IIl11 2 = O.
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CLMF

For the chip-delay locked case, using (3.32), j(t) cao be expressed as

N K R N+M-2
-!!.f- - - - ~ 2. ~ j(C)* -2 - a L N L k,n qk,n

k=l 0 n=-M
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(3.56)

where Qk,n is the signal space representation of q(t - Tk - nTc). From (3.31), f~~) =

!ftfH~,n and (3.56) can he written as

[i:. ~k NY:-2 Qk.nlÎk~ + ~o1] f _ a.
k=1 n=-M -

(3.57)

A h . A d' E ') E[I-I- H] "K 2 D "N+M-2 - -H 1 b' . ., S s own ln ppen LX ._, = L..I.;=l .rI.; L..n=-M ql.;,nqk,n' ts su stltutlOn lnto

(3.57) yields f:pt in (3.53).

BLMF

• For the bit-delay locked case, using (3.40), j(t) can he expressed as

N K R M2. °f- - L k L I(B)*-- - a- - al.;2 - lV k,m ,m
k=l 0 m=Ml

(3.58)

where ak,m is the signal space representation of a(t - Tk - mTb ). From (3.39), f~~ =

!ft f-Hak,m and (3.58) cao he written as

(3.59)

•

As shawn in AppendL,,<: E.3, E[ÏÏH] = 2:;;=1 2Pt E:;[;Ml ak,mak~m' Its substitution into

(3.59) yields f:pt in (3.53).

3.8 Summary

This chapter has derived the three basic MFs: the NWMF, CLMF and BL1'IIF which

maximize SNR for bit symbol detection when interferers are unlocked, chip-delay

locked and bit-delay locked, respectively. It has also investigated their variants which

arise under: MAI-limited conditions, the presence of both unlocked and chip-delay

interferers and the knowledge of interferer phase-offsets. It was found that each re-



alization assumed a canonical structure, similar to that of [65, p. 946], consisting of

two parallel LTI filters as shown in Fig. 3.11. The top filter represents the ClVIF for•
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Fig. 3.11 Canonical structure of the MF solution ~h(t).

the desired user. The lower filter estimates noise contributions correlated with the

desired user's spreading waveform a(O) (t). The contributions of IvIAI correlated with

a(O)(t) could be more accurately estimated when an increasing amount of information

on interferer signal parameters was taken into account in the filter design. When

AWGN predominated, the three MF realizations approached the CMF. On the other

hand, under rvIAI-limited conditions (No -+ 0), the three assumed decorrelator-type

forms independent of interferer signal powers.

With respect to complexity, it was found that, under the condition of long sequence

spreading, the complexity of computing the NWMF at the bit rate was independent

of K and N. In contrast, the computational complexity per bit symbol associated

with the CLNIF and BLNIF were very large. The complexity of computing their filter

responses, repeatedly at the bit rate, was round ta grow with the third power of K lV

and K, respectively.
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•
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Chapter 4

Matched Filters for DS-CDMA:

Infinite Observation Interval

This chapter investigates the rvIFs obtained when the observation interval is extended

to infinity [91, 92, 93]. There are two compelling reasons for pursuing the extension

to the infinite case. First, it offers an interpretation of l'vIF design in the frequency

domain. And second, in comparison to the CL~IF developed under the finite ob­

servation interval, the extension can lead ta significant reciuctions in computationai

complexity per bit symbol under long sequence spreading. This shaH provide addi­

tiouai insight into the development of adaptive receiver structures, explored later in

Chapter 6, which do not require any knowledge of interferer signal parameters.

Section 4.1 describes the method of synthesis for deriving the MFs. Section 4.2

presents the l'vIF solution for the general case when noise is either wide-sense stationary

(WSS) or wide-sense cyclostationary (vVSCS). The effect of information on interferer

phase-offsets is not considered. Their phase-offsets are assumed ta be unknown and

random. Based on the general solution, sections 4.3 to 4.5 present the MF realizations

when interferers are unlocked, chip-delay Iocked and bit-delay locked, respectively.

This yieids the NWMF, CLMF and BL~IF realizations for the infinite observation

interval. Section 4.6 considers the situation when both unlocked and chip-delay locked

interferers are present.

4.1 Method of Synthesis

This section explains the process of deriving the MF for the infinite observation inter­

val when interferer phase-offsets are unknown. First, the form of the integral equation

to he solved is developed. Second, the steps involved in solving the integral equation



to obtain the NIF in either WSS or WSCS noise are outlined. And third, one partic­

ularly important tool for solving the integral equation known as the Harmonie Series

Representation (HSR) of signaIs is introduced. General treatments of linear filtering

in WSCS noise can be found in [109, 70, 74, 82].

•
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4.1.1 Development of the Integral Equation

The form of the integral equation is developed when the duration of the fiiter im­

pulse response h(t) and, hence, observation interv-al of the received signal cao span

t E (-00,00). As determined earlier in Chapter 3, when the phase-offset of each in­

terferer is uniformIy distributed over Bk E [0, 27r), the noise is proper and the pseudo­

autocorrelation function disappears. ConsequentIy, the rvrF response is obtained from

the integral equation in (2.19) by letting tl -+ -00 and t2 -+ 00 [91, 92, 93] and

inserting Rn(t, u) from (3.2) and (3.3). This leads ta

à(O)(t), -00 < t < 00. (4.1)

The filter h(t) which maximizes SNR satisfies (4.1) .

4.1.2 On Solving the Integral Equation

The method of solving the integrai equation (4.1) to obtain the NIF solution h(t) is

outlined. The description covers the method of solution when the MAI is either WSS

or \VSCS. In the former, the procedure is fairly straightforward while in the latter,

the procedure is much more involved.

When theMAIisWSS.asis the case for unlocked interferers as shawn in section

3.2.1, the MAI autocorrelation function satisfies Rj(t, u) = Rj(t - u) and the integrai

in (4.1) becomes a convolutional integral. As explained in [92, pp. 175-176] and [91,

pp. 199-204], the frequency response of the MF can be obtained readily by taking the

Fourier transform of both the left and right hand sides of (4.1) and then conjugating

the result. This leads to the l'vIF solution

(4.2)

using the following relationships. The PSD of the WSS MAI Sj(/) is the Fourier

transform of Rj(t - u). The Fourier transform of (i(O)(t) in (2.8) is the product of

the Fourier transform Q(/) of the chip waveform ij(t) and the discrete-time Fourier



transform (DTFT) A(O) (ej21rfTc) = L~=Ol a~O)e-j21fnfTc of the desired user's spreading

sequence. When only AWGN is present, Sj(f) = 0 and (4.2) reduces ta the CNIF

frequency response
•
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This is simply the Fourier transforrn of the CMF impulse response ~(J à(O)*(Tb - t).

The term 2/No is a scaling factor which can he removed without affecting the CMF

design [92, p. 1i 4].

When, on the other hand, the interferers are chip-delay or bit-delay locked, noise

is \lVSCS with a period of T E {Tc, Tb} as described in sections 3.3.1 and 3.4.1, re­

spectively. The period T = Tc corresponds to the chip-delay locked case while T = Tb

corresponds to the bit-delay locked case. In either case, the l\tIAI autocorrelation func­

tion no longer satisfies Rj(t, u) = Rj(t - u). Instead, it is periodically time-varying

since Rj(t + T, U + T) = Rj(t, u). This presents an obstacle to solving the integral

equation in (4.1) since the integral is no longer in the form of a convolution. How­

ever, the obstacle can be removed by introducing the Harmonie Series Representation

(HSR) of signaIs.

4.1.3 Harmonie Series Representation (HSR) of SignaIs

In HSR, an arbitrary continuous-time signal is represented by a SUffi of bandIimited

signaIs [98][109, pp. 247-248]. This is accomplished by passing the continuous-time

signal through a set of bandpass filters which in the frequency domain form contiguous

segments of the aU pass filter with a frequency response of 1 over the bandwidth of the

signal. The original signal can be reconstructed by summing all the bandpass filter

outputs. The relevance of HSR is its attractive property of enabling the decomposition

of a WSCS process into a finite set of jointIy WSS processes [98]. This perrnits

the periodically time-varying autocorrelation function Rj(t, u) associated with the

WSCS MAI process to be expressed as a double Fourier series of time-invariant cross­

correlation functions. Consequently, the application of HSR to the signal detection

problem in WSCS noise transforms the integrai in (4.1) to a sum of convolutionai

integrals. Hence, (4.1) can he soived by the subsequent application of the Fourier

transform as in the WSS case.

Next, the HSRs of Rj(t, u), (j(k)(t) and heu) in (4.1) are developed. The introduc­

tion of HSR is necessary not only to derive the MF solution when MAI is WSCS, but



alsa to understand the resulting lVIF structures. The equations (20a) ta (21b), (31)

and (32) in [109, pp. 247-249] provide a handy reference ta the HSR of signaIs.•
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HSR of the MAI Autocorrelation Function Ri(t, u)

In order ta obtain the HSR of Ri(t, u) for WSCS ~IAI, the HSR of the ~IAI is first

developed. The WSCS process Ï (t) with a period of T can be expressed, in terms of

bandlimited WSS processes Ïn(t), as

MH
Î(t) = L Ïn(t)ei2rrntIT.

n=-MH

(4.4)

•

•

The process Ïn(t)ej27rntIT represents the output of the nth ideal one-sided bandpass

fUter ~Vn(f) = 1 for f E [~ - ir, ~ + ~] and ~Vn(f) = 0, otherwise, when Ï(t) is

the filter input. Its corresponding baseband representation occupying f E [- 2~' 2~]

is simply Ïn(t) without the frequency shift term ej27rntIT. As a result of bandlimiting

the WSCS process with a period of T to a width of liT [98], Ïn(t) is WSS. The term

1.'\;[H in (4.4) is defined as

(4.5)

where E, defined in (2.4), is the bandwidth of the process. Consequently, the total

number of WSS processes Ïn(t) in (4.4) required to represent Ï(t) completely is L H =

2JtlH + 1.

Based on the HSR of the WSCS MAI, it is now possible to decompose Rj(t, u)

into a SUffi of frequency-shifted autocorrelation functions which depend on the time

difference t - u. The decomposition is achieved by substituting (4.4) ioto the !vIAL

autocorrelation function Rj(t,u) = E [Ï(t)j-(u)]. This yields [109, p. 249]

MH MH

Rj(t, u) = 2: E r~~(t - u)e!2rrntIT e-j2rrmulT (4.6)
n=-MHm=-MH

where the cross-correlation function r~~ (t - u) is defined as

(4.7)

The r~~ (t - u) in (4.7) depends upon the time difference t - usinee each process

În (t) is WSS. The Fourier transform of r~!h (t - u) in (4.7) is referred to as the cross
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spectral density (CSD) and is defined as [98](71, p. 49]

(i) ( ) { (i) ( } 1~m 1 = :F rnm T) , 1/1:5 2T'
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(4.8)

•

where :F{ .} denotes the Fourier transform operator. !ts actual expression depends on

the modelling of the !vIAl and is presented later in sections 4.3, 4.4 and 4.5.

The HSR can also be used to represent WSS processes and its associated auto­

correlation function. This will prove useful in obtaining a general !vIF solution when

!vIAl is either WSS or WSCS and when MAI inc1udes bath unlocked and chip-delay

locked interferers. When MAI is WSS, a number of simplifications arise. This is to be

expected since HSR is unnecessary in the first place for !VIAL which is WSS. The corre­

lation between non-overlapping spectral bands disappears and the CSD R~iJ (f) = 0

for m ::/= n [109]. The Rj(t, 'U) in (4.6) then reduces ta the single Fourier series

Rj(t - 'U) = E~~I_MH r~~ (t - 'U)ei27rn(t-u). This is the HSR of the autocorrelation func­

tion for WSS NIAI. The application of the Fourier transform and use of (4.8) returns

the PSD for !vIAL in terms of its HSR: Sj(/) = E~~-MH R~(f - If) where

(4.9)

and where V(f) represents the ideallow pass filter of bandwidth 2~ defined as V(f) =

1, if Ifl :5 ir and V(f) = 0, otherwise.

Next, the HSR of the kth user's spreading waveform a(k)(t) defined in (2.8) is devel­

oped. Based on the HSR of signaIs described in [109, pp. 247-249], the HSR of the

spreading waveform of the kth user is

MH
êiCk)(t) = L a~k)(t) ei2trnt/T

n=-}.tIH

(4.10)

•
where the signal à~k)(t) represents that part of aCk)(t) bandlimited to f E [f - ir, f +
ir] and frequency shifted by niT ta the baseband region of f E [- ir, 2~]' The

Fourier transform of ii.~k)(t) is

(4.11)
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where A(k)(f), representing the Fourier transform of (ï(k) (t), can be written as
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(4.12)

The Z-transform of the kth user's spreading sequence a~k) for l E [0, N - 1] is defined

as

N-l
A(k)(z) = L a~k)z-l.

1==0

(4.13)

By substituting (4.12) into (4.11), the Fourier transform of à(k)(t) can be expressed

in terms of the HSR of the chip waveform and the discrete-time Fourier transform

(DTFT) of the kth user's spreading sequence (obtained by evaluating (4.13) at z =
ej21rITe ):

The nth HSR component of Q(f) is given by

•
(4.14)

(4.15)

When T = Tc and k = 0 for the chip-delay locked case, (4.14) simplifies to A~O) (f) =
Qn(f) A(O) (ej27rITc). As will be shown later, this property significantly simplifies the

CL~IF structure.

HSR of the MF h(t)

In a similar fashion, the HSR of the filter response can be expressed as h(u) = Lt~~MH

h1(u) ej21rlu/T. Its time-reversed and conjugated version in (4.1) becomes

noting that Tb is an integer multiple of T E {Tc, Tb}' The Fourier transform of the

lth HSR component, hl(u), is

•

MH
h,*(Tb - u) = E h;(Tb - U)d21rluIT

l=-MH

H,(f) - V(f)H (1 + ~) .

(4.16)

(4.17)



The frequency response of the MF H(f) can then be expressed as the sum of contigu­

ous segments•
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Mn ( l)
HU) = I=~H HI f - T .
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(4.18)

•

The goal is to now derive the expression for each of the L H HSR components Hl(f)

which in turn define H(f).

4.2 General MF when MAI is Proper WSS or WSCS

Based on the HSR of signaIs and the rvIAI autocorrelation function developed in the

previous section, this section derives the general rvIF solution when MAI is proper

WSS or proper WSCS. This is followed by a descriptive analysis of the structure of

the resulting NIF.

4.2.1 Development of the General MF Solution

To solve the integral equation in (4.1), the HSR expressions in (4.6), (4.10) and (4.16)

are substituted into (4.1). The subsequent application of the Fourier transform to

both sides of the integral equation yields a system of L H equations with the L H

unknowns Hm (f) which, when conjugated, becomes

where Ifl :5 ir and n E [-i\tIH , MH ]. The ~~?n(f), ACO)(z), Qn(f) and Hn(f), are

given in (4.8), (4.13) for k = 0, (4.15) and (4.17), respectively. The LH equations in

(4.19) over n E [-J\ifH , NIH ] can be expressed as

(4.20)

•
The matrices and vectors in (4.20) whose elements are functions of f :5 ir are defined

as follows. The noise CSD matri"'{ R(f) is defined as

(4.21)
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where the MAI CSD matrix is
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_ [ R~l;HI-MH (f)
RU)(f) = :

R~l:,-MH(f)

R(j)· (f) ]-MH,MH

R~);'~H (J) .

(4.22)

•

The CSD elements in (4.22) without the conjugation are specified in (4.8). The matrix

R(j)(f) is Hermitian, since from (4.7), ~~~(f) = ~~n(f). This, in turn, implies that

R(/) in (4.21) is Hermitian. The precise form of R(j) (/) shaH be specified in the

following sections where the interferers may be either unlocked, chip-delay locked

or bit-delay locked. The column vector H(/) specifying the HSR of the NIF is the

unknown and is defined as

(4.23)

Its elements are specified in (4.17). The vector.A (0) (ei211"fTc) is obtained from A (k) (ej21lJTe)

by setting k = 0 where A(k) (e j211"/Te) is defined as

(4.24)

Its elements without the conjugation are specified in (4.13) for k = O. The diagonal

matrix Q(/) specifying the HSR of the chip waveform is defined as

Q(f) (4.25)

•

Its elements without the conjugation are specified in (4.15). By re-arranging (4.20),

H(/) is obtained by solving

(4.26)

Substitution of the elements of H(f) from (4.23) into (4.18) yields the frequency

response of the MF. The MF solution expressed by (4.26) assumes a form quite similar



ta its scalar caunterpart in WSS noise given in (4.2). The matrices R-l(f), Q(f) and

vectarACOl(ei21r/Tc) correspond to the inverted noise PSD [2No +Sj(f)]-l, the chip

filter Q(f) and the DTFT ACO) (e.i21r/ Tc ), respectively.

•
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4.2.2 Structure of the General MF Solution

The structure of the MF solution H(f) is illustrated in Fig. 4.1. It consists of LB

Ho(/)

( ]\tIH)
H.\fH f- T• Fig. 4.1 The MF H(f) consists of a set of LH bandpass filters. The

nth bandpass filter Hn(f - T) where n E [-MH, MH ] filters ooly that

part of the received signal bandlimited to f E [T - 2~' If + 2~] .

•

bandpass filters which form contiguous segments of H(f) in the frequency domain.

The nth fiiter Hn(f - lf) where n E [-At/H , NfH ] is a one-sided bandpass filter with

a center frequency of niT and a width of liT. The top and bottom bandpass filters

H-MH (! + *) and HMH(f - *) may have widths of less than liT when ET - !
is not an integer. AlI the bandpass fiiter outputs are summed ta generate the !VIF

output.

The structure of the nth bandpass fiiter Hn(f - lf) with its frequency shift term

niT removed is given in Fig. 4.2. That is, the structure of Hn(f - ff) is obtained by

replacing f by f - !f in Fig. 4.2. It consists of LB filter branches. Each fiiter branch

in the nth bandpass fiiter is bandIimited to a common band of f E [lf - .)r, !f + iz,].
With respect ta the nth bandpass fiiter, the filter branch outputs are then summed

and delayed by a duratian of Tb. In total, the MF solution H (f) cansists of L'1I filter

branches.
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[R-l(J)]
n,a

[R-l(f}]
n,-!v[n
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•

Fig. 4.2 The nth component of the bandpass fUter Hn(f) consists of
a set of LH branch filters which overlap in the frequency domain and a
delay element of Tb.

•

•

The mth filter branch where 'm E [-.iV/H , 1\I/H 1 in the nth bandpass filter Hn(f) can

be broken down into three filter stages. The three filters clearly separate the influence

of the noise esn, the desired user's spreading sequence and the chip waveform in the

fil ter design. The first filter [R-1(f)1nm represents the n,mth element in the inverse

of (4.21), R-1(f). It depends solely upon the eso of the wses noise. ~Ioreover,

it is the only filter among the three filters which has yet to he determined. Its form

depends upon the MAI modelling and is developed in the following sections. The

second filter Q':n(f), defined in (4.15), depends solely on the chip waveform. The

third filter A(O}*(&211'(f+~}Tc:), defined in (4.13), depends solely on the desired user's

spreading sequence. Thus, the effect of the noise eSD, chip waveform and desired

user's spreading sequence has been decoupled and isolated into three separate filters.

When the noise is WSS, the rvIF structure simplifies considerably since the eSD

matrix R(f) reduces to a diagonal matri~ as discussed in section 4.1.3. This is to

be expected since the HSR of signais is unnecessary in WSS noise. In this case,

R-1(f) is a diagonal matri"{ and [R-l(f)]nm = 0 if m i: n. As a result, each

of the handpass filters reduces to a single branch filter since only the m = nth

branch remains. The nth bandpass filter has a frequency response of Hn(f) =

Q~(f)A(O}*(ei211'(/+j;)Tc:) e-i211'/Tb/ [lf + t~l*(f)]. ItssubstitutionintoH(f) in (4.18)

using (4.9), and (4.15) reduces H(f) to HWSS(f) in (4.2).

Further simplifications arise when no MAI is present and only the AWGN with



a PSD of 2No remains. In this case, (4.21) reduces ta R(f) = ifILH and (4.26)

becomes H(f) == ;0 Q(f)A(O}*(eJ27rf Tc) e-j21rfTb. Consequently, Hn(f) == ~o Q~(f)

A(O)·(eJ21r(f+~)Tc) e-j21rfTb which, when substituted into (4.18) using (4.15), returns

the CMF frequeney response H(f) = HCMF(f) in (4.3). In this case, H(f) represents

the HSR of the C~IF frequeney response.

•
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•

4.3 Unlocked Interferers

The NIF solution for the infinite observation interval when the interferers are un­

locked has already been developed in [86]. Nonetheless, the solution is re-investigated

in terms of the HSR of signaIs to provide part of building blocks, needed later in

section 4.6, for the combination of unlocked and ehip-delay loeked interferers. Fur­

thermore, the limiting form of the N\VNIF as No ---t a is examined as weIl; this was

not investigated in [86, 79]. The development of the NIAI and noise CSD matrices are

presented first and then followed by the derivation and structure of the NW~IF.

4.3.1 MAI and Noise Cross Spectral Density (CSD) Matrices - NWMF

The eSD for unlocked NIAI can be obtained readily sinee the NIAI is WSS as dis­

cussed in section 2.4.2. As shown in Appendix F.1, the PSO of unlocked NIAI ean be

expressed as

Substituting this inta (4.9) returns the CSO for unlocked MAI

mc:J(f) == {i,Qn(Jw, ifm=n

0, otherwise.

The eorresponding CSO matrbc for unloeked MAI is the diagonal matrix

R(U)(f) = 2,Q(f)QH(f).
Tc

(4.27)

(4.28)

(4.29)

•
The noise eSD matrix R(f) is obtained by substituting R(Ï) (f) = R(U} (f) and (4.29)

into (4.21)

(4.30)
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Since (4.30) is a diagonal matrLx,
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4.3.2 NWMF Solution

(4.31)

•

The MF solution for unlocked interferers can be obtained by substituting (4.30) into

(4.26).

This expression can be simplified considerably, as discussed in 4.1.3, since the noise

is 'VVSS and the noise CSD matrix to be inverted is diagonal. The frequency response

of the nth bandpass filter in Fig. 4.1 becomes Hn(f) = Q~(f)~O)·(ei27l"jTc)/[~ +
±~~d·(f)] for f E [-~, ~]. As discussed in 4.2.2, only the m = nth branch remains

in Fig. 4.2. For the purpose of verification and completeness, the substitution of Hn(f)

inta (4.18) using (4.11), (4.15) and (4.31) yields the NWMF frequency response

(4.33)

The term 1/ (1f + 2tIQ(f)12) representing the inverse of the noise PSD, is a noise­

whitening filter which replaces the constant 1f in the ClVIF response HCMF(f) given

in (4.3).

The NWlVIF in (4.33) has a straightforward interpretation in the frequency domain.

The noise-whitening fil ter amplifies the spectral components of the received signal

where the noise PSD is small while it attenuates those spectral components where

the noise PSD is large. The NWlvIF strikes a balance in suppressing both NIAI and

AWGN. When AWGN predominates under the condition 'Y 4' 0, H(U)(f) reduces to

HCMF(f). On the other hand, in an MAI-limited environment where Na ---+ 0, (4.33)

reduces to

over f E [-B, B]. This is referred to as the decorrelator-type NWMF (D-NWMF)

encountered earlier in section 3.2.3. It consists of the inverse chip filter IfQ(f) and

despreading filter A (0). (ei21r/Tc) e-j21r/Tb. The former is the same inverse filter devel-•
H(U)(f) = 2Tc . _1_ A(O)*(ei27l"jTc ) e-j21rjTb

'Y Q(f) , (4.34)



oped for signal detection in stationary dutter for radar applications [110, pp. 170-177]

[111]. 1tIoreover, the D-NvVMF can be formed from the CMF by replacing the CrvIF

chip filter ~oQ*(f) with 1/Q(f). The inverse filter l/Q(f) for B -+ 00 has the special

property of generating the impulse function d(t) given an input q(t). [110, p. 171].

This would imply that, if such an inverse filter existed, it would, in theory, enable per­

fect detection in the absence of AWGN as long as the interferers were asynchronous.

The MF solution in (4.33) is equivalent to the noise-whitening MF response devel­

oped previously in [86]. In fact, the solution can be obtained directly without the HSR

of signaIs by substituting Sj(f) = sjU) (f) and (4.27) into (4.2). In addition, when

Q(f) is constant over its entire bandwidth B, the PSD of the NIAI is then fiat and

and the NWlVIF, apart from a scaling factof, reduces to the ClVIF (over f E [-B, BD
For example, given the ideal Nyquist filter with Q = 0 (Q(f) = Tc fOf lfl $ 2~c and

Q(f) = 0, otherwise) as the chip fil ter, the frequency response of the noise-whitening

filter becomes the constant 11 (~ + 1f).

•
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•
4.3.3 NWMF Structure

The NWlVIF receiver structure illustrated in Fig. 4.3 consists of three parts. The first

~ + :;1-1Q(f)12
- _Tc

•

Fig. 4.3 The NWMF H(f) consists of a noise-whitening filter, the con­
jugate of the chip filter Q*(f) and a despreading filter.

filter whitens the noise. The second filter is the chip fil ter Q*(f). The third filter is the

despreading filter with a frequency response of A(O)*(ei211'/Tc ) e-j21rjTb which combines

the conjugate of the DTFT of the desired user's spreading sequence and delay of Tb.

Its corresponding impulse response can be expressed as E:~Ol a~O). c5(t - (N - n)Tc)

from (4.13). The despreading filter is given in its TDL form in Fig. 4.4 and in its

correlator form in Fig. 4.5. As can be seen in Fig. 4.3, when no interferers are

present, "Y = 0 and the structure of the NWMF reduces to that of the CMF.

4.4 Chip-Delay Locked Interferers

This section considers the MF solution corresponding to the CLMF for the infinite

observation interval when the interferers are chip-delay locked. Since the MAI is



•
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Fig. 4.4 The TDL form of the despreading filter A(O)*(e.i271'/Te ) e-j2rrfTb

possesses N delay elements (each of duration Tc) and N tap coefficients
corresponding to the desired user's spreading sequence.

N-l

L
n=O

Fig. 4.5 The correlator form of the despreading filter
A(O)*(&2rr/Tc ) e-j27r/Te consists of three parts. The input is first
sampled at a rate of llTc. The samples are then multiplied with the
desired user's spreading sequence a~O)*. The N products are summed
and output at t = iTb.

90

WSCS with a period of Tc, T is set to Tc in ail the HSR expressions specified in

sections 4.1 and 4.2. This shaH simplify the general MF structure considerably. In

section 4.4.1, the MAI and noise CSD matrices for chip-delay locked interferers are

developed. In section 4.4.2, the frequency response of the CLNIF is derived. And in

section 4.5.3, the structure of the CLMF is described.

4.4.1 MAI and Noise eSD Matrices - CLMF

As shawn in Appendix F.2.1, the eSD function of the chip-delay locked MAI can be

written as

• ~~(J) - ; Qn(J)Q;"(J) t 2Pke-i21r(n-mlTt/Tc
c k=l

(4.35)



for n, m E [-lvIH , lV[H]. The CSD matrLx for chip-delay locked NIAI ean be expressed

as the L H by L H matrix•
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(4.36)

where [R(C)(!)]nm = ~~.(!). The power veetar for the kth interferer is

(4.37)

•

where [p~C)] = ..j2Pk ej21rnT/c/Te. The power vector is independent of f and depen-
n,l

dent only on the interferer ehip-delays and signal powers.

The noise CSO matrLx R(f) is obtained by substituting R(Ï)(f) = R(C)(!) and

(4.36) inta (4.21). This leads to

(4.38)

For the CLNIF, sinee T = Tc, AlH in (4.5) simplifies ta

(4.39)

•

and is solely dependent upon the excess bandwidth Q and independent of N. For

example, when 0 < Q ~ 200%, AJH = 1, LH = 3 and only three bandpass filters

Hn(! - ;c)' n E [-1,1] are required. When Q = 0, the MAI csn matrLx reduces

ta a sealar function of ! where n = m = 0 sinee IvIH = 0 and LH = 1. Sinee this

implies that the chip waveform Q(f) is limited ta the minimum bandwidth of Je'
the WSCS proeess reduees to a WSS proeess due to the bandlimitedness property of

WSCS proeesses [98] mentioned earlier. Subsequently, (4.36) reduees to (4.29) sinee

n = m = 0 and the CLMF reduces ta the NWMF. Moreover, when Q(f) is the ideal

Nyquist filter with B = ~c' like the NWMF, the CLMF reduces to the ChtIF. On

the other hand, when 0: > 0, the CL1'IF reduees neither to the NW~IF nor CMF

sinee kIH ~ 1 and R(G)(!) in (4.36) is not a diagonal matrix in contrast ta R{U)(f)

in (4.29).
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4.4.2 CLMF Solution
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Compared to the generallVIF solution, the MF for chip-delay locked interferers is con­

siderably less complex because of the condition T = Tc. This is because .A (0) (ei2Tr fTc )

in (4.24) for k = 0 reduces to

(4.40)

where the unit column vector u is defined as [U]n,l = l for n E [-l't[Hl~.\;[H]' It is

precisely this result which greatly simplifies the CLl'iIF structure. Substitution of

(4.40) into (4.26) yields the CLNIF response

(4.41 )

•
where the modified chip fil ter vector for the CLNfF is

(4.42)

and the inverse of the noise CSD matrix is given in (4.38). By defining G(C)(f) in

(4.42) as

(4.43)

•

the nth element cau be expressed as G~C)(f) = E~;;-MI1 [R-1(f)]nm Q:n(f). To

obtain a c10sed form expression of G~C)(f)' R-1(f) must he evaluated using (4.38).

As pointed out in section 4.4.1, when !vIH ~ 1 in the chip-delay locked case, R(f)

in (4.38) is Dot a diagonal matrix. For large !vIH , this can considerahly complicate

the process of obtaining a manageahle c10sed form expression of its inverse R-l(f)

in (4.38). However, for bandwidth efficient pulses where 0 < ct :::; 200%, MH = 1

and R(f) is a 3 by 3 matrix of functions which can be inverted without too much

difficulty.

The CLMF frequency response H(C)(f) is described next. From (4.41), H~C)(f) =

G~C)(f)A(O)*(ei211'fTc)e-j211'fTb for n E [-1\tH , NIH ]. Substituting this inta (4.18), yields

(4.44)



where G(e) (f) = E~~-MH G~C) (f - ~) represents the frequency response of the mod­

ified chip filter. By comparing H(C) (f) in (4.44) with that of HCMF (f) in (4.3), it can

seen that the CLlIIF is formed from the CMF by replacing ~oQ* (f) in the CMF with

the modified chip filter G(C) (f).

The complexity involved with the computation of a sampled version of the im­

pulse response g(C)(t) of G(C)(f) is described. As shown in AppendLx G.l, g(C)(t)

exists over t E [( -3k! + 2)Tc , (3M - l)TeI and has a duration of Tg = 3(21\;/ - 1)

which is three times longer than that of q(t) where AI is defined in (3.28). Since

G(C)(f) exists over f E [-B,B], the sampled version of g(C)(t) requires at least

lVg = r2BTgl samples. As shown in Appendix G, to compute the sampled g(C)(t),

approximately K L H + Ng (!f + 2Lk- ~) + !?-log2Ng multiplications and K L H +
J.Vg (L H + LH(LH-~)(2LH+5») +Nglog2JVg additions are required. For bandwidth efficient

pulses satisfying 0 ~ Q' ~ 200%, LB = 3 and the number of numerical computations

is then 6K + lVg (58 + 1.51og2Ng ) growing linearly with K. For example, as shown

in Appendb: G, when the chip pulse is the square root raised cosine pulse (Sqrt-RC)

defined in (H.!) with Q' = 100%, a total of 3K + 1488 multiplications and 3K + 608

additions would be required.

•

•
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•

4.4.3 CLMF Structure

The structure of the CLMF is illustrated in Fig. 4.6. It consists of the modified chip

Fig. 4.6 The CLMF H(f) consists of the modified chip filter G(C)(!)
and a despreading fiIter.

filter G(C)(f) and the despreading filter A(O)·(ei21r!Te ) e-j21r!Te • The latter is given in

Fig. 4.4 in its TDL form and in its correlator form in Fig. 4.5. As shown in Fig.

4.7, the former consists of L H bandpass filters G~C)(! - ;e) for n E [-Ji/H, Ji/Hl. The

nth bandpass filter G~C)(! - ~) has a center frequency of nlTc and a width of liTe.

It forms contiguous segments of G(C)(!) in the frequency domain. The structure of

the nth bandpass filter G~C) (f - ;c) with its frequency shift term nlTe removed is

given in Fig. 4.8. The bandpass filter consists of L H fUter branches whose outputs are

summed. Each filter branch is bandlimited to a common band of f E [;c - zi.c' ;c + J-J
and, therefore, overlap.
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Fig. 4.7 The modified chip filter G(C)(!) for the CLMF consists of a

set of L H bandpass filters. The nth bandpass filter G~C\! - ;) where
n E [-M H, At!H] filters only that part of the received signal bandIimited

to!E[~-Jc,i+JJ·

The mth fUter branch where m E [-AIH , At/H ] in the nth bandpass filter Hn(f)

can be broken down into two filter stages. The first filter [R-1(f)]nm represents the

n, mth element in the inverse of R(f) given by (4.38). It depends solely upon the

eSD of the NIAI and the PSD level of the AWGN. The second fil ter Q~(f) is the

conjugated 'mth HSR component of Q(f) defined in (4.15).

The consolidation of the LH DTFT filters in the branch filters in Fig. 4.2 of each

bandpass filter to the single DTFT A(O)-(ej211"/Tc ) in Fig. 4.6 is a consequence of the

praperty that A(O)*(ej211"(J+f;)Tc ) from (4.13) is independent of n when T = Tc This

result has a significant impact on the design of the CLMF. The CL~IF structure has

been separated inta two filters: the modified chip filter G(C) (f) and the despreading

filter. That is, the CLMF can be implemented by replacing the chip filter ~oQ* (f)

in the CNIF in (4.3) by the modified chip filter G(C) (f) in (4.3). Thus, the filtering

prohlem of designing a filter which maximizes SNR for bit symbol detection under

chip-delay locked interferers has been reduced to the problem of designing the modified

chip filter G(C) (f). The spreading sequence which changes for consecutive bits under

long sequence spreading only affects the despreading filter. The G(C)(!) need only be

computed when interferer chip delays and signal powers change.

As can he surmised, the modified chip filter G(C)(f) is the same filter which max­

imizes SNR for chip symbol detection. This result can he obtained by re-posing the
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Fig. 4.8 The nth bandpass filter G~C)(f) for the CLMF consists of a
set of L H filter branches which overlap in the frequency domain.

filtering problem in terms of chip symbol detection. The integral equation assumes

the form of (4.1) where à(O)(t) and h-(Tb - t) are replaced, respectively, by q(t) and

g(C) (Tc - t). This leads to

The solution follows readily from H(C) (1) in (4.44) by setting lV = 1 and a~O} = 1 to

establish the equalities li(O) (t) = q(t), Tb = Tc and A(O)- (ei21rfTc) = 1. Consequently,

(4.44) reduces to H(C) (f) = G(C) (f)e-i21rfTc. Therefore, the filter which maximizes

SNR for chip symbol detection is the modified chip filter GCC )(f) with the delay term

of e-j21rfTc. This relationship greatly simplifies the implementation of the CL~IF and

forms the foundation to the development of adaptive filters to be treated later in

Chapter 6.

4.5 Bit-Delay Locked Interferers

This section considers the MF solution corresponding to the BLMF for the infinite ob­

servation interval when the interferers are bit-delay locked and short sequence spread­

ing is utilized. The general structure of the BLMF has been previously investigated

in [68J. In this section, however, two additional results augmenting the work of [68]

are developed. One, an expression of the frequency response of the BLMF is ob-



tained. And two, the underlying structure within in each bandpass filter given in [68]

is described.

This section is divided into three parts. In section 4.5.1, the lVIAI and noise CSD

matrices are developed. In section 4.5.2, the frequency response of the BLlVIF is

derived. And in section 4.5.3, its structure is described. Since the MAI is WSCS with

a periad of Tb, T is set to Tb in all the HSR expressions specified in sections 4.1 and

4.2.
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4.5.1 MAI and Noise CSD Matrices - BLMF

As shown in AppendLx F.2.2, the CSD for bit-delay lacked lVIAI can be written as

K
m.~(f) = ~ Qn(f)Q:n(f) L A(k) (ei21r(f+;b)Tc)A(k)- (ei21l'(f+;;'lTc) 2Pke-j21r(n-m)TkITb

~b k;l

(4.46)

for n, m E [-A'IH! At/Hl. The CSD matrix for bit-delay lacked lVIAI can be expressed

as the LH by LH matrLx

where [R(Bl (f)] nm = R~~· (f)· The power matrLx for the kth interferer in the bit­

delay locked case is the diagonal matrLx

(4.48)

•

where [p~B)] = dnm .j2Pkei21l'nTIrITb. The noise CSD matrix R(f) is obtained by
n,m

substituting R(Ï)(f) = R(B)(f) and (4.47) inta (4.21). This leads to

R(J) = ~o I 2MH+1 + 4~bQ(J) l~ pLB)Â (k) (ei21rfT. ) Â (k)H (ei2"
jT

.)PLB)H] QH(f).

(4.49)
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For the BLMF, since T = Tb, the !vIH in (4.5) simplifies to
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(4.50)
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and is depeodeot 00 bath N and Q. This result is unlike that encountered in the

chip-delay locked case where lvIlI was independent of N and the NIAI became WSS

when Q = 0 and !vIH = O. In the bit-delay locked case, the NIAI remains WSCS even

when Q = 0 since 1V!H > 0 as long as 1V > 1. This property of the bit-delay locked

NIAI can be attributed to the assumption of short sequence spreading which leads

ta the WSCS period of T = Tb where the width l/Tb can be much smaller than the

bandwidth of interest B. Furthermore, as shown by (4.50), since 1vIH is proportional

ta N it can be very large even when a = O. This serves as a preliminary indication

of the high order of complexity that can be expected for the BL~IF solution in the

infinite observation interval for moderate values of 1V. For example, when Q = 0 and

iV is even in (4.50), !vIB = ~ and R(f) in (4.49) becomes an iV + 1 by N + 1 matrix

of CSD functions. For even modest values of N, the task of inverting R(f) in (4.49),

to obtain a closed form expression, would be very tedious.

4.5.2 BLMF Solution

When the interferers were either unlocked or chip-delay locked, many simplifications

in the general lVIF structure in Fig. 4.1 resulted. In the case of bit-delay locked

interferers, no such simplifications arises. Consequently, its solution is given by (4.18),

(4.23) and (4.26) where the noise CSD matrix is given by (4.49).

4.5.3 BLMF Stru..:ture

The structure of the BL~IF assumes the general NIF structure giveo in Fig. 4.1 and

Fig. 4.2 since no simplifications such as those encountered for the NWMF and CLMF

arise. Thus, the BLMF is composed of LH bandpass filters as was already shown in

[68]. However, the derivation of the general MF structure reveals further information

regarding the underlying structure within each of the bandpass filters as illustrated in

Fig. 4.2. The BLMF can he separated into three parallel sets offilters: R-l(f), Q(f)

and Â (0) (eJ2tr/Tc). The filters of each set depend on either the noise (consisting of the

MAI and AWGN), the chip filter Q(f) or the desired user's spreading sequence a(O).

Since Q(f) and a(O) are fixed, their corresponding sets of filters Q(f) and A (0) (ei2trfTe )

remain fixed as weIl. Only the filters represented by R-l(f) change according to



changes in the signal parameters of the NIA.! and the PSD level of AWGN. That is, in

every branch filter in Fig. 4.2, Q:n(!) and A(O)*(ej21r(J+~)Tc)where m E [-1\'IH,AIHl

remain fixed. Only [R-l(f)]nm changes according to changes in the signal parameters

of the interferers. Therefore, as observed in the CLMF and NWMF, the structure of

the BLMF has decoupled the effects of MAI from that of the chip filter and spreading

sequence of the desired user. However, in this case, the decoupling occurs only in the

HSR components of the filter.

The number of filter components in the BL!vIF can be quite large even for modest

values of N. Continuing with the example discussed in section 4.5.1, when Cl! = 0 and

N is even in (4.50), the BLMF is composed of .N + 1 bandpass filters each with a set

of lV + 1 br~nch filters. Since each branch, in turn, consists of 3 filters, the BL!vIF

would contain 3(1V + 1)2 filter components in total. In general, the number of filter

components grows with the square of N.
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4.6 Both Unlocked and Chip-Delay Locked Interferers

The NIF is investigated when both unlocked and chip-delay Iocked interferers are

present. The derivation of the !vIF uses many of the results obtained in sections

4.3 and 4.4. As in section 3.5, there are Ku unlocked interferers and Ke chip-delay

locked interferers. The CSD matrix can be expressed as R(CU)(f) = R(U)(f)+R(C)(f)

assuming that the signaIs of the interferers are independent and zero-mean. The CSD

matri"'{ R(U) (f) for the unlocked part of the MAI is given by (4.29) where'Y is replaced

bY'Yeu = Ef~i:.fl Pk. The CSD matrL"'{ R(C)(f) for the chip-delay locked part of the

MAI is gjven by (4.36) where K is replaced by Ke . Using these modifications, the

CSD matrL""< for the !vIAl becomes

RCCU)(f) = 'Yeu Q(f)Q*(f) + ~Q(f) [I: P~C)Pf)'] Q*(f). (4.51)
2Tc Tc k=l

Thus, the noise CSD matri""< is

(4.52)

•
It can he seen now how the CSD noise matrix R(f) in (4.52) varies from (4.38) when

all the interferers are chip delay locked (Ku = 0) to (4.30) when all the interferers

are unlocked (Ke = 0). The MF solution HCCU)(!) is obtained by substituting (4.52)

into (4.26).



The structure of H(CU) (f) assumes the same structure as that of the CLMF given

in Figs. 4.6, 4.7 and 4.8. Differences arise only in the filters [R-l (f)]nm, in Fig. 4.8,

obtained from inverting R(f) in (4.52). When all the interferers become unlocked,

R(f) becomes a diagonal matrix and only the m = nth branch filter remains in Fig.

4.8. This returns the NWMF given in Fig. 4.3.

•
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4.7 Summary

This chapter has derived the NWMF, CLNIF and BLlVIF for the infinite observation

interval. The general structure of the NIFs was shawn to consist of a set of L H

bandpass filters (Fig. 4.1) each with a set of LH branch filters (Fig. 4.2). Regardless

of the lVIAI model, the structure was composed of individual filters each affected only

by either interferer signal parameters, the chip filter or spreading sequence of the

desired user.

For the CLl\IIF and NWj\JIF, the general structure in Fig. 4.1 simplified consid­

erably. The NWMF basically consisted of the ClVIF with a noise-whitening filter

inserted at the front end of the ClVIF. Moreover, in the limit as lVo ~ 0, the NWl\IIF

approached the O-NWlVIF composed of an inverse chip filter followed by a despread­

ing filter. The CLMF assumed a slightly different fonn. It consisted of two fiIters:

an SNR maximizing filter for chip symbol detection and the despreading tEter. That

is, it had the same form as the ClVIF except that the former replaced the ClVIF chip

filter. !ts computational complexity per bit symbol was shown ta he reasonably low.

The number of numerical operations required to compute a sampled version of its im­

pulse response was analyzed and found to grow linearly with K. lVIoreover, in sharp

contrast to the CLMF derived in section 3.3 over the finite observation interval, the

impulse response of the SNR maximizing chip filter needs re-computation only when

an interferer chip delay or signal power changes. For the BLMF, those simplifica­

tions encountered for the CLMF did not arise. Since the BLMF response had to be

re-computed at the bit rate, its computational complexity per bit symbol remained

extremely high.
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Chapter 5

Performance Analysis

This chapter investigates the performance of the CLMF derived in Chapter 3 and

compares its performance with that of the NWMF and CrvIF. The performances are

analyzed in terms of SNR, near-far resistance, bit error rate (BER) and probability

of outage over the multiple-access channel with background AWGN as described in

section 2.1. The analysis is restricted to realizations derived under the finite obser­

vation interval of t E [D, Tb]. In addition, the analysis of the BLrvIF performance

is not presented for two reasons. Its performance has been previously investigated

in [62, 69]. And more importantly, it is rendered impractical because of its large

complexity under the condition of long sequence spreading.

Section 5.1 introduces the system parameters used for the numerical examples

presented in this chapter. The next three sections investigate filter performance for

specifie realizations of the signal parameters. Section 5.2 examines the performance

of the CL1tIF in terms of SNR. Its aim is ta provide an understanding of how the

CLMF performs with respect to chip delays, signal powers and chip waveforms. It

also considers the effect of information on interferer phase-offsets and the presence of

a combination of chip-delay locked and unlocked interferers. Section 5.3 derives and

analyzes the near-far resistance of the NWrvIF and CLMF. Section 5.4 presents the

BER performance of the CLMF for the special case of short sequence spreading and

rectangular chip waveforms. The remaining section of 5.5 investigates the performance

of the filters under more general conditions based on the probability of outage. !ts

aim is to illustrate and quantify the gains achievable by the CLMF over the CMF and

NW~IF in terms of probability of outage as weIl as user capacity.
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This section presents system parameters used ta compute the numerical examples

given in this chapter. D8-BP8K modulation is assumed whereby the chip waveforms

are real and the chips of the spreading sequences are bipolar such that a~k) E {±1}.

The remainder of this section specifies the chip waveforms, spreading sequences and

modelling of the signal parameters.

5.1.1 Chïp Waveforms

A total of four chip waveforms for q(t) are considered: the rectangular pulse, the

square-root raised cosine (sqrt-RC) 100% pulse with an excess bandwidth of Cl! =

100%, the 8qrt-RC pulse 60% with Cl! = 60% and the 18-95 pulse. The last three

are examples of bandwidth efficient pulses. The rectangular pulse was defined earlier

in (3.7). As shawn in Appendi.x H.1, it has an excess bandwidth of Cl! = 64 x 100%

since B = 32.5 . -A based on a -40 dB rule. The sqrt-RC pulse is parameterized

by Cl! E [0,100%] and defined in [18, (6.104), (6.105) p. 228]. Its expression in the

time domain is reproduced in Appendbc H.2 for reference. 8ince the sqrt-RC pulse is

strictly bandlimited (BL) and extends over t E (-00,00), it is truncated under the

constraint that 99.99% of the energy of the BL pulse is contained in its truncated

version. When Cl! = 60%, Al = 4 and when Cl! = 100%, NI = 3 where 1.1;1 is defined

in (3.28). The 18-95 pulse refers to the chip waveform defined in the 18-95 standard

[1, Section 6.1.3.1.10 on pp. 6-28 ta 6-30]. It is important ta stress the fact that the

18-95 pulse has a non-zero excess bandwidth. Otherwise, the cLrvrF would reduce ta

the NWMF and yield no improvement over the NWMF. As shawn in Appendix H.3,

the r8-95 pulse has an excess bandwidth of 20.44% based on a -40 dB rule. For the

r8-95 pulse, NI = 7.

5.1.2 Spreading Sequences

With respect ta only sections 5.2 to 5.4, a specifie spreading sequence is selected.

This is done to provide an understanding of the performance of the CLMF, NWMF

and CMF with respect to the signal parameters to be discussed in section 5.1.3 for

a particular spreading sequence. In these three sections, the desired user is assigned

a Gold sequence of length Np = 31 given in Table 5.1 for k = o. The spreading

sequences of interferers are assumed to he random as diseussed in the description of

chip-delay loeked interferers in section 2.4.2. The remaining sequences in Table 5.1
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Table 5.1 Balanced Gold sequences of length N = 31 constructed from
two maximal sequences with the generating polynomials 11. = 45 and
11. = 75 based on initial shift register bit loadings of [10011] and [110001,
respectively [2]. The symbol + represents 1 while - represents -1.

k spreading sequence, a(k}

0 -+++-+++--+--+-+-+--+-++---+-+-
1 +++---+-+-+---+--+++++--++---+-
') --+-++++-+-+-++---++-++------++
3 +-++-+--+-+++++-+-+---+++------
4 +-----++-++-+++++---+---+---+++
5 --++--+++---+--+-+++--+-+-+-+-+
6 ++++-------+--+-+--++-+---+++++
7 ++---+++++----+++-++---+--++---
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shaH be used only under certain circumstances when the performance of the BLNIF is

considered. In those cases only, the sequences are assigned to interferers as they are

needed.

In section 5.5 where probability of outage is examined, the constraint on the

spreading sequence is removed. Random spreading sequences shaH be used to repre­

sent the very long PN sequences employed under long sequence spreading conditions.

In this case, the sequences are generated randomly where the chips a~O) indexed by n

are i.i.d. with Prob[a~O) = 1] = Prob[a~O) = -1] = t.

5.1.3 Modelling of Signal Parameters

The signal parameters consist of Eb/ No of the desired user, the interferer chip delays

and signal powers. In sections 5.2 to 5.4, specifie distributions of the parameters shaH

be considered. In many of the numerical examples, Eb/1Vo = 20 dB. This was selected

for two reasons. It is a value which represents systems under MAI-limited conditions

and it refiects a reasonable received signal bit energy level for a subscriber in the

uplink of the IS-95 system (in the absence of noise) [15]. The value is obtained from

[15] by using the relation Eb/No = -1 +10 loglO(128) :::::; 20 dB. For notational clarity,

two vectors are introduced. The chip delay vector is defined as T = [Tl"'.' TK ]. The

ratio of the power of the kth interferer to that of the desired user is defined as

(5.1)



The associated vector of signal power ratios is defined as /3 = [,BI, ... , ,BK]. The phase­

offsets are assumed to be Li.d. where each phase-offset is assumed ta be uniformly

distributed over Bk E [0, 21r) unless otherwise stated.
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5.2 Signal-to-Noise Ratio (SNR)

This section examines the SNR performance of the CL~IF with respect ta the NvVMF

and C~IF. First, SNR expressions for the various ~IF realizations are derived. Sec­

ond, numerical examples are presented ta provide an understanding of the CL~IF

performance characteristics. In the discussion of numerical examples, the expression

SNR(lVIF type) is introduced for brevity. It represents the SNR performance of the

filter type specified in the argument. The fil ter type may be either the CNIF, NW~IF,

CLMF or CU~IF.

5.2.1 SNR Expressions

The SNR expression of (2.15) for an arbitrary filter h(t) can be written as

Given h(t), the SNR expression is evaluated by using: the desired user's spread­

ing waveform a(O)(t) defined in (2.8) for k = 0, the noise autocorrelation function

Rn(t, u) defined in (3.2) and the noise pseudo-autocorrelation function Èln(t, u) de­

fined in (3.4). The forro of Rn(t, u) and Rn(t, u) depends, respectively, upon the

form of Rj(t, u) and Rj(t, u) which, in turn, depends upon how the interferers are

modelled. The expressions of the two MAI autocorrelation functions for unlocked,

chip-delay locked and bit-delay interferers are given in sections 3.2.1, 3.3.1 and 3.4.1,

respectively. With respect to the variants of these three models, the autocorrela­

tion functions for a combination of unlocked and chip-delay locked interferers and for

interferers whose phase-offsets are known are given in sections 3.6.1 and 3.6.2, respec­

tively. Furthermore, when taking into account the effect of ISI, Rn(t, u) and Rn(t, u)

assume the fonn given in (D.1) and (D.2), respectively. The ISI autocorrelation and

pseudo-autocorrelation functions: Rç(t, u) and Rç(t, u) are given in (D.4) and (D.5),

respectively, for unlocked interferers. The Rç(t, u) and Rç(t, u) of the chip-delay

locked case are the same as those for the unlocked interferers. For bit-delay locked

interferers, Rç(t, u) and È.,(t, u) are given by (0.10) and (D.11), respectively.



The SNR expression in (5.2) is implicitly a function of: the spreading factor iV,

Eb/ No, the chip waveform q(t), the filter impulse response h(t), the number of inter­

ferers K, the ratio of signal powers of interferers to that of the desired user {3, the

interferers' chip delays T, and the spreading sequence of the desired user aCO ) defined

in (3.8). The implicit dependence is summarized by
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( - (0»)SNR N, Eb/No, ij(t) , h(t), K, {3, T, a .
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(5.3)

For a given spreading waveform and a pair of noise autocorrelation functions, the

SNR expression in (5.2) is ma..ximized when h(t) is the ~IF which satisfies the integral

equation (3.1). In this case, by substituting (3.1) and (3.6) into (5.2), (5.2) reduces

to

2Po [Tb [ - () ]SNRopt = No Jo 'Re f(u)a 0 (u) du. (5.4)

•
For example, in A\VGN where the C~IF maximizes SNR, j(t) =(ï(O)·(t) and SNRopt =
2Eb/ No. It is important to stress that (5.4) applies only to the SNR maximizing tUter

h(t) which satisfies the integral equation in (3.1). For any other filter, (5.2) must be

used to evaluate SNR instead. The SNRopt expression in (5.4) can be simplified

by using the matrices defined in AppendLx C. This is accomplished by substituting

ioto (5.4) the impulse response of either the NWMF in (3.21) when the interferers are

unlocked, CL!vIF in (3.32) when the interferers are chip-delay locked, BLMF in (3.40)

when the interferers are bit-delay locked or CUMF in (3.45) when bath chip-delay

locked and unlocked interferers are present. This leads to the general expression

where

2Eb 1 [ ( 1 )-1 H]SNRopt = No' Tb Ea - a NoP- + C a (5.5)

(5.6)

•
When M = 1, E. =n and (5.5) reduces toSNR"p. =~ [1 - i.a (NaP-1 +Cri aH].
The form of the vector B, the covariance matrix C and power matrix P can each take

on one of four possibilities depending upon the modelling of the MAI. The mappings

are summarized in Table 5.2.
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Table 5.2 Mapping of vectors and matrices for the SNRopt in (5.4)
for the various MAI models and MF realizations with cross-referencing to
their corresponding equations.
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pca
MAI

Madel

Unlocked NWMF alU } in (C.3) [Nu TA in (3.10) & (C.2)
Chip-delay locked CLMF ace) in (C.IO) C«(;) in (C.ll) pCC) in (C.12)

Bit-delay locked BLrvfF 0(8) in (C.17) e(B) in (C.IB) peB) in (C.l9)
Both chip-delay

locked & unlocked CUMF aCCU) in (C.29) C(CU) in (C.30) p(CU) in (C.3I)

5.2.2 Numerical Examples - SNR

•
The SNR performance is investigated for the CL~IF in comparison to the NWwIF and

C~IF when the chip-delays of interferers are known. Four sets of numerical examples

are presented. The examples illustrate SNR performance \Vith respect to chip delays,

Eb/1Vo, received signal powers through {3 and phase-offsets.

SNR vs. Chip Delay

•

SNR is examined with respect to the chip delay of a single chip-delay locked interferer

under two situations. In the first situation, K = 1 where the only interferer present

is chip-delay locked. This is represented by the curves associated with case a) in

Fig. 5.1 where SNR vs. Tl/Tc is plotted for the CLMF, NW1vIF and C1vIF when

Eb/ No = 20 dB and (3l = 1 under equal power conditions. The SNR of aIl three

filters reach their maximum at Tl = 0.5Te and their minimum at Tl = O. ~Ioreover,

the SNR curves are symmetrical about Tl = D.5Te. The curves illustrate that the

CL~IF performs no better than the CMF as the interferer becomes closer to being

chip synchronized. On the other hand, as Tl moves toward O.5Tc, the gain provided

by the CLMF over both the NWMF and ClVIF increases. At Tl = 0.5Te, SNR(CLMF)

= 21.7 dB, SNR(NWMF) = 21.1 dB and SNR(CMF) = 19.8 dB. Thus, at Tl = O.5Te,

the NWMF delivers a 1.3 dB improvement over the CMF while the CLMF provides

an additionai 0.6 dB improvement over the NWMF. The SNR gain of the CLMF

over the NWMF can be as large as 1 dB. At Tl = D.1Te , SNR(CLMF) = 19.2 dB,

SNR(NW1tIF) = 18.2 dB and SNR(CMF) = 17.6 dB. Thus, at Tl = 0.1Te, the NWMF

delivers a 0.6 dB improvement over the CMF while the CLMF provides an additionai
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SNR [dB)
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Fig. 5.1 SNR vs. Tl/Tc for the rectangular pulse and uniform signal
powers when N = 31 and Eb/No = 20 dB. In case a), K = 1 where user 1
is chip-delay locked. In case b), Kc = 1 and Ku = 1. User 1 is chip-delay
locked and user 2 is unlocked.

1 dB improvement over the NWrvIF.

In the second situation, an unlocked interferer is introduced such that Kc = 1

and Ku = 1. This is represented by the curves associated with case b) in Fig. 5.1

where SNR vs. Tl/Tc is plotted for the CUMF, NWMF and ClVIF. Again, the SNR

of aIl three filters reach their maximum at Tl = D.5Te and their minimum at Tl = O.

At Tl = D.5Te, SNR(CUlVIF) = 19.0 dB, SNR(NWMF) = 18.9 dB and SNR(CMF)

= 17.1 dB. Thus, at Tl = 0.5Tel the NWMF delivers a 1.8 dB improvement over the

ClVIF while the CUMF provides only an additional 0.1 dB gain over the NW!vIF. The

SNR gain of the CUMF over the NWl\iIF can be as large as 0.5 dB. At Tl = a.lTe,

SNR(CUMF) = 17.6 dB, SNR(NWMF) = 17.1 dB and SNR(CMF) = 15.8 dB. Thus,

at Tl = O.lTe, the NWlVIF delivers a 1.3 dB improvement over the CMF whiIe the

CLlVIF provides an additional 0.5 dB improvement over the NWMF. The presence

of the unlocked interferer reduces the effectiveness of the CUMF compared to the

NWl\iIF. Later, the effectiveness of the CUMF will be shown under power-imbalance

conditions.
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Next, the performance of SNR vs. Eb/ No is considered. Fig. 5.2 presents a plot of

SNR vs. Eb/ No for the C~IF, NWMF and CLMF under two contrasting conditions

when there are seven locked interferers. Case a) illustrates the condition when the

SNR [dB]

3O.....------.------r----.----r------.-----.

•

-- CLMF
25 - - - NWMF

._----- CMF

20

15
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5 10 15 20 25 30

•

Fig. 5.2 SNR vs. Eb/No for the rectangular pulse and uni­
form signal powers when N = 31 and K = 7. In case a)
T /Tc = [0.3,0.35,0.4,0.5,0.55,0.6, 0.7]. In case b), T /Tc =
[0,0.3,0.4,0.5,0.6, 0.7,0.9].

chip delays of the interferers are distributed between 0.3Tc ta 0.7Tc' It can be seen

that differences in performance among the three filters are minimal when Eb/ No < 5

dB. In fact, they converge as Eb/No --t O. This can he expected since the NWMF

and CLMF reduce ta the C~IF when AWGN predominates as the signal powers of

the interferers go ta zero. SNR gains greater than 1.0 dB for the NWMF and CLMF

over the CMF begin to appear and increase for Eb/ No ~ 10 dB. For example, at

Eb/No = 20 dB, SNR(CLMF) = 19.7 dB, SNR(NWMF) = 18.1 dB and SNR(CMF)

= 13.2 dB. Thus, at Eb / No = 20 dB, the SNR gain of the NWMF over the CMF is

nearly 5 dB while that supplied by the CLMF provides an additional 1.6 dB above

the NWMF.

Case b) illustrates the condition when chip delays are spaced evenly with one

interferer chip synchronized ta the desired user. Again, differences in perfonnance



among the three filters are minimal when Eh/No < 5 dB. SNR gains greater than 1

dB for the CLMF and mVlVIF over the CMF only begin to appear for Eb/No ~ 13 dB.

The gain offered by the CLMF over the NWlVIF is hardly noticeable. For example, at

Eb/No = 20 dB, SNR(CLNIF) = 14.7 dB, SNR(NWlVIF) = 14.4 dB and SNR(CNIF)

= 11.9 dB. Thus, at Eb/No = 20 dB, the SNR gain supplied by the N\VMF over the

C~IF is 2.5 dB while that supplied by the CLMF provides only an additional 0.3 dB

above the NWNIF. In both a) and b), as Eh/No increases, the SNR of the CMF tends to

level off while that of the two other curves tends to increase. However, cornpared to a).

the SNR performance across the three filters are markedly reduced in b). In general, at

large Eb/No, (5.5) can he approximated as SNRopt ~ ~ . i& [Ea - a(C)C(C)-l a(C)"]

such that SNR,pt increases linearly with Eb/ No as long as Ea > a(C)C(C)-la(C)H.

In summary, Eb/1Vo plays an important role in determining the effectiveness of the

NWNIF and CLlVIF over the CMF. At low Eb/iVo < 5 dB, the SNR performance of the

three ~fFs converge. When Eb!lVo > 14 dB, the SNR performance of the CLNIF and

NWlVfF provides more than a 1 dB improvement over the CrvIF. This improvement

increases as Eb!lVo increases beyond 14 dB. In comparison to the NWlVIF, the CLNIF

offers SNR gains when the interferers have chip delays clustered about D.5Te• The

gain diminishes when chip delays are distributed over Tk E [0, Te) especially when a

chip-synchronous interferer is present.

•

•
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SNR vs. Interferer Signal Power

Next, the effect of power-imbalance conditions on SNR performance of the filters is

examined when K = 5. In the example to be considered, there exists one user k = 1

at Tl = 0.5Te whose received signal power level is much larger than other users in

the system. SNR vs. /31 is shown in Fig. 5.3 when Eh/No = 20 dB, K = 5, (3 =
[,Bb 1, 1, 1, 1], and the chip-delays of the interferers are T /Tc = [0.3,0.4,0.5,0.6,0.7].

Two scenarios are presented. In case aL aIl the interferers are chip-delay locked. As

/31 increases, the SNR of the CMF deteriorates severely while those of the NWMF and

CLlVIF remain significantly higher. For example, at /31 = 10 dB, SNR(CLMF) = 19.4

dB, SNR(NWlVIF) = 17.0 dB and SNR(CMF) = 9.9 dB. Thus, at /31 = 10 dB, the

SNR gain of the NWMF over the CMF is 7.1 dB while that supplied by the CLMF

provides an additional 2.4 dB above the NW1vIF. As /31 increases beyond 10 dB, the

NWMF performance degrades progressively whereas the SNR of the CLMF slowly

tends towards 19.3 dB at /31 = 30 dB and is hardly affected by the strong înterferer.

In case b), Kc =1 and Ku = 4 where only user 1 is chip-delay locked at Tl/Tc =
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Fig. 5.3 SNR vs. /31 [dB] for the rectangular pulse when K = 5, 13
= (,81,1,1,1,1], T /Tc = [0.3,0.4,0.5,0.6,0.7], N = 31 and Eb/No = 20
dB. In case a), aIl interferers are chip-delay locked. In case b), Kc = 1
and Ku = 4. Only user 1 is chip-delay locked at Tl/Tc = 0.3 while the
remaining 4 users are unlocked.

•

0.3. This is an example of SNR performance when a combination of unlocked and chip"

delay locked interferers are present. Having the strong interferer chip-delay locked

permits the SNR performance of the CUMF to remain at roughly 16 dB over {31 E

[1,103}. The SNRs of the NWMF and CMF degrade as (31 increases. For example,

at 131 = 10 dB, SNR(CLMF) = 16.0 dB, SNR(NWMF) = 15.4 dB and SNR(CMF)

= 9.5 dB. Thus, at {31 = 10 dB, the SNR gain of the NW~IF over the CNIF is 5.9 dB

while that supplied by the CLNIF provides an additional 0.6 dB above the NWMF.

Bath cases dearly illustrate the substantial SNR gains achievable by the CLMF,

CUMF and NWMF, conlpared ta the CMF, when a strong interferer is present. Ad­

ditional SNR gains can be obtained by the CLMF and CUMF in comparison ta the

NWMF. The SNR of the CMF and NWMF continues to deteriorate as the interferer

power increases. On the contrary, the CLMF and CU~IF maintains a higher, rela­

tively constant SNR regardless of the locked interferer's strength when Tl = O.3Tc'

The same phenomenon is observed for smaller Tl ta a lesser extent as long as Tl =1= O.

In the limit, as Tl -+ 0, the SNR performance of the CLMF, CUMF and NWMF

converge ta that of the CMF.
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SNR vs. Phase-Offset
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In aIl the results presented before and after this section, phase-offsets of interferers

have been assumed to be unknown and uniformly distributed over Tk E [0, Tc). In

this section, the effect of phase-offset information on the performance of the CLMF

is examined briefly.

In Fig. 5.1, the performance of SNR vs. (h is presented for the SNR maximizing

filter denoted as phase-CL~IF, the CL~IF, NvVMF and CMF when K = l, Tl = 0.5Tc,

{3L = 1 and Eb/JVo = 20 dB. In the plot, 81 ranges from 0 ta 7r/2 ta 1r when the

SNR [dB}
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Fig. 5.4 SNR vs. Bl /1r for the rectangular pulse when K = 1, N = 31,
Tl =O.STc, Pl = 1 and Eb/No = 20 dB.

interferer is, respectively, in-phase, in quadrature or 1800 out-of phase with the signal

of the desired user. The phase-CLl\tIF maximizes SNR across aIl phase values. As

can be expected, the CMF maximizes SNR like the phase-CLMF at (Jl = 'Fr /2 when

the DS-BPSK interferer is orthogonal to the desired user's signal. However, the SNR

of the CMF suffers considerably as th approaches 0 or 1r. In contrast, the SNR of

the CLl\tIF ranges from 0.8 to 1.0 dB below that of the phase-CLMF. The SNR of

the NWMF ranges from 1 ta 2.2 dB below that of the phase-CLMF. For example, at

(JI = 0, SNR(phase-CLMF) = 21.4 dB, SNR(CLMF) = 20.6 dB, SNR(NWMF) = 19.2

dB and SNR(CMF) = 15.7 dB. These are the minimum SNR for each filter type. In

this case, the improvement in SNR over the CMF offered by the NWMF, CLMF and



phase-CLMF is, respectively, 3.5, 4.9, and 5.7 dB. Thus, in applications where phase

remains relatively constant, gains in SNR obtained from chip delay information can

be supplemented by taking phase information into account in the design of the NIF.

•
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5.3 Near-Far Resistance

Near-far resistance is a measure quantifying the robustness of a receiver against the

power-imbalance problem [60, 51}. In this section. the near-far resistances of the

CLMF and NWlIIF are investigated. Its expression for the BLMF has already been

derived in [62]. The near-far resistance of the MFs is investigated in two parts.

In the first part, the near-far resistance expression is generalized for arbitrary LTI

filters and for spreading waveforms à{k}(t) not necessarily constrained to exist only

over t E [0, Tb)' Expressions for the CL~IF and NWMF are then derived. In the

second part, several simple numerical examples are presented to illustrate the near­

far resistance over various chip pulses.

5.3.1 Near-Far Resistance Expressions

The near-far resistance expression ill [60, 51, 112] is generalized for an arbitrary LTI

filter h(t) and for spreading waveforms à(k)(t), as defined in (2.8) and (3.28), which

exists over t E [-(Atf - l)Tc, Tb + At/Tc]. Using [112, (10)), given Tk and Pk, the

probability of error in the bit estimate b~O) is

where (72 = No/2 and Prob[b~) = 1] = Prob[b~) = -1] = 1/2. The energy of the

filter impulse response is

•

(T" 1_ 12Eh = Jo h(Tb - t) dt.

The desired component of the lUter output is

(5.8)

(5.9)



The partial correlation function between the impulse response and shifted spreading

signal associated with the kth interferer's mth bit is•
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As explained in [112, p. 891], in the low AWGN region where (J is small, the right

hand side of (5.7) is dominated by the summand with the smallest argument:

(5.11)

The slope of the Pe,o(O") curve at high SNR, representing the asymptotic efficiencyof

the filter [60, 51, 112], is

For example, given the C~IF j(t) = à,(O)*(t) ( where h(t) is obtained by using (3.6) and

removing the scaling factor No/2), when K = 1 and At[ = 1 (such that !vIl = -1, ~\!I2 =

0), Eh = D = Tb and (5.12) reduces to 770 = max2
{ 0, 1-~'A (Ipk,-l(rr)1+lpk,O(rr)1) }

as given in [51, p. 172 (11)]. Near-far resistance is defined as the minimum asymptotic

efficiency over the relative signal powers of the interferers [51]: minfth,....8«} 770. !ts

value ranges from the minimum of no near-far resistance of 0 to a maximum level of

1. Since, in general, Pk,m (rd "# 0, the near-far resistance of the CMF is O.

•
2 { • zo(a)}770 = max 0,l~ v'l{;Tb . (5.12)

•

Near-Far Resistance of CLMF

The following derivation takes into account the property that the near-far resistance

of the BL~IF is equivalent to that of its limiting form D-BL1tIF (as No ~ 0) [77]. The

same property applies to the CLMF whose limiting fonn is the D-CLMF. When all

the interferers are chip-delay lacked, the substitution of (3.33) into (5.10) results in

Pk,m (Tk) = 0 far aIl m under the canstraint Tk mod Tc = Tk • Similar to the D-BLMF,

the lVL~I is completed removed. Substitution of (3.33) (or (3.33) using (3.6) (with the

removal of the scaling factor No/2) into (5.8) and (5.9) reduces the CLMF asymptotic

efficiency ta

(5.13)



where Ea is defined in (5.6). The a(C) and C{C) are given in (C.10) and (C.11),

respectively, in AppendLx C.2. When 1\;[ = l, Ea = Tb and (5.13) reduces ta a fonn

similar ta that for the BLMF in [62, (30)}: TJo = 1 - i" a(C)C(C)-l a (C)H. Since (5.13)

is independent of interferer signal powers, it is equivalent ta the near-far resistance.

Furthermore, it is independent of the spreading sequences of the interferers in contrast

ta the BLNIF and D-BLMF [51, 62J. It is, however, dependent on the desired user's

spreading sequence, chip filter selection and chip delays of the interferers imbedded
in a(C) and C(C).
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Near-Far Resistance of NWMF

For chip filters of fini te bandwidth, the near-far resistance of the NW1JIF is 0 as shawn

in AppendLx 1. A non-zero near-far resistance would only be possible if the inverse

chip filter l/Q(f) existed (with infinite bandwidth). In fact, as long as no interferers

were chip synchronous (Tk i= 0), it wouId, in theory, deliver the maximum near­

far resistance of 1. This interesting result follows sinee, in the absence of AWGN,

the inverse chip fiiter would generate a train of delta functions [110, pp. 170-177}

when excited by the signaIs of each user in the system. Sampling at the proper time

instants would then lead to perfeet ehip symbol detection. However, as noted in (113},

an inverse fil ter over 1 E (-00, 00) is, in general, physically unrealizable. Therefore,

for aIl practical purposes, the NWNIF has a near-far resistance of zero.

Signal Space Interpretation of MF Near..Far Resistance

The MF near-far resistance TJo has a convenient signal space interpretation. By using

the signal spaee representation of signaIs described in section 3.7, (5.8), (5.9) and

(5.10) can be expressed as, respectively, Eh = 'R.e[/-aIl, D = 'R.e[fHti} and Pk,m(Tk) =
'Re[jHlÏk,mJ. As diseussed in section 3.7, in the limit as No -+ 0, j = flJ, Eh = aoHii?

and D = flJHjj;J sinee ii?Hti = aoH[ifJ + al] = aoHao + noUtil and flJua/ = O. On the

other hand, Pk,m(Tk) = 'Re[ifJHâk,m} = 0 sinee ak,m E ST and ii" is orthogonal to aIl

vectors in Sr. Substitution of Eh, D and Pk,m(Tk) into (5.12) yields

(5.14)

similar to that given in [62] for the BLMF.
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5.3.2 Numerical Examples - Near-Far Resistance

114

The following numerical examples illustrate the near-far resistance of the CL~IF when

K = lover various chip pulse shapes. As discussed earlier, near-far resistance depends

upon the desired user's spreading sequence. This implies that in the case of long

sequence spreading, the near-far resistance can change with each bit symbol sinee

the desired user's spreading sequence changes. Here, as in the previous numerical

examples, the spreading sequence of the desired user is set to that for user k = a in

Table 5.1. Sinee the near-far resistances of the CivIF and NvVlvIF are both zero, they

need not be considered. In theory, however, if the inverse fUter for the rectangular chip

pulse did exist, the NWNIF would have a near-far resistance of 1 as long as Tl i= O.

In Fig. 5.5, 1]0 vs. Tl/Tc is plotted for the rectangular chip pulse. As the interferer
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Fig. 5.5 Near-far resistance vs. Tl/Tc for the rectangular chip pulse
when K = 1 and N = 31.

becomes chip synchronous, the near-far resistance goes to zero. When the interferer is

furthest from being chip synchronous at Tl/Tc = 0.5, a maximum near-far resistance

of 0.65 is achieved with respect to the spreading sequence a(O) defined in section 5.1.2.

In general, the near-far resistance of the CLMF will depend on the desired user's

spreading sequence, the number of interferers and their chip delay distribution. For

comparison, the near-far resistance of the BLMF is plotted where Tl =Tl and a(l) is

defined in section 5.1.2. The near-far resistance of the BLMF is equivalent to that of



the D-BL~IF (or one-shot decorrelator). As can he expected, knowledge of the inter­

ferer's spreading sequence and its bit-delay delivers excellent near-far resistance. Its

performance, however, is obtained at the expense of requiring more signal parameters

and short sequence spreading.

In Fig. 5.6, 770 vs. Tl/Tc is plotted for the three bandwidth efficient chip pulses

with respect to only the CLJ\JIF, As observed with the rectangular pulse shape, for
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Fig. 5.6 Near-far resistance of the CLMF vs. TI/Tc for bandwidth
efficient chip pulses when K = 1 and N = 31.

each of the three pulse shapes, 770 attains its maximum at Tl = a.5Te and its minimum

of a at Tl == o. For the sqrt-RC 100%, sqrt-RC 60% and 18-95 pulse, their maximum

770 are, respectively, 0.63, 0.40, and 0.03. Thus, it is apparent that, as the excess

bandwidth of the chip pulse decreases, near-far resistance of the CLLVIF decreases as

weIl. In the limit as ct -t 0, since the CLMF reduces to the NW!v[F, the near-far

resistance of the CLMF becomes o.

5.4 Bit Error Rate (BER)

In this section, the BER (PeIO ) performances of the CLMF, NVVMF and CIvIF are

examined for the special case of short sequence spreading. The user and spreading

sequence assignments are listed in Table 5.1. The BER associated with the various



filters are calculated by using the characteristic function method of [114] which takes

into account the effect of random interferer phase offsets. ~Iodifications ta the original

expressions in [114] are given in Appendi..x J.

Severa! terms are introduced. First, BER(MF type) represents the BER of the

~IF specified in the argument. Second, the bit-delay vector T = [Tt, T2,' .. t TK] holds

the interferer bit delays. And third, the chip-delay vector T = T mod Tc holds the

interferer chip delays.
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5.4.1 Numerical Examples - BER

Three sets of numericaI examples for BER performance are presented for the rectan­

gular chip pulse. The first two sets consider the situation when the chip delays are

distributed from O.3Tc to O.7Tc under varying power-imbalance conditions. The third

set considers the situation when the chip delays are distributed over 0 to Tc and when

a chip synchronous is present under uniform signal powers.

The BER performance is first examined when K = 5 with a bit delay distribution

of TITe = [6.3,6.4,6.5,6.6,6.7J. Fig. 5.7 presents a plot of the BER vs. Eb/ No for

two cases. Case a) illustrates uniform signal power conditions where 13 = [1,1, l, 1,1].

To serve as references, BER curves for BPSK, D-BLlvIF and Cl\JIF are plotted as weIl.

Pe.O
10

0
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•
Eb/No [dB]

Fig. 5.7 Pe,O vs. Eb/No when K = 5 and aIl interferers are chip-delay
locked at T /Tc = [6.3,6.4,6.5,6.6,6.7]. In case a), aIl signal powers are
uniform. In case b), 13 = [10,1,1,1,1].



The BPSK curve represents the performance of the CMF when K = 0 and no rvIAI

is present. It also represents the lower bound in performance of aU LTI filters when

NIAI is or is not present. The D-BLrvIF curve is pro\lided to illustrate the gain in

performance that can be obtained under short sequence spreading when spreading

sequence and bit delay information is available. The performance of the NWrvIF and

CLMF faIls between that of the CrvIF and D-BLNIF. Over aIl Eb/No, BER(CLMF)

~ BER(NWIvIF) ~ BER(CNIF). At low Eb/1Vo , the BERs associated with the three

filters hardly differ. This is to be expected since the impulse responses of bath the

CLNIF and NWNIF approach that of the CMF as Pk/No ~ O. Substantial differences

in BER begin ta appear when Eb/ No > la dB. For example, at Eb/ No = 12.5 dB,

BER(CLNIF) = 2.7 x 10-6 . BER(NWIvIF) = 1.1 x 10-5 and BER(CrvIF) = 2.2 x 10-4 •

Thus 1 at Eb/1Vo = 12.5 dB, the NWrvIF delivers a BER improvement of over one order

magnitude over the CNIF while the CLMF delivers roughly an additional one order

of magnitude improvement over the NWlVIF.

In case b), interferer k = 1 has a received signal power la times greater than the

desired user such that {3 = [10,1,1, 1, 1]. The BER performance of the CrvIF suffers

considerably and encounters an error floor in that its BER stays above 5 x 10-3 over

the range Eb/ No E [0,25] dB. In contrast, the BER of the CLJ\tIF and NWrvIF improves

as Eb/lVo increases. For example, at Eb/No = 12.5 dB, BER(CLIvIF) = 1.7 x 10-5.

BER(NWlVIF) = 1.7 x 10-4 and BER(CrvIF) = 1.1 x 10-2 • Thus, at Eb/ No = 12.5

dB, the NWIVIF delivers a BER improvement of roughly two orders of magnitude over

the CNIF while the CLlVIF delivers an additional one of order magnitude gain over

the NWlVIF. In comparison ta a), the presence of the strong interferer has reduced

the BERs of both the CLJ\iIF and NWMF by one order of magnitude. For larger

interfering powers, further gains between the three filters can be expected as Fig. 5.3

indicates.

Fig. 5.8, illustrates a more severe scenario of power-imbalance where aIl interferers

are 6 dB stronger than the desired user. Again, the BER of the CMF encounters an

error floor in that its BER stays above 1.9 x 10-2 over Eb/ No E [0,25] dB. The BERs

of the NWlVIF and CLMF still tend ta improve as Eb/ No increases. At Eb/No = 12.5

dB, BER(CLlVIF) = 2.6 x 10-5. BER(NWMF) = 3.1 x 10-4 and BER(ClVIF) =

2.6 x 10-2• Again, the NWMF delivers a BER improvement of roughly two orders of

magnitude over the CMF while the CLMF delivers an additional one order magnitude

over the NWMF.

In the third set of numerical examples, the effect of the chip delay distribution

on BER is considered for only the CLMF and NWMF. Three chip distributions are

•

•

•
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Fig. 5.8 Pe,O vs. Eb/No when K = 5, all interferers are chip-delay
locked at T /Tc = [6.3,6.4,6.5,6.6, 6.7} and {j = [4,4,4,4, 4} .

considered. The order of the cases progress from chip delays clustered about a.5Tc

to the case where the chip delays are spaced evenly across [0, Tc) with one chip­

synchronous interferer. Fig. 5.9 presents a plot of BER vs. Eb/ No for the three

cases when 1< = 7 and the received signal powers are uniform. In an cases, the

BER of CLl\fF is always lower or equal to that of the NWMF and the disparity in

performance tends ta increase as Eb/ No increases. In case a), the user chip delays are

somewhat clustered about 0.5Tc. For example, at Eb/ No = 12.5 dB, BER(CLJ\tIF)

= 2.1 x 10-6 and BER(NW!vIF) = 1.3 x 10-5• The BER of CLMF is roughly one

arder of magnitude less than that of the NWrvIF. As the users are spread across the

interval [0, Tc), the BER performance of both filters begins to deteriorate and shift to

the right. !vloreover, the performance gains of the CLMF over the NWMF diminishes

as shown in case b). This ean be seen at Eb/No = 12.5 dB where BER(CLMF) =

2.3 x 10-5 and BER(NWrvIF) = 4.0 x 10-5•

In case c) where user 1 is chip synchronized to the desired user. The BER degrades

further for both the CLMF and NWMF while the BER improvement of the CLMF

over the NWMF diminishes further. This can be seen again at Eb/No = 12.5 dB

where BER(CLMF) = 5.2 x 10-5 and BER(NWMF) = 7.6 x 10-5 •

Renee, under unüorm signal power conditions, the presence of chip-synchronous

or quasi-chip synchronous users diminishes the gains in BER performance over the
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Fig. 5.9 Pe,a vs. Eb/No when K = 7 and aIl signal powers are uni­
form. In case a), T /Tc = [10.3,10.35, 10.4,10.5,10.55, 10.6,10.7]. In
case b), ..,. /Tc = [10.1,10.3, 10.4,10.5,10.6,10.7,10.9], In case c), T

/Te = [10.0,10.3,10.4, 10.5,10.6,10.7,10.9].

NWlVIF. When, on the other hand, the interferers are clustered about D.5Te , the

improvement in BER performance of the CLNIF over the NWNIF widens.

5.5 Probability of Outage

In the previous sections, the numerical examples were restricted to a particular spread­

ing sequence of the desired user and particular realizations of signal parameters of the

interferers. That is, SNR was computed for specific conditions where each argument

in (5.3) was fixed. In this section, performance is investigated under more general

conditions since the signal parameters are in fact random variables and can assume

a wide range of realizations. Likewise, under long sequence spreading, the spread­

ing sequence assaciated with each consecutive bit changes as weIl. In order ta assess

the performance of the NIFs over a wide range of conditions, a measure known as

probability of outage Pout is introduced. First, the measure is defined and its method

of calculation is outlined. This is followed by two sets of numerical examples. The

first set illustrates Pout according to the four possible chip waveforms when the signal

powers of aIl users are uniform. The second set illustrates Pout under power imbal-



ance conditions when the signal powers are no longer uniform for the IS-95 pulse,

exclusively. In all numerical examples with bandwidth efficient pulses, ISI is taken

into account not only in deriving the NWMF and CLlVIF but also in computing their

SNRs.
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5.5.1 Definition of Probability of Outage

The probability of outage is defined as Pout = Prob (BER> BERmax ) where BERmax
represents the ma.ximum tolerable BER [15]. Under the assumption of an efficient

modem, a powerful convolutional code and two-antenna diversity, Pout cao he ap­

proximated as [15]

Pout = Prob (SNR < SNRmin ) (5.15)

•

••

where SNRmin represents the minimum tolerable level of SNR performance. This

approximation, used to assess the Pout and capacity of the IS-95 system [15], provides

a loose interpretation of Pout in terms of SNR. For instance, for voice service at

BERmax = 10-3 in a cellular system employing convolutional coding with: Re = 1/3,

a constraint length of 9 and soft decision decoding, SNRmin is typically 7 dB [115, 15].

5.5.2 Method of Calculation

As explained previously, the probability of outage in (5.15) depends upon two quan­

tities: SNR and SNRmin . The latter is a constant which is dependent on the type

of service to be provided. In each of the numerical examples of Pout, voice service is

assumed by setting SNRmin = 7 dB. In contrast, the former whose expression is given

in (5.2) is a function of a number of parameters as summarized in (5.3). AlI the ar­

guments in (5.3) except for two are fix:ed. SpecificaIIy, the functions and parameters:

lV, Eb/No, ij(t), h(t), K and (3 are fixed while T and a(O) are random vectors. Conse­

quently, SNR is a random variable and Pout in (5.15) is evaluated over aIl possible

realizations of T and a(O). The chip delays in T are assumed to be Li.d. where each

chip delay Tk in T is assumed to be uniformly distributed over Tk E [0, Tc). As noted

in section 5.1.2, the spreading sequence of the desired user is randomly generated and

changes for each consecutive bit symbol.

There are two ways of evaluating Pout in (5.15). The first method requires ana­

lytically determining the closed form expression for the probability density function

(PDF) of the SNR. The second method instead evaluates the relative frequency of



outage events by generating a large number of sampied values of the random variable

SNR and counting the number of outage events which occur. This is known as the

Monte Carlo method. Since a closed fonn expression for the PDF of the SNR could

not be obtained, the first method could not be used and the Monte Carlo method was

selected ta compute Pout.
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Monte Carlo Method

In its basic form, the ~1onte Carlo method generates l'ls samples (or outcomes) of the

random variable SNR [116, pp. 221-237]. These samples are computed by generating

a total of Ns realizations of the parameters which affect SNR. That is, in each sample,

a randomly selected realization of a(O) and T is used ta produce unbiased estimates

of SNR. IVa independent realizations of a(O) and NT independent realizations of Tare

generated to provide Ns = Na X NT samples. Each realization generates an SNR

sample indexed by n which is compared to SNRmin . An error event occurs when

SNRn < SNRmin . The probability of outage in (5.15) can then be approximated by

• n ,...,., N aut
rout ,...,.,

Ns

where the number of outage events iVout is defined as

Ns
Nout = L Iind (SNRn - SNRmin).

n=L

(5.16)

(5.17)

The indicator function Iind(x) returns 1 for an outage event and 0 for no outage event.

It is defined mathematically as

1. () _ {l,if x < 0
IOd X -

0, otherwise.
(5.18)

•

The difficulty with the Monte Carlo method is the computational burden associ­

ated with estimating very low values of outage probability. This occurs because of two

reasons. One, the sampie size Ns needs to be much greater than 1/Pout. And two,

the computational complexity involved in computing each individual SNR sample is

quite high. Thus, coupled together, the number of computations required to obtain

outage results for Pout < 10-2 at even modest values of N can he very large.
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•

The computational burden of the ~Ionte Carlo method can be reduced significantly

by using the /t(/odified Monte Carlo method described in [117]. The method modifies

the process of sampling the chip delays in the random vector T using a technique

known as importance sampling. The selection of random vector samples is biased

towards increasing the probability of an error event which would otherwise occur

rarely. With respect to chip delays, error events can be biased ta occur more frequently

by generating chip delay samples much doser ta either a or Tc. This takes advantage

of the findings in section 5.2 where chip-delay values doser to either 0 (or Tc by

symmetry) tended ta deliver lower SNR. The resulting biased estimate Pout,biased is

then processed ta return an unbiased estimate of Pout. This method can effectively

reduce the required sample size Ns by one to three orders of magnitude. The algorithm

for evaluating the probability of outage via the Modified ~Ionte Carlo method is

outlined in AppendLx K.1.

Interval Estimate of Pout

In arder to obtain an estimate of Pout, the Modified Monte Carlo method of estimating

the probability of outage is repeated l\-fout times to generate lv/out samples of Pout,m

indexed by m E [1, NIout ]. From these samples, an interval estimate of Pout can then

be computed. The interval estimate is represented by

Prob [Pout,Jow < Pout < Pout,upp] > l'out (5.19)

•

where "'(out represents the confidence coefficient of the estimate and [Pout,low, Pout,upp]

represents the confidence interval of Pout. The l'out is a parameter whose value is

set to a desired degree of confidence. In the numerical examples to fol1ow, it is set

ta "Yout = 99%. The bounds of the confidence interval pout,Jow and Pout,upp are then

computed based on "Yout and the At/out samples of Pout,m using the procedure outlined

in [116, pp. 244-248] and reproduced in Appendix K.2. Consequently, the probability

that Pout lies in the interval [Pout,low, Pout,upp] is "Yout = 99%. The numerical examples

of Pout plot both the confidence interval [Pout,low, Pout,upp] and mean of the samples

Pout·
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•

Numerical examples of probability of outage vs. K are presented in two sets of plots.

The first set assumes uniform signal powers while the second set considers the effect

of power-imbalance.

Outage under Uniform Signal Powers

The probability of outage is computed for the Cl\tIF, NWl\tIF and CLNIF when the

signal powers of all users are uniform. The examples are investigated according to

the selection of one of the four possible chip pulses in the order of decreasing excess

bandwidth. It is stressed that most of the Pout results for the NWl\tIF are new.

Previou~ly, the performance of NWl\tIF vs. K had been investigated for only the

rectangular pulse in [86].

Several terms to facilitate the analysis are defined. Associated with each plot and

each l\tIF is a transition region which is defined arbitrarily as the range of K for which

10-6 < Pou~; < 10-1• For K to the left of this region, the system operates at Pout <
10-6 • For K to the right of this region, the system operates at Pout < 10-1. Thus, the

transition region represents the range of users over which the system moves from low

Pout to high Pout. Systems with wide transition regions tend to move gradually from

low ta high outage conditions as K increases. On the other hand, systems with narrow

transition regions tend to change abruptly between the two extremes. In addition,

the expressions Pout (l\tIF type) and Pout (l\tIF type) represent, respectively, the Pout

and Pout of the l\tIF specified in the argument where the MF type may be either the

Cl\tIF, NWl\tIF or CLMF. And lastly, an estimate of the ma.ximum number of users

K + 1 which the system can support can be obtained by defining an upper bound

Pout,max to Pout. The user capacity of the system is defined as the ma.ximum value

of K + 1 which is denoted as K max + 1 for which the probability of outage satisfies

Pout < Pout,max. In the ensuing analysis, Pout,max = 1% is chosen. Thus, user capacity

is given by the maximum value of K max + 1 which satisfies Pout < 1%,

Probability of Outage for the Rectangular Pulse

The plot of Pout vs. K for the rectangular chip pulse is given in Fig. 5.10 where

lV = 8 and Eb/No = 20 dB. Although N is small, its PG is in fact very large. This is

because of the large bandwidth associated with the rectangular pulse. As discussed

in section 5.1.1, since B = 32.5· ,A, PG = 65N = 520 according to (2.5). For K ~ 3,

outages couId not be generated from a sample size exceeding that used to evaluate

Pout at K = 4. This indicates that Pout « 10-5 for K $ 3 for all three MFs.
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Fig. 5.10 Outage probability vs. K for the rectangular pulse when
N = 8 and Eb/No = 20 dB.

The plot is analyzed first with respect ta each of the NIFs. The transition region

for the CMF is nil. Its Pout curve shows an abrupt change from Pout << 10-5 at

K :5 3 ta Pout = 2.1 X 10-1 at K = 4. That is, the system moves immediately from

a condition of low Pout ta that of high Pout when the system shifts from K = 3 to

K = 4. N'Ioreover, the C!vIF is essentially ineffective for K 2:: 6 where Pout :=::: 1. For

the NWlVIF, the transition region extends from K E [4,8]. For K 2:: 12, Pout> 10-1
•

For the CLlVIF, the transition region is very wide and extends from K = 4 ta K > 12.

As K increases over K E [4,12], the Pout curve gradually degrades from 9.6 x 10-6 ta

1.8 x 10-2•

Next, the curves for the three MFs are compared. As discussed above, the transi­

tion region is extended from nH for the ClVIF to 5 users for the NWIvIF and more than

9 users for the CLMF. As illustrated in the plot, over the entire range of K E [4,12],

Pout(NWIvIF) is roughly one to two orders of magnitude below Pout(CMF) while

Pout(CLIvIF) is an additional one to two orders of magnitude below Pout (NWMF).

For example, When K = 5, Pout(CIvIF) = 6.6 x 10-1
, Pout(NWMF) = 1.3 x 10-2 and

Pout(CLlVIF) = 2.0 x 10-4 • Thus, the CLl\IF delivers a significant reduction in the

probability of outage compared to the ClVIF and NWMF.

Based on user capacity as defined earlier, the CMF, NWMF and CLIv'IF support,

respectively 4, 5 and 10 users. This corresponds to Kmax = 3,4 and 9 since user

capacity is given by Kma."C + 1. Thus, under these conditions, the CLMF increases



capacity by 250% with respect ta the ClVIF and doubles the number of users with

respect to the NWMF.

Probability of Outage for the Sqrt-RC Pulse, Q = 100%

The plot of Pout vs. K for for the sqrt-RC chip pulse, Q = 100%, is given in Fig.

5.11 where N = 19 and Eb/J.Vo = 20 dB. Since Q = 100%, using (2.5), PC = 38. For
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Fig. 5.11 Outage probability vs. K for the (} = 100% square root raised
cosine pulse when N = 19, (PG = 38) and Eb/No = 20 dB.

•

•

K :5 7, outages could not be generated using a sample size exceeding that used ta

evaluate Pout at K = 8. This indicates that Pout « 10- 10 when K :5 7 for aIl three

NIFs since Pout (CLlVIF) = 1.8 x 10-10 for K = 8.

The plot is analyzed first with respect ta each of the MFs. For the CNIF, the

transition region contains only K = 8. The CrvlF is essentially ineffective for K ~ 10

where Pout:::::: 1. Its Pout curve shows a large jump from Pout « 10-7 at K = 7

ta Pout = 4.5 X 10-3 at K = 8. For the NWlVIF, the transition region extends from

K E [8,10] and Pout> 10-1 for K ~ 11. As K increases over K E [8,10], the Pout

curve degrades from 3.3 x 10-5 ta 4.9 x 10-2
• For the CLMF, the transition region

extends from K = 9 ta K > 13. As K increases over K E [9,13], the Pout curve

degrades from 3.1 x 10-6 ta 1.4 x 10-2•

Next, the curves for the three MFs are compared. As discussed above, the transi­

tion region is extended from 1 for the CMF ta 3 users for the NWMF and more than

4 users for the CLMF. Compared to bath the NWMF and CMF, the CLMF delivers



consistently lower Pout over K E [10,14]. For example, when K = 12, Pout(CMF) =

8.3 x 10-1 , Pout(NWMF) = 1.8 x 10-1 and Pout(CLMF) = 2.7 x 10-3 . Thus, at

K = 12, Pout(NW~IF) is roughly one order of magnitude less than Pout(CMF) while

P out (CL1vIF) is nearly two orders of magnitude less than P out (C1JIF).

With respect to user capacity, the ClVIF, NWlVIF and CLlVIF support, respectively

9, 10 and 13 users (corresponding to Kmax = 8,9 and 12). Thus, under these con­

ditions, the CLlVIF increases user capacity by 44% with respect to the CMF and by

30% with respect to the NWNIF.

Probability of Outage for the Sqrt-RC Pulse, a = 60%

The plot of Pout vs. K for for the sqrt-RC chip pulse, Cl! = 60%, is given in Fig.

5.12 where N = 24 and Eb/No = 20 dB. Since Cl! = 60%, using (2.5), PG = 38.4.
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Fig. 5.12 Outage probability vs. K for the a = 60% square root raised
cosine pulse when N = 24, (PG = 38.4) and Eb/No = 20 dB.

•

For K ~ 9, outages could not he generated. This indicates that Pout « 10-7 when

K ~ 7 for all three rvlFs.

For the CMF, the transition region contains only K = 10. The CMF is essentially

ineffective for K ~ 12 where Pout ~ 1. Its Pout curve shows a large jump froID

Pout « 10-1 at K = 9 to Pout = 3.2x 10-2 at K = 10. For the NWMF, the transition

region is limited to K E [10, Il] and Pout> 10-1 for K ~ 14. For the CLMF, the

transition region extends from K E [lOf 14]. As K increases over K E [11,14], the

Pout curve degrades from 2.4 x 10-4 to 5.7 X 10-2•



The transition region is extended from 1 for the C~IF to 2 users for the NWMF

and 4 users for the CLlVIF. Compared to the NWMF and C~IF, the CL~IF delivers

consistently lower Pout over K E [10,14]. For example, when K = Il, Pout(CMF) =

4.3 x 10-1 , Pout(NWMF) = 5.2 x 10-2 and P out (CLlVIF) = 2.4 x 10-4 . A.t K =

Il, Pout(NWMF) is roughly three one arder of magnitude less than Pout(CMF) and

Pout(CLNIF) is over two orders of magnitude less than Pout (Cl'IIF). With respect

to user capacity, the ClVIF, NWMF and CLNIF support, respectively ID, Il and 13

users (corresponding to K = 9,10 and 12). Thus, under these conditions, the CL~fF

increases the number of users by 30% with respect to the ClVIF and increases the

number of users by 18% with respect ta the NWl\IIF.

Probability of Outage for the 18-95 Pulse

The plot of Pout vs. K for the 18-95 pulse is gjven in Fig. 5.13 where N = 32 and
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Fig. 5.13 Outage probability vs. K for the 18-95 pulse when N = 32,
(PG =38.5) and Eb/No =20 dB.

•

Eb/No = 20 dB. Since Q = 20.44%, using (2.5), PG = 38.5. For K ~ Il, outages

could not be generated. This indicates that Pout « 10-6 when K ~ Il for aIl three

1'I1Fs. The transition regjons for the CMF, NWMF and CLlVIF overlap and contain,

respectively, K = 12, K E [12,13] and K E [12, 13]. The degradation in Pout for aIl

three MFs is very rapid since the transition region is narrow. This can be attributed

to the small Q. In the limit as Q ~ 0 and the chip pulse approaches the ideal Nyquist

pulse of B = Je' the impulse responses of the NWMF and CLMF converge to the



CMF.

Compared to bath the NWlvIF and Cl\tIF, the CLlVIF delivers mueh lower Pout over

K E [12,13]. For example, when K = 13, Pout(ClVIF) = 7.0 x 10-1
, Pout(NWMF) =

8.5 x 10-2 and Pout(CLMF) = 1.1 x 10-2 • At K = 13, Pout(NWl\tIF) is roughly one

arder of magnitude less than Pout (Cl\tIF) and Pout (CLlVIF) is roughly an additional

one arder of magnitude less than Pout (ClVIF). With respect to user eapaeity, the

CNIF, NWl\tIF and CLl\tIF support, respectively 12, 13 and 14 users (corresponding

ta K max = Il, 12 and 13). Thus, under these conditions, the CL~rF increases the

number of users by 17% with respect to the ClVIF and increases the number of USers

by 8% with respect ta the NWl\tIF.
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Comparison of Pout at a Common PG and a Varying a

The Pout is DPxt eompared for the systems based on the three bandwidth efficient

pulses: the r8-95 pulse and the two sqrt-RC pulses. As may have been noticed, in the

three bandwidth efficient systems considered thus far, PG ~ 38. A.ctually, the PG of

the sqrt-RC 100%, sqrt-RC 60% and r8-95 pulse are 38, 38.4 and 38.5, respectively.

Equality among the PGs cannat he achieved since LV is constrained to be an integer.

The difference among the systems, however, is the spreading factor iV whieh must be

increased accordingly as the excess bandwidth of the pulse is decreased to maintain

a cornmon PG.

The Pout curves in Figs. 5.11 to 5.13 are analyzed for each of the three NIFs in arder

of decreasing excess bandwidth. For the ClVIF, the transition regions for the sqrt-RC

100% pulse, sqrt-RC 60% pulse and r8-95 pulse with a = 20.44% are, respectively,

K = 8, K = 10 and K = 12. Decreasing Q corresponds ta shifting the transition

region to the right. A similar shift in the transition regions oceurs for the Pout curves

ofboth the NWMF and CLMF. The Pout for the three pulses and three NIFs at K = 12

is tabulated in Table 5.3. For eaeh lVIF, as Q decreases, Pout tends ta improve. The

Table 5.3 Pout for the three pulses and three MFs at K = 12.

Chip Pulse

•
Sqrt-RC, Cl' = 100% 8.9 x 10-1 3.1 X 10 1 8.0 X 10-3

Sqrt-RC, Cl' = 60% 6.6 x 10-1 1.8 X 10-1 4.6 X 10-3

IS-95 3.4 x 10-2 1.0 X 10-3 4.4 X 10-6

impravement from sqrt-RC 100% to sqrt-RC 60% is small while that from sqrt-RC

60% to the 18-95 pulse is considerably large. With respect ta user capacity, the results



are summarized in Table 5.4. The CLNIF gives greater user capacity across the three•
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Table 5.4 User Capacity, K max + 1 for which Pout < 1%.

~ CMF 1~i CLMF 1Chip Pulse

Sqrt-RC, 0' = 100% 9 10 13
Sqrt-RC, Cl' = 60% 10 Il 13

18-95 13 13 14

•

chip pulses. As Q increases, Kmax+L decreases significantly for the CMF and less 50 for

the NWMF. On the other hand, the CLNIF is hardly affected. Even with Q' = 100%,

the CLlvIF delivers a user capacity very close to the ma..ximum user capacity obtained

with very small Q. This results indicates that, contrary to the CNIF and NWNIF, use

of the CLNIF can permit the design of chip pulses with larger excess bandwidth with

only a small decrease in capacity. The possibility of increasing Cl! has two important

benefits. In the design of the transmitter chip lilter, a larger Q reduces its order of

complexity. And second, a larger Q improves chip synchronization at the receiver [18,

pp. 743-746][44, p. 370].

Probability of Outage under Power Imbalance Conditions

•

The performance of the CMF and CLMF is next investigated under power-imbalance

conditions for the IS-95 pulse. AIl users transmit at a cornmon chip rate of liTe over

a common bandwidth. The users are divided into two groups: Ki users in group 1

and K 2 in group 2. The users of the group 1 transmit bits at the rate of Nlir
e

with a

power level of N~h where Nt represents the spreading factor of users in group 1. The

users of group 2 transmit bits at the rate of N;Te with a power level of N~h where N2

represents the spreading factor of user in group 2. The ratio of the signal power of a

user in group 2 to that of a user in group 1 is %;. Ideal power control is assumed to

maintain the disparate power levels between the two groups of users. Without loss

of generality, it is assumed that NI > N2 • Thus, group 1 represents low-rate users

while group 2 represents high-rate users in a dual-rate DS-CDMA system. ThiE is

an example of systems which provide mixed rate (or variable rate) data service such

as those envisioned in [19, 20]. For example, the low-rate may provide voice service

while the high-rate may provide real-time video or data service. In contrast to the

18-95 system where the signal powers of each user are designed to be uniform, in

mixed-rate DS-COMA systems, power-imbalance is deliberate and unavoidable. The



aim of the following set of plots is to illustrate the level of improvement the CLjyIF

may potentially offer to systems operating under power-imbalance conditions.

In the numerical examples to fol1ow, Eb/1Vo = 20 dB as before while ~V1 = 64 and

~V2 = 8. Since œ = 20.44%~ using (2.5), the PG of users in group 1 is PG1 = 77.1

while the PG of the users in group 2 is PG2 = 9.6. Consequently, a user in group 2

transmits its bits at a rate 8 times greater than that of a user in group 1 and at a signal

power 8 times (or 9 dB) greater than a user in group 1. The examples are presented

in arder of increasing values of K 2 . Only Pout for group 1 users is considered since

they are the only users adversely affected by the power-imbalance. Users of group 2

do not succumb ta this problem. Consequently, the term Pout shall refer solely to the

probability of Olitage for users in group 1. Furthermore, f\max,L refers to the maximum

KI for which Pout < 1%. After the numerical examples are presented. a comparison

of the Pout over the various /(2 shaH be considered.
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Probability of Outage for K2 = 0

The plot of Pout vs. fîL for the rS-95 pulse where K 2 = 0 is given in Fig. 5.14.

Since there are no high rate users, aIl users have uniform signal powers. This case

Pout
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Fig. 5.14 Outage probability of low rate users vs. KI for the 15-95
pulse when K 2 = 0, lVI = 64, (PGI = 77.1), N2 = 8 (PG2 = 9.6) and
Eb/No = 20 dB.

is provided to serve as a benchmark for the examples to follow where K 2 > 0 to

illustrate the dramatic loss in low-rate user capacity that results due to the power­

imbalance effect. For Kt ~ 23, outages could not be generated. This indicates that



Pout « 5 x 10-12 when /(1 $ 23 for both J\'1Fs since Pout(CLwIF) = 5 x 10-12 when

Kt = 24. The transition region of the CNIF contains KI = 10 while that of the CLwIF

ranges from Kt E [26,30]. The increase in PG compared to the LV = 32 case discussed

earlier broadens the transition region for the CLJ\tIF.

Compared to the CNIF, the CLj\,-IF delivers much lower Pout over !{1 E [24,30].

For example, when KI = 26, Pout(C~IF) = 8.5 x 10- t and Pout(CL~IF)= 2.3 x 10-4

which is over three orders of magnitude less than that of the CNIF. \Vith respect to

tow-rate user capacity, the C~IF and CLNIF support~ respectively 25 and 28 users

(corresponding to Kt,max = 24 and Kl.ma:< = 27). Thus, under these conditions, the

CLNIF increases law-rate user capacity by 12% with respect ta the CNIF.

Probability of Outage for K 2 = 1

The plot of Pout vs. !(1 for the r8-95 pulse where K 2 = 1 is given in Fig. 5.15. The

•
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Fig. 5.15 Outage probability of low rate users vs. Kt for the r8-95
pulse when K2 = l, NI = 64, (PG t = 77.1), N2 = 8 (PG2 = 9.6) and
Eb/No = 20 dB.

low-rate users experience the power-imbalance effect since a single user with a signal

power 9 dB greater than that of the low rate users is present. For Kt ::; 14, outages

could not be generated. This indicates that Pout << 5.4 x 10-9 when Ki $ 14 for

both MFs since Pout(CLNIF) = 5.4 x 10-9 when KI = 16. The transition region of

the CrvIF is Kt E [15, 16] while that of the CLJ\tIF is Ki E [17,20].

Compared ta the CMF, the CLMF delivers much lower Pout over K 1 E [15,21]. For

example, when K 1 = 18, Pout (Cj\.IF) = 9.2x10-1 and Pout(CL~IF)= 2.5x10-3 which



is roughly three orders of magnitude less than that of the CJ\;IF. With respect to user

capacity, the CrvIF and CLwIF support, respectively, 16 and 19 users (corresponding

to Kl,max = 15 and K1,ma.'t = 18). Thus l under the power-imbalance condition where

a single strong user is present, the CLiYIF increases the number of users by 19% with

respect to the CJ\JIF.

Probability of Outage for K 2 = 2

The plot of Pout vs. K 1 for the IS-95 pulse where K 2 = 2 is given in Fig. 5.16.

Two high-rate users each with a signal power 9 dB greater than that of the law-rate

•
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Fig. 5.16 Outage probability of low rate users vs. K l for the r8-95
pulse when K 2 = 2. N 1 = 64. (PG l = 77.1), N2 = 8 (PG2 = 9.6) and
Eb/No = 20 dB.

users are present. For K l ~ 6, outages could not be generated. This indicates that

Pout « 1.3 x 10-9 when K l ~ 7. for both NIFs since PoudCLwlF) = 1.3 x 10-9

when 1(1 = 6 The transition regÏon of the CJ\:IF is K l E [7,8] while that of the CLNIF

is KI E [8,12].

Compared to the CrvIF, the CLMF delivers considerably lawer Pout over K l E

[7,12]. For example, when K l = 9~ Pout(CNIF) = 2.4 x 10-1 and Pout(CLNIF) =
1.2 x 10-3 which is roughly two orders of magnitude less than that of the Cl\JIF. With

respect to user capacity, the CrvIF and CLNIF support, respectively 8 and Il users

(corresponding to Kt,max = 7 and KL,max = 10). Thus, under this power-imbalance

condition where two strong users are present, the CLNIF increases the number of users

by 38% with respect to the C~IF.



Probability of Outage for K2 == 3

The plot of Pout vs. K l for the r8-95 pulse where K 2 == 3 is given in Fig. 5.17.

Three high-rate users each with a signal power 9 dB greater than that of the low-

•
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Fig. 5.17 Qlltage probability of low rate users vs. Kt for the r5-95
pulse when K 2 = 3~ Nl = 64, (PC l = 77.1), N2 = 8 (PG2 = 9.6) and
Eb/ No = 20 dB.

rate users are present. The C:\IF is essentially rendered ineffective for Kt ~ 1 where

Pout ~ 1. Compared to the C~IF, the CLiVIF delivers considerably lower Pout over

1(1 E [0.3]. For example, when 1(1 == 1, Pout(C~IF) == -l.8 x 10-1 and Pout(CLNIF) ==
1.1 x 10-3 which is over two orders of magnitude less than that of the CNIF. vVith

respect to user capacity, the CwIF and CLJ\:IF support. respectively 0 and 2 users

(corresponding to Kl,ma.'\( == 0 and !(l,max = 1). Since Pout> 1% for the CrvIF of a low

rate user when there are no other low rate users in the system (Kt == 0), the lone low

rate user experiences Pout> 1%. That is, no low-rate users can be supported by the

CNIF. Consequently, under this power-imbalance condition where three strong users

are present, the CLNIF can support up to two low rate users compared to the CNIF

which cannot support any.

Comparison of Pout over the Various K2

The Pout results are compared over K2 E [0,3]. The law-rate user capacity Kt,max + 1

at a given K 2 , where Pout < 1% is summarized in Table 5.5. When K 2 == 4, Pout> 1%

for K 1 ~ O. As can be observed, the law-user capacity decreases rapidlyas high rate

users are added. Low-rate users cannot be supported once K2 ~ 4. The dramatic drop
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Table 5.5 Law-rate user capacity K1,ma.'C +1 satisfying Pout < 1% under
power-imbalance conditions for the 18-95 pulse.

K1,ma:< + 1
K2 CMF CLMF
0 25 28
1 16 19
2 7 la
3 0 2
4 a 0
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in low-rate user capacity can be understood intuitively by approximating a high-rate

user as 8 low-rate users with a cornmon chip delay. The large reduction in capacity

is experienced by bath the C~IF and CL~'lF. It should be stressed, however. that the

CLNIF considerably improves Pout and law-rate user capacity. For K'!, E [0,3] 1 the

CLNIF consistently allows 2 to 3 more low rate users cornpared to the C~IF.

5.6 Summary

This chapter has investigated the performance of the CLNIF, relative to that of the

C~IF and NvVj\tIF 1 in terms of SNR, near-far resistance, BER and probability of out­

age, Pout. The analysis and numericai results clearly dernonstrated the irnprovernent

in performance achievable by the CL~IF over multiple-access channels corrupted \Vith

A\VGN. It was found that the gain in SNR and BER performance depended upon

the distribution of the interferer chip delays in addition to the relative powers among

users' signaIs and the AvVGN. In AWGN dominated conditions, the gain was very

srnall as was to be expected since the CLMF and NvVNIF then reduced to the CNIF.

On the other hand, in NL;.\I dominated conditions, the gain increased when interferer

chip delays were clustered about a haIf chip period and as the signal powers of inter­

ferers increased relative to that of the desired user. It was also shown that further

SNR gains could be obtained with the knowledge of interferer phase-offsets.

In terms of near-far resistance, it was found that the CLlVIF could achieve non-zero

near-far resistance. For the single-interferer case, the near-far resistance of the CLNIF

ranged from zero with a chip-synchronous interferer ta a maximum non-zero value

occurring when the interferer chip delay was haif the chip period. The maximum

value was shown to increase as the excess bandwidth of the chip filter increased. In



contrast, the near-far resistance of the NvVJ\:lF, like that of the C~IF, was shown to

be zero.

:-\nd lastly, the performance of the CLJ\:IF, NvVNIF and C~lF was analyzed under

more general conditions based on probability of outage Pout. Under either uniform

or non-uniform received signal power conditions, Pout associated with the CLNIF was

found to be, in general, considerably less than those associated with either the NvV~IF

or CivIF. The level of improvement depended upon the excess bandwidth in the chip

pulse. The gain in Pout increased as the excess band\vidth of the chip pulse in­

creased under uniform signal power conditions. Furthermore, under power-imbalance

conditions exemplified by a dual-rate system using the 18-95 pulse (with an excess

bandwidth of 20.44%), the CLNIF yielded improvements in Pout and capacity. In the

numerical examples presented for iV = 64, in camparison to the ClVIF, the CLJ\:lF \Vas

able ta increase law-rate user capacity by two ta three users in the presence of zero

to three high-rate (and high-powered) users.

•

•

•
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Chapter 6

Implementation

This chapter considers the implementation of a receiver which ('an realize the CLwIF

described in Chapter 4. The same receiver can be used to realize the NvV1,IF and

CUNIF as weIl. The basic structure of the receiver is illustrated in Fig. 6.1. It is

• r(t)

---\ GU)

.V-l

L
"=0

•

Fig. 6.1 CLMF receiver.

constructed by inserting the CLNIF given in Fig. 4.6 into the h( t) block of the LTI

fUter receiver in Fig. 2.8. The receiver consists of the new chip filter G(f), a chip-rate

sampler and a despreading fUter in the form of a correlator. Its form is similar to that

of the CNIF except that the C1'IF chip filter Q* (f) is replaced by the SNR ma..ximizing

chip fUter G(f).

The filter response G(f), which minimizes ~ISE and ma~mizes SNR associated

with y(nTc ), can take on one of three possible forms depending upon the chip delays

of the interferers. "Vhen chip delays change very quickly over each consecutive bit

and appear ta be random, the adaptive filter would ideally converge to the combined

response of the noise-whitening filter and chip filter (ie. the first two filters in Fig.

4.3) described in section 4.3.3 and [79]. When the chip delays remain fi.-xed, the filter

would ideally converge to G(C) (f) in the CLNIF as described in section 4.4.3. When

bath types of chip delays exist~ the filter would tend towards the CUl'IF discussed in

section 4.6.



The question at hand is how to implement the filter G(f). Given knowledge of

the signal parameters of chip-delay locked interferers and the net NIAI power ICU

of unlocked interferers, G(f) can be solved for directly using the results of Chapter

4. The aim of this chapter, however, is to offer structures with low complexity and

hardware requirements which eliminate the need for interferer signal parameters. Ta

this end, adaptive filters are considered to realize G(f). In addition to their ability

ta adapt to changes in the signal parameters of interferers. they can also handle

distortions in the desired user's transmitted wavefornl caused by the channel.

The theory of linear adaptive filtering is weIl known [73, 118, 119]. Consequently,

the chapter focusses on discussing issues essential to the development of adaptive ver­

sions of G(f). The following sections present three adaptive filter structures. Each

section describes the structure as well as the design of the training signal(s) and error

signal(s) which drive the tap coefficient updating program(s). Section 6.1 presents an

adaptive filter based on a single fractionally-spaced equalizer (FSE). This. in facto is

very similar to the chip symbol adaptive FSE proposed in [79] to realize the N'V~IF.

The renlaining sections consider adaptive filters which exploit the underlying struc­

ture of G(C)(f) as explained in section 4.4.3. Section 6.2 presents a second adaptive

structure based on a bank of bandpass filters. Section 6.3 presents a third adap­

tive structure consisting of two parallel adaptive filters. Although the computational

and hardware complexity associated \Vith these two structures increases. they offer

substantial advantages depending on the application.

•
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6.1 Structure 1 - Chip Symbol Adaptive FSE

This section presents the structure of the SNR ma.ximizing chip Rlter G(f) realized

\Vith an adaptive FSE. The structure of the adaptive filter is given in Fig. 6.2. First,

the received signal is sampled at the rate of liTs. The sampling rate is set ta satisfy

liTs ~ 2B = (1 + o.)ITc and then set to an integer multiple of the chip rate. That is,

liTs = lVs lTc where lVs = 1+ r0.1. Second, the sampIed signal is fed into an FSE with

JVFSE taps and delay spacings of Ts ' Since, as shown in AppendLx G.1, the duration

of the filter impulse response is Tg = 3(21\I - l)Tc (three times the duration of q(t)

given in (3.28) ), lVFSE ~ 2BTg • The sampled output of the FSE is y(nTc). And

third, y(nTc) is fed into the despreading filter in the form of a correlator to produce
. f h b't b"'(O)an estlmate 0 tel Ln/NJ-l'

The design of the training signal and error signal is described next. The training

signal dn is formed in one of two ways depending on the mode of operation. In
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Fig. 6.2 Structure 1.

training mode~ the training signal is determined by a training sequence cf';ain shared

by the transmitter and receiver. In decision-directed mode, the training signal is

created by spreading the estimated bit with the spreading sequence of the desired

user. Consequently,

{

dtrain training mode

dn
= b{~/N: a~O) , decision-directed mode.

(6.1 )

The error signal E(nTc ) is formed by taking the difference between the expected and

actual sampled output such that

(6.2)

•

The delay term of Tb = iVTe has been introduced ta account for the delay incurred by

the correlator. The error signal €(nTc ) is fed into a tap coefficient updating algorithm

at the chip rate. The function of the algorithm is ta update the tap coefficients in the

FSE to minimize the ~ISE E [1€(nTc )1 2
]. A variety of well-known techniques [119, Part

3] such as the least-mean-square (LwIS) algorithm [119, Chapter 9J or recursive least­

squares (RLS) algorithm [44, pp. 654-660] can he used to implement the updating

algorithm.

As mentioned earlier, structure l differs slightly from the structure proposed in

[79]. In decision-directed mode of operation, the structure in [79] avoids the delay



incurred by the correlator by implementing two FSEs. Since bt~/NJ can assume either

1 or -1 in (6.1), one FSE assumes bl~/NJ = 1 in forming the its error signal. The

other FSE assumes bt~/NJ = -1 in forming the its error signal. Once a bit decision is

made, the tap coefficients of the FSE updated using the estimated bit value serve as

the starting point for bath FSEs ta estimate the next bit.

•
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6.2 Structure II - Chip Symbol Adaptive Bandpass

Filtering

Structure II is based on a bank of bandpass filters as described in section ·1.4.3 and

Fig. 4.7. In this case, the adaptive chip filter implementing G(f) in Fig. 6.1 is given

in Fig. 6.3. It contains L H bandpass filters whose outputs are summed ta form the

y(nTc )

1

1

F(t)

•

Fig. 6.3 Structure II to implement G(J).

•
sampled filter output y(nTc). For example, using (4.39), when the excess bandwidth

satisfies 0 < 0: :::; 200%, lvIH = 1 and the structure consists of LH = 3 bandpass filters.

The lth bandpass filter where l E [-AJH , kIH ] consists of five parts. First, the

received signal is frequency shifted by -liTe so that the portion of the received signal



over f E [rA - zh l ic + ~c] is shifted to the baseband region of f E [- 2}c ' 2~c]' Second~

the output of the frequency shift operation is input to the ideal lowpass filter V (f)

with a band\vidth of zi.
c

' Third, the output of F(f) is sampled at a rate of liTs.

Since the signal is bandlimited to ~c 1 liTs == liTe. Fourth, the sampled output is

passed through FSE I whose design is explained shortly. And fifth, the output of FSEt
is sampIed at the chip rate to produce the chip filter output YI(nTc ) associated with

the [th bandpass filter. The modulator ej2-:rlt/Tc at the output has been absorbed by

the sampler operating at t == nTc . The summation of the outputs of each bandpass

filter forms y(nTc ) = LI YI(nTe ).

The design of FSEl is described. As shawn in Fig. 604, FSE, is driven by a tap

coefficient updating algorithm whose operation is independent of the FSEs in the

other bandpass filters. ~Ioreover. each FSEl is a baseband filter since. it is preceded

•
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Fig. 6.4 F8El in structure II.

bya frequency shift operation (with the exception ofFSEo) and low pass filter ~'''(f) as

shown in Fig. 6.3. The error signal used by the Tap Coefficient Updatiog Algorithmt

is

(6.3)

•

The training signal xt(nTe ) is formed in three steps. First, the training signal Lpdpq(t­
(p + lV)Tc ) is input ioto Structure II as r(l) in Fig. 6.3 in the absence of l'J[AI

and AvVGN. The training symbols dp are defined in (6.1). Second, the output of

F(f) in the [th bandpass filter can be expressed Xt(t) = [Lpdpqt(t- (p+1V)Tc)] *
[v(t)e-i27rltITc] where * denotes linear convolution and the inverse Fourier transform



of V(f) is v(t) == ,ie sine (ic)' And third! simplification of Xl(t) leads to, at t == nTc ,•
6 Implementation

xl(nTc ) = L dp iit( (n - LV - p)Tc )
p
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(6.4)

•

•

where ql(t) is the inverse Fourier transfarm of the [th HSR component of the chip

filter Ql(f) defined in (4.15). In contrast ta the signal symbol dn - N in (6.2). in (6.-1),

previous and future symbols are required to form the training signal to account for

the inter-chip symbol interference introduccd by F (f). An example of the design of

each training signal is illustrated in Fig. 6.5.

1i
--------..1~~ x-.\1ll(nT.:)
~.-

1 t = nT.:

e -)2lf( - .\f 11 ]t/T.:

~ It(nT",)
~.-

t =nTc

~ l'\(ll(nTc )

~-'-t =nT.:

Fig. 6.5 Reference signals xL(nTc ), l E [-MH, AIH ] for structure II.

Compared to structure I! structure II increases hardware and computational com­

plexity by a factor of at least LH • It does, however, offer two advantages. First, as

pointed out in section 2.2.3 with respect to the bit symbol frequency domain TDAF,

the bandpass structure can improve the rate of convergence of the adaptive filter

[76][73, pp. 205-210]. And second, structure II may be particularly useful in appli­

cations where narrowband interference exÏsts. For example, narrowband interference

may appear in dual-mode cellular systems consisting of cell sites employing either



6.3 Structure III - Two Parallel Adaptive FSEs

ANIPS or CD~IA.. It may also appear in overlay CDtvIA systems in which part of

the spectrum is shared with a narrowband system [120, 121]. In such systems, the

performance of the adaptive filter in structure 1 may degrade considerably. Further­

more, the application of a narrowband interference rejectioll technique such as the

adaptive Hne enhancer (ALE) [122, 123] would come at the expense of introducing

sorne distortion to the desired signal [1241. Further details on other narrowband in­

terference rejection techniques can be found in [124, 125]. In contrast, in structure IL

narrowband interference affects the operation of only one of the bandpass filtcrs. The

operation of the remaining bandpass filters is unaffected. Consequently, the receiver

has the option of either simply cutting the output of the affected bandpass filter or

applying a narrowband interference rejection technique to the affected bandpass filter.

~Ioreover, such a technique would introduce sorne distortion ouly in the desired signal

in one of the bandpass filters. Thus, it is expected that the performance of structure

II would exceed that of structure 1 in the presence of narrowband interference and in

terms of rate of convergence.

•
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Structure III is based on the deconlposition of each bandpass filter in structure Il into

a set of LH branch filters as described in section 4.4.3 and Fig. ..1.8. The resulting

filter structure would consist of Lil FSEs. A more cost-effective structure is presented,

instead. based on the following observations. As explained in section 4.2.2. when the

NIAI is vVSS (corresponding to rapidly changing chip delays), with respect to the

[th bandpass filter, only the m = lth branch filter remains wherem E [-AIH , AIH ]

while the other branch filters ('m '=F l) disappear. Furthermore, when chip-delay

locked interferers are present (corresponding to interferers whose chip delays are fixed

or changing very slowly), the rn = lth filters are only weakly affected by changing

chip delays. In contrast, the remaining branch filters m '=F lare strongly affected by

changing chip delays. The difference in sensitivity among the branch filters to changes

in interferer chip delays Tk for k E [1, Kl is explained next.

As pointed out ilJ. section 4.4.3, the frequency response of each branch filter in

Fig. 4.8 is affected by Tk through the filter [R-l(f)Jnm for n,m E [-All/,At/Hl. The

aim is to show that branch filters with [R-L(f)]nn are insensitive to changes in Tk

whereas those with [R-l(f)]nm for m =F n are sensitive to changes in Tk • For the

general case of unlocked and chip-delay locked interferers, R(f) in (4.52) and (4.51)

is composed of diagonal terms independent of Tk and non-diagonal terms dependent



on Tk • :\ssuming that the inverse of R(f) exists (which should be the case when

A'VVGN is present), R-L(f) = adj [R(f)J /det [R(f)] where det [R(f)] represents the

determ'inant of R(f) and adj [R(f)] represents the adjoint of R(f) [126, p. 128J.

The {adj [R(f) J}nm, for 'm =1= n branch filters, consists of a sum of terms each con­

taining [R(f)]nm for m =1= n. Hence, the filters [R-1(f)]nm are adversely affected by

changes in chip delays. On the other hand, {adj [R(f)] }nn for m = n branch filters,

consists, in addition to a sum of terms affected by Tb the term Ill#n[R(f)]ll where

(R(f)]u := If- + [~T: + 2:k !f] !Ql(f) 1
2 independent of Tk . The presence of this tcrm

makes {adj [R(f)]}nn less sensitive to changes in Tk (compared to {adj [R(f)]}nm for

m =1= n). The same argument for {adj [R(f)]}nn applies ta det [R(f)] which contains

r1l[R(f)]u.
The L H branch filters satisfyingm = l can be categorized as c1ass A filters in­

sensitive ta changing chip delays. The remaining L1 - L H branch filters can be

categorized as class B filters sensitive to changing chip delays. By linearly combining

the filters of each class into filter .-\ and fUter B, it is possible implement the L'h
filters as two adaptive filters instead. Based on this decomposition of G(f) inta the

twa filters. the structure of the adaptive chip filter in Fig. 6.1 is given by Fig. 6.6.

First. the received signal is sampled at the sampling rate of liTs = lVs/Tc where

•

•

6 Implementation

f(t)- __A
t =mT.!

143

•

Fig. 6.6 Structure III ta implement G(f).

IVs := 1 + rQ l as discussed in section 6.1. The samples are input to two adaptive

filters FSEA and FSEs whose outputs are summed to form the sampled filter output

y(nTc ) = YA(nTc ) + ys(nTc ). The FSEA is insensitive to changing chip delays while

FSEs is sensitive to changing chip delays. Furthermore, in the extreme case where

the chip delays of aIl interferers change rapidly, FSEA should ideally converge to the

combined response of the noise-whitening filter and chip filter while FSEB shauld go

to zero.

The design of FSEA and FSEs is described. As shawn in Fig. 6.7, FSEA is driven
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Fig. 6.7 F5EA in structure III.

by Tap Coefficient Updating Algorithm .\ whose operation is independent of FSE B.

The errar signal used by the algorithm is

(6.5)

•
The training signal XA (nTc ) is determined in four steps. First~ the training signal

L p dpq(t - (p + 1V)Tc) is passed through each of the bandpass filters in Fig. ·1.7

indexed by l in the absence of ~IAI and A\VGN. Second, in Fig. -1.8~ the positions

of the two filters Q:n (1 - rA) and [R-1 (1 - ;c)] nm for ·m E [- AIH~ AIH] are switched

via linearity. Third, the training signal L p dpq( t - (p + 1V)Tc ) is passed through the

mth branch fiiter Q~ (1 - ic) of the lth bandpass filter. The output of Q~(1 - +c) is

Il,m(t) = [LpdpLlq(t - (p+ iV)Tc )] * [cïm(-t)ej27rltITc:] where cïm(-t)eJ27rltITc is the

inverse Fourier transform of Q:n(! - i). And fourth, only the outputs for m = l,

corresponding to those filters insensitive ta chip delay changes, are surnmed ta form

the training signal XA (t) = LI Xl,l(t) for FSEA . This leads ta

XA(t) = L dp L q(t - (p + iV)Tc) * [ql( _t)eJ2trlt/Tc
]

P l

(6.6)

•

sampled at t = nTc• An example of the design of xA(nTc ) is illustrated in Fig. 6.8

when 0 < a ~ 200%.

FSEB is illustrated in Fig. 6.9. Although its structure is similar ta FSEA7 it differs

in two aspects. First, the training signal xs(nTc ) assumes a slightly different forma It

is determined in much the same manner as XA(t) except that in the fourth step, the

outputs of Q:n (1 - rA) for m 1= l, corresponding ta those filters sensitive to chip delay

changes~ are summed to form the training signal XB(t) = LI Lm#l Xl,m(t) for FSEB.
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Fig. 6.8 An example of the two reference signaIs x ..dnTc ) and xs(nTc )

for structure III when the excess bandwidth satisfies 0 < Q ~ 200%.

This leads to
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•

XB(t) = L dp L L q(t - (p + lV)Tc) * [qm( _t)ei21TltITc] (6.ï)
P 'm;él

sampled at t = nTc . An example of the design of IB(nTc ) is illustrated in Fig. 6.8

when 0 < Q ::; 200%. The second distinguishing aspect of FSEs is its tap coefficient

updating algorithm B. Since its fUter impulse response is sensitive to changes in chip

delays! in applications where chip delays are not fixed, Aigorithm B can be designed

according ta how fast the changes in chip delays need ta be tracked.

Campared to structure l, structure III increases hardware and computational com­

plexity by a factor of at least two. The utility of structure III, however, is its ability

to discriminate between tap coefficients which are sensitive to changing chip delays

and thase which are insensitive ta changing chip delays. The tap coefficients which

are insensitive and sensitive to changing chip delays are contained in, respectively,

FSEA and FSEs . The ability to separate the coefficients into two classes permits the
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Fig. 6.9 FSEB in structure III.

misadjustment in at least FSEA to be reduced under changing chip delay conditions.

yIisadjustment refers ta the amount by which the final value of the ivISE differs from

the minimum ivISE produced by the optimum ~ISE minimizing linear filter [119, p.

3]. In contrast, structure 1 does not have this capability. Consequently, when chip

delays change, it wauld be expected that the misadjustment in structure III would be

less than that of structure 1.

6.4 Summary

This chapter has cansidered adaptive receiver structures which can realize either the

NvVivIF! CLivIF or CUivIF. The basic receiver structure was shown ta consist of an

adaptive chip filteL a sampler at the chip rate and a despreading filter. lt resembles

the C~IF except that the adaptive chip filter replaces the CNIF chip filter. The

complexity in implementing the adaptive chip filter \Vas found ta be independent of

the number of interferers and dependent upon the number of tap coefficients in the

adaptive chip filter, instead. The minimum number of taps needed to realize the

SNR ma.."àmizing chip filter was determined to be lVFSE = 2BTg since the minimum

duration of the SNR ma.ximizing filter response, Tg, was three times that of the chip

filter.

Three adaptive chip filter structures were proposed. Structure 1 required the

least in terms of hardware and conlputational complexity. It consisted of a single

FSE whose tap coefficients are adaptively updated to minimize the wISE formed

between the FSE output and training signal. The two remaining structures introduced

larger hardware and computational complexity. However, they can provide greater

performance depending on the application. The advantage of Structure II, based on a

bank of adaptive bandpass filters, appears in systems where narrowband interference



may be present or where a faster rate of convergence may be desired. Structure III

separated the adaptive fiiter of structure l inta two FSEs: one sensitive ta changing

chip delays and anather insensitive ta changing chip delays. Its advantage is its ability

ta reduce misadjustment in the adaptive fiiters .

•

•

•
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Chapter 7

Conelusions

This thesis has addressed the deficiencies of current receiver designs for OS-CDivL-\

systems based on long sequence spreading. As discussed in Chapter 2. the only low­

complexity receivers compatible with long sequence spreading were shawn ta be the

conventional ~IF (C~IF). noise-whitening ~IF (N"V~IF) and chip symbol adaptive

fractionally-spaced equalizer (FSE) (proposed to realize the NVVNIF). The problem

with these receivers, however, was identified ta be their limited performance under

power-imbalance conditions. Similar to the Cj\;IF, the NW~IF was round, in Chapter

5, to have a near-far resistance of zero. In an effort to counter the power-imbalance

effect and maintain compatibility with long sequence spreading, the thesis developed

the chip-delay locked NIF (CL~,IF) ma"<:imizing SNR for bit symbol detection. It

reqllired the knowledge of only interferer chip delays and signal powers: knowledge of

their spreading sequences was unnecessary.

The design of the CL~IF took advantage of the observation that, given the in­

terferer chip delays and signal powers, multiple-access interference (~IAI) could be

modelled as wide-sense cyclostationary (vVSCS) with a period of one chip period.

The CL~IF \Vas shawn ta consist of an SNR ma"<:imizing chip filter for chip symbol

detection and a despreading filter. Its structure was straightforward in that it could

be constructed from the C~IF, used in current systems, by replacing the C~IF chip

filter with this new chip filter. Furthermore, its computational complexity per bit

symbol was shown ta be reasonably low. Analysis revealed that the complexity in­

volved in computing the new chip filter response, required only when an interferer

parameter changed~ grew linearly with the number of interferers.

In terms of performance, the analysis and numerical results, presented in Chap­

ter 5, clearly demonstrated the improvement achievable by the CLlVIF, compared to



the CJ\tIF and NvVJ\tIF, over multiple-access chaunels corrupted \Vith additive white

Gaussian noise (AvVGN). It was established that, unlike the NWj\lIF and Cj\JF, the

CL1'IF could deliver non-zero near-far resistance. Furthermore, under NIAI domi­

nated conditions typical of most applications, it was found that the irnprovement in

terms of SNR and BER increased when chip delays of interferers \Vere clustered about

a half chip period and as signal powers of interferers increased relative to that of

the desired user. In addition, it was demanstrated that further SNR gains could be

obtained with the knowledge of interferer phase-offsets. \Vith respect ta probability

of outage, the amount of improvement offered by the CLNIF \Vas shawn to grow with

increased excess bandwidth and more severe power-imbalance conditions. ~Ioreover,

in a dual-rate DS-CDNf:\. system based on the IS-95 pulse and high-rate users with

signal powers 9 dB stronger than those of low-rate users at a spreading factor of 64,

the use of the CLJ\[F in place of the CN[F increased low-rate user capacity by two to

three users.

To eliminate the need for interferer signal parameters, adaptive implementations

of the CL.\-IF were considered in brier. The basic adaptive receiver structure was

shown to consist of an adaptive chip filter to realize the SNR ma.xirnizing (or wISE

minimizing) chip fUter, a sampler operating at the chip rate and a correlator. Three

adaptive chip filter structures suited for different applications \Vere proposed. The first

structure, equivalent to the chip symbol adaptive FSE, required the least in ternlS of

hardware and computational complexity. The next two structures took advantage

of the internaI structure of the SNR maxirnizing chip fiIter as described in Chapter

..1. The second structure consisted of a bank of FSEs to realize a bank of bandpass

filters. Such a structure would be effective in reducing the rate of convergence of the

adaptive tilter and in dealing with narrowband interference in applications such as

overlay CD~IA. The third structure was composed of two paralIei FSEs one sensitive

to changes in interferer chip delays and the other less sensitive to such changes. Such

a structure wouId be appropriate in systems with changing chip delays to reduce

misadjustment in the adaptive filters. A detailed study of the performance of these

adaptive structures was beyond the scope of the thesis and was Ieft as the subject of

future research.

And finally, based on the same approach used to synthesize the CLJ\'IF, the the­

sis presented a unifying framework in Chapter 2 which could derive other one-shot

linear receivers (referred to as enhanced single-user receivers). Depending on the

level of interferer signal parameters available to the receiver, the framework could

synthesize, in addition to the CLNIF, the NW~IF, and the one-shot linear NIMSE

•

•

•
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detector (BLwIF). Furthermore, in the limit as the AvVGN power spectral density

(PSD) levei approached zero, the N\VNIF! CLtvIF and BLwIF were shawn to reduce

ta, respectively, an inverse chip fiiter followed by a despreading filter (D-N\Vl\;IF) a

decorrelator-type CLNIF (D-CLNIF) and the one-shot decorrelator (D-BLwIF). Sim­

ilar to the D-BLNIF, these structures aimed at completely tuning out NIAI while

eliminating the need for interferer signal powers. The thesis also examined the ef­

fect of interferer phase-offset information, I51 and the presence of bath unlacked and

chip-delay locked interferers on the design of the NIFs.

•
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7.1 Directions for Future Research

Several directions for future research are stated. First, adaptive chip filters appear

to show much promise in improving receiver performance in DS-CDwIA.. The thesis

has presented three possible structures ta implement the adaptive chip fil ter. Other

structures such as the frequency domain time-dependent adaptive filter (TDAF) or

blind adaptive filter may be possible as weIl. Furthermore, once the structure of the

adaptive chip fUter has been selected! a number of issues have yet to be investigated ta

assess its feasibility. These include the selection of a tap coefficient updating algorithm

and the analysis of its complexity and performance (in terms of rate of convergence.

misadjustment, tracking and robustness) . ..-\nother important issue which has not been

dealt with is the effect of channel coding. Depending on the application, decoding

delay may play an important raIe in the design of the adaptive chip filter.

The second direction relates to the performance of the CLNIF. As an initial step,

its performance had been assessed for a DS-CD~IA system in an AvVGN channel with

fixed interferer chip delays and signal powers. Its performance remains to be analyzed

for channels arising, for example, in fixed or mobile applications where multipaths may

exist and where interferer parameters may change. Consequently, the evaluation of

performance gains offered by the CLJ\-IF under various channel conditions would help

justify its development for different applications.

And finally, there exists much on-going research towards the development of in­

terference cancellation (IC) receivers despite their high computational complexity.

Similar to the CrvIF and N\VNIF, the implementation of the CLwIF does not preclude

the use of lC receivers. That is, the CLMF can be employed at the front end (in

place of the CrvIF) of an interference cancellation (lC) receiver to improve initial bit

estimates and improve IC performance. It may be worthwhile to evaluate the level of

improvement the CLNIF may offer to le receivers.
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Appendix A

Relationship of the Linear MM8E

Filter and MF

The relationship of the LTI filter which minimizes mean square error (NISE) and that

which maximizes SNR is investigated. The result of [95~ pp. 252-261] is generalized

for an observation interval which is not constrained to be infinite and for noise which

is not necessarily vVSS. Furthermore, an expression which relates minimum ~ISE and

maximum SNR is established. The discussion is divided into two parts. First the LTI

filter which minimizes NISE is derived assuming pulse amplitude modulation (PANI).

The problem is posed as a one-shot linear estimation of the amplitude of an isolated

pulse with a known shape in the presence of noise. Once the solution is establishecl.

the equivalence of the NINISE filter and SNR maximizing filter is shawn.

The following derivation assumes real signaIs as opposed to complex baseband

signaIs to maintain clarity. Nloreover, the final results can be readily transposed ta

complex baseband signaIs. The LTI filter which minimizes NISE is represented as c(t)

as shawn in Fig. A.l. The filter has an impulse response existing over t E [th t2]. ft

s(t) + n(t) .1 c(t) L.7\_Y(T)

..... ~ ='T

Fig. A.1 One-shot ~lIVlSE LTI fllter.

is a time interval which contains the signal of interest. Its input consists of a PANI

signal s(t) associated with one bit symbol for one-shot detection and noise n(t). The
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PANI signal carrying the bit information is defined as

s(t) = ax(t)
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(:\.1)

where a is a discrete random variable which for binary PA~I could be ±1 and where

x(t) is the pulse shape normalized to satisfy J/l2Ix(t)12dt = 1. Thus~ the energy of s(t)

is a2 = E[a2]. The output of the filter is sampled at t = T to generate the sample

y(T). The sample can be broken into two components:

y(T) = a.Y(T) + ~V(T) (:\..2)

where .Y(T) = J~t;2 x(t)c(T - t)dt and :.V(T) = It
t
l
2 n(t)c(T - t)dt. Given that the ideal

or expected value of the sample is y(T) = a. the error betweeu the twa values can be

defined as

Based on this framework, the objective is ta find the filter c(t) which minimizes•
f. = y(T) - a. (.\.3 )

(:\..1)

Substitution of (:\..3) and (:\.2) into (:\..4) yields

~[SE = a2 + a2 f
t

'2 f t2
x(t)x(u)c(T - t)c(T - u)du dt

itl hl

_ rt2

f
t2

Rn(t,u)c(T _ t)c(T - u)du dt
i tl itl

-2a2 (2 x(t)c(T - t)dt (A.5)i t1

where the noise autocorrelation function is Rn.(t~ u) = E[n(t)n(u)]. As explained

in [80, p. 490], the filter c(t) which minimizes ~ISE is round by equating the first

variation of rvISE with respect to c(t) to zero. This leads to

which is of the same form as [80, p. 490 (7.59)] except that only one pulse in the

PANI signal is included and noise is not assumed to he white. At first glance, (A.6)

does not appear to have the same form as the integral equation in (2.19) associated•
ft'! [a2 x(t)x(u) + Rn(t, u)] c(T - u)du = a2x(t)itL (A.6)



with the LTI filter which maximizes SNR. However, (:\..6) can be re-arranged with

the insight provided by [95, pp. 251-261]. By expanding the left hand side into two

integrals and collecting the coefficients of x(t), (:\.6) can be expressed as

•
A. Relationship of the Linear l\lAfSE Filter and l\lF

[ t'l [ [t., ]
tl- Rn(t, u)c(T -u)du = a2 x(t) 1 - tl - x(u)c(T - u)du .

The right hand sicle consists of x(t) and a multiplicative constant. By defining

c(t) = Ct h(t)

where Ct is a scaling factor to be determined shortly, (A. ï) can be re-written as

[

t"l

- Rn (t, u)h(T - u)du = .r(t )
ti

where
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(.-\.7)

(A.8)

(:\.9)

~IMSEnorm - 1 - [t 2

x(t)c(T - t)dt
tt

Therefore, the linear ~I~ISE filter c( t) for one-shot detection is obtained by solving

for h(t) in the integral equation (:\..9) and substituting h(t) and (:\..10) inta (.-\.8).

The relationship between the linear ~IJYISE and the ~IF is shown. Notice that

the integral equatian in (:\.9) is of the same form as that used to derive the SNR

maximizing LTI filter in (2.19) and [93, p. 122 (3.23)] for real signaIs. Thus, the

filter h(t) which satisfies (:\..9) is the NIF. Furthermore, since introducing a scaling

factor in front of h(t) does not affect its SNR performance [92, p. 174], c(t) which

is simply a scaled version of h(t) delivers maximum SNR as weIl. On the contrary',

introducing a multiplicative constant in front of c(t) does not yield minimum NISE.

Consequently, aIthough the linear NHvISE fiIter which minimizes ~ISE maximizes SNR,

the converse is not necessarily so unless the NIF impulse response is properly scaled

by a multiplicative constant.

Next, the relationship between minimum NISE and maximum SNR is established.

\Vhen the filter c(t) satisfies (A.9) and (A.8), (A.5) reduces to the minimum NISE.

As shown in [80, p. 498 (7.83) ], the minimum NISE normalized with respect to a2 is

given by

•

•

1 + a2 J// .r(u)h(T - u)du'
(A. 10)
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(A.11)

where iYINISEnorm = NINISE/a2 . The term in the denominator of (A.11) is simply

;:

t'l

SNRapt = a2 - x(t)h(T - t)dt
t l

for either c(t) or h(t) when h(t) is the ?vIF which satisfies (A.9). Thus, given (A.11)

and (.-\.12), the minimum :\ISE and maximum SNR values are related by

1
~INISEnorm =

1 + SNRopt
(A.1:3)

•

•

or, conversely, SNRopt = S'IKISEnorm - 1. The relationship in (.-\.13) is the same

as that derived in [62] for the particular case of one-shot linear ~INISE detection in

DS-CD~L-\ under the condition of short sequence spreading.
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Appendix B

Derivation of the MAI

Autocorrelation Functions

The autocorrelation and pseudo-autocorrelation functions for the three models of the

:\1--\1 are derived.

B.1 Autoeorrelation Fonet ions for Unloeked Interferers

B.1.1 l\IIAI Autocorrelation Function - NWMF

The autocorrelation function for unlocked NIAI is derived. Substitution of the NIAI

given in (2.10) and (2.6) into (2.17) yields

K
(U) '"'Ri (t, -u) = L- Rilkl (t, u)

k=L

(B.1)

where, the signal of each interferer given in (2.6) has zero-mean and is assumed to

be independent of those of other interferers. Since Tk is uniformly distributed o'ler

'k E [0, Tb), the autocorrelation function of the kth interferer is

(B.2)

•
where

00

E[ S(k)(t) s(k)*(u) 1Tk] - 2Pk L q(t - Tk - nTc ) q*(u - 'k - nTc ) (8.3)
n=-oo



which is conditioned on Tk' As described in section 2.1.2, the spreading sequence

a~k) is modelled as a as a discrete \VSS random process with E[a~k)a~)*] = e5nm . The

phase-offset Ok disappears regardless of whether it is known or random. Next, by

evaluating the integral in (B.2) using (B.3L (B.2) becomes

•

•

B Derivation of the 1\;1.4.1 A.utocorrelation Functions

By letting y = 1l - Tk - nTc : (BA) hecomes

1 /00Rslk)(t. u) = 2Pk' T q(t - 'U + y)ij*(y)dy.
c -oc

Sub~titutionof (B.5) inta (B.l) results in

which when re-arranged gives the desired result of (3.9).

B.1.2 MAI Pseudo Autocorrelation Function - NWMF
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(BA)

(B.5)

(B.6)

The pselldo-autocorrelation function for unlocked ~L-\I is shown to be zero. Substi­

tution of the ~[AI given in (2.10) and (2.6) into (2.18) yields

l(

Rj(t. 'u) = L Rille) (t, u)
k=L

(B.7)

where the signal of each interferer given in (2.6) has zero-mean and is assumed ta he

independent of other interferers. Since Tk is uniformly distributed over Tk E [0, Tb),

the autocorrelation function of the kth interferer is

(B.B)

•
where

00
E[ s(k)(t) s(k)(u) 1 Tk] = 2PkE[ei28~] L q(t - Tk - nTc ) q(u - Tk - nTc) (B.9)

n=-oo

which is conditioned on Tk' If the bit delay Tk of the kth interferer is uniformly

distributed, then its phase-offset is uniformly distributed as weIl since (Jk is linearly



dependent on Tk. That is, Bk = 1/Jk+WcTk where 1/Jk is the phase-offset at the transmitter

of user k relative to that of the desired user. Thus, the term E[e j28k ] = a and, for aIl

t,u,

•
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(B.10)

B.2 Autocorrelation Function for Chip-Delay Locked

Interferers

B.2.1 MAI Autocorrelation Function - CLMF

The autocorrelation function for chip-delay locked ~IAI is derived. Substitution of

the ~lAI given in (2.10) and (2.6) into (2.17) yields

where the signal of each interferer given in (2.6) has zero-mean and is assumcd ta be

independent of other interferers. The autocorrelation function of the kth interferer is•
fi

R(C)() "" (C) ( )i i, U = L- Ri(fc) t. 'u
k=L

00

R~~)l(t, -u) = 2Pk L ij(t - Tk - nTc ) if Cu - Tk - nTc )
n=-oo

(B.ll)

(B.12)

where Tk is modelled as being fixed. The spreading sequence a~k) is modelIed as a dis­

crete vVSS process with E[a~k)a~)·] = e5nm . The phase-offset Bk disappears regarclless

of whether it is known or random. Next, by noting that the bit clelay can be written

as Tk = nkTc + Tk where nk = lTk/TcJ and letting l = n + nk, (B.12) becomes

The pseudo-autocorrelation function for chip-delay locked MAI is derived. Substitu­

tion of the ~IAI given in (2.10) and (2.6) inta (2.18) yields

•

oc

R~~)j(t, u) = 2Pk 2: ij(t - Tk - nTc ) it(u - Tk - nTc ).

n=-oo

Thus, (B.13) and (B.11) together gÏve the desired result of (3.26).

B.2.2 ~IAI Pseudo Autocorrelation Function - CLMF

K
-CC) ~ -CC)R Ï (t, u) = L RiCk) (t, u)

k=1

(8.13)

(8.14)



where the signal of each interferer given in (2.6) has zero-mean and is assumed to be

independent of other interferers. For the same reasons given in Appendix B.2.1, the

pseudo-autocorrelation function of the kth interferer is conditioned on Tk instead of

Tk and can be written as

•
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00

R~~))(t, u) = 2PkE[ei20k] 2.:
00

2.: E[a~k)a~)]q(t - Tk - nTc ) q('u - Tk - mTc ).

n:-oo m:-oo

(8.15)

The pseudo-autocorrelation function R~~)) (t, 'U) == a if at least one of the following two

conditions is satisfied. The spreading sequence a~k) is modelIed as a proper. discrete

vVSS processes with E[a~k)a~)] = a or the phase-offset Eh is uniformly distributed

O'ler rh E [0,27r) such that E[e j26k
] = O. Either case implies that itjC) (t. u) == O. On

the contrary, R~~:)) (t, u) =1= 0 for aIl t, u if the following two conditions are satisfied.

The spreading sequence a~k) is modelled as an improper, discrete \VSS process with

E[a~k)a~)] = 6nm and the phase-offsets Eh are known such that E[e j26k ] = ej281c • \Vhen

both of these conditions are satisfied. (B.15) becomes

• 00

R~~)) (t, u) = 2Pk e!20/c 2: ij(t - Tk - nTc ) q(u - Tk - nTc ).

n=-oc
(8.16)

Using the same procedure outlined in section 3.3.2, (B.16) can be expressed in the

form the separable kernel

N+M-2

R~~)) (t u) = 2Pk ej20
/c L ij(t - Tk - nTc ) ij(u - Tk - nTc )

n=-.H

(B.17)

for t, u E [0, Tb]. Thus. (B.17) and (B.1-1) together give the desired result of (3.46).

B.3 Autocorrelation Function for Bit-Delay Locked

Interferers

B.3.1 MAI Autocorrelation Function - BLMF

The autocorrelation function for bit-delay locked NIAI is derived. Substitution of the

J\L~I given in (2.10) and (2.7) inta (2.17) yields

• K

R~B)(t, u) = L R~~~(t, u)
k=L

(B.18)



where the signal of each interferer given in (2.7) has zero-mean and is assumed to be

independent of other interferers. The autocorrelation function of the kth interferer is•
B Derivation of the AJA1 .A.utocorrelation Functions

00

Ri~~(t,'U) = 2Pk L à(k)(t-Tk-iTb)à(k)·CU-Tk-iTb)
i=-oo
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(B.19)

•

where Tk is modelled as being fixed. The bits b~k) E {±1} are modelled as a dis­

crete \VSS process with E[b~k) b~k}] = Jij . The phase-offset Bk disappears regardless

of whether it is known or random. Equations (B.19) and (B.18) together give the

desired result of (3.35).

B.3.2 MAI Pseudo Autocorrelation Function - BLMF

The pseudo-autocorrelation function for bit-delay locked NIAI is derived. Substitution

of the .\[AI given in (2.10) and (2.7) into (2.17) yields

(B.20)

where the signaIs of each interferer given in (2.7) have zero-mean and are assurned ta

be independent. The pseudo-autocorrelation function of the kth interferer is

00

R~~») (t. u) = 2PkE[ei20k] L à(k)(t - Tk - iTb) à(k)(u - Tk - iTb) (B.21)
i=-oo

where Tk is modelled as being fixed. The bits b~k) E {±1} are modelled as a discrete

"VSS process \Vith E[b~k) b;k)] =Jij . "Vhen the phase-offset Bk is random and uniformly

distributed over Bk E [0, 27r), E[ei28rc
] = 0 and Ri~») (t,u) == a which implies that

R~B)(t, u) =O. On the contrary, when the phase-offset is known, E(e i20rc ] = ej20rc and

(B.21) becomes

(B.22)

•

Using the same procedure outlined in section 3.4.2, (B.22) can be expressed in the

form the separable kernel

(B.23)

for t, u E [0, Tb]. Thus, (B.23) and (B.20) together give the desired result of (3.48).
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Appendix C

Calculation of Coefficients

This appendix describes the steps involved in deriving the coefficients needed for ob­

taining the :\fF impulse response when the observation interval is fini te. The deriva­

tion of the coefficients proceeds from unlocked, chip-delay locked to bit-delay locked

interferers.

C.l Calculation of the Coefficients fjU)

~Iultiply both sides of the integral equation (3.17) by lf>i(t) where i E [1. ~Vu]. The

integration of both sides results in

J(V). + .1..-~ ,\,./\U).dJ·· = at~U).
1 V L- J) . l,)

.. 0 )

(C.l)

where a~U)* is given in (3.20) and <Pi,) = foTb <P; (t)cjJj (t)dt. Since Hermitian kernels give

rise to orthonormal eigenfunctions, (j:Ji,j = c5i ,j [101, p.l38]. By defining

(C.2)

(C.3)

and f(V) = [/~u), ... ,f':u)] , the iVu equations associated with i can be rewritten

compactlyas

• (1 + .1.-A) f(U)H _
Nu lV

o

(V)Ha . (CA)
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Since the matri.x is cliagonal~ the coefficients are, therefore,

(U)
(U) _ ai

fi - -l-+-.~o-.I\-~

which is the clesired result given in (3.19).

C.2 Calculation of the Coefficients fk~,
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(C.5)

~Iultiply both sicles of the integral equation (3.30) by irU - Ti - jTc ) where i E [1. /<]
and j E [-A/~ 1V + Al - 2]. The integration of both sicles results in

J (C)« 1 [p '""" 'l(C). P '""" . J(C).] = (C)-
i,) + Ai t ~ Ci.l;j,n 1,n + ... + K ~ Ci,Ki],n K,n ai.)

• a n n
(C.6)

\vhere Ci,k:l,n = Irrb q-(t - Ti - jTc)ij(t - Tk - nTc)dt and a~5) = IOTb ij(t - Ti ­

jTc)à(O)*(t)dt. \Vorking towards a compact expression in matrix notation! let fi(e) =

[
(C) (C)] (C) _ [ (C) (C)] .

li.-M! .... li.N+Af-2 ~ éli - ai,-Al!···· a i .N+M-2 and

• CCC)
i,k

[

Cï.k;-M,-M

- C;.k:N+L-2.-M

C1.k;-M,N+M-2 ]

C1,k:N+M~2.N+M-2 .

(C.ï)

The i.V + 2AI - 1 equations associated \Vith i can be rewritten as

{~c)H +~ [p c~C)r(C)H + + P 'C~Clf(~)Hl == :I~c)H.
t :\T 111 l ... fi 11\.[\ ~

1Vo ' ,

For i E [1, KJ, this then can he written compactly as

( I K (N+2M-l) + ~C(C)P(C») r(C)H
lVo

where r(C) = [r~C) ... rf)] ,

(C.S)

(C.g)

• CCC)

[

CCC)
1,1

-

c~l ...

(C.la)

(C.II)
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(C.12)

•

and IL is the L x L identity matrix. Thus, the K(lV + 2AI - 1) coefficients in f(C)

can be obtained by solving this set of K(iV + 2AI - 1) equations.

The matrices and vectors can be interpreted as follows. The vector a(C} represents

the correlation between the desired user's spreading signal a(O)(t) and the [«(.V +
2AI - 1) basis functions {q*(t - Tk - nTc}1 n E [-AI, ~V + AI - 21: k E [1, /(] }. The

basis function indexed by k and n is the conjugate of the chip waveform ij* (t) delayed

by Tk + nTc ' The matrix C(C) is a covariance matrLx. It hoIds information regarding

the auto and cross-correlations among the basis functions.

C.3 Calculation of the Coefficients fk~~

~vIultiply both sicles of the integral equation (3.38) by a(i)*(t-Ti - jTb) where i E [1, KI
and j E [AIl, JhI. The integration of both sides results in

where Pi.k;j,m = fOTb a(i)*(t - Ti - jTb)à(k)(t - Tk - mTb)dt and at~) = fOTb
à(i) (t - Ti ­

jTb) à(O)", (t)dt. Note that a~.~) = Pi,O;j,O' \Vorking towards a compact expression in
. (B) [(B) (B) ] (B) [(8) (B) ]matnx form, let fi = fU'vll"'" fi,M2 ,él.i = ai,AI1"'" ai, Af2 and

[

Pi.k;Ml,Ah . .• Pi,k;Af1,AI2]

C~Bk) = : :z, o.

Pi,k;M2,Ah . .. Pi,k;Af2,Af2

(C.14)

which is a 1\13 by A'13 matrix where AI3 = A12 - AIl + 1. The 1\13 equations associated

with i can be rewritten as

For i E [1, K], this then can be written compactly as

•
(C.15)

(C.16)
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where f(B) = [fi
B

) ..• fit)] ,
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(C.l ï)

[ C(BI C(B) ]1,1 1,K

C(B) = . ,
C(B) (B)

K,l CK,K

[Pf o ]p(B) = o .
PK12

(C.lS)

(C.19)

•

Thus. the [(Al3 coefficients in f(B) can be obtained by solving the set of [{AI3 equations

in (C.16).

The vectors and matrices can be interpreted as follows. The vector a(B) represents

the correlation between the desired user's spreading signal à(O) (t) and the [(.\13 basis

functions {à(k)*(t - Tk -mTb)1 n E [l\ft , Al2Lk E [1. [(] }. The basis function indexed

by k andm is in fact the conjugate of the spreading signal of the kth interferer à(k). (t)

delayed by Tk + mTb• The matrix C(B) is a covariance matrix. It holds information

regarding the auto and cross-correlations among the basis functions.

C.4 Calculation of the Coefficients fk~ and JjU)

This section utilizes many of the expressions developed in Appendix C.2 and C.l.

First, multiply both sides of the integral equation (3.44) by C;,j(t) where 'i E [l, !(c]

and j E [- Al, LV + lV! - 2]. The integration of bath sicles results in

•

where

J(C). _1 [" ~ ~ , 'J(C). '" "')..' ç(U). KP

• ] -

i,j + tV L- k L- Ci,k;],n k,n + Ycu L- qJ q i;q;j -
• a k n q

(C).a '
l,} (C.20)

(C.21)
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By defining an lVu x (IV + 2AI - 1) matri.x
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K i;1,N+2M-l ]

Ki;NU"~+2M-l '

(C.22)

the J.V + 2AI - 1 equations associated \Vith 'i can be rewritten as

t ee)" + _1 [, PC. t(e)" + -y rK HAf(L)H]
t IV L- k 1,k k /CL t

• 0 k

For i E [1, K c ]. this becomes

'e'"a~ )
1 (C.23)

where

(C.24)

•
(C.25)

To obtain KC (1V +2JI -1)+1Vu equations for the KC(JV +2AI -l)+.Vu unknown

complex coefficients~ next~ multiply both sicles of the integral equation (3.44) by l/>;(t)

where p E [1, lVU ]. The integration of both sicles results in

j eU). 1 [, P "" K· J{C). "" ~' feU). A, ] = (U).
p + V L- k L- k,p;n k,n + ICU L- '" qJ q lfIp,q ap .

• 0 k n q

Then the 1V + 2AI - 1 equations associated with 'i can be rewritten as

Combining the two matrix equations (C.24) and (C.27),

(1 1 CCCU)pCCU») JCCU)" aCCU)H
Kc(N+2.H-l)+Nu + J.V

o
-

(C.26)

(C.27)

(C.28)

• (C.29)
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and

c(CU)
[

C(C) K H J
K [Nu

165

(C.30)

p(CU) = [P~) 0 ]
,cuA .

(C.31)

•

•

The vector j(CU) consists of the unknown coefficients needed for the NIF solution.

The vector a(CU) represents the correlation between the desired user!s spreading signal

ào(t) and the basis functions {q*(t - Tk - nTc ) 1 n E [-Al, lV + Al - 2], k E [1. K] } and

{Q); (t) }j~l' The matrix C(CU) is a covariance matrix. 1t contains aH the information

regarding the auto and cross-correlations among the basis functions. The matrix

p(CU) holds information on the interference power. Each diagonal element represents

the power of its corresponding basis function.



•

•

166

Appendix D

Effect of ISI on MF Design

This appendix addresses the effect of 1SI on j\!IF design. In section 2.1, the ISI

term in the received signal was assumed to be negligible as is the case in most OS­

CDj\;IA applications where PG » 1 [18, p. 339]. For applications where PG may be

srnail. the N"VJ\IF. CL;\IF and 8L~vIF, develaped in Chapter 3. are rederived without

neglecting ISI.

The appendix is divided inta four parts. First, the noise autocorrelation function

and integral equation are re-developed by including rSI. Second, the effect of ISI on the

~IF for unlocked interferers is examined. This is then followed by similar examinations

when the interferers are either chip-delay or bit-delay locked.

0.1 The Integral Equation Which Includes 181

The effect of taking the ISI into account in the derivation of the general ~vIF solution

is considered. The ISI term ~(t) is defined in (2.14) and shaH now be included in the

noise expression in (2.13). Assuming that the thermal noise 'w(t), NIAI Ï(t) and ISI

are independent processes, the autocorrelation function of the noise ii(t) from (2.13)

can be evaluated and written as

(D.l)

•
The noise pseudo-autocorrelation function can he written as

(D.2)



Next, the substitution of (0.1) and (D.2) into (3.1) transforms (3.1) into a Fredholm

integral equation of the second kind [100]•
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•

where 0 :::; t :::; Tb' The solution f(t) to the integral equation now depends upon.

not only the NIAI and A\VGN. but also the ISI via its two autocorrplation functions

terms: R«(t, u) and Rè,(t, u) This leads to modifications of the N\rV1IF, CL1vIF and

BL~IF to he discussed next.

D.2 Unlocked Interferers and ISI

The ISI autocorrelation function can be evaluated by using (2.14) and the assllmption

of random spreading sequences. Furthermore, it can be written as a finite SUffi by

using the same arguments presented in section 3.3.2 in order to have a separable

kernel. This yields

where 0 ::; t. u :::; Tb' Similarly, the ISI pseudo-autacorrelatian functian can he written

as

where a ::; t, u ::; Tb'
Ta derive the NIF far unlocked interferers via the separable kernel method, (3.16),

(0.4), (0.5), Rj(t,u) = R~U)(t, 'u) and Rj(t, u) = R}U) (t, u) = a from (B. la) are

substituted into the integral equation of (0.3). \Vith sorne simplifications, this leads

to the modified N\tVlVIF solution

• (D.6)
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where °::; t ::5 Tb. The term JjU) has been defined in (3.18) whereas

168

(D.7)

•

which is real. This follows since the ISI is completely in-phase with the desired

signal which aiso explains why the factor of 2 appears in front of the Po term for

the ISI component in (D.6). Basically, the ISI can be interpreted as an in-phase~

chip-synchronous. equai-powered interferer whose signal portion associated with the

bit modulated chip symbols bi~)/NJ a~O) from n E [O,lV - 1] are removed. The :\tIF

assumes an impulse response which now balances the suppression of [SI in addition

to the :\tIAI and A\VGN.

D.3 Chip-delay Locked Interferers and ISI

The CL~[F solution which takes ISI inta account can be derived in the same fashion as

the ~\V~IF discussed in the previaus section. This is because the two ISI autocorrela­

tion functions in the chip-clelay locked case are identical to those of the unlocked case

in (DA) and (D.5). For clarity in presentation, the pseudo-autocorrelation function

is dropped by assuming R[(t, u) = R~C)(t. u) = o. The derivation which follows can

be readily repeated with the :\tIAI pseudo-autocorrelation function re-instated. The

substitution of (3.26), (3.29), (DA), (D.5) and Rj(t, u) = R~U)(t~ u) into the integral

equation of (0.3) yields with sorne simplifications the modified CL:NfF solution

Î(t) =

(0.8)

•

for °~ t ~ Tb' The coefficient J~~ has been defined in (3.31) whereas

f~C,Ç) = 'Re [fh éj(t - nTc)j(U)dU] . (D.9)
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D.4 Bit-delay Locked Interferers and ISI

169

vVhen the interferers are bit-delay locked, the two I8I autocorrelation functions cao

be written as, for m E [-AIl' 1\;[2],

and

R~B)(t,U) = 2Po L à(O)(t - mTc)à(O)·Cu - mTc )

m;éO

R~B) (t, u) = 2Po 2: à(Oj (t - mTb)à{Oj Cu -mTb)
m:;éO

(D.10)

(0.11)

where 0 < t, u :$ Tb. The substitution of (3.37), (D.IO), (D.ll) and Rj(t u) =

R~B) (t,u) inte the integral equation of (D.3) yields, with sorne simplifications, the

modified BL~IF solution

•
f(t) =

(0.12)

where 0 ~ t $ Tb. The coefficient fk~ has been defined in (3.39) whereas

(D.13)

•

This solution removes the 181 from the signal portion associated with bit symbols for

b~) where m i: O.

In summary, when taking the ISI iota account, the fonn of the NIF solutions is

slightly modified sioce there are now three sources of noise: the IS1, NIAI and AWGN.

The NIF assumes an impulse response which balances its rejection of rSI, lVIAI and

AvVGN.
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Appendix E

Derivation of the MAI Covariance

Matrix E[ITH]

E.l E[iiH] for Unlocked Interferers

From (2.10) and (2.6), the signal space representation of Ï(t) can be expressed as

I- "K FfDp jO" ~oo b(k) (k) - l b t't t' . E[[-[-H 1 {fT'}K ] 1 cl= L.Jk=l V.:..rke Lm=-oo Ln/NJan qk,n' ts su S 1 U Ion Into .Lk k=l ea s

E[[-I-H 1 {7'}K] "K.) D ~oo - -H' E( (k) (i).] -CÀ E ..to .Lk k=l = L.k=l-rk L.Jn=-ooqk,nqk,n SlnCe Un am = uk\unm' Xamlnlng
--H ( l ) K -Tc Tc --n Kthe L mth component of E(!! ] = Tc Jo" ·Jo E[I! 1 {Tk}k=l] dT1 ·· .dTK ,

l\ 'Xl [Tc [ n
(; 2Pk n"f",,,io 10 ij(t - Tk - nTc)lh(t)dt

Io
Tb

q'(u - Tk - nTc)rt1~(u)dU] dTk

= fb fbrtJl(t)rt1~(u) lt2Pki: ij(t - u + y)ij'(Y)dY] dtdu

(E.l)

where {'l/Jl(t)} represents an arbitrary complete orthonormal set offunctions in L2[0, Tb]'

Using (3.9) and (3.11), (E.1) becomes {E(ÏÏH] }l,m = JrbJoTb 1/Jl(t)1/J:n(u)R}U)(t, u)dtdu.

Substitution of (3.16) yields {E[ilH
] h,m = 21'L~1 À~ JOTb Jlb tPl(t)'lj;:n(U)r/>i(t)r/>i(u)

dtdu = 21' L~~ À~ [ii]l [id:n and

•
Nu

E[ilH
] = 2"/ L À~~i~iH.

i=l

(E.2)
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E.2 E[ÏÏH] for Chip-delay Locked Interferers

171

From (2.10) and (2.6), the signal space representation of l(t) can be expressed as Ï =

Lf=l J2PkejfJk L~:!iï2 bi~/Nla~k)Qk,n' Its substitution into E[ÏÏH] leads to E[ITH] =
"K ,,(< J')F, J')P'-E[ei(fJk-Od] "N+Af-2 "N+AJ-2 E[b(k) b(i)* ]E[a{k)a(i}*]q- q~H
Lk=l L!=l .. k .. t Ln=-Af LI=-M Ln/NJ LI/NJ ft I k.n 1,1'

Since E[a(k)a{i}*] = 6k-e5 hencen m 1 nm, ,

From (2.10) and (2.7), the signal space representation of Ï(t) can be expressed as

Ï = L.;=L J2PkeJOk L:;;[;'\.{l b~)ak,m' Its substitution into E[ÏÏH] leads to E[ÏÏH] =
"K "K J')P, J?P·E[ej(Ok-OdJ " Af2 "Ah E[b(k)b(i)*]a à.H Since E[b(k) b(i)*] =
Lk=l Lt=l - k .. t Lm=AfL LI=Ah m I k,m d' m l

e5ki6ml , hence,

•

•

K N+A!-2
--H ~ - -HE[11 ] = L- 2Pk 2: qk,nqk.n-

k=l n=-Af

E.3 E[ÏfH] for Bit-delay Locked Interferers

K M'J

E[ÏÏHJ = L 2Pk L iik,miik~m'
k==l m=ML

(E.3)

(EA)
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Appendix F

Derivation of the PSD and CSD of

the MAI

The expreSSiGilS for the power spectral density (PSD) of the unlocked ~IAI, the cross

spectral density (CSD) of the chip-delay locked ~IAI and the CSD of the bit-delay

locked ;\IAI are derived.

F.1 PSD of the Unlocked MAI

The expression of the PSD for unlocked ~IAI can be obtained by taking the Fourier

transform of RjU) (r) in (3.9) where T = t - u. This yields

= 2, foo ij(y) foo ij(y + T)e-j21rfT drdy
Tc -00 -00

= 2, Q(f) foo ij- (y )ei21r fy dy
Tc -00

= ~~Q(1)Q*(1). (F.l)

The CSD R~~(f) is the Fourier transform of T~~(t - u) as described in (4.8). Conse­

quently, the first step in the derivation of the CSD requires the derivation of T~~(t - u)

defined in (4.7). Based on the HSR of signaIs explained in section 4.1.3 and Ï(t) from

(2.10),

•

F.2 CSD of WSCS MAI

K

- LT~~»)(t - u)
k=l

(F.2)
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where

173

(F.3)

The s~k)(t) is the nth HSR component of s(k)(t). Its Fourier transform is S~k)(f) =
l/(f)S(k)(f+!f) where S(k)(f) = F{S(k)(t)}. Using these relationships and the inverse

Fourier transform, (F.3) can be expressed as

The next step requires deriving

(F.5)

•
inside (F ..t). Its expression depends on the method of spreading which can be either

short sequence spreading associated with chip-delay locked ~IAI or long sequence

spreading associated with bit-delay locked ~IAI. Once the expression for (F.5) is

obtained. it is inserted into (FA) to obtain r~~k»(t - u). Taking the Fourier transform

of (F.2) yields the eSD of the ~L\I

K

R~~(f) = L R~s::»(f)
k:::::l

(F.6)

•

in terms of the CSD of the kth interferer's signal R~S:::» (f) which is the Fourier

transform of r~~k)(t - u). The CSD for chip-delay locked NIAI is derived in section

F.2.1 while the eSD for bit-delay locked NIAI is derived in section F .2.2.

F.2.1 eSD of the Chip-Delay Locked MAI

In arder to evaluate E [S~k}(f)S~)*(;\)] in (F.5), the expression for S~k}(f) is needed

for the chip-delay locked case. Using (2.6) and S~k)(f) = V(f)S<k)(f + ~),

00

S~k)(f) = V2Pke?(JIcQn(!)e-i21r(f+;C>T/c L b~jNJa1k)e-i21rfpTc (F.i)
p:::::-oo

where Qn(f) is given by (4.15). Substitution of (F.i) into (F.5) results in
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Substitution of (F.8) into (F.4) leads to

174

(F.S)

Taking the Fourier transform of (F.9) returns the CSD of the kth interferer's signal

Substituting (F .10) into (F .6) yields the desired result

R~,i.(J) = f. 2;k e-J2>r(n-mlToIT'Qn(J)Q;"(J)
k=l C

(F .10)

(F.ll)

•
which when re-arranged returns (4.35).

F .2.2 eso of the Bit-Delay Locked MAI

The method of deriving the CSD for the bit-delay locked NIAI closely follows that of

the previous section for chip-delay locked ~dAI. In arder ta evaluate E [S~} (f)S~)· (...\)]

in (F .5), the expression for S~k) (f) is needed for the bit-delay locked case. Using (2.7)

and S~k) (f) = F(f)S(k)(f + ;b L

'Xl

S~k)(f) = V2Pkei°k A~k)(f)e -j2tr(f+';b )Tk L b~k)e-j21rfPTb

p=-oo

where A~k)(f) is given by (4.11). Substitution of (F.12) into (F.5) results in

(F.12)

•

E [S~k)(J)S!:)'(À)] = 2;'k ..J.~kl(J)A~)·(f)e-J2>r(J+;, lT0 r?2>r(H'F; )T, f: 8(À - f - ~ ).
b p=-oo 1. b

(F.13)

Substitution of (F.13) ioto (FA) leads ta



Taking the Fourier transform of (F.14) returns the CSD of the kth interferer!s signal•
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(F.15)

•

•

Substitution of (4.14) and (F.15) inta (F .6) yields the desired result

E\
R~~ (1) = L 2;'k e- j2~(n -m1•• !TbQn (1)Q;"(1) A(k) (eJ21rU+·;b )T< lA(k)o (ej2~U+';;, )T< )

k=t b

(F.16)

which when re-arranged returns (4...16).
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Appendix G

Complexity in Computing the SNR

Maximizing Chip Filter

The computational complexity in computing the SNR ma..ximizing chip filter G(C) (f)

and its impulse response g(C)(t) is analyzed. The inlpulse response is computed by

sampling G(C) (/) in the frequency domain and evaluating its inverse discrete Fourier

transform (DFT) ta obtain a sampled version of g(C)(t). First, G(C)(f) where f E

[-B, BI must be solved to obtain the HSR components G~C} (f) for n E [- AIH. Alf{]

which form the frequency response G(C) (f) = E~~H_MH G~C) (f - -Fe). The G(C) (f)

can be obtained by solving for G(C) (f) in (4.42) at the samples I = fi where fi =

i ~f where i = [-l1!J' L~! J] and ~f ~ l/Tg where f E [-B, B]. "Vhen the

frequency spacing is set to its minimum ~f = l/Tg , the total number of sarnples

required ta represent the impulse response \Vith bandwidth Band time duration

Tg is approximately lVg = r2BTg1. As shawn in section G.L g(C)(t) exists over

t E [( -3AI + 2)Tc , (3Al - l)Tcl such that its time duration is Tg = 3(2.1ltl - l)Tc

where 1.\/ is described in (3.28).

The next step involves obtaining G(C)(fd by solving the set of LH = 2Alf[ + 1

linear equations R(/i)G(C) (Id = Q(fd n obtained by re-arranging (4.42). The right

hand side, Q(!i) n, can be pre-computed and saved in advance. The computation

of R(!i) requîres evaluating (4.38). The ooly part of the expression, affected by

changing chip delays or signal powers, is P g = Ef=L PkC)PkC)H which is independent

of fi. As shown in (4.35), (Pg]nm = "Lf=l 2Pke-j2rr(n-m)T/c/Tc whîch requîres roughly

K multiplications and K summations. Mareover, due to the structure of P 9' only the

elements of one row need ta he computed to determine the elements of the remaining

rows. Consequently, 2KLH operations are required to obtain P g' .And since ILH and



Q(fd are diagonal matrices, R(fd for aIl i requires /(LH + 2L'11Vg multiplications

and K LH + LH J.Vg additions.

To solve for LH linear equations \Vith LH unknowns in G(C)(fd for aH i requires

Ng ( *" + L'k - bt) multiplications and Ng ( L JI (L JI - ~)(2L JI +5») additions [63, p. 5141.

Approximations for large L H are not used since L H tends to be srnall for bandwidth ef­

ficient chip pulses. Thus, the samples CCC) (fi) for aIl i are obtained at a cast of roughly

K LH + Ng (*" + 2L'k - bt) multiplications and K LH + Ng (L H + LH(LH-~){2LJI+5»)

additions. An example is given for the square root raised cosine plllsp (Sqrt-RCL

defined in (H.1), with a = 100%. In this case, AIn = l, LH = 3. Al = 3 (to

ensure 99.99% of the energy is contained in the truncated pulse). Tg = loTe and

~V9 = 2 . [(1 + a)/(2Te )] • Tg = 32. Consequently, 3K + 1408 multiplications and

3K + 448 additions are required ta compute G(C)(!i) for ail i.

The final step requires an inverse DFT operation which can be performed using

the Fast Fourier Transform (FFT) requiring roughly another :tlog2~Vg multiplications

and ,N9Iog2~Vg additions [127, p. 717]. For the Sqrt-RC 100% pulse~ since J.Vg = 25 •

the FFT requires 80 multiplications and 160 additions.

In summary~ the computation of the sampled impulse response g(C)(t) requires

•

•
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T."L V (0L ')L2 b.iL) !:!.:LI VI' l' .1\ FI +:. g 3 + - El - 3 + 2 og2.' 9 mu tlp lcatlOns,

177

(G.1)

(G.2)

•

Consequently, the Sqrt-RC 100% pulse would roughly require a total of 3K + 1488

multiplications and 3/( + 608 additions.

G.l Time Duration of the SNR Maximizing Chip Filter

Impulse Response

The time duration of the SNR ma.ximizing chip filter impulse response g(C) (t) is

evaluated. By letting T = u-t, RjC) (t, u) in (3.26) can be re-written as RjC) (t, t+T) =

E:=l 2Pk L~=-oo (j(t - TIt; - nTc)i/(t + T - Tk - nTc). In this form, it can be seen that,

for (j(t) as defined in (3.28), R}C\t, t + '1) = 0 for l'II 2: (2Al - l)Tc. This implies

that, for a given t, when It - ul 2: (2A{ -l)Tc , R~C) (t, u) = O. Next, by examining the

integral equation in (4.45), since q(t) exists over t E [-(At[ -l)Tc , l\;ITcJ, as defined in

(3.28), therefore, the solution gCC)(t) exists over t E [( -3A'1 + 2)Tc , (3Al - l)Tcl. This



indicates that noise outside this interval is uncorrelated with noise inside the interval.

Hence~ the time duration of g(C)(t) is Tg = 3(21\1 - l)Tc o Furthermore~ since the time

duration of q(t) is (2AI- l)Tc ! Tg is three times larger than the duration of q(t).
•

•

•
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Appendix H

Chip Waveforms

H.l Power Spectral Density of the Rectangular Pulse

The power spectral density (PSD) of the rectangular pulse defined in (3.7) is ~ IQ(f) 1
2 =

Tsinc2(fT) [128, pp. 260-261J. A plot of the normalized PSD is given in in Fig. H.l.

Based on a -40 dB rule. the bandwidth of the rectangular pulse is B = 32.5/T.

PSD of Rectangular Pulse (dB]

J
J

1

1

-3(]l
1

i
t

40~

1

-50

111\
AIl

•

I·T

Fig. H.I The normalized PSD of the rectangular pulse of width T.
Using a -40 dB rule, bandwidth is B = 32.5/T.
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H.2 Square-Root Raised Cosine Pulse
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The expression of the sqrt-RC pulse in the time-domain is given in [18, (6.105) p.

228] and reproduced here for reference

ij( t)
40 cos(~) + T· sin ((l-;)n"t) /4cd

7rv'T' 1- (4~tr~
(H.1)

where T and cr represent, respectively, the symbol period set ta T == T~ and excess

bandwidth (or roll-off factor) which satisfies 0 ~ Q ~ 100%.

H.3 Power Spectral Density of the 18-95 System Chip Filter

12001000800600200

-50

-20

1
-T =614.40 kHz2 c

The power spectral density (PSO) of the chip waveform used in the 1S-95 system is

given in Fig. H.2. The chip waveform is given by the impulse response of the chip

PSD of 15-95 Pulse [dB]

o~7.: ~:o(~~z '1
-10 j•

f [kHz]

Fig. H.2 Power Spectral Density (PSD) of the chip waveform defined
in the rS-95 standard [1. Section 6.1.3.1.10 on pp. 6-28 te 6-30]. Excess
bandwidth is a = 20.44% using a -40 dB mIe.

•

filter defined in the rS-95 standard [1, Section 6.1.3.1.10 on pp. 6-28 ta 6-30}. The

filter specifications cSP' fp, cSs and fs as shown in Fig. H.2 represent, respectively, the

ripple in the passband, passband edge frequency, attenuation in the stopband and

stopband edge frequency [127, p. 593]. By re-arranging (2.4), the excess bandwidth

can be expressed as Q = 2BTc - 1. Since zi.
c

= 614.4 kHz and B = fs = 740 kHz

based on the -40 dB rule for bandwidth, the excess bandwidth of the 1S-95 pulse is

0=20.44%.
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Appendix 1

Analysis of N ear-far Resistance for

the NWMF

The near-far resistance of the N\VJ\[F is analyzed by evaluating the asymptotic ef­

ficiency of the N\V~IF in (5.12) and (5.11) by deriving D! Pk,m(rJ.) and ,lE;;. For

clarity and insight, the following analysis is based on the N\VwIF obtained over the

infinite observation interval. Since the performance of the N\VlVIF can only improve

with the extension of the observation interval [93, p. 121], the following results rep­

resent upper limits ta the near-far resistance achievable by the NvV~IF derived over

the finite observation interval.

First, the desired component D is evaluated by extending the interval t E [0, Tb]

to t E (-00,00) in (5.9). This gives D = ne [J~ à(O) (t)h(Tb - t)dt]. By writ­

ing à(O) (t) and h(Tb - t) in terms of their corresponding Fourier transforrns, D =

'Re [J.:ooo.-i(O)(f)H(f)eJ27l"fTbdf]. Assuming that the inverse chip filter l/Q(f) exists

over f E [-B, Bl where the bandwidth B of the chip filter Q(f) is given by (2.4), sub­

stitution of (4.12 ) and (4.34) into D yields D = J!B jA(O) (e j27l"fTc ) 1
2 df. Using (4.13),

D = L~(/ L~~(/ a~O)a~O). J!B e-j2trf(p-q)Tcdf· Since J!B e-j27l"/tdf = 2B sinc(2Bt),

N-l N-l

D = 2B 2: 2: a~O)a~O). sine [2B(p - q)Tcl·
p=O q=O

(LI)

•
A peculiar feature of (LI) is that, in the limit as B ~ 00, D ~ 'L.:=ë/ la~O)12 8(0) =

1'1 6(0). Such a result is not possible in praetice since it implies infinite energy in

D. Furthermore, as noted in [113], an inverse filter over f E (-00,00) is, in general,

physically unrealizable.

Next, Pk,m(Tk) is evaluated by extending the interval t E [0, Tb] to t E (-00,00) in



(5 .. 10). Following the same procedure used to derive D, Pk,m(Tk) = 'Re[I~ à(k)(t-Tk­

mTb)h(Tb-t )dt] = 'Re [f~oo A.(k) (f)e-j2tr!('Tk+mTb) H(f)el2trfTbdf] = 'Re [I~B A(k) (eJ2rrfTc)

A(O). (eJ2rr fTc) e-j2rrf('-rc+mTb) dlf] =~N -1 ~N-1 a(k)a(O). JB e-j2rr f[(p-q)Tc+Tk+mTbldlf This
L.p=O L.q=O p q -B .

simplifies ta
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N-1 N-t

Pk,m(Tk) = 2B L L a~k)a~O). sinc [2B ((p - q)Tc + Tk +mTb )]. (1.2)
p=O q=O

In contrast ta the D-CL~IF and D-BL~IF, as (j -;. 0 for the lirniting fornl of the

N\V~IF~ the Pk.m(Tk) in (1.2) is, in generaL non-zero for B < 00. The presence of

a non-zero Pk,m(Tk) in limO'~o=o(a) in (5.11) indicates that, although the asymptotic

efficiency 770 in (5.12) may be non-zero, near-far resistance of the NvVJ\tIF is zero.

:\. non-zero near-far resistance may theoretically be possible by letting B -7 00, in

(1.2). This leads ta Pk,m(Tk) ~ L~~ë/ L~:(/ a~k)a~O). J ((p - q)Tc + Tk +mTb ). As long

as ( p - q + :ft + mlV )Tc =1= 0, Pk,m(Tk) = O. This is ensured when the chip delay

Tk :j:. 0 sincem. p, q are integers. ConsequentIy~ if both Q(f) and 1/Q (f) did exist

over f E (-00. 00), only then would it be possible for the N\V~IF ta have a non-zero

near-far resistance .

Finally, for completeness, Eh is evaluated by extending the interval t E [O. Tb] ta t E

(-00.00) in (5.8). Following the same procedure used ta clerive D and Pk.m(Tk), (5.8)
2 . ~

can be expressed as Eh = J~oo lii(Tb - t)1 dt = f~oo IH(J)eJ2rrfTbl- df· Consequently,

(I.3)

•

which is, in general, finite. Even in the limit as B -7 00 Eh < 00. This fo11ows by not­

ing that the integrand in (1.3) satisfies 1QlnA(O) (eJ2rrfTc) 1
2

= IQln 1
2

IA(O)(ej21rfTc)j2 ~

!Qtn 1

2
iV2. Thus, Eh ~ lV2 J~oo 1Qtn 1

2
dt < 00 for an inverse fiIter with finite energy.

An interesting result can be obtained if an inverse fil ter l/Q(f) did exist over

J E (-00,00) and if Tk =1= O. Since, as B -7 00, Eh remains fini te, D -7 00 and

Pk,m('k) -7 0, this would imply that Tlo -7 00 in (5.12) is unbounded and that the

N\VJ\tIF achieves the maximum near-far resistance of 1. Note, however, that the

asymptotic efficiency must satisfy 0 ~770 ~ 1 [60]. The contradiction arises since

the energy of the inverse filter J~ 1Q(Lf) 1
2

dt, if it did exist, would have ta be infinite

making Eh no longer finite.
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Appendix J

Modifications to the Characteristic

Function Expressions for Pe 0,

To compute the bit error rate (BER) Pe,o for a receiver using a real NIF h(t) in a

DS-BPSK systenl, sorne modifications ta the expressions in [114] are required. The

full BER expression for the desired user based on (114] is given by

• (w· l Inoo sin 'U
Pe•O = Q -.) + - -et>2CU) [1 - cPl Cu)] du.

O'ü, 1r ou
(.1.1 )

The functions in (.1.1) shaH now he defined. The Q function is Q (x) = fxoo Jr;e-Y~/2dy.

Using (5.8) and (5.9), the normalized thermal noise variance is

,) EhTb
0';;" = 2D2Eb/1V

o

(J.2)

where Eh and D are defined in (5.8) (5.9), respectively. The characteristic function of

the therrnal noise is cP2(u) = exp (-1a;u2) . The characteristic function of the NIAI

•

Kc Kc+Ku

4>1 (u) = II 4>~~ Cu) II 4>i~ (u)
k=l k=Kc+1

is the product of the characteristic function of the locked NIAI

"'~~(u) = 4~ l" cos [u'{tk coslh (Pk.-l(Tk) + Pk,O(TkJJ]

+cos [u: cos Ok (Pk.-l (Tk) + Pk.O(Tk))] dOk

(J.3)

(J.4)
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and the characteristic function of the unlocked NIAI
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•

•

4>\~J(u) = 4:Tb l" loTO COS [u: coslh (Pk.-l(Tk) + Pk.O(Tk))]

+cos [u: coslh (Pk.-l(Tk) + Pk.O(Tk))] dTkdOk' (J.5)

Considerable reduction in computation time can be achieved by pre-calculating and

storing the partial correlation functions Pk,m(T), defined in (5.10). at uniformly spaced

points over T E [0, Tb].
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Appendix K

Computation of Probability of

Outage

K.l Modified Monte Carlo Method for Computing

Probability of Outage

The algorithm which applies the ~Iodified ~lonte Cado method described in [117] to

the conlpllta.tion of probability of outage is outlined. The parameters [{! ~V! Eb/ ~Vo

and signal powers Pare assumed ta be constant during the computation of the outage

probability. The algorithm to be explained can be modified to handle the situation

where signal powers can change and need to be biased as weIl. The two remaining set

of parameters to sample consist of the spreading sequence of the desired user a(O) and

the interferers! chip delays in T. The samples of the desired user's spreading sequence

are not biased. Only the chip delay samples used to form Tare biased. Thus! the SNR

expression in (5.2) summarized in (5.3) reduces to a function of two random vectors

SNR(a(O), T). vVhen lVa independent samples of a(O) and J.VT independent samples of

Tare substituted into SNR(a(O), T), a total of lVs = lVa lVT independent SNR samples

is produced.

The algorithm used to generate the nth SNR sample SNRn is summarized as

fol1ows:

1. Initialize the sample counter for spreading sequences l = 1.

2. Generate a random spreading sequence vector a~O) indexed by l.

3. Initialize the sample counter for chip delays m = 1.



4. Generate 1< interferer chip delays {T~m)}f=:1 indexed bym and the chip delay

vector

Tm = [Tfm) l TJm l
l ... l Tim)] by taking K independent samples from a Beta

distributed random number generator.

•
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(a) The Beta distributed random number generator produces independent sam­

pIes of T~ml/Tc \Vith the Beta probability density function (PDF) [129, p.

28]

(K.l)

•

wherc x E [O. Il. The two parameters a and b affect the the shape of the

Beta PDF. Furthermore. the parameters satisfy b = a and 0 < a :s 1 to

maintain a symmetrical distribution about x = 0.5. The parameter a is

the only adjustable parameter. Under this constrainL a parameterizes the

Beta PDF. For a < a < 1, the POF is a curve which is concave upwards

with its maximum value at the end points x = 0, 1 and its minimum value

in the middle at x = 0.5. An example of the Beta PDF is given in Fig. K.l

where a = 0...1. The probability of selecting an x close to 0 or 1 is much

f(;.i,tll(X)
15r---.--.,......---,--....---,.-...,....-----.--......-.,----,

•

°a""----o......1 -0.......2-0......3-........0..-.....05-.......0.15-......0.-7-0.'-8-a......g---.J

x

Fig. K.l The Beta PDF f~bta(x) where a = b = 0.4.

greater than that of selecting an x close ta 0.5. By using the relationship

Tk = xTc and the Beta distributed random number generator, the chip

delay samples can then be biased towards either 0 or Tc. As a --+' 1, the



Beta PDF approaches the Uniform PDF of JUnif(x) = 1 for 0 ::; x < 1

and JUnif (x) = 0, otherwise. This is the original distribution of the chip

delays. As a -+ 0, the Beta POP approaches the two impulse functions d(x)

and d(x - 1). That is, as a -+ 07 the random number generator produces

samples which are either very close to a or 1. This is precisely what is

needed to bias the SNR sample towards its minimum value which occurs

in the chip synchronous case when the Tk/Tc -+ 0 or Tk/Tc -+ 1. The steps

required to construct a Beta distributed random generator are outlined in

[129: pp. 427-429].
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5. Compute the weighting factor W n associated with Tm and aiO) where n = (l ­

l )J.Va +m. This is done in the fol1owing two steps.

(a) For each of the K chip delays, calculate the bias factor B(T~m)) defined a.s

• (b) Calculate the weighting factor

f::ta(x)
- JUnif(x) . (K.2)

Wm =

6. Compute SNRn = SNR(a~O) :Tm)

7. Store both: W n and SNRn.

1
(K.3)

•

8. If 'm < lVT : increment m by 1 and go to step 4. Otherwise, continue to the next

step.

9. If l < iVa , increment l by 1 and go to step 2. Otherwise, continue to the next

step.

la. At this point, lVs values of W n and SNRn have been generated and stored.

Compute the unbiased probability of outage

(KA)

where the number of outage events lVout has been defined in (5.17). The average



•
K Computation of Probability of Outage

of only those weighting factors associated with outage events is defined as

188

1 Ns

wavg = N L Wn Iind (SNRn - SNRmin )
- out n=l

where the indicator function Iind(x) has been defined in (5.18).

K.2 Method of Computing Confidence Intervals

(K.5)

•

•

The steps for computing the confidence interval [Pout,low, Pout,upp] are reproduced here

using the procedure outlined in [116, pp. 244 - 248]. Given the confidence coefficient

~(out E [0, 1) and the AJout samples of Pout,m where m E [l, A/out]:

1 ."'fout

1. Compute the mean of the samples Pout = u L Pout,m .
• out rn=l

2. Compute the standard deviation of the samples
lIA/out _

a out = \1 II _ 1 L (Pout,m - Pout )2.
~. out m=l

S - 1 + "'fout
3. et u - 2 .

4. Convert u to Zu using the conversion table in [116, Table 9-1, p 24 i] or by using

the relation u = vk f~~ e-:
2
/?dz. For instance, when fout = 99%, u = 0.995

and Zu = 2.576.

5. Com.pute Pout.low = Pout - zuaout/ /Alout .

6. Compute PouttUPP = Pout + zuGout/ /l\;/out.
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