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AB ST RACT 

This thesis investigates variations in solar irra­
diance incident upon sloping surfaces under deciduous forest 

in winter. A model ie preeented for prediction of solar irra­
dianee at the surface which accounts for slope inclination and 

orientation, surrounding topography, isotropic absorption of 

solar radiation by the erown space, and shadows cast by the 

stem space. 

Field data from two sites of differe.~t slope and 

aspect attest to the validity of the model; errors, based on 

20-minute averages of instantaneous values, are 15.5X (RHSE) 

and -1.9% (HBE). Error is partially due to reliance upon 

global radiation measurements above eanopy at a different site 

(partially cloudy conditions) and sampling error (sunny sky 

conditions). The variability of solar irradiance at the sur­

face, and in the error of predicted values, is found to vary 
with sky condition, solar zenith and incidence angles, and 

slope orientation. However, integratio~ to hourly and/or 
daily time periods improves model performance significantly. 
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RESUHE 

La présente thèse examine les variations du rayonne­

ment solaire reçu sur des surfaces en pente soùs une forêt à 

feuillage caduc en hiver. On y présente un modèle qui a pour 

but de prédire la quantité de rayonnement solaire re~U au sol, 
et qui tient compte de l'inclinaison et l'orientation de la 

surface, de la topographie environnante, de l'absorption iso­

trope du rayonnement solaire par les couronnes d'arbres, et 

des ombrages projetés par les troncs d'arbres. 
Les valeurs du rayonnement pour deux sites de pente 

et d'exposition différentes attestent de la validité du 

modèle; les erreurs, calculées à partir de moyennes d'obser­

vations instantanées sur vingt minutes, sont 15,5X (erreur 
quadratique moyenne) et -1.9'- (erreur systématique moyenne). 

Les erreurs sont en partie redevables (temps partiellement 

nuageux) à l'utilisation de valeurs de rayonnement global 

mesurées Ru-dessus de la forêt à un site unique et (temps 

ensoleillé) à l'erreur d'échantillonnage. Il est démontré que 

la variabilité de rayonnement solaire au sol, ainsi que la 

variabilité de l'erreur dans les valeurs estimées, varie selon 

l'état du ciel, la distance zenithale, l'angle d'incidence du 
rayonnement et l'orientation de la pente. Par contre, l'inté­

gration aux périodes de temps plus longues, i.e., d'heure en 

heure et/ou diurnes, améliore le rendement du modèle d'une 

manière significative. 
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CHAPTE! 1 

IITRDDUCIIDI 

1.1. SIOWHELT ABD SOLAR RADIATIOI 
The seasonal melting of snowpacks is a major hydro­

logical event, and snowmelt prediction models are useful with 

respect to short-term events such as flood forecasting and/or 

reservoir operations, and long-term consequences such aB 

groundwater recharge and soil moisture regimes. Hore recent­

ly, short-terD snowmelt estimates have become important for 

understanding the role of the snowpack in the chemistry of 

watersheds, in particular the hydrochemical processes involved 

in acid loading to surface waters (e.g., Christopherson et 

al., 1984; Roberga et al., 1985). 

Net radiation is the major input to the surface 

energy budget in snow-covered, forested environments and, 

tharefore, an important contribution to the energy available 

for snowmelt. In such environments both latent and sensible 

heat fluxes are suppressed due to low wind speeds and the 

typically stable atmosphere found over snowpacks (Price, 

1988). Determination of net radiation, however, requires 

accurate measurements or estimates of solar irradiance 

incident upon the surface. 

Solar irradiance incident upon a surface varies 

greatly, both spatially and temporally, depending upon cli­

matic, topographic and vegetative conditions, particularly in 

mountainous or hilly regions at mid- and high-latitudes. 

Slope inclination and orientation will enhance the variation 

in solar radiation in come between slope facets, whereas the 

variability within such facets is due to the vegetative coyer 

(e.g., shadows of individual treee). The surrounding topog­

raphy also affects the solar irradiance incident upon a given 

slope through horizon effects (obstacles) and radiation 



1 

2 

reflected from surrounding terrain. Since incoming solar 

radiation is both spatially and temporally the Most variable 

of the radiative components of the surface enerlY balance, 

both the topographic and vegetative characteristics of a site 

must be considered in order to obtain representative values 

for instantaneous or short time interval estimates. 

Oeciduous and mixed deciduous/coniferous forests 

cover a signific.n~ proportion of North America and, at mid­

latitudes, are genelally snow-covered at the surface for some 

winter period. For a leafless deciduous forest, the trans­

mission of solar radiation has an important effect upon the 

energy available for either snowmelt or early spring vege­

tative growth (Federer, 1971). Understanding the solar 

radiation regime of such forests on sloping terrain could be 

of assistance in elaborating upon the microclimates present 

within topographically diverse areas (e.g. J watersheds), and 

is necessary for a realistic approach to the study of snewmelt 

in hardwood forests (Federer, 1971). 

Estimates of selar irradiance incident upon slopes 

could be used in a simple melt model with empirical coeffi­

cients (adjusted to melt calculated from snow surveys) te 

predict snowmelt, or used in conjunction with a digital 

terrain model te provide estimates of the spatial variations 

of melt. Coupling of solar irradiance estimates with other 

radiative exchanges would allow determination of net 

radiation; further application in an energy bal~nce would 

allow prediction of snowmelt rates for entire catchment 

basins. 

1.2. OBJECTIVES OP THE CURRBNT RBSEARCH 
A model of radiative exchange in leafless decidueus 

canopies which accounts for variations in slope and aspect 

could be useful for predicting snowmelt in watersheds, at 

least for research applications. An important component is 
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the description of the tranEmission, absorption and reflection 

of solar radiation. The goal of this research, therefore, is 

to develop a model for predicting the solar irradiance 

incident upon a slope of any inclination and orientation under 

a leafless, deciduous forest, and to test the model against 

field data. Although model testing focuses on solar irra­

dianee at the forest floor, this extended model (based on 

Federer, 1971) can also be used to predict the absorption of 

solar radiation by the canopy. A seeondary goal is to 

quantify the spatial and temporal variability of solar irra­

dianee within a given site. From this an indication can be 

obtained of the number of radiometers whieh might be required 

st experimental test sites for different time-averaging 

intervals (and the necessary time-averaging period required) 

in order te limit error to a predetermined level. Figure 1.1 

shows briefly the steps to be followed for the model verifi­

cation process. The right-hand column indicates the model 

which is to be applied to the field data (left-hand column), 

resulting in intermediate data (middle column), which 

subsequently become input data for the following process. 

1.3. PRESENTATION FORKAT 
The present thesis discusses leneral perspectives on 

snowmelt estimation, and Bnowmelt processes and prediction 

under deciduous forest. Radiative exchange in forest canopies 

is reviewed in terms -f topographieal and forest canopy 

considerations, in particular leafless deciduous canopies. 

In Chapter 3, Federer's model (1971) for describing 

the solar radiation regime within a leafless deciduous forest 

is presented in detail, as the basis for the present research. 

The extensions and adjustments required to allow for slopes of 

any inclination and orientation are then developed. Study 

sites, data collection methods, and procedures for instrument 
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FIELD MEASURBHENTS OUTPUT/ 
INPUT 

ID, OH above canopy 
for horiz. surface, --------) 
~, A equiv. to site 

HOOEL(S) 

GARNIER - OHHURA 

OBLED - HARDER 

1 
1 
1 
1 

Kao, Os (predicted) 
above canopy for 
slope and aspect 

<---l 

h, D, n, B FEDERER 
stand parameters --------) 

Kbo (predicted) 
below canopy for 
slope and aspect 

(extended version) 

1 
1 
1 
1 

<---l 

Ibo (observed) for 
slope and aspect 

Validation statistics 
--------) (RHSE, HBE) 

Ko global radiation on horizontal surface (Wm- 2 ) 

OH diffuse radiation on horizontal surface (Wm- 2 ) 
~ slope degree (rad) 
A slope azimuth (rad) 

4 

Kao global radiation above canopy on slopin, surface (Wm- 2 ) 
Ds diffuse radiation above canopy on aloping surface (Wm- 2 ) 
h tree height (m) 
D mean tree dismeter (m) 
n stand density (ha- l ) 
B basal ares fraction 
Kbo global radiation below canopy on alopin, surfaee (Wm- 2 ) 
RHSE root mean square error 
MBE mean bias error 

FIGURE 1.1. Model verification proeess. The right-hand 
column indicates the model to be applied to measured field 
data (left-hand column), resulting in intermediate data 
(middle column), which subsequently become input for the 
following process. 
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calibration and shadow b~nd correction are described in 

Chapter 4. A short discussion on the spatial and temporal 

variability of the solar irradiance data, as it pertains to 

precision of the observed data, iB a1so inc1uded here. 

Hodel calibration and verification are presented in 

Chapter 5. Validation statistics (root mean squaro and mean 

bias errors) are generated from predicted and observed values, 

using an extensive data set of values of solar irradiance 

incident upon two slopes of different inclination and orien­

ation under a leafless deciduous forest. Error analysis 

results are discussed with respect to data sets stratified by 

sky condition, solar zenith and incidence angles, and the 

ratio of direct to global solar irradiance. Resulta concern­

ing both the sensitivity of the adapted mode1 to stand and 

site variables. and the improvement in model performance with 

integration from 20-minute averaging periods to hourly and 

daily time periods. are a1so discussed. Finally, Chapter 6 

presents some problems inherent in the mode1. summarizes the 

main findings of the study, and suggests dirctions for future 

work in the development and verification of physically-based 

models which may aid in the understanding of the solar radi­

ation regime at the forest floor. under leaf1ess deciduous 

canopies. 
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CHAPTBR 2 

LITIRATURB RlVIII 

2.1. GINlRAL PIRSPiCTIVHS ON SNO'HILT iSTIHATIOH 

6 

The most direct methods of determininl snowmelt 

utilize a water balance approach to relate melt volumes to 
changes in snowpack storage or to outflow from a control 

volume. Fitzgibbon and Dunne (1980) usecl snow surveys to 
calculate change in snowpack storage, while Anderson (1976) 

and U.S.A.C.E. (1956) measured lysimeter outflow, and Price 

and Dunne (1976) measured hillslope runoff for use in melt 

calculations. However, water balance methods are labor­

and/or instrument-intnnsive, and Many studies have been 

undertaken to relate snowmelt rates to energy flux con­

siderations. 

For B melting snowpack melt la driven primarily by 
the energy exchange acroas its upper surface, since these 

exchanges are usually much greater than the heat flux between 

the soil and the snowpack (Hale and Granger, 1981). Host 

methods for predicting snowmelt attempt either to darive 

empirical relationships between melt rates and some index of 

energy exchange, or to avaluata axplicitly the enerlY ex­
changes. The first method attempts to derive empirical 

relationships between snowmelt (determined by a water balance 

method) and one or more of the meteorological variables such 

as air tempe~ature and nat or solar radiation (a.g., Zuzel and 

Cox, 1975). The second method calculates melt as: 

H = QID/rwL~ (2.1) 

where li is the melt rate (ma- 1 ) 

Qm ia total haat exchanle across the snowpack surface 
(Wm- 2 ) 

rw is the density of water (kgm- S ) 

L~ is the latent heat of fusion (Jk,-1). 
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The total heat exohange can be c9lculated from measurements of 

net radiation, air temperature, humidity and wind apeed 

(Anderson, 1976; Price and Dunne, 1976), and is given by: 

Qm = Q* + LB + Ha + Ps (2.2) 

where Q* is the net radiant flux te the snowpack (Wm- 2 ) 

LE is the latent heat flux to the snowpack (Wm- 2 ) 

Hs is the sensible heat flux to the snowpack (Wm- 2 ) 

Ps is the heat flux to the snowpack from liquid 

precipitation (Wn- 2 ). 

The meteorological variables driving snow surface 

energy exchange, and hence melt, vary with topographic factors 

such as slope inclination and orientation, as weIl as with 

vegetation characteristies (Hale and Granger, 1981). Hendrick 

et al. (1971) showed through simulation that streamflow re­

sponse to snowmelt depends greatly on the degree of topo­

graphie and vegetative diversity in a watershed, and Lawrence 

et al. (1988) showed empirically that the temporal variations 

in streamwater ehemistry are related to the spatial and tem­

poral variations in hydrologic processes. Hence, realistic 

models for snowmelt prediction should be capable of describing 

the spatial variations in melt rates, in order to help under­

stand variations in both quantity and quality of streamwater. 

Models whieh aecount for the spatial variations in melt should 

be useful for extrapolating water-balance derived melt esti­

mates made at one or more sites (e.g., a lysimeter on a par­

tieular slope facet) to the rest of the watershed, especially 

when used in conjunetion with digital terrain Dodels, whieh 

appear to be increasingly usad in watershad modelling (a.g., 

Burch et al., 1987). 
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2.2. SIO'HiLT PROCBSSBS ABD PREDICTIOl URDIR DBCIDUOUS PORIST 

Net radiation is the major energy source driving 

snowmelt in snow-covered forested environmenta, both deciduous 

and coniferous (a.g. Hendrie and Priee, 1979; Hendrick et al., 

1971; Priee, 1988). Uniformly low windapeeds in fore8ts and 

highly stable atmospheric conditions over melting snowpacks 
result in higt.ly damped turbulent exchanges, Buch that ignor­

ing the turbu~ent exchanges of sensible and latent heat in 
calculating ~elt w?uld result in errors of at most ten percent 

(Priee, 198E). Priee showed that a simple linear model relat­
ing net radiation at the snow surface to air t~mperature and 

above-canopy global radiation explained 75% of the variance of 

net radiation. This model performed much bett~r than a model 

based on1y on air temperature, the most commonly used approach 

in operational snowmelt prediction. A simple regression of 

net radiation on above-canopy global radiation was a1so deemed 

not appropriate in a deciduous forest during snowme1t (Pr~ce, 

1988). Price's work concentrated on measurements at one site, 
and extrapolating such measurements to sites of different 

slope inclination and/or orientation would reguire a better 
understanding of the effects of topography on radiative ex­

change at the surface and within leafless deciduous canopies. 

The next sections review these exchanges and models which have 

been developed to describe them. 

2.3. RADIATIVE UCIIARGB Il POREST COOPIBS 
Net radiation (Q.) in vegetated environmenta is 

difficult to estimate accurately or meBsure repre.entatively 

(Impens et al., 1970; Nadeau and Granberg, 1986; Petzold, 

1981). Variations in net radiatio~ and, thus, energy avail­

able for snowmelt due to topographical and ve,etative diver­

sity, combined with the sparseness of routine measurements, 

produce a need for operational models of net radiation at the 
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surface. The neoessary oomponents for modellin. the radiative 

exohanges at the earth's surface are given by: 

where 

Q. = Ko - Ku + Lo - Lu 

= Ko(l - a.) + Lo - Lu (2.3) 

Ko is the global or inooming shortwave radiation (Wm- 2 ) 

Ku i8 the reflected or outgoing shortwave radiation 

Lo is the incoming longwave radiation (Wm- 2 ) 

Lu i8 the oJtgoing longwave radiation (Wm- 2 ) 

a. is the shortwave surface reflectivity. 

(Wm- 2 ) 

Hodelling approaohes for determining net radiation at the 

surface may either (1) model the short- and longwave exchanges 

separately, or (2) desl implicitly with the longwave exohanges 

through derivation of empirioal relationships between global 
and net radiation. 

Incoming solar radiation, in a forested environment, 
i5 the major input to the Burfaee radiation budget (Priee, 

1988; Reifsnyder and Lull, 1966). Furthermore, in such an 

environment, incoming shortwave radiation is the Most spatial­

ly and temporally variable of the radiative components due to 

interferenee of direct bean radiation by the forest canopy, 

resulting in quiekly changing sunflecks at the forest floor 

(Hendrie and Priee, 1979; Pech, 1986; Takenaka, 1967). Direct 

beam radiation ia also the component of the surface radiation 

budget Dost affeeted by topography. Consequently, global 

solar radiation must be aocurately modelled in order to obtain 

instantaneous or short term estinates of solar irradiance at 

the surface, considering both the topographie and vegetative 
characteristics of a site as indegendent variables. 
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2.3.1. TOPOGRAPHICAL CONSIDERATIONS 

Potential solar irradiance incident upon a slope 

(assuming no vegetation cover) is dependent upon earth-sun 

geometry, solar beam attenuation due to the atmosphare, and 

ratio of direct to diffuse solar radiation. Variables ralated 

to earth-sun geometry include solar declination, solar zenith 

and azimuth angles, site latitude, slope inclination and 

orientation, and local topography. Direct solar radiation on 

a slope May be completely blocked by either the Blope itself 

or topographical obstacles on the horizon. Diffuse radiation 

on a slope is affected by topographical variations through 

decreased radiation due to the slope, decreased sky hemisphere 

due to surrounding topograph~', and/or reflected radiation from 

surrounding surfaces. Estimation of the solar irradiance 

incident upon a slope requires a "geometrically based trans­

formation of the direct (beam) radiation and an integration of 

the diffuse radiance ... over the f~'9ld of view of the surface" 

(Hay, 1988, p. 17). 

Kondrat'yev (1985) presented formulae for the direct 

and diffuse components of solar radiation incident upon a 

slope, dependent upon surface geometry and solar position for 

calculation of the solar incidence angle. Considering diffuse 

radiation isotropie, an equation was developed which elimi­

nates the portion of the hemisphere blocked by the slope. 

Garnier and Ohmura (1988, 1970) and Ohmura (1977) also de­

veloped formulae whieh determine shortwava radiation incident 

upon surfaces of any slope and aspect from data recordad with 

respect to a horizontal surface. These formulae (Garnier and 

Ohmura, 1970) are incorporated into t~e present model and are 

further detailed in Chapter 3, Section 3.2.2. 

A great variety of mathematieal models has sinee 

been developed to predict solar irradiance incident upon 

inclined surfaces or mnuntain slopes (e.g., Flint and Childs, 

1987; Peterson et al., 1985; Swift, 1978). SODe of these have 

considered theoretically based techniques, incorporating 
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atmospheric attenuation due to scattering and absorption by 

aerosols, water vapor, air Molecules and ozone; this procedure 

becomes necessary if representative radiation observations are 

not a~ailable. Other models have used empirically based 

methods to divide global radiation into direct and diffuse 

components, generally accomplished by relating the ratio of 

direct to global ra~iation to the ratio of global to extra­

terrestrial radiation (Hay and Oavies, 1980). Hay and HcKay 

(1985) and Skartveit and Olseth (1986), among others, have 

reviewed and/or assessed the performance of some cf these 

models. Host of these studies, however, have dealt with Gaily 

or mon~hly averages and ncne of them has dealt realistically 

wi th forssted ellvironnents. In fact, often the po in t of 

interest in studying solar radiation incident upon inclined 

surfaces is to maximize solar irradiance upon a surface in 

arder ta increase solar energy cell efficiency. 

2.3.2. FOREST CANOPY CONSIDERATIONS 
The radiation regime of sloping forested environ­

ments is a function of the previously mentioned slope factors, 

but lS further complicated by its dependence upon the canopy 

architecture and the optical properties of the vegetation 

(Baldocchi, Matt et al., 1984). The presence of a forest 

canopy, whether coniferous or deciduous, acts as an absorber 

of shortwave radiation, reducing ~ radiation at the forest 

floor. Solar radiation incident .n a forest canopy May be 

reflected upwards, absorbed by th~ ~anopy, or transmitted 

through the canopy either directly or by forward scattering. 

The highly reflective properties of a snow cover result in a 

significant proportiùn of the solar irradiance incident upon 

the surface being ~eflected. The reflected portion, from 30 

to 95 percent depending up~~ solar elevation, age of snow, 

water content and accumulation of organic matter (McKay, 

1970), is again liable te either absorption, reflection or 
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transmission by the canopy. Solar radiation absorbed by the 

canopy is eventually re-radiated as lon.wave rp.diation, both 

upward toward space and downward toward the surface. Thus, at 

the snow surface under a forest canopy, the effect of the 

incident radiation is "governed largely by the interactions of 

the reflective and radiative properties of snow with the 

forest foliage overhead" (Reifsnyder and Lull, 1966, p. 84). 

Furthermore, reflectivity, transDissivity and absorption will 

differ for the direct and diffuse components of Bolar radia­

tion due to both the complex and variable three-dimensional 

geometry of the canopy, and cloud cover (Hale and Granger, 

1981; Vales and Bunnell l 1988). Modelling of solar irradiance 

under forest canopies may be purely empirical, or may attempt 

to represent the physical pro cesses of reflection, transmis­

sion and absorption by the canopy. 

Attenuation of solar irradiance through a forest 

canopy is often described by Bouguer's law: 

Kbo = K.o·e-kx (2.4 ) 

where Kbo is incoming global radiation below canopy (Wm- 2 ) 

Kao is in~oming global radiation above canopy (Wm- 2 ) 

k is the extinction or absorption coefficient (m- 1 ) 

x is the path length through the canopy (m). 

Baldocchi, Hutchison et al. (1984) found that, for a deolduous 

canopy, the decrease in insolation is approximately exponen­

tial throughout most of the canopy during all seasons. For a 

winter leaf1ess forest, measureuents of radiation at severa1 

levels within the canopy correspond well to an exponential 

relationship (Baldocchi, Matt et al., 1984). This is to be 

expected since a random distribution of plant elements, as­

sumed as a first approximation, leads to the Poisson distri­

bution for description of the probability of interception of 

sunlight through the canopy (Cohen and Fuchs, 1967; Lemeur and 

Blad, 1974). 
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The majority of studies dedicated to the radiation 

regime under forest canopies have dealt with coniferous 

forests (e.g., Gay et al., 1971; Hukammal. 1971; Wilson and 

Petzold, 1973), and have generally dealt with horizontal 

surfaces. Studies dealing with deciduous canopies have 

generally considered fully leafed situations (e.g., Hyneni et 
al., 1989; Norman and Welles, 1983; Nunez. 1985), and are 

often primarily interested in photosynthetically active radi­

ation (PAR) for biological growth studies. Results from 

studies dealing with the transmission of visible light, or 

PAR, however, do function as indices of the total solar energy 

transmitted (Jeffrey, 1968). 

Lemeur and Blad (1974) critically reviewed studies 

eoneerned with modelling the light and radiation regimes of 

plant canopies. The review distinguishes between geometrical 

and statistieal approaches for physically based models. Geo­

metrieal models may consider either single shapes or arrange­

ments of shapes, assuming that shapes are regularly arranged 

and retain characteristie geometrical dimensions. In statis­

tical models, vegetation is not considered as a composition of 

individual plants or shapes of physical dimension; instead, 

"the concept of individual plants is disintegrated to a dis­

play of leaves and stems whieh are not assigned to a certain 

(and identified) plant" (LemeuT and Blad, 1974, p. 257). In 

this case, it is the statistical distribution describing the 

display of plants (or plant elements) whieh becomes the 

important input parameter of the model. The authors deal 

primarily with theoretieal statistics and the evaluation of 

mieroelimates of specifie leaf or erop canopies through the 

description of type of leaf dispersion. 

Recently, several geometrieal approaehes have been 

developed for determining the area and spatial distribution of 

shadows. Kuuluvainen and Pukkala (1987) considered eone­

shaped bodies of several different height/radius ratios, 

analyzing the effect of crown shape on the total shaded area, 
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and the effect of the spatial distribution of the trees on the 

total amount of shading. Sattler et al. (1987) presented a 
computer algorithm to determine the area and position of shad­

ows cast by a tree or group of traes upon B surfaoe of .ny 

Blaps and aspect. The prolram a1lows any combination of thrae 

basic shapas: sphere, cylinder or cane (upri.ht or reversed). 
Granberg (1988) simulated conica1ly shaped 'spruee trees' with 

50-sided polygons of 1inearly decreasing radius, caat the 

shadow onto a (computer) memory plane, then counted the numbar 

of pixels that were shaded to detarmine the fraction of ,round 
surface shaded. This method also allows determination of 

multiple shadow overlap. Tha author suggested that different 

trea types Day be numerically simulated with a re1atively high 

degree of similarity to existing trees, resulting in shadows 
which would behave more realistically than shadows resulting 

from basic geometric shapes. 

2.3.3. LEAFLESS DECIDUOUS CANOPlES 
Attenuation of solar radiation within a deciduous 

eanopy i9 leaat durinl the leafless season, with approximately 

50~ or less of the lilht incident upon the canopy transmitted 

to the surface (Federer, 1971, Reifsnyder and Lull, 1986; 

Zavitkovski, 1982), although the rang. may vary aignificantly 

(Geiger, 1965). Hutchison and Hatt (1977) report least atten­

uation during the spring leafless and .prin. leafinl periods, 

values as low ~s 11% transmission of above-canopy irradiance 

durin, the winter leafless period, and approximately 15X 

transmission throughout the photoBynthetically dormant period. 

Deciduous forests in the leafleaa atage show Ireater variation 

in solar irradiance at the surface than fully leafad canopies 

(Ovington and Hadgwick, 1955, cited in Reifanyder and Lull, 

1986), due primarily ta the extreme variability of the direct 

beam radiation. The importance of solar radiation to anow­

melt, and the variability of the Rame in leaflasa deciduoua 

foresta, attest to the deairability of a Dodel which considera 



( 

( 

15 

the interaction of solar radiation with the forest canopy in 
terms of its physical characteristics. 

Relatively few studies have dealt with the solar 

radiation regime under leafless deciduous canopies, and aIl of 

these have dealt with horizontal surfaces, or simply ignored 

the effects of slope and aspect (8.g., Baldocchi, Matt et al., 

1984; Fedarer, 1971; Wang and Baldocchi, 1989). Hendrie and 

Priee (1979) worked within a leafless daciduous forest during 
the snowmelt period, but were primarily concerned with defin­

ing empirical relationships between anowmalt and net radi­

ation. They indicated that the net radiative flux above the 

canopy may be successfully uaed to estimate net radiation 

above the snowpack, and that global radiation above the canopy 

may be employed, with only alight 10ss of precision, if used 
with established relationships between global and net radia­

tion above the canopy. Use of global radiation May be advan­

tageous because it is both easily measured and routinely 

measured at meteorologieal stations. However, Priee (1988), 

working in the same deciduous forest, deter.ined that a simple 

regression of net radiation on global radiation is not appro­

priate in a deciduous forest during anowmelt, although a 

multivariate model combining both global radiation and air 

temperature is shown to explain 77% of the variance in net 

radiation above the .nowpack. 

Federer (1971) modelled the transmission of both the 

direct and diffuse componantB of .olar radiation throu,h a 

leafless canopy. This model combines elements of both the 

geometrical and statiatical approaches. The crown .pace of 

the canopy, although not specifically deacribed by a a~atis­

tical distribution of tree branches, is aasu.ed to be a homo­
geneous absorber of solar radiation, and relies upon Bouguer's 

Law to describe the extinction or absorption of solar radi­

ation within the crown space of the canopy. Transmissivity 

through the crown space, then, ia a function of the absorption 
coefficient and the path length. The stem space (Federer, 
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1971), however, is fully described by the phyaical charac­

teristics of th. forest stand, including traa height, basal 

area, stems par hectare and guadratic mean diameter. Param­

eterization of the stem space as ahadow-castina cylinders 

allows an accurate portrayal of canopy transmissivity, Iround 

reflection, and albedo of the forest stand, using a minimum of 
input data consisting of stand characteristics, surface albedo 

and beam radiation fraction of the above canopy irradiance. 

It was shown that solar irradiance at the surface varies 

according to the ratio of direct to diffuse radiation, solar 

zenith angle, surface albedo and canopy characteristics. This 

model is the basis for the present work, and ia described in 

further detail in Chapter 3, sections 3.1, 3.1.1 and 3.1.2. 

Two further studies reguire mention because of their 
attention to both slopes and forest canopies simultaneously. 

Hendrick et al. (1971) considered topographie and vegetative 

diversity over a large area (111 km 2 ) to analyze watershed 

snowme l t. . Snowmel t environmen ts' were determined accord ing 
to elevation, slope degree and aspect, and forest cover. 

Solar radiation on slopes relative to that on an open hori­

zontal surface was calculated as a function of slope degree 

and aspect, and topographie shading. However, all deciduous 
canopy was estimated to have crown closure of 0.3, regardless 

of differences in vegetative characteristics or diversity due 

to elevation or slope degree and aspect; this assumption seems 

low and needs to be tested. 

Dozier (1979, 1980) developed a wavelen,th specifie, 

solar radiation model for cl~ar sky conditions which considers 

direct, diffuse and reflected radiation, and includes topo­

graphie calculations for slops, aspect and horizon, the latter 
incorporated into a horizon view factor. Althou,h this model 

incorporates a beam shading function due to a forest canopy, 

the hemispheric-shadina portion (diffuse) and beam-shading 

function (direct) are te be derived from skyward photo,raphs, 
and are not based on the actual physical characteristics of 
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the canopy (recent approaches ta the photographie method are 

presented by Becker et al., 1989, and Herbert, 1987). 
Furthermore, the model does not seem to have been tested 

within a forested anvironment, and certainly not within a 

deciduous forest. 

With the exception of the two previous models 
(Hendrick et al., 1971; Dozier, 1980), almost aIl the models 

have been limited to horizontal surfaces. Nona of the studies 

has dealt with the role of the physical characteristies of the 

forest canopy in interfering with the transmission of global 
radiation, and with realistie topographie environments, simul­

taneously. Furthermore, most of the studies have been limited 
ta either clear sky data, or complete cloud cover conditions, 

and have often been analyzed on the baais of only several 
days' data, These studies, though, attest to the difficulty 

in either measuring or modelling the spatial and temporal 

distribution of solar radiation beneath forests in general, 

and deciduou~ canopies in particular, show!ng the need for a 
physically-based model adaptable to any cloud caver condition. 
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Federer (1971) analyzed the variations in the .olar 

radiation regiae of a deciduous forest in winter, modelling 
the transmissivity of both the direct and diffuse components 

of solar radiation through the leafless canopy for a horizon­
tal surface. His theoretical model ls based upon a two-Iayer 

canopy in which the upper layer (or orown space) i. assumed to 

be a homogeneous and isotropie absorber. and the lower layer 

(or stem space) is assumed to comprise a random array of 

uniform right oircular cylinders; both layera are aSBumed 

horizo~tally uniform and infinite. 

3.1.1. BEAH RADIATION TRANSMISSION 
The transmission of beam radiation through the crown 

space (to ) foiiows from Bouguer's Law, and is ,iven by: 

to = exp(-ahosec9) = exp(-a·lo) (3.1) 

where a is the crown space absorption coefficient (m- 1 ) 

ho is thickness of the orown .pace, in direction normal 

ta the horizontal, (m) 

10 is path len.th through the crown space, .quai ta 
hosecS for a horizontal surface, (m) 

S is solar zenith angle (rad), defined by: 

where 6 is solar declination (rad) 
_ is site latitude (rad) 

(3.2) 

~ Q ia hour angle, solar noon zero, e •• t positive (rad) 



( 

The following equation (lgbal, 1983) is used to determine 

Bolar declination, in radians: 

6 = 0.006918 - O.399912cos(r) + O.07257sin(r) 
- O.006758cos(2r) + O.000907sin(2r) 
- O.002697cos(3r) + O.001480sin(3r) 

~here r ie day angle (rad) given by: 

r = 2Tt(dn -1)/365 
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(3.3) 

(3.4 ) 

~here dn is day number of the ~ear, ranging trom 1 to 365; 

it ie assumed that February always has 28 days (lgbal, 1983). 
Equation 3.3, used to calculate the values in Table 1.3.1 

given in Igbal (1983, pp. 8,9), gives more .ccurate values 
than the eguation given in the text (lgbal, 1983, p. 7), also 

given in Oavins (1981, p. Al4), when compared with selected 
values given by Bourges (1985) for the years 1989, 1979 and 

1984. 

The transmission of direct radiation through the 

stem space is a function of measurable stand oharacteristics, 
and is theoretically devaloped on the probability of clear 

lines of sight through a random array of vertical cylinders, 

uniform in hpight and diameter, and aSBumed to be nonreflect­

ing. Federer'e development of this theory i8 basad upon a 

similar development by Kauth and Penquite (1967) which deter­

mines the probabi1ity of clear 1ine8 of sight throu,h a bank 

of ellipsoidal cumulus clouds. 

The aurfaca ahaded by • single cylinder •• y be 

described as a rectangle with a semicircle added .t eBch end. 

The fraction (G) of a large unit area ~hich is shaded by any 
number of cylinders ~ill then be given by: 

G = nu·dG = B[1+(4h./(nD»tan9) (3.5) 

~here nu is the numbef of oylinders or stems per unit area 

dG ia the fraction of unit area ahaded by a eylinder or 
stem, given by: 

dG = [(nD2/4) + Oh.tan9)/U (3.6) 

... ~ ... " "\. , , -~". - -



-

-

20 

where D i8 cylinder or stem diameter (a) 

h. i8 cylinder hei,ht or stell spaca thicknass (II) 

U is unit area (ha) 

B is basal area fraction, _iven by: 

B = nuTtD2/( 4U) = nTtD2/4 (3.7) 

where n iB the nuaber of cylinders or stells (ha- 1 ) J used to 
replace nu/U. 

The first tera (8) in the right hand expression of 

equation 3.5 is negligible compared to the second tarD since 

zenith angle is usually greater than 45° for leafless canopies 

in winter, and the value of h./D is very large cOIlP.red to 

basal area fraction. At the two experillental sites minimum 

zenith angles are 35° on 18 April at site 1 (imllediately prior 

to first leafing) and 51° on 8 "arch at site 2. Therefore, 
equation 3.5 becomes 

when expressed in terms of basal area fraction (Federer, 
1971), or 

G = nDh.tan9 

(3.8) 

(3.9) 

when expressed Ilore directly in terms of area (length, width). 

Calculation by eguation 3.8 of the fractional area 

shaded, however, is an overe8tillate of tne actual area shaded 

since sOlle shadows will overlap. The random addition of 

another cylinder (or tree) to the randoll array re.ulta in the 

portion of the new shadow that overlaps another bein. aqual, 

on the average, to the fraction of the total are. already 

shaded (Federer, 1971). This Ilay be axpressed Ilathematically 

as: 

(dG - dS)/dG = SH (3.10 ) 

where dS is the additional fraction of area shaded by adding 

a cylinder or stem 

SH is the actuai fraction of area shaded. 
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Rearrangement of equation 3.10 by 801vin, for dG, along with 
Integration from an initial condition of SN = G = 0 for the 
addition of new shadows, results in the following: 

G = -ln(l-SH) = -ln(t.) (S.11) 

where t. is the stem apaee transmisaivity, equal to the frac­
tion of ares not Bhaded (l-SM) sinee only beam radiation is 
being considered. Combining equations 3.11 and 3.8 re.ulta in 
the following expression for the stem space tranamiasivity: 

ta = exp(-4Bhatan9)/(nD)] (3.12) 

This may be rewritten in terms of shadow area by combining 

equations 3.11 and 3.9: 

ta = exp(-nDha tan9) = exp(-nAa) (3.13) 

where As is the area of the shadow of a single cylinder or 

stem (m2 ), equal to Dh.tanS on a horizontal surface. The 
length of the shadow on a horizontal surfaoe ia h.tan9. 

Direct beam transmissivity through crown and stem 
space is given by the product of equations 3.1 and 3.13: 

tot. = exp[-ahosec9 - (nDh.tan9)] (3.14) 

For this model, bath ho and h. are conaider~d ta be equal ta 
one-half the total tree height (h). 

3.1.2. DIFFUSE RADIATION TRANSMISSION 
The transmission of diffuse radiation through the 

canopy ia modelled under the assumption of an isotropic hemi­

sphere (Federer, 1971). The intensity of radiation from any 
particular direction on the horizontal .round surfaoe, wh an 

integrated over the heaisphere, and divided by the diffuse 
radiation above the canopy, .ives the diffuse tranamiaaivity 

(td) : 

J
n:1'2 

td = 2 0 exp(-ahoaec9 -(nDh.tan9)J-coa9sin9 d9 (3.15) 
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Total transmissivi ty (T) of the canopy to both 

direct beam and diffuse radiation is .iven by the .um: 
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(S .1B) 

where F is the ratio of direct to ,lobal rad i.tion .bov. the 
canopy. 

3.2. IIODRL RXTBHSIORS BD ADJUSTIlIRTS 

Two specifie extensions have been adapted to 

Federer's model ta allow application of the model to slopes of 
any degree and aspect. First, a generalized surface-canopy­

sun geometry for slopes with vertical cylinders (as opposed to 

cylinders normal ta the slope) requires ,eneralized formulae 

for both the path length throu,h the crown space and the area 
of shadows cast upon the surface, both of which are dependent 

upon solar zenith and azimuth angles, slope azimuth and slope 

degree. Secondly, derivation of the crown space absorption 

coefficient reQuires calculation of incident solar irradiance 
(both direct and diffuse) above the canopy for a slope eQuiv­

alent to the site slope. 

The extended lIodel has also incorporated Ileasure­

ments of the fraction of glob~l radiation which is direct beam 

<as suggested by the author) rather than rely upon empirical 

relationships to determine this ratio. This is especially 

important for lar,e zenith angles on clear days (Federer, 

1971). Furtherllore, the inclusion of a large data Bet of 
successive values allows integration over tille for hourly and 

daily time periode. 

3.2.1. ALLOWANCE FOR SLOPES OF ANY DEGREE AND ASPECT 
For this research project, a.D. Hoore (personal 

communication, see Appendix A) developed the following 

formulae for a generalized surface-canopy-sun ,eometry, 

thereby allowing the model ta be extended to slopes of any 
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degree and aspect (or azimuth). 
are now given by: 

Path length and shadow area 

where 

10 = hocose/[sin~sin9cos(zl-a) + coseoos9] 

As = Dh.sin9/[sin~sin9co~(zl-a) + coseoos9] 

e ia slop~ inolination (rad) 

Z1. ia solar azilluth, east zero, north positive 

a is slope azimuth, aast zero, north positive 

(3.17) 

(3.18 ) 

(rad) 

(rad) . 

The beam radiation transmissivities whioh are not restricted 

to horizontal surfaoes but which allow for slopes of any 

degree and aspect May now be developed: 

to = exp(-a·lo) = exp[-ahocos~/cos(i)] 
t. = exp[-nAs] = exp[-nDh.sin9/cos(i)] 

(3.19 ) 

(3.20 ) 

where i is solar incidence angle (rad), the angle between 

the normal ta a slop~ and the solar ray, defined by: 

cos(i) = sinBsin9cos(z-o) + cosBcos9 (3.21) 

where a is slope azimuth, south zero, east positive (rad) 
z is solar azimuth, south zero, east positive (rad), 

defined by: 

cos(z) = (cos9sin~ - sin6)/(sinecos~) (3.22) 

(Solar azimuth is defined conventionally for south zero, east 

positive (Igbal, 1983; Kondrat'yev, 1977; Walraven, 1978). 

For this study, terminology has been kept as Iluch as possible 

in the original terms; hencB, .averal different symbols have 

baen used for solar azilluth angle, hour angle, etc., depending 

upon its definition. In aIl cases, simple transformations May 

ba applied to reconcile the different conventions.) 

Direct beam transmissivity through both crown and stem space 

for the general case of sloping surfaces ia then given by: 

tot. = exp[(-ahocose - nDh.sin9)/cos(i)] (3.23) 

Ob1ed and Harder (1979) presented a formula for ca1-

culating diffuse irradiance on a slope which accounts for the 
affects of surrounding topography. Equation 3.24 may be 



-, ., - 24 

similarly derived for the transmissivity of the canopy to 

diffuse radiation for a sloping surface: 

(3.24 ) 

where 9(z) is maximum solar zenith angle as a function of 

solar azimuth angle (rad) 

Ks is the reductioo :~"tor for Blope and topographical 

obstacles on tte 360 0 horizon, and is given by: 

J2"J9<1'I> Ks = (l/lt) 0 0 cos (i )sine d8dz (3.25 ) 

Total transmissivity of the canopy for a sloping surface is 

then given by equation 3.16, where tot. and td have the new 

values assigned by equations 3.~3 and 3.24. Beam radiation 

transmissivities for sloping surfaces, however, ~ust respect 

the li~its on zenith angle for a given solar azimuth angle 

dependent upon slope degree and aspect; i.e., both to and t. 

equal zero if either the slope itself or topographical obsta­

cles obstruct the direct solar beam. Diffuse radiation trans­

missivity remains a constant for a gi':en site. 

3.2.2. CALCULATION OF DIRECT AND DIFFUSE RADIATION ON SLOPES 
Garnier and Ohmura (1968) developed an expression 

which relates direct shortwave radiation received on a surface 

normal te the sun's rays (lm) to that received upon a surf~ce 

of any slops and aspect (ls): 

Is = Imcos(lnS) (3.26 ) 

where X is a unit vector normal to (and pointing aWBY from) 

the slops 

S iB a unit vector expressing height and position of 

the sun 

n dsnotes the angle between 1 and S. 
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cos(xns) is defined by: 

cos(xns) = {[sin~cos(H)][-cos(A)sin(Zx)] 
- sin(H)[sin(A)sin(Zx)] + [cos~cos(H)cos(Zx)]}cosô 
+ (cos~[cos(A)sin(Zx)] + sin~cos(2x)}sinô (3.27) 

where H is ~our an,le, solar noon zero, west positive (r~d) 

A is slope azimuth, north zero, aaat positive (rad) 
Zx is zenith angle of the vector X, or slope 

inclination (rad). 

Note that equation 3.27 also defines the solar inoidence angle 

and is eq~ivalent to equation 3.21, but does not require csl­

culations conoerning solar zenith and solar azimuth angles 

(Iqbal, 1983; Kondrat'yev, 1969). The beam radiation on a 

surface normal to the sun's rayE is related to the beam radi­

ation on the horizontal (1H) by the following: 

lm = IH/COSS (3.28) 

Diffuse radiation on a horizontal surface (OH) must 
also be related to the diffuse radiation received upon a slope 

of any degree and aspect (Os). Obled and Harder (1979) de­

velop the necessary equation, aasuming isotropie distribution: 

J
2~Je(e) 

Os = (DH/n) 0 0 cos(i)sin9 dSdz (3.29) 

The value cos(i) in equation 3.29 reduces the diffuse radi­

ation incident upon the slope due to the slope itself (degree 

and aspect), while the upper limita on the inner integral 

reduce the diffuse radiation due to the surrounding topo­

gra~hical obstacJes. The reduction factor for the given 

slopes at sites 1 and 2 must be eVBluated numerically, but 

once the integration has been performed this reduction beoomes 

a constant, such that equation 3.28 Day now be written as: 

Os = KsDH (3.30) 

where Ks is the reduction factor for slope and topographicsl 

obstacles on the 380 0 horizon, defined in section 3.2.1, 

equation 3.25. 
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3.3. HUKBRICAL MBTHODS 
TURBO Pascal computer programs are uBed for data 

preparation, model calculations, and assessment of model 

pe~formance through validation statistics. Repeated one­

dimensional integration (using gimpson's rule for aach of the 

integrals) is used to approxiMate th~ values of the double 
integrals found in equations 3.24, 3.25 and 3.29 concerning 

diffuse radiation on slopes. The inner integral is evaluated 

using intervals of 0.5° zenith anglei upper limits are deter­

mined by horizon topography (including the slope itself) in 

the direction of the azimuth angle (outer integral). Integra­

tion over azimuth angle is accomplished using 15° intervals. 

The larger degree interval is used for two reasons: first, 

horizon topography was measured every 30° over the 360° hori­

zon and, se~ondly, the additional computer time required for 

solution of the eguations cannot be just~fied by an inoraase 

in aecuracy. Equation 3.24, evaluated using 1° azimuth angle 

intervals (with interpolation for maximum zenith angles at 

intervening azimuth angles), resulted in the same values to 

three decimal places as when using 15 0 azimuth angle inter­

vals. Arnfield (1987) has studied in detail the problem 

involved with generalizing topographieal obstacles on the 

horizon. 
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CHAPTIR 4 

DATA COLLICTIOI ARP PRQCISSIIG 

4.1. STUDY SITIS 
Data collection was carried out at the Université 

de Hontréal biological research station (45°59'6, 74°01'W) at 
St. Hippolyte, Qu'bec, approxiuately 70 km NNW of Montréal, 

Québec. The station is at an elevation of 350-400 masl, and 
is surrounded by a mixed deciduous forest comprisin, primarily 

maple, birch and beech trees. The availability of a tower 
reaching above the canopy (at 20 m) and daily weather obser­

vations influenced the choice of this site. Figure 4.1 shows 
the location of the research station and the field sites. 

Two field sites of different Blops inclination and 
orientation were selected, each rectangular in shape with an 

area of approximately 300 m2 (15 m X 20 m) and about 1 km from 
the tower site. Site 1 faces almost directly south (178° from 

true north, east positive) and has a Blope of 13°. Site 2 

faces approximately NNW (339°) and has a slope of 12°. Hori­

zon topography due to obstacles other than the slops itself 
was measured from the center of the experimental site at 15° 

intervals (from 0-360°) in order ta ensure correct calcula­
tions for incoming direct solar irradiance, and to lower the 

diffuse solar irradiance values due to the diminished hemi­

sphere. At site l, horizon topography ranges from -1.5° to 

5.5° from the horizontal (at 105° and 225° from true north, 
reRpectively), and at site 2 horizon topography ranges from 

-1.5° to 1.0° (at 0° and 80°). Horizon topography was taken 
into account ~hen deteruinin, hours of sunrise and sunset for 

a given site, and for determination of the decreased hemi­

sphere for diffuse radiation. Both sites were chosen with the 

intention of minimizing the effects of direct and diffuse 
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FIGURE 4.1. Location of field sites and tower site at 
the biologieal researoh station (Université de Montréal), 
St-Hippolyte, Québeo. Sources: Ministère de l'Energie 
et des Ressources, 31G-16-200-0202 Ste-Adèle, 1984; 
(inset) Transports Québeo, 1989. 
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radiation reflected from surrounding terrain, aB weIl as edge 

effects due to abrupt or major changes in the forest stand 

characteristics. 

Site and stand characteristicB for the two sites are 

summarized in the first two sections of Table 4.1; model 

parameters are included in this table for comparison with 

values given by Federer (1971, p.8). Slope degree and aspect 

were determined with the aid of an abney lavel and a compass. 

Slope degree was taken as the average slope between the top of 

the site and the bottom of the site, along a line parallel to 

the site azimuth. Stand parameterb were measured or calcula­

ted for each entire site independently. Tree height refers ta 

the average height of the top of the canopy and, as such, is 

subject to significant error because of the difficulty in de­

termining which tree tops are representative of the top of the 

canopy. Bath arithmetic Mean diameter and basal area fraction 

are calculated from measurements of tree circumference at 

breast height (1.4 m). Although both Mean diameter and stems 

per hectare are greater at site 1 than at site 2, basal area 

fraction is the same for both sites; this apparent incongruity 

results from the use of arithmetic mean diameter rather than 

quadratic mean diameter, as discussed in chapter 5, section 

5.2.2. Table 4.1 does not evidence the fact that more under­

growth (from 1.25-1.75 em diameters) was apparent at site 2 

during the greater portion of the data collection period than 

st site 1. 

Dates of spring melt vary slightly from year to 

year, but peak snowmelt u9ually oceurs during the last week of 

Harch and the first week of April, and all snow usually dis­

appears by late April. For 1987 the spring melt ran from 

approximately 25 March to 10 April. First leafing begins 

during the last two weeks of April (20 April in 1987), and the 

leafing period usually lasts through the firet two weeks of 

Hay. Leaf fall occurs during the lest two weeks of October. 
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Table 4.1: Site and stand characteristics, Dodel parametars 
and sampling dates. 

Site characteristics: 
slope, ~ (deg) 
aspect, A (deg) 

Stand characteristics: 
tree height, h (m) 
arithmetic Mean diametar, D (m) 
stems per hectare (over 1.25 cm), nu 
basal area fraction, B 

Model parameters: 
crown & stem height, ho, h. (m) 
absorption coefficient, a (m- 1 ) 

Data collection dates (1987): 

site 1 

13 
178 

15.2 
0.100 

3190 
0.00359 

7.8 
0.011 

6/3-21/3 
13/4-19/4 

site 2 

12 
339 

18.0 
0.096 

3128 
0.00359 

8.0 
0.018 

21/3-13/4 
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4.2. DATA COLLBCTIOII 
Instrumentation in the field consisted of elaven 

Kipp & Zonen (Holi-Gorczynski type) solarimeters, including 

nine CH-5 and two CH-2 types, and one Hark 1-0 Sol-A-Heter 
(temperature-compensated, Bilicon photovoltaic cell type) 
pyranometer. Instrument error for Kipp & Zon8n Bolarimeters 

is astimated to be S.el (RHSB), with a cosine response of +5 

percent at 10° solar elevation (Latimer, 1972). Ten pyranom­

eters were set up at a given site at one tima, each parallel 

to the gradient of slope and oriented to the same aspect as 

the site itself. Instruments were transferred between sites 

(from site 1 to site 2 and back to site 1) so that each site 

was monitored during different types of westhar and snow cover 

conditions. Data were collected at site 1 durinl 19 days 
(8-20 Harch and 13-18 April 1987, inclusive), and st site 2 

during 21 days (22 Harch - 11 April 1987). 
Instrument locations within each site were deter­

mined by random number generation to specify distanoe along 
two coordinate axes from a grid origin point at one corner of 

each plot. It was deoided beforehand that if a pair of random 

coordinstes fell on a spot occupied by a tree then 0.5 m would 

be added to the seoond coordinate. The same random locations 

,enerated for site 1 were retained for site 2, and again when 

the instruments were returned to site l, usina the same in­

strument stands for the same instruments as durin, the earlier 

data collection period. Instrument gradient and azimuth set­

tings were verified twica weekly. Gradient settin'B generally 

remained constant and never exceeded t2 degrees. Azimuth set­

tings, however, varied more due to warping of the wood posts 

used for the instrument stands; maximum variations in azimuth 
settings were approximately ±5 degrees. Instruments were kept 

at a constant height relative to the fore st oanopy above them 

rather than the snow surface below them. 
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Readinls of global radiation at the field sites were 

initiated every minute and averaged (for each solarimeter) 
over twenty-minute intervals by a Campbell Scientific 21X 

Hicrologger. The 20-minute averages were later spatially 

averaged to detarmine maan solar irradiances for the site, 

providing in situ observations of solar irradiance to compare 
with the model predictions. Photographe of the field sites 

and instrumentation are shown in Figure 4.2 (a, band cl. 
Global and diffuse radiatiun ab ove the cBnopy were 

measured from a tower near the station using two solarimeters, 

one of which was combined with a shadow band (Figure 4.3) 

built to specifications given by Horowitz (1969). A Campbell 
Scientific CR7 datalogger was used to record the instantaneous 

solar irrad iance values J ini tiated at the same times as at tile 
field sites and similarly averaged over twenty-minute inter­

vals, providing overall site income of solar irradiance upon a 

horizontal surface without canopy interruption. Data from the 

sites, stored temporarily on the dataloggers, were subsequent­
ly transferred to computer storage. Appendix B presents the 

data graphically for each of the ten pyranometers at the 

fore st floor (20-minute averages of instantaneous solar irra­

dianee values) as weIl as for global and diffuse radiation 

above the canopy. 

4.9. INSTRUMENT CALIBRATION 
Two of the Kipp and Zonen CH-S aolarimet~ra were 

sent to the National Atmospheric Radiation Centre (Atmospheric 
Environment Service, Downsview, Ontario) for calibration by 

the integrating sphere method (Hill, 1966; Latimer, 1966; 
Drummond and Greer, 1966). The ten remaining pyranometers 

were then calibrated by compariaon with these two reference 

radiometers, using 960 data points at an average temperature 

of lB.BoC for each of the Kipp & Zonen solarimeters, and 600 

data points at an average temperature of lS.4°C for the Sol-A-
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FIGURE 4.2a. Typical 
view of the leafless 
deciduous canopy, 
south-facing site, 
illustrating the 
difficulty in param­
eterizing the trans­
missivity of the 
crown space to solar 
radiation. 

FIGURE 4.2b. Randomly located Kipp & Zonen solarimeters 
at the south-facing slape, adjusted to the same inclina­
tion and orientation as the slope itself, 15 March 1987 
(Julian day 74). This view illustrates the spatial 
variability of shadows and and the variations of solar 
radiation at the surface. 
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FIGURE 4.2c. 
Solarimeters and data 
logger under diffuse 
sky conditions, south­
facing site, 15 Harch 
1987 (Julian day 74). 

FIGURE 4.3. Solarimeter with shadow band installed for 
measuring diffuse radiation above the canopy (corrections 
are later made for the portion of the hemisphere blocked 
by the band itself). Photo taken during first-leafing, 
immediately after the data collection period. 
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Heter pyranometer. Coefficients for temperature dep.ndence 

were determined for each solarimeter before calibration (using 
two instantaneous readings at temperatures of 11.4°C and 

19.3°C) by comparieon with the one solarimeter for which both 

temperature coefficient and calibration factor were known. 

The instantaneous readings ueed for calibration 
purposes were taken every minute during 14 hours of sunshine 

and 2 hours of slight overcast conditions, collected at an 
open site immediately after the field data collection period. 

These particular values were chosen because the traces of the 
plotted data were "sufficiently high and reasonably smooth" 

(Latimer. 1972), as shown in Figure 4.4 for 8 Hay 1987, wh en 

data were selected between 700 and 1500 ~ST. The lower trace 

in Figure 4.4 corresponds to the Sol-A-Meter pyranometer which 
has a lower sensitivity (approximately 50 mV per Wcm- 2 ) than 

the Kipp & Zonen solarimeters (115 mV per Wcm-2)~ and exhibits 
spectral response for a slightly shorter wavelength range. 

Calibration factors, along with derived coefficients for tem­
perature dependence, were then used to convert the field data 

to solar irradiance in Wm- 2 . 

4.4. SHADOI BAHO CORRHCTIOR 
Diffuse radiation measurements made in conjunction 

with a shadow band must be corrected in order to compensate 

for the portion of the hemisphere blocked by the band. 
Latimer (1972), Coulson (1975) and lqbal (1983) aIl describe 

similar methods for determining the Bhadow band correction 

factor, although one method requires hour angle at sunset and 

another uses solar azimuth angle. This study uses Latimer's 

formula, where the fraction of the hemispherical diffuse radi­

ation that is obscured by the ring, aBBuming an i~otropically 
diffuse sky, is given by: 

Fl/DH = [2w/(nT)]cos3 ô[tosin_sinô + cos~cosôsin(to)] 
(4.1) 
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FIGURE 4.4. Solar irradiance data for 12 pyranometers for 
8 Hay 1987: a) before calibration and b) after calibration. 
Data from 700 - 1500 LST were used for instrument calibration. 
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vhere Fi is diffuse radiation from the portion of hemisphere 
blocked by the shadow band (Wm-2 ) 

w is the width of the ahadow band (m) 

T is the radius of the ahadow band (m) 

to is hour angle of the sun at sunset (rad). 

The following equation (lqbal, 1983) ia used to determine hour 
angle at sunset, in radians: 

The correction factor (Kb) to be applied to the 

diffuse data measurements is given by: 

Kb = 1/[1 -(Fi/OH)] 

(4.2) 

(4.3) 

A further correction of +4% is added to "relate isotropie to 

average real sky conditions" (Drummond, 1964). Direct beam 
radiation is then simply global radiation minus the corrected 

diffuse radiation. 

4.5. SAMPLIHG VARIABILITY 
A simple analysis of the spatial and temporal vari­

ations in the solar irradiance incident upon the forest floor 

was undertaken in order to determine the variability amongst 
the ten solarimeters, and the standard error of the mean: for 

particular data sets. The standard errors can then be used to 
estimate the precision of the observed irradiance values. The 

analysis was performed on the entire data set (verification 
and calibration data sets combined), and on aubseta determined 

as a function of daily sky condition, combining data from 

sit~s 1 and 2 in both cases. Fi,ure 4.5 depiLLs weIl both the 

spatial and temporal variability of Bolar irradiance at the 
forast floor under the leafless deciduous canopy for two 

represantative days with sunny sky ccnditions. Figures 4.6 

and 4.7 show the differences in variability of solar irradi­

ance for representative days with partial cloud and overcast 
sky conditions, respectively. For further examples of the 
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FIGURE 4.5. Solar irradiance data for 10 instruments 
under leafless deciduous canopy, sunny sky conditions: 
a) 9 March at site 1, and b) 23 Harch at site 2. 
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FIGURE 4.6. Solar irradiance data for 10 instruments under 
ieafless deciduous canopy, partial cloud sky conditions: 
a) 19 Harch at site 1, and b) 29 Harch at site 2. 
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FIGURE 4.7. Solar irraùiance data for 10 instruments 
under leafless deciduous canopy, overcast sky conditions: 
a) 16 Harch at site 1, and b) 27 March at site 2. 
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spatial variability of aolar irradiance at th~ forest floor, 

sea Appendix B. 
Hean irradiance valuea ahould be repreaentative of 

the canopy radiation regiDe within a leafleas canopy aince the 
freguency distribution of solar radiation at the aurface is 

approxiDately norDal (Baldocchi, Hutchison et al., 1984). 
According to Baldocchi et al. (1986) the distribution of 

photosynthetically active radiation (PAR) i •• lightly skewed, 
but the authora conclude that the Dean irradiance values are, 

nevertheless, reasonable indicators of the radiation regi.e. 
Hean values of solar irradiance at the forest floor (from ten 

pyranoDeters) are presented in Appendix C as observed values. 
For hourly and daily time periods, the original 20-

minute averaged observations were further averaged over the 
appropriate time period. Standard deviations were calculated 

for the individual observations (10 radioDeters), averaged for 

the particular data set, then used to determine coefficient of 

variation and standard error of the Dean for that data aet. 
Table 4.2 shows average standard deviation, coefficient of 

variation, and standard error of the Dean for each of the data 
sets and averaging periods. Standard error of the mean (SE) 

is estimated by: 

SE = SO/N(O.5) (4.4) 

where SO is the sample standard deviation 

N is the number of observations (instruments). 
A bound on the difference between the sample mean and the true 

population Dean can be calculated for a given level of signif­
icanee (at) by: 

where 

(4.5) 

B~ ia the error bound 

t(at/2) ia the t-atatistic for (N-l) de,rees of freedom 

at the at-significance level. 

The la~t coluDn of Table 4.2 shows the calculated error bounda 

for a 95% confidence level (at = 0.05). 
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TABLE 4.2: Samplin, variability for .olar irradiance at tbe 
forest floor, as shown by coefficient of variation (CVI) in 
percentages and standard error of the mean (SE) in Wm- 2 for 
data sets deterllined a. function. of daily .ky condition. Avg 
irrad and Avg SO are average .olar irradiances and standard 
deviatians in Wm- 2 ; n refers ta the BaDple .ize for average 
solar irradiance. The last coluDn lives error bounds for a 
95~ confidence level (values are t). All values are for 
verification and calibration data sets combined. 

Averaging Av. Avg 95% 
Data set period irrad SO n CVI SE bound 

total set 20-min 202.0 42.2 1290 20.9 13.3 30.1 
hourly 202.0 32.0 430 15.8 10.1 22.8 
daily 209.8 17.1 38 8.2 5.4 12.2 

overcast 20-min 106.9 9.0 450 8.4 2.8 8.3 
hourly 106.9 8.2 150 7.7 2.8 5.9 
daily 111. 9 7.2 13 6.4 2.3 5.2 

partial cloud 20-min 231.0 48.9 519 20.3 14.8 33.5 
hourly 231.1 35.9 173 15.6 11.4 25.8 
daily 235.4 19.5 15 8.3 6.2 14.0 

sunny 20-min 288.4 81.2 321 28.2 25.7 58.1 
hourly 288.4 58.7 107 20.4 18.6 42.1 
dlilX 2SZ.i 28.2 lC a!s al~ ~e,a 
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Reifsnyder et al. (1971) found that the diffuse 

radiation under both coniferous and fully l.af.d deciduouB 
canopies is extremely uniform and, therefore, easy to sample. 

The variability aSBociated with the direct component of Bolar 
radiation, however, requires a ,reater number of instruments 
for adequate samplin,. This becolles evident in Table 4.2 when 
comparin, different sky conditions, whether one considera 

coefficient of variation, standard error of the mean, or 95~ 
precision bounds. On lenerally overcast days, the error bound 

changes only slightly with increasing tille-averaging periods. 
On the other hand, on sunny days and partially cloudy days 

error bounds are Iluch greater than for overcast conditions, 

although increasing the averaging period greatly reduces the 

error bound in each case. When sites 1 and 2 are analyzed 
separately for the total data sets, the variability (measured 

by the coefficient of variation) ia froll 13% ta 27% higher for 

the south-facing site than for the north-facing site because 

of the smaller Bolar incidence and solar zenith angles encoun­
tered, and the resultant increases in direct beam penetration 

and variability associated with sllaller angles. 
The large number of radiometers required to estillate 

below-canopy global radiation adequately may be attributed to 
the penetrating direct component of solar radiation, and the 

resulting variations due ta shadows movin. across the forest 
floor. This has been documented by Reifsnyder (1971) for a 

fully leafad hardwood stand, and becolles apparent for the 

leafless deciduous forest when sky condition iB con.idered. 

Table 4.3 gives the nUllber of radiolleters required to limit 
sallpling error ta within 5% of the averale solar irradiance 

for diffe~ent sky conditions. The last column of Table 4.3 
lives the nUllber of radiometers required to lillit the error 

bound t.o ±5% of the average solar irradiance (for at = 0.05). 

Values are caleulated usin, aquations 4.4 and 4.5 (eolved for 

N and SE, respectively), along with standard deviation and 

solar irradianee values .iven in Table 4.2. 
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Table 4.3: Number of radiometera nece •• ary to keep standard 
error of the mean (SE) or error bound (B) within 
5X of the average .olar irradiance for the partic­
ular sky condition. n refera to the sample size. 
All values are for verification and calibration 
data sets combined. 

Data set- Avera,ing No. of radiometers 
sky condition perjod n ( SE=SX) (B=5X) 

Total set 20-l1in 1290 18 90 
hourly 430 11 52 
daily S8 3 14 

overcast 20-min 450 3 lS 
hourly 150 3 12 
daily 13 2 9 

partial cloud 20-l1in 519 17 8S 
hourly 173 10 50 
daily 15 3 14 

sunny 20-l1in 321 32 163 
hourly 107 17 6S 
dailx 10 :4 16 
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For 2D-minute averaging periods, only thr~e radi­

ometers would be requirad to limit .olar irradiance values to 

within 5~ of the average value for overcast aky conditions. 

This contrasta greatIy with the number of radiometers required 
for 20-minute averages under partial cloud sky conditions (17) 
or sunny sky conditions (32). For daily averaging periods, 
the number of radiometers required is greatly reduced; fur­

thermore, the differences in number of radiometars required 

for each of the sky conditions are als~ greatly reduced. 

However, even for hourly averages, and under an apparently 
homogeneous canopy, a large number of radiometers is required 

ta limit the error bounds to ±5~ at the 95~ confidence level. 

In co.parison ta the figures given in Table 4.3, 
Reifsnyder et al. (1971, p. 34) establiahed that for Bonny sky 
conditions and a desired standard error of the mean of approx­

imately 10X of the average irradiance, 11 radiometers would be 
required to measure direct or ,lobaI solar irradiance below a 

fully leafad deciduous canopy for 3D-minute averaging periodB; 
for hourly or daily averaging periods, the nu.ber of radio.­

eters required are 8 and 1, respectively. For a coniferous 
canopy the equivalent numbers are 234, 174 and 10 radio.eters, 

but for an allowable error of approximately 3.5% of the mean 
solar irradiance. 

Table 4.3 also .hows that, for ten aolarimeters at a 
site, averaging intervals should be no less than one hour to 

keep the standard error within S~ of the averale for the total 
data set; the same is true for partially cloudy sky condi­

tions. For overcast sky conditions averagin, periods may be 
much shorter, while for sunny sky conditions the averaging 

period must be Ireater than hourly. However, note that small 
changes in the allowable error will result in large chan,es in 

the number of radiometers needed, or time averaging period 

required, to remain within a given levei of precision; dou­

bling the allowable error results in a fourfold reduction in 
radiometers required. 
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CHAPTIR 5 

APPLICATION QP TUI MOOIL 

5.1. IBTRODUCTIOH 
Hodel performance is assessed by means of validation 

statistics, naaely, the root Dean square error and the Dean 

bias error. These statistics are calculated not only for the 

verification data sets, but also for data subsets determined 

as functions of cloud cover, solar incidence angle, Bolar 

zenith angle, and ratio of direct to global solar irradiance. 

This allows an analysis of the variability of solar irradiance 

for different sky conditions and different solar positions, 

the latter related to tiae of day. 

Sensitivity analysis is carried out to determine how 

the model reacts ta changes in specific input parameters such 

as tree height and diameter, basal area fraction, stand den­

sity, and slope inclination and orientation. Finally a simple 

analysis of the spatial and temporal variation of the incident 

radiation is undertaken to evaluate (1) the number of radiom­

eters required to estimate solar radiation for different tiDe 

averaging intervals and (2) the DOst appropriate time averag­

ing interval for a given nUDber of instruments, in order to 

keep irradiance estimates at a predetermined levei of pre­

cision. 

5.2. HODHL CALIBRATIOR 

5.2.1. DERIVATION OF THE CROWN SPACE ABSORPTION COEFFICIENT 
Hodel calibration reQuires fitting of the crown 

space absorption coefficient (a) to the measured transmis­

sivity data. The absorption coefficient for a given site may 
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be determined by minimizing the difference between the pre­
dicted and observed valuea, or expressed mathematically: 

~ [T·Kao - Kbo] = 0 (5.1) 

where the absorption coefficient (0) is contained in the total 

transmissivity of the canopy (T). Kbo, ,lobaI radiation belON 

the canopy, is a measured value. Kao, global radiation ab ove 
the canopy incident upon a sloping Burface equivalent to the 

site slope, is given by 

K .. o = 18 + Ds (5.2) 

as determined in section 3.2.2. 

Equation 5.1 may be Bolved for the crown space 
absorption coefficient usina a numerical approach such as the 

secant method to provide a rapidly converging solution (Press 
et al. J 1987). The more common Newton-Raphson method cannot 

be used because the complexity of the function eliminates an 

evaluation of its derivative at arbitrary points. The numer­

ieBl solution of equation 5.1 by the secant method results in 
a minimum for the predicted minus observed valuea and is, 

therefore, equivalent to minimizing the absolute value of the 

mean biaa error (HBE). This method eliminates the poss~bility 

of determining a by minimizing the root Mean square error 

(RMSE) because of the improbability that this function would 

have a real root (i .•. , RMSE = 0). 
A finite difference approach allows determination of 

the crown spaca absorption coefficient throu.h minimization of 
either the HBE or RHSE. By calculatin, the RHSE and HBB for 

aRch valua of a when allowed to vary throughout a ,iven range, 
one may then determina that value of a which results whan the 

RMSE or HBE is minimal; thia is equivalent to determining the 
value of a for which d(RKSE)/d(a) ia clo.est to zero. For 

verification of the extended model, this atudy uses values for 

the crown space absorption coefficient determined by means of 
minimizing the root Mean square error; this minimizes the 
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total error in a manner similar to least squares re,ression 

analysis. 

The crown space absorption coefficient wa. deter­

mined for sites 1 and 2 by splitting the data set at each aite 

into two sets of approximate equal aize, one set to be uaed to 

calculate the absorption coefficient (calibration data set), 
the other set to be used as an independent test of the model 

(verification data set). RandoD splitting of the data sets is 

not employed because of the limited nUDber of days at each 

site and the des ire to ensure a value for a which Dight be 

representative of the weather types encountered. Thus, a 

stratified random procedure ie eDployed. Data sets for ea~h 

site were first divided into three subsets according to sky 

condition: clear sky, partial cloud and total overcast. One­
half the daye in each of theee subsets wer~ then selected at 

random ta make up the calibration set. Appendix B presents 

data for the entire collection period, includin. bath the 

calibration and verification data sets. 

Figures 5.1 and 5.2 graphically portray RHSB and HBE 
for varying values of the (crown space) absorption coefficient 

for sites 1 and 2, respectively, showin, both calibration and 

verification data sets at each site. These graphs also show 

the sensitivity of the model to the absorption coefficient. 

The RHSE is not very sensitive to sDall changes in ai however, 

the HBE is Dore sensitive, resulting in aystematic under- or 

over-estimation if the absorption coefficient is not properly 

chosen. 

The optimal alpha values at each site are the same 

for the calibration and the verification data sets when deter­

mined by minimizing the RHSB (Fi,ures 5.1 and 5.2) and limit­

ing precision to three decimal places. These values are 0.011 

and 0.018 (m- 1 ) for sites 1 and 2, respectively. When deter­

mining the absorption coefficient by means of miniDizing the 

HBE, optimal values vary slightly. At site 1, optimal alpha 

values are 0.009 (calibration data set) and 0.010 (verifica-
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tion data set). At site 2, optimal values are 0.014 (calibra­

tion set) and 0.015 (verification set). Values of a derived 
through minimization of HBE, usina the finite difference ap­

proach, will always agree to threa decimal places with values 
calculated usin, the secant method if intervals of 0.001 m- 1 

are used for the former method. As previously mentioned, this 
study uses values for the crown space absorption coefficient 

determined by means of minimizing the root mean square error. 
The difference in the absorption coefficient values 

for the two sites is likely due to the presence of two conif­
erous trees at site 2, since measured stand characteristic8 at 

the two sites do not differ Ireatly. This presence results in 
a larger value of a to compensate for the lower solar irradi­

ance valuea at the surface due to added shadow. The extra 

shadow offered by the conifers ia not ineluded in the calcu­

lation of total ahadow area since shadow area is determined 

from tree height and stem diameter. 

5.2.2. ARITHHETIC AND QUADRATIC HEAN DIAHETER 
Difficulties arise in the choiee of whieh mean di.m­

eter to use to represent the width of a tree shadow in a non­

uniform forest stand. Hodel theory i. based on the assumption 

that the cylinders (representing tree stems) are uniform in 

height and diameter. In such a case, quadratic mean diameter 

(D~) liven by 

Dq = [4B/(nn)]O.5 (5.3) 

(Curtis, 1988) is the same as the arithmetic mean diameter, 

and basal area fraction Day be calculated usina equation 3.7 

(Chapter 3). However, beeauae of the non-linear relationahip 

between diameter and area, when applying the model to a non­

uniform forest stand, quadratie mean diameter (the diam.tar of 

a tree of mean basal area) is not equivalent to the arithmetic 

mean diameter; similarly, basal area fraction aiven by equa­
tion 3.7, using an average diameter, is not the same as the 
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actual measured fraction. This study uses the arithmetic uean 

di.meter since the theoretical model assumes trees of similar 

height and diameter, resultin, in shadow urea cast by a t~ee 

(before accountinl for shadow overlap) equal to shadow lencth 
times diameter. For the extended model, in a non-uniform 

forest, average shadow area will be best estimated usin, the 
arithmetic mean diameter as a substitute for mean shadow 

width. 

Differences resultin, from usina arithmetic and 

quadratic uean diameters are shown in Table 5.1. Although 
values for the crown apace absorption coefficient change sig­

nificantly, only minor differences are observed in the RHSE 
and HBE values due to the nature of the eupirically derived 

coefficient. The most noticeable change is an increase in 
negative bias when using the guadratic mean diameter; this is 

expected since the guadratic mean diameters are larger than 

the arithmetic Dean diameters. RHSE decreases very slightly 

for all cases when using the guadratic Dean diameter. 
Basal area, in arder to be representative of the 

site in approxiuating the semicircles of shadow produced at 

both top and bOttOD of the cylinders or stems, has been cal­

culated as the sum of the indiv1dual basal areas. A simpler 
approach to thia problem is to calculate total area shaded in 

terms of len.th and width of shadowB, usin, equation 3.13 to 
define t. rather than equation 3.12, aince it has already been 

assumed that basal area iB ne.ligible when compared to shadow 
area. 

5.3. MODKL VlRIPICATIOR 
The data sets to be uaed for verification of the 

Dodel at sites 1 and 2 were subdivided into amaller •• ts as 

functions of daily cloud cover~ solar incidence angle, solar 

zenith anlle and ratio of direct to ,lobal aolar irradiance, 
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Table 5.1: Differences in crown space absorption coefficient 
and model verification statistics using arithmetic 
mean diameter (arith) and quadratic mean diameter 
(quad) . 

site 1 site 2 

arith guad arith guad 
mean diameter (m) 0.100 0.120 0.096 0.121 

a coefficient (m- 1 ) 0.011 0.017 0.018 0.025 
diffuse transmissivi ty 0.591 0.586 0.523 0.521 

calibration dataset 
RHSE ( Wm- 2 ) 41.3 41.0 25.9 25.3 
HBE ( Wm- 2 ) -4.6 -5.3 -5.9 -5.8 

verification dataset 
RHSE (WIl-2 ) 36.9 36.6 20.0 19.6 
MeE 'Hm-2} -~.e -~I~ -~I~ -3 , e 
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in order to test model performance under varying weather con­

ditions and solar positions. The model was also run for the 
entire verification data set at aach ~ite, and for the two 

sites combined. It is worthwhile to look at results for the 
two sites combined aB well aB for each site individually. The 

combination of the two data Bets will ,ive an indication of 
Dodel performance when applied to more dl~erse situ~tions; 

this is important for etudies dealing with the radiation bud­
get of a larger area such aa a watershed, comprising slopes of 

differ~nt degrees and aspect~. 
Validation statistica (root mean square error and 

mean bias error) are generally given both in Wm- 2 and as per­

centages of the mean Bolar irradiance for the particular data 

set in question. Root mean square error (RHSE) and mean bias 
error (MSE) values are calculated usin, the following equa­

tions (Willmott, 1981); 

(5.4) 

N 
HBE = (lIN) I (Pi-Qi) (5.5) 

1=1 

where P iB the predicted or computed value 

o is the observed or measured value. 

To determine RHSE and KBE as percentage values, the quantities 

computed using equations 5.4 and 5.5 were divided by the aver­

age observed value. This procedure for providing dimension­
less values is the same as that used by Davies et al. (1984), 

cited in Badescu (1988). 411 values for RMSE and HBE are oal­

culated for 20-minute averag~~ of instantaneous readinas of 

solar irradianoe, unless otherwise specified. 

5.3.1. MODEL PERFORMANCE TESTED AT FIELD SITES 
When the model is run using the verification data 

set at each site, the resulting root mean square e~rprs for 

the two sites are, in faot, the smallest errors possible 
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(Table 5.2), since the optimal RHSE-minimized absorption coef­

ficients remain the same for calibration and verification data 
sets at each particular site. The mean bias errors in each 

case are less than the errors for the calibration data sets 

(see Table 5.1,). Although the average solar irradiance for 

the verification data set at site 1 is 2.9X high~r than for 
the calibration data set, the absolute values of the RHSE and 

HBR for the verification data set are i~ fact lower, and the 

resulting percentage errors are th~n 15.0% and 1.7X lower for 

the RHSE and HBE, respectively, than for the calibration data 

set. At site 2 the average solar irradiance for the verifica­

tion data set is 14.2X less than for the calibration data set, 

while the RHSE and HBE are 22.9% and 40.4% less, respectively, 

for the verification data set than for the calibration data 

set. These results attest to the overall good performance of 

the model concerning its application to the verification data 

sets. When data from the two sites are combined the overall 

percentage errors, based on 20-minute averages of instan­
taneous values, are 15.5% (~3.7 Wm- 2 ) for the RHSE and -1.9~ 

(-3.5 Wm- 2 ) for the HBE. Appendix C shows ti~e-series of 

predicted and ocserved solar irradiance values for aIl days 

included in the verification data set. 

On sunny days a recurring diacrepancy ia generally 

noted at site 1 between the hours of 1120 and 1220 LST wh.n 

the observed solar irradiance values drop consid.rably lower 

than the predicted values, e.g., 10 Harch and 14 April (Figure 
5.3). Values of global radiation above the canopy show no 

tendency toward lower values at these times, and the discrep­

ant values œay be attributable to a greater number of solar­

imeters in the shade for this period than theoretically should 

be, a result of the fixed-solarimeter sa~pling strategy and 
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RMSE and MBE for verification dataaeta in Wm- 2 

and as percent values (RMSB~, MBE~). Ave (Wm-2 ) 
ia the average solar irradiance for the data set; 
n refera to the nu.ber of data points . 

• itl l lite 2 lit •• 1&2 
RMSE 36.9 20.0 28.7 
RMSE~ 13.2 18.0 15.5 
HBE -3.8 -3.5 -3.5 
HBE~ -1. 3 -3.2 -1.9 
av, 279.8 111.1 185.7 
D aga aal aa~ 
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FIGURE 5.3. Time series of aolar irradiance values ahowing 
discrepancy between predicted and observed values from 
1120 -1220 LST: a) 10 Harch and b) 14 April. Global and 
diffuse refer to solar irradiance above the canopy. Solar 
irradiance values after 1520 LST have been eliminated 
because of unsatisfactory adjustment of the ahadow band. 
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limited number of instruments. (See a180 Appendix B, Julian 

days 66, 70, 72 and 74 fro~ the calibration data aet, where 
the discrepancy is evident when cODparin, .loba1 radiation 

above the canopy with the observed values of solar irradiance 

at the forest floor.) 

5.3.2. DATA SUBSETS AS A FUNCTION OF DAILY SKY CONDITION 

Three simple types of dai1y cloud cover condition 

have been defined for this study: overcast (approximately 

8/10 to 10/10 cloud cover), partially cloudy (3/10 te 7110 

cloud cover), and sunny sky conditions (0/10 to 2/10 cloud 

cover). Averag. cloud cover conditions for each day have been 
determined from the tracas of global and diffuse radiation 

above the canopy, and from records of meteorolo,ieal data at 
the research station (cloud cover at 600 and 1600 LST, times 

and quantity of precipitation). Table 5.3 shows the effects 

of different cloud cover conditions upon Dodel performance as 

measured by RHSE and HBE. 
The large error associated with partial cloud cover 

at site 1 is due primarily to the distance between the tower 
and the field sitea, resultin, at times in clouds that obscure 

beaD irradiance at the tower while not at the .lopes, and vice 
versa. The Doat Bevere exaDple of .uch a case durin, the data 

collection period may be .een on the tiDa-aeriss graph for 1. 

Harch, Julian day 73 (Figure 5.4). On this otherwise aunny 

day it saems that a larae cloud or .mall frontal .yst •• pas •• d 
over the area, obscuring bea. irradiance at the tower aite 

about 20 minutes bafore doing so at the field site, then siDi­
larly baginnin, to clear at the tower site 20 minutos earlier 

than at tha field site. This situation involv8s a total time 
of sli,htly over one hour, and reaulta in four very poor pre­

dictions for solar irradiance at site 1 based on the measured 

irradiance at the tower aite. 

Although it aay be desirable to eliDinate such data 
from the analysis, this was not done becauae of the difficulty 



-

58 

Table 5.3: RMSE and MBE as a function of daily sky condition. 
Values are ,iven in Wm- 2 (RHSE, MBE, av,), and as 
percenta,es (RMSEX, HBEX) of the average solar 
irradiance for the data set (av,); n refera to 
the nunber of data points. 

daily sky condition 
sunny: RHSE 

RHSEX 
MBE 
MBEX 
avg 
n 

partial cloud: RHSE 
RHSEX 
MBE 
MBEX 
av, 
n 

overcast: RHSE 
RHSEX 
MBE 
MBEX 
av, 
n 

site 1 
37.5 
10.3 
-2.0 
-0.6 

364.0 
96 

44.2 
16.5 
-1.0 
-0.4 

268.3 
135 

11.8 
6.3 

-8.9 
-4.7 

188.4 
72 

site 2 
31.0 
16.5 

-11. 2 
-6.0 

187.4 
76 

16.2 
13.0 
-2.0 
-1. 6 

124.6 
152 

13.4 
22.4 
-0.1 
-0.2 
59.8 

153 

sites 1&2 
34.8 
12.2 
-6.1 
-2.1 

285.9 
172 

32.6 
17.0 
-1.5 
-0.8 

192.2 
287 

12.9 
12.6 
-2.9 
-2.9 

101.0 
225 
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FIGURE 5.4. Time series of .olar irradiance values for 
14 Harch, showing predicted and observed values at the 
surface, and emphasiz.ing the error attributable to the 
distance between the tower and field sites. Global and 
diffuse refer to solar irradiance above the canopy. 
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entailed in evaluatin, 1e8a severe cases from the data. Fur­

therDore, for application of the model to lar.er ar.as or .n­

tire wateraheda, predictions of solar irradiance under partly 

cloudy sky conditions basad upon measurements at one point 

will always entail similar situations for areas which extand 

some distance beyond this observation point. Howevcr, aa an 
exercise, the model was run for day 73 both with and without 

the four 20-minute periods which may be considared anomalous 

errors for this observational study. When these four data 

points were eliminated RHSE decreased from 81.6 W.-2 to 25.1 

Wm- 2 (21.7X to 9.0X). When the ~ame four data pointa wera 

eliminated from the subaet for partially cloudy conditions, 

RHSE dropped from 44.2 Wm- 2 to 33.9 Wm- 2 (16.5% to 12.7%). 

The large error (RHSE) for cloudy conditions at site 
2 is due primarily to one day, Julian day 93 (3 April), for 

which predicted values were consistently higher than observed 

values (Figure 5.5), contrary to the usual negative biaa for 

low solar irradiance values. This may be a result of partial 

clearing of the sky which was concentrated near the tower aite 

and not at the slope site (Figure 5.5, 940-1040 and 1200-1300 

LST). A further explanation for Rome of the discrepancy mi,ht 

be the elimination of data from one solarimeter for Julian 

days 92, 93 and 94 because of condensation within the outer of 

the two hemispherical glass dames. Thia Bolarimeter was con­

sistently measurin, solar irradiance values hi,her than the 

average (especially between 1120-1500 LST); subaequantly, lack 

of data from this instrument would result in lower observed 

averages relative ta other days. Howevar, data for Julian 

days 92 and 94 do not reveal similar discrepanciea, even 

though average aolar irradiance values for theae two days ar. 
slightly higher (see Appendix C). 

The scattergrams of Figurea 5.6 and 5.7 show pre­

dicted vs. observed solar irradiance valuea aa a function of 

daily aky condition for sites 1 and 2, reapectively. Thare is 

an evident increaae in error associated with an inereaae in 
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FIGURE 5.5. Time series of solar irradiance values for 
3 April, emphasizina predicted values that are consistently 
higher than observed values. Global and diffuse refer to 
solar irradiance above the canopy. 
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FIGURE 5.6. Predicted 
vs. observed solar 
irradiance values as a 
function of daily sky 
condition, site 1: 
a) overcast, b) partial 
cloud and c) sunny sky 
conditions. av,. refers 
to the average solar 
irradiance for the 
particular data set; 
n is the number of data 
points. Scattergrams are 
fitted with 1:1 ratio 
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condition, site 2: 
a) overcast, b) partial 
cloud and c) sunny sky 
conditions. av,., n, and 
ratio lines are as in 
Figure 5.6. 
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solar irradiance valuea. Furtherllore, there ia an increase in 

the variability in the error encountered when conaidering 
sunny sky conditions or partial cloud conditions as opposed to 

overcast aky conditions. The greatest variability in the 

error appears for partial cloud conditions, primarily bacauae 

of the aforellen1.ioned problell asaociated with the distance be­
tween the tower and the field aites, reflectin. the variabil­

ity at the surface inherent in partially sunny aky conditions 

with cloud IlUVellent. However, because of the Ireat variabil­

ity in the error aasociated with Ruch conditions, HBE i. gen­

erally very low for partial cloud conditions. For aunny sky 

conditions the Ilodel alightly over- predicts at hi.h sola~ 
irradiance values, and generally under-predicts at lower irra­

dianoe values. For overoast sky oonditions the Ilodel tends to 
under-prediot very slightly at all tilles, if the anoDalous 

values of Julian day 93 are disregarded. 

The tendency for over-predietion at high aolar irra­

dianoe values and under-predietion at lower values Ilay be due 
in part to the assullption that basal area is negligible. At 

high sun angle (resulting in high irradianee values on Bunny 

and partially sunny days), basal area Day aeeount for a sig­

nifieant portion of the total shadow area, whereas at low aun 
angle basal area aeeounts for a Ilueh sDaller proportion of the 

total shadow. The errora asaoeiated with over- and under-pre­

diction Ilay also be due to inhollogeneity of the c~nopy, i.e., 

a orown spaee which is not an isotropie absorber of solar 

irradianee. In sueh • case, different zenith angles would 

require different values for the crown spaee absorption coef­

ficient. Thus, errors resulting froll the assuDption of a 

hOllogeneous erown spaee Ilay be related to errors associated 
with high and low solar irr.adianee values because of the .en­

erally negative relationship between zenith angle and solar 

irradiance . 

Table 5.4 shows a eOllparison between the Ilodel error 
and the observed error. Observed values of solar irradiance 
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Data 
total 
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Comparison between observed error, RHSEX(obs), and 
model error, RHSE~(mod), according to daily sky 
condition, sites 1 and 2 combined. 

set RHSE~ RHSE~~obs~ RHSE~~mod ~ 
set 15.5 8.8 14.0 

overcast 12.8 2.6 12.5 
partial cloud 17.0 6.4 15.7 
5~DDX 12.2 fLa a.3 
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are not without error, due to both instrument and aamplin. 

error. Therefore, an attempt has been made to Bstimate model­
lin, errer as separate from samplin, error. rhe total oalcu­
lated error (RHSE), based upon predicted and obaerved valuea, 

may be eonsidered to comprise model error, based upon the 
difference between model and true values, and observed or 
sample error, based upon observed and true values. If model 

error and observed error are random and uncorrelated, and if 
predicted and/or observed values are unbiased, then an esti­

mate of the modelling error, RHSEX(mod), is ,iven by: 

RHSE~(mod) = [(RHSE~)2 - (RHSE~(obs»2]O.5 (5.8) 

where RHSE~(obs) is the error in the observed values, esti­

malod by the standard error (SE) aa a percentage value. The 

interesting point to note is that the large saDplin. error 

associated with the direct beam component of solar radiation 

resuits in the total error being approximately egually divided 

between sampling and modelling error for sunny sky conditions. 

In contrast, the low sampling error associated with overcast 

sky conditions means that most of the error for auch condi­

tions is related to modelling error. This may result from the 

calibration procedure for both instruments and Dodel. Instru­

ment calibration involves data taken from mostly sunny sky 

conditions; calibration of the model through the crown space 

absorption coefficient tends to favor minimizin, error for 

high aolar irradianee values. 
Sunny sky conditions, then, result in large aamplin, 

error due to the changin, shadows, but relatively small modal­

lin, error. Partial cloud sky conditions result in large mod­

elling error due to the spatial and temporal variability asso­

ciated with partial cloud sky conditions, and Boderate model­

ling error. Finally, overeast sky conditions result in very 

small samplin, error, but lar,e Dodellin, error (relative 

error) because of instrument and Dodel calibration. Although 

the distinction between total error and Dodel error is not 
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made in the following discussions concernin, data subsets, it 

should be kept in mind that the total error is a combination 
of model error and observed error. 

5.3.3. DATA SUBSETS AS A FUNCTION OF SOLAR ZENITH ANGLE AND 

SOLAR INCIDENCE ANGLE 
The verification data sets were also divided, irre­

spective of cloud coyer, into subsets as functions of solar 

incidence angle and solar zenith angle: 25-45°, 45-65° and 

65-90° intervals, as weIl as 10° intervals; the appropriate 
angles were determined for the mid-point of each 20-minute 

averaging period. For the following discussion, data from 

sites 1 and 2 have been combined since similar trends were 

observed at each site individually (Tables 5.5 and 5.6). The 
Bcattergrams of Figure 5.8 show the increasing variability in 

the error associated with decreasing incidence angle. At 

large incidence angle the path len,th of the solar beam 

through the crown space is longer, solar irradiance values are 
lower (although not necessarily true for surfaces of greater 

slope degree), and more of the solar irradiance reaching the 
forest floor is diffuse, than for small incidence angle. At 

small incidence angle, the decrease in shadow area due to the 

greater amount of direct solar irradiance reaching the forest 

floor results in Ireater variability in the error. The dia­
grams also show a progressive tendency from under-prediction 

to over-prediction with decreasing incidence angle. This iB 
probably a result of the under- and over-prediction associated 

with low and high solar irradiance valueB, as discussed in the 
previous section, since low sun angle is equivalent to large 

zenith angle and, for slopes of minor inclination, is alBo 
equivalent to large incidence angle. 

The scattergrama of Figure 5.9, uaing data Beta de­

termined as a function of aolar zenith angle rather than inci­

dence angle, show results very similar to those of Figure 5.8. 
For surfaces of small slope degree, incidence angle approaches 
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Table 5.5: RHSE and HBE as a function of solar incidence 
angle. Values are given in Wm- 2 (RHSE, HBE, avg) 
and as percentages (RHSEX, HBEX) of the average 
solar irradiance for the data set (avg); n refera 
to the number of data points. There are no values 
for incidence angle less than 45° for the north­
facing slope. 

inc idence angle 
65° - 90° RHSE 

RHSE% 
HBE 
HBE% 
avg 
n 

RHSE 
RHSE% 
HBE 
HBE% 
avg 
n 

RHSE 
RHSE% 
HBE 
HBE% 
avg 
n 

site 1 
14.9 
23.3 
-8.4 

-13.1 
63.9 

83 

30.0 
11. 0 
-6.0 
-2.2 

273.2 
99 

49.0 
11. 3 
2.8 
0.8 

432.9 
109 = 

site2 sites 1&2-
13.3 13.8 
24.8 24.2 
-6.5 -7.1 

-12.1 -12.5 
53.6 57.0 

172 255 

23.6 25.9 
14.1 12.8 
-0.3 -·2.2 
-0.2 -1.1 

167.0 202.4 
198 297 

49.0 
11.3 

2.6 
0.6 

432.9 
19a 
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Table 5.6: RMSE and HBE as a function of solar zenith angle. 
Values are given in Wm- 2 (RHSE, HBE, avg) and as 
percentages (RHSE~, HBE%) of the average solar 
irradiance for the data set (avg)i n refers to the 
number of data points. 

zenith angle 
RHSE 
RHSE% 
HBE 
HBE~ 
avg 
sample 

RHSE 
RHSE% 
HBE 
HBE% 
avg 
n 

RHSE 
RHSE% 
HBE 
HBE" 
avg 

site 1 
18.1 
19.3 
-6.6 
-7.0 
94.0 

106 

44.1 
11. 9 
-0.5 
-0.1 

370.9 
159 

site2 
9.6 

25.8 
-4.9 

-13.2 
37.2 

144 

22.2 
15.9 
-6.1 
-4.4 

139.8 
156 

sites 1&2 
13.9 
22.7 
-5.7 
-9.3 
61. 2 

250 

35.0 
13.7 
-3.3 
-1.3 

256.4 
315 

42.1 25.4 31.7 
9.9 13.1 11.8 

-4.2 6.3 2.9 
-1.0 3.2 1.1 

427.1 194.3 269.2 
============~n~========d3~7========7~8~======~1~ 
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b) 

RMSE - 35.0 Wm-2 

MBE - -3.3 Wm-z .. 256.4 Wm-z 
.. 315 

observed 

FIGURE 5.9. Predicted 
vs. observed solar 
irradiance values as 
a function of solar 
zenith angle, sites 
1 & 2 combined: 
a) 65°-90°, b) 45°-65° 
and c) 25°-45°. avg., n, 
and ratio lines are as 
in Figure 5.6. 
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zenith angle and aiDilar results are expected. Predicted 

minus obaerved Bolar irradiance values increaas in variability 

significantly froD large to Dedium zenith anlle. At largs 

zenith angles (low solar elevation) Dore of the Bolar irra­

diance reaching the forest floor is diffuse because of the 

increased area in shadow, and not neceBaarily because of in­
creased path len,th through the crown space; theoretically, 

for a ateep slope (and aubsequent steeply sloping crown apace) 

zero zenith angle could result in longer path length than for 

90° zenith angle. For sites of greater slope degree, then, 

one axpects an increase in variability with decreaaing inci­

dence and zenith angles associated with the decreasing path 

length and shadow area. However, between minimum incidence 

angle and minimum zenith angle, the case arrives for which 

path length increases while shadow area decreases, resulting 

in a tendency for both increasing and decreasing variability. 

This Day be slightly evident in Figure 5.9, diagrams b) and 

c), where the variability in the error decreases with decreas­

ing zenith angle, while for some of the data points solar 

incidence angle may be increasing. The decrease in RHSE is 

also due in part to the inclusion of the anomalous errora of 

Julian day 73 in the data set for zenith angle between 45 and 
65 degrees. 

The root Dean square and Dean biaa errors have been 

calculated for 10° intervals for both incidence angle and 

zenith angle. Resulta are shown in Figure 5.10 in WD-a and as 

percentages of the average solar irradiance for the particular 

interval. Although RMSE values are high for incidence or 

zenith angles less than 60°, the percent error is not large; 

HBE values are very low for the same intervals. For incidence 

or zenith angles greater than 70° both the RHSE and HBE, as 

percentage errors, become large. However, because of low 

solar irradiance values at large incidence or zenith angle, 

the actual error over time is not large. Root mean square 

error for both sites combined is approximately 15~ of the 

l 
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FIGURE 5.10. RHSE and MBE vs. solar inoidenoe angle 
and solar zenith angle in 10 0 intervals, sites 1 and 2 
combined: a) in Wm- 2 and b) as percentages of average 
solar irradiance values. Data points are depicted st 
the mid-point of the 10 0 interval. 
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average solar irradiance, and HBE ia only -1.9% of the .olar 

irradianee. 

5.3.4. DATA SETS AS A FUNCTION OF THE RATIO OF DIRECT Ta 

GLOBAL SOLAR IRRADIANCE 

Except for during periods of large zenith angle, 
greater values of aolar irradianee are generally positively 

related to the ratio of direct to global solar irradianc8. 

The model was therefore applied to data Bets determined aB a 

function of thia ratio in 20% intervals, in order to analyze 
model performance for this criterion. Results are shown in 

Figure 5.11 for sites 1 and 2. At both sitea, RHSE (in Wm- 2 ) 

increases with increasing ratio, but remaina relatively con­

stant as a percentage value. Hean bias error doea not seem to 
follow any specifie trend, but remaina within a range of ±7 

percent. 

When validation statisticB were calculated for data 

grouped into 10% ratio intervala, the reBulta were very errat­

ic for both RHSE and HBE, although the overall trend of in­

creasing RHSE with increasing ratio was evident. For 33X 

ratio intervals, the results were very much amoothed~ and 

depicted even more dramatically the trend for constant RHSE 
percentage~ and low HBE values. The increase in RHSE with 

increasing ratio of direct to global solar radiation ia simi­

lar to the increase in RHSE with deereaaing incidence or 

zenith angle. High values of global solar radiation generally 
imply high values of direct solar radiation and high ratios of 

direct to global radiation, which in turn generally occur at 

smaller incidence or zenith angle. 

5.4. SBMSITIVITY AHALYSIS 
Senaitivity analysis was carried out to determine 

which parametera affected model performance Dost severely. A 

particular psrameter was sllowed to vary over a range of 
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FIGURE 5.11. RHSE and MBE vs. ratio of direct to global 
Bolar irradiance in 20% intervals, sites 1 (1) and 2 (2): 
a) in Wm- 2 and b) as percentages of average solar 
irrbdiance values. Data points are depioted at the 
mid-point of the 20% interval. 
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values while RMSE and HBE ware calculated for each value, for 

both the calibration and verification data sets. Because of 

similar results for several of tha cases, tha paramsters have 

been divided into two groups for the following discussion: 

stand charactaristics (tree height, mean arithmetic diameter, 

basal area fraction and stand density) and site character­

istics (slope degree and slope aspect). 

5.4.1. STAND CHARACTERISTICS 

Stand parameters were allowad to vary ±tO~ from the 

values given in Table 4.1 (Chapter 4). The range of values 

used is equivalent to errors of greater than ±1.5 m for tree 

height, ±O.OtO m for mean diameter, ±O.00036 for basal area 

fraction, and ±315 trees ha- 1 for stand density. The 8ensi­

tivity of the model to basal area fraction was tested because 

of its use as a measured input value for tha original Federer 

model; stand density and arithmetic mean diameter are used as 

input to the extended model. 

Several trends are evident in the results, shown in 

Figures 5.12 through 5.15. These figures show results for 

both the south- and north-facing sites, and for both the cali­

bration and verification data sets. Of the four paramaters 

tested, the model is most sensitive to tree height with re­

spect to both RHSE and HBE (Figure 5.12). However, for the 

ranges tested RHSE shows very little deviation from the mini­

mum value for variations in mean diameter, basal area fraction 

and stand density (Figures 5.13, 5.14 and 5.15, respectively). 

Maximum increases in RHSE at eithar site for 10~ changas in 

parameter values are as follows: 4.6X for a deerease in basal 

are a fraction, 4.5X for an increase in mean diamater, and 3.0~ 

for a decrease in stand density. Deviations in tree height 

result in more dramatie increases in RHSE. In the worst caBe, 

a decrease of 10% in tree height entails an inerease of S.l~ 

in the RHSE. A similar decrease in t~ee haight at site 2 

results in sn inerease in the RHSE of approximately 7.0X. 
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Note that these are aIl worst case deviations, dependent upon 

the data set; worst case values for the three other Bets of 

calculations involved with each parameter are often much less 

than the values mentioned. 

Tree height changes also have the Ireatest effect on 

model performance as measured by the mean bias error; however_ 

the differences amongst the four parameters are not as great 

as for the RMSE. Worst case deviations for 10X decreases in 

each parameter are as follows: -9.0 Wm- 2 for tree height, 

-7.1 Wm- 2 for basal area fraction, -7.0 Wm- 2 for arithmetic 

mean diameter_ and -5.0 Wm- 2 for stand density. Variations in 

MBE are given in Wm- 2 rather than 8S percentage values because 

the small absolute values of MBE (ranging frOD 3.5 to 5.9 

Wm- 2 ) result in seemingly unrealistic percentage changes. 

The model is most sensitive to tree height because 

it ie the only stand parameter which has an effect on the 

transmissivity of the crown space to solar radiation. An in­

crease in tree height will cause a larger error at the surface 

due to cumulative errors in both the crown space and stem 

spacs. For aIl stand parameters_ an increase in the parameter 

value results in a more negative value for th~ MBE because 

each case 'adds' shadow to the slope of the theoretical stem 

space, resulting in a greater under-prediction of the actual 

solar irradiance incident upon the surface. Sensitivity of 

the model to basal area fraction is tested because of its use 

as measured input to the original Federer medel (1971); arith­

metic mean diameter i5 used as input to the extended model. 

Fed~rer's model cannot be tested for sensitivity to the guad­

ratic mean diameter because this parameter would be in the 

denominator (equation 3.12), ~esulting in lese negative values 

of MBE with increasing diameter, which is contrary to the 

actual situation. 

Finally, with respect to aIl parameters the model 

appears more sensitive to the data at situ 1 than at site 2. 

This js probably due to two factors; first, the data set for 
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site 1 includes more sunny days and considerably fewer cloudy 

days than for site 2 and, secondly, because of itB southerly 

exposure, a greater proportion of the solar irradiance values 

at site 1 were observed during periods of small incidence and 

small zenith angle. Both of these factors tend to result in 

higher and ~ore variable solar irradiance values for site 1 

and, consequently, a greater increase in the error. 

5.4.2. SITE CHARACTERISTICS 

To deter~ine sensitivity of the model ta site char­

acteristics, slope degree was allowed to vary ±5 Q and slope 

azimuth approximately ±20o. Changes in slope inclination 

affect model performance, as determined by the RHSE, much more 

severely at site 2 than at site 1 (Figure 5.16). An increase 

in slope of five degrees at site 2 results in increases in 

RHSE of 11.4% (2.8 Wm- 2 ) and 12.3% (2.4 Wm- 2 ) for the cali­

bration and verification data sets, respectively. At site 1, 

the equivalent increases in RHSE are 3.9% (1.4 Wm- 2 ) and 2.2% 

(0.9 Wm- 2 ). Decreases in slope degree affect model perfor­

mance much less; a decrease of five degrees results in in­

creases in RMSE of only 1.5% for both the calibration and 

verification data sets at site 2 (similar results occur at 

site 1). 

Percent increases in RMSE associated with increases 

in slope degree are larger at site 2 than at site 1, but this 

is primarily due to two factors. First, the lower solar irra­

diance values at site 2 result in larger percentage errors. 

Secondly, slops orientation plays an important raIe. North­

facing site 2 is more sensitive ta changes at these slope 

incl5nations because of the relationship between slope degree, 

solar incidence angle, and solar irradiance values. An in­

crease in slope at the north-facing site results in propor­

tionately larger changes in solar incidence angle (for given 

solar zenith and a2imuth angles) than at the south-facing site 

and, consequently, results in greater changes in the error. 
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Root mean square error tends either to increase or 

to decrease monotonically as azimuth angle varies, contrary to 
results for the previous parameters for which RHSE always in­

creased from a minimum value as the parameter value either 
increased or decreased. The changes, however, are not great 

(Figure 5.1?). Maximum increases in RMSE for a change in 
azimuth of ±20o are 10.3X (2.8 Wm- 2 ) at site 2 and 5.3X (2.2 

Wm- 2 ) at site 1. The greater percentage inc~~BQe at site 2 is 

due primarily to the lower solar irradiance values. 

When model performance is analyzed u~ing HBE as the 

sensitivity criterion, the model appears insensitive to chang­

es in azimuth angle of ±20o (maximum HBE change of 2.0 Wm- 2 ), 

but sensitive ta changes in slope degree of ±5° (maximum HBE 

change of 6.6 Wm- 2 ). Variations in site orientation at a 
south-facing slope will result in over/under-predictions fol­

lowed by under/over-predictions as the sun follows its path 

across the sky (if sky conditions remain relatively constant), 

and thus HBE changes very little. The same tendency for under 

and over-predictions to cancel each other would exist for 

north-facing slopes, but not necessarily for other slope 

aspects. Changes in slope degree will affect model perfor­

mance more severely when solar incidence and/or zenith angle 

are large. 

Sensitivity of the model to changes in Blope inoli­

nation and orientation cannot be directly compared to each 

other for a similar range of -10% to +10% since both variables 

are relative rather than absolute values. However, allowing 

deviations of ±5° for slope degree should cover any error 

involved in field measurements. Bacause slope aspect is more 

difficult to de termine than slope degree, and beoause the 

total range of possible azimuth angles is four times that of 

zenith angles, azimuth values have been allowed to vary as 

much as ±20°. It does appear, though, that for slopes of 
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moderate inclination the model is slightly more sensitive to 

Blope degree than to slope azimuth, especially if Blope degree 

varies as much ae azimuth angle. 

5.5. IMPROVHMHRT lM MODEL PERFORMANCE 11TH IRTBGRATIOH TO 
HOURLY AND DAILY TIME PRRIODS 

Error calculatione were made for hourly and daily 

time periode to determine whether model performanoe improves, 

and if so by how auch, for lengthened ti~e intervals. For 

integration to hourly time periods, observed and predicted 

eolar irradiance valuee were firet averaged over the hour 

(three 20-minute periode), then compared to produce hourly 

data points for the RHSE and HBE. For integration to daily 

time periods, an error value is obtained from daily averages 

for predicted and observed values. Daily error, as a percent 

value, may be regarded as the abeolute value of the predicted 

minus observed, d1vided by the observed value. Results are 

ehown in Figure 5,18 for the total data collection period. 

Although the daily errors are not true RHSE values in the 

sense that they are derived from only one pair of values, they 

do give an indication of the total error associated with that 

time period, and are therefore included in the graph for com­

parieon purposee. The connecting lines are included on1y to 

facilitate reading of the graph and make no inference concern­

ing intervening daye which belong to the calibration data set. 

Although there are exceptions, the greatest improvements in 

performance genera11y occur for sunny eky conditions (Julian 

dates 69, 77, 82, 101 and 104), while the emallest improve­

ments occur for overcast conditions (Julian dates 71, 90, 92, 

93, 97 and 105), especially at the Bouth-facing site. 

Resulte for the entire verifioation data sets are 

given in Table 5.7. There ie a significant improvement in 

model performance (decrease in RHSE) when integrating from 20-

minute averaging periode to hourly averaging periode; RHSE 
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Improvement in model perfortiance (RHSE%) with 
integration from 20-minute time periods to hourly 
and daily time periods. RHSE~ values are given as 
percentages of the average solar irradiance for 
the particular data set. 

averaging pexiod RHSEX Site 1 RHSEX Site 2 
20-minute 
hourly 
daily 

13.0 
6.8 
2.5 

17.0 
14.6 

B.B 
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decreases 32.3% and 14.1~ at sites 1 and 2, respectively. 

Values for RMSE differ slightly from those ,iven in Table 5.2 

for 20-minute averaging periods; the dasire to use the Hama 

data eet when comparing ~ith r~eults for hourly periods re­

quired the elimination of several 20-minute periode. An even 

greater decrease in the total error ie experienced when fur­

ther integrating to daily averaging periods (further decreases 

of 71.BX and 53.4X). Root mean square errore ae p~rcent val­

ues for the entire verification data sets are only 2.5X and 

8.8% for site 1 and site 2, respectively, when daily averaged 

values are considered. Mean bias errors, which do not change 

with increasing time intervals, are -l.lX and -2.8X for the 

same data sets. The greater improvements at the south-facing 

site are probably due to the extra sunny day and one less 

overcast day included in ita verification data eet conpared to 

the north-facing eite, and the high percentage errors at site 

2 resulting from very lD~ solar irradiance averages for cer­

tain days (e.g., for Julian dates 90 and 93, aver&ge solar 

irradiance values are 15.2 and 73.3 Wm- 2 , respectively). 
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CONCLUSION 

6.1. SUKHARY 
This atudy has tested a physically baasd model which 

quantitatively describes solar irradiance incident upon Blopes 

of any inclination and orientation under a leafIsss, deciduous 

forest. Furthermore, the variability of tne incident Bolar 

irradiance has besn analyzed for different meteorologieai con­

ditions and earth-~un geometric configurations. This ehapter 

discusses briefly some problems inherent in the model, pre­

sents a summary of the major findings of the study, and sug­

gests diractions for further research. 

6.2. PROBLEHS INHERENT IN THE MODRL 
Calibration of the model presents the first problem 

inherent in the model. The orown spaoe absorption coefficient 

must be empirically derived from the measured transmissivity 

data, resulting in a parameter whioh is site specifie. The 

empirioBl nature of the absorption coefficient also means that 

it may mask deficiencies in the parameterization of the stem 

space as shadow-casting cylinclers. Sinoe the model contains a 

parameter which ia site specifie it May be useful for long­

term etudies involving eolar irrndiance incident upon sloping 

surfaces under leafless deciduous canopies, or subsequent 

melting of a snowpack within such forssta, but May not be 

directly applied to characteristioally different forest 
stands. 

Values for the absorption coefficient differ sub­

stantially from one site to the other, as well as from those 

given by Federer (1971, p. 8). However, the difference be­

tween sites 1 and 2 is probably due to the inhomogeneity of 
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the forest stand at site 2; the difference between values for 

the absorption coefficient for this study and thoae derived by 
Federer are probab ly due in large part to the use of ar i th­

metie mean diameter rather than quadratic mean diameter. Use 

of quadratic mean diametar results in absorption coefficients 

much nearer the value given by Federer for a stand with simi­

lar basal alea fraction (0.017 and 0.025 vs. 0.019), although 

the coefficient remains site specifie. 

Another problem inherent in the model ia its reli­

ance upon values of global and diffuse irradiBnce me~sured 

at one site above the canopy to represent the same values 

throughout a larger area. This is a problem particularly for 

instantaneous values or short-term aver."eeing for partial cloud 

sky conditions. For overcast or sunny sky conditions, dis­

tance between the above-canopy site and any slope facet is not 

important. For longer averaging periods, solar irradiance may 

be considered conservative over large areas, and short-term 

differencas genarally cancel each other. It has baen shawn 

that model performance improves (RMSE as percentage value 

decreases) 32.2X when integrating from 20-minute averages to 

hourly averages, and aO.8X when integrating from 20-minute 

averages to daily averages. 

Although not a problem inherent in the model, cali­

bration of the model may present problems. Contrary to the 

insensitivity of the model to changes in the crown space ab­

sorption coefficient when aeasured by RMSE, the model ia quite 

sensitive when evaluated using MBE as a criterion. Hence, the 

absorption coefficient must be properly chosen in order to 

minimize the possibility of large systematic error. The modal 

would give better results if the absorption coefficient were 

determined through minimization of the absolute value of MBE 
rather than RMSE. This would improve model performance for 

both short- and long-term aver~ging periods, since the ays­

tematic error would ramain near zero while the overall error 

would be only very slightly larger. For predicting solar 
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irl.'adiance at the surface, and for subsequent use in opera­

tional snowmelt models, eliminating or minimizing syEteD'lat\c 

error would be preferable. However, this eliminates the 

possibi lit Y of dete~mining whether systemat ic en'or exists, 

and/or reducing systematic error. 

6 _ S. MODEL PERFORMANCE AltO SRHSITIVITY AMAL YSIS 

Results attest to the overall good performance of 

the model when a9plied to verification data sets as an inde­

pendent test. When data from the two sites are combined, per­

centage errors, based on 20-minute averag~s of instantaneous 

values, are 1'::'. Sr. for RHSE and -1. Sr. for MBh. A compar ison 

between the ~otal error (RMSE) and that component of RMSE 
wh ich is due to error in the sample meana (SE) allows an est i­

mate of the modelling error. For the case cited above. model 

error is 14. Or.. Partial cloud sk} conditions result in the 

highest model error (15.7%) due to the inherent spatial and 

temporal variability of solar irradiance at the surface under 

such conditions, such that both sunny and overcast sky condi­

tions can be more reliably modelled (as evaluated by the total 

or root mean square error) than the former over the time 

per iod from sunr ise to sun set . Sunny sky conditions reslll t in 

low model srror (8.3%) due to calibration procedures, but a1so 

resu 1 t in the highest samp l ing error (8. s~) due to the apatia l 

distribution of shadows. Lowest sampling error occurs for 

overcast sky con Jitions (2.6~). 

When the data set at each site is divide'3 into 

subsets according to daily sky condition, results show an 

increase in both the error and the variability in the error 

associated with high solar irradiance values. This is gen­

erally due to th~ variability of the direct component of solar 

irradiance, and the positive association between direct and 

global solar irradiance values. The greatest variability 

appears for partial cloud conditions, but i6 due to the 
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p roblem assoc iated w i th the distance between t'Jwl:lr and fie ld 

sites j this ;.rou ld not be a prob lem for longer intsl."val aver­

aging periods. 

Var iabili ty in the error lncl'eases with decreasing 

zenith or incid~nce angle, although f~",r steeper slopes zenith 

angle May increase while incidence angle decreases, resulting 

in a tendency for the error ta blJth increase and decrease in 

variability at the 8ame time. Surprisingly, bath RHSE and MBE 
as percentage values remain relatively constant with increas­

ing rat i.o of cl irc,ct ta global so lar irradiance. In this case, 

the increase in the absolute values of RMSE probab~y result 

not from the increased var iabil i ty due to the direct component 

of so lar irracl iance, but f rom in homogene i ty of the crown ~oace 

( i . e., not a homoganeauB absorber of soJ.ar irradiance as aa­

sumed) . A s 1 ight port ion uf the increase in RMSE lDay al so be 

due to the assumption that basal ~Hea 16 negligible. 

Sensitivity analyses show that the model i8 insen­

sitive to changes in stand and site characteristic8 when RHSE 
lS used to evaluate model performance. Whe.l HBE is uBod a'J a 

criter1':'>n, results show that the mode~. reaots mast severely to 

changes in tree height; this is because tree height ia the 

only stand parameter which has an effect upon the transmia-

si vi ty of the crown space J as we 11 as upon the parameter i za­

tion of the stem space. 'l'he model also exhibits more sensi-

t i vj:y to changes in slape inc 1 inat i'Jn than s lape or ienta tian. 

6 _ 4 _ SAKPLING VARIAiHLITY AND INSTRH"RNT RBQ1'nmKRNTS 

The time and investment involved in acquiring field 

data imparts importance to an analysis of salDpling variability 

and the number of radiometers required ta lilDit salDpling error 

to a flredetermined level. For overcast sky conditions, as 

weIl as for daily averaging periodt:., error bounds about the 

sample msans for a 95% confidence level remain low, ranging 

froLl 4.6 to 6.3 percent of the average irrad iance values for 
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aIl cases. Houever, for partially cloudy SKy conditions, 95% 

confidence bounds for hourly and 20-minute averaging periods 

are 11.2% and 14.5% oi the aver~ge irradiance valuas, respac­

tiv~ly. The equivalent values for sunnr sky conditions are 

14.6% aud 20.1%. 

The large number of rQdiomet~rB required to estimate 

beiow-canopy gl~bal radiation ad~quately may be attributed to 

the Bpat~al variations in shadowB as they move Bcroas the 

forest flo~r. For overcast sky conditio~g only two or three 

r8~iomet8rs are required to limit solnr irradiance values to 

within 5% of tha mean values for daily, hourly or 20-minute 

averaging peripda. Fur partial cloud sky conditions, the 

number of radiometers required is three and seventeen for 

daily ann 20-minuta averaging periods, reapectively. For 

sunny sky condition~ the equivalent numbers are four and 

thlrty-tNo instruments. Doubling the allowable error results 

in a fourfold reduction in number of radiometers necessary. 

6.5. IHPnOVRH~HT IN SOLAR IRRADIANCR PREDICTION 
Federer's model (1971), when extended to allow for 

alopea of any inclination and orientation, works well for pre­

dicting solar irradiance incident upon the foreat floor under 

a leafleBs d~ciduous canopy if properly calibrated. Howevar, 

severa l minor adjustments shou Id resu l t in a r,. ·re rea! istic 

calibration of the model. The modal should be Bda~ted to ani­

sotropie sky conditions, espacially for circumsolar b=ighter­

ing. p~ssib1y ~educing the 'ystematic under- and ovar-predic­

tian at low and high solar irradiance values on sunny clays. 

Incorporation of basal area into the total shadow a~ea cast by 

the tree stems would also help in eliminating differences 

betweer. ~nder- and ovar-prediction st large and small zenith 

or incidence angle. 

For application of the nodel ta sites of greater 

slope inclination, and for ~ubsequent application ta snowmelt 
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modelling, further analysis should first determine the de­

pendency of transmissivity of the canopy ta eolar irradiance 

values (and the variability of such values) upon Bolar inci­

dence angle and solar zenith angle; minimum solar incidence 

angle results in the shortest path length through the crown 

space, whereas minimum zenith angle results in t~e least 

amount oi shadow area. Also, the model should be tested in 

other leafless deciduous foreste to determine the possible 

range of values for the crown space absorption coefficient, as 

well as tssted for sites of different slope inclinations and 

orientations. 

Further studies should concentrate on the physical 

parameterization of the crown space with the intent of elim­

inating the need to derive the absorption coefficient empiri­

cally for each site. This should allow another test of the 

validity of the present stem space paramaterization. The 

albedo of the forest stand, multiple raflections between the 

surface and the canopy, and radiation reflected from surround­

ing terrain should be considered in order to account more 

realistically for solar radiative exchanges within the canopy. 
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APPERDIX A 

DERIVATION OP GBBBRALIZBD RBLATIOISHIPS 

(R.D. Hoore) 

Consider a Cartesian coordinate system (x,y,z) with 

x increasing to the eaat, y increasing to the nerth and z in­

creasing vertically. A point in this system, in reference te 

earth-sun geometry, can also be represented in terms of the 

spherical coordinates (r,zl,9), where r is the distance from 

the origin to the point, Zl ia the solar azimuth angle (eaat 

equals zero, and increases anti-clockwise) and e ia aolar 

zenith angle. Transformation from aph&rical to Cartesian 

coordinates is as follows: 

(x,y,z) = [r'coa(zl)sin9,r'sin(zl)ain9,r'cos9] (Al) 

In Cartesian coordinates, the unit vector from the 

origin in the direction of the sun (S) ia given by: 

S = [cos(zl)sin9,sin(zl)sin9,cos9] (A2) 

A slope with azimuth (a) and inclination (~, horizontal equals 

zero), will have a unit normal vector (X) defined by: 

x = [cos(a)sin~,Bin(a)sin~,cos~] (A3) 

If the slope is represented by a plane including the origin 

(0.0,0) then the eguation of the alope ie 

X·p = 0 (A4) 

where p ia n vector representing all points on the plane. 

Consider a tree stem on the alope with height (he) 

and diameter (0), bath in metres, and the centre of ita baae 

at the origin (0)0,0). The vector L on the plane which spans 

the length of the ahadow between the pointa corresponding to 

the top and bot tom of the centre of the stem ia derived by 
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finding the point (p*) which satisfies bath Eg. (A4) and the 

following: 

p* = (O,O,he) - v S (AS) 

where v is the length (in metres) of the vector whioh connects 

the centre of the top of the stem to the point p*, and p* is a 
vector from the origin to the point p~. Solving Eqs. (A4) and 

(AS) for v yields: 

v = h.cos~/(X·S) 
= h.cos~/[sin~sinacos(z1-a) + cos~cose] (AB) 

For economy of expression_ the denominator in Eg. (AB) will be 

denoted C (= cos(i) ~here i is the solar i~cidence angle). 

Substituting for v in Eq. (AS) then yields 

p* = (he/C) [-cos~cos(zl)sin8,-cos~sin(Zl)sina, 

Bin~sinacoS(Zl-a)] (A?) 

B~cause the tree is centred at the origin, the vector L equals 

p*. 
To find a vector spanning the width of the shadow, 

we first determine the points (representing vectors p' and p" 

from the origin) where the two edges of the shadow mspt the 

base of the tree; these can be ::ound to be 

p = (D/2) [-sin(zl),cOS(zl),tanasin(zl-a)] (AB) 

p" = (0/2) [sin(zl),-COS(zl)_-tan~sin(zl-a)] (AS) 

The desired vector, denoted W., is then 

w. = p" - p' = 0 [sin(zl),-COS(zl),-tan~sin(zl-a)] 
(A10) 

The Bres of the shadow on the slope will be equal to 

the area of a parallelogram spanned by the vectorB Land w. 

(this includes half the base of the cylinder and assumes that 

the end of the stem's shadow is a straight line). The area of 

the shadow (As) is then equal to the modulus of the cross 

product of L and W., which can be found to be: 

As = D·h.sin8/C (All) 



The path 1ength through the crown space will be given by 

10 = (ho/h.)v = hoeoB~/C 
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(A12) 

Binee ho and h. are eaeh defined to be one-ha1f the total tree 
height. 
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APPRNDIX B 

HEASURBD DATA IN GRAPHIe PRESENTATION; 

GLOBAL RADIATION ABOVE CANOPY 
DIFFUSE RADIATION ABOVB CANOPY 

GLOBAL RADIATION AT THE SURFACE 
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The entire data set for each site is pressnted 

graphically. Data from the south-facing site (site 1) are 

presented first, for days 67-79 and 103-108 (8-20 March and 

13-18 April), inclusive. Data from the north-facing site 

(site 2) are presented for daye 81-83 and 86-101 (22-24 March 

and 27 March - 11 April), inolusive. 

Global radiation above the canopy on a horizontal 

surface is shown as a solid line connecting data points. 

Diffuse radiation above the canopy for a horizontal surface is 

depicted as a dashed line connecting data points. Global 

radiation data from the ten solarimeters at the field sites, 

on sloping surfaces under laafless deciduous canopies, are 

simply portray as data points. Legends are includecl on only 

the first two graphs because of the obvious nature of the 

traces. 

AIl data are presented in the graphs; however, some 

data were subsequently eliminated for running of the model due 

to unsatisfactory adjustment of the shadow band (e.g., after 

1500 LST on day 67, after 1840 LST on clay 77). Day numbers 

ar~ given for the day of the ye~r at the top laft of aach 

graph. 

Calibration data sets (day of the year) : 

site 1 : 67, 88, 70, 72, 74, 75, 79, 103, 106 and 108. 
site 2: 81, 83, 86, 89, 91, 96, 98, 99 and 100. 
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APPBRDII C 

PRBDICTSD ABD OBSBRYBD SOLAR IRRADIANCS TIMB-SIRIIS 

Time-series of predieted and observed solar irra­

dianee values are given for ~aeh day of the verification data 

sets. Graphs are presented first for site 1, then for site 2. 

Predicted and observed values (20-minute averages of instan­

taneous values) are shown as solid and dashed lines connecting 

data points, respeetively. Global and diffuse irradianee 

above the canopy are also shown for reference as dashed and 

dotted traces without data points. Day numbers are given for 

the day of the year at the top 1eft of each graph. Missing or 

shortened traces are due to elimination of some data because 

of unsatisfactory adjustment of the shadow band. Note that 

tha scale on the axis of the dependant variable (y-axis) is 

not constant for aIl days at site 2, specifica11y for days 90, 

92, 93 and 97. 
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