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ABSTRACT

This thesis investigates variations in solar irra-
diance incident upon sloping surfaces under deciduous forest
in winter. A model is presented for predictisn of solar irra-
diance at the surface which accounts for slope inclination and
orientation, surrounding topography, isotropic absorption of
solar radiation by the crown space, and shadows cast by the
stem space.

Field data from two sites of differeat slope and
aspect attest to the validity of the model; errors, based on
20-minute averages of instantaneous values, are 15.5% (RMSE)
and -1.9% (MBE). Error is partislly due to reliance upon
global radiation measurements above canopy at a different site
(partially cloudy conditions) and sampling error (sunny sky
conditions). The variability of solar irradiance at the sur-
face, and in the error of predicted values, is found to vary
with sky condition, solar zenith and incidence angles, and
slope orientation. However, integration to hourly and/or

daily time periods improves model performance significantly.
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RESUME

La présente thése examine les variations du rayonne-
ment solaire regu sur des surfaces en pente sous une forét a
feuillage caduc en hiver. On y présente un modéle qui a pour
but de prédire la Qquantité de rayonnement solaire regu au sol,
et qui tient compte de 17 inclinaison et l'orientation de 1la
surface, de 1la topographie environnante, de l’'absorption iso-
trope du rayonnement solaire par les couronnes d arbres, et
des ombrages projetés par les troncs d’arbres.

Les valeurs du rayonnement pour deux sites de pente
et d exposition différentes attestent de la validité du
modéle; les erreurs, calculées 3 partir de moyennes d obser-
vations instantanées sur vingt minutes, sont 15.5% (erreur
quadratigue moyenne) et -1.9% (erreur systématique moyenne).
Les erreurs sont en partie redevables (temps partiellement
nuageux) & 1 utilisation de valeurs de rayonnement global
mesurées au-dessus de la for&t a un site unique et (temps
ensoleillé) a l'erreur d "échantillonnage. Il est démontré que
la variabilité de rayonnement solaire au sol, ainsi que la
variabilité de l’erreur dans les valeurs estimées, varie selon
l1’état du ciel, la distance zenithale, 1'angle d incidence du
rayonnement et l‘orientation de la pente. Par contre, 1l’'inté-
gration aux périodes de temps plus longues, i.e., d heure en
heure et/ou diurnes, améliore le rendement du modeéle d’une
maniére significative.
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CHAPTER 1
INTRODUCTION

1.1. SNOWMELT AND SOLAR RADIATION

The seasonal melting of snowpacks is a major hydro-
logical event, and snowmelt prediction models are useful with
respect to short-term events such as flood forecasting and/or
regservoir operations, and long-term consequences such as
groundwater recharge and soil moisture regimes. More recent-
ly, short-term snowmelt estimates have become important for
understanding the role of the snowpack in the chemistry of
watersheds, in particular the hydrochemical processes involved
in acid loading to surface waters (e.g., Christopherson et
al., 1984; Roberge et al., 19835).

Net radiation is the major input to the surface
energy budget in snow-covered, forested environmentse and,
therefore, an important contribution to the energy available
for snowmelt. In Buch environments both latent and sensible
heat fluxes are suppressed due to low wind speeds and the
typically stable atmosphere found over snowpacks (Price,
1988). Determination of net radiation, however, reguires
accurate measurements or estimates of solar irradiance
incident upon the surface.

Solar irradiance incident upon a sBurface varies
greatly, both spatially and temporally, depending upon cli-
matic, topographic and vegetative conditions, particularly in
mountainous or hilly regions at mid- and high-latitudes.
Slope inclination and orientation will enhance the variation
in solar radiation income between slope facets, whereas the
variability within such facets is due to the vegetative cover
(e.g., shadows of individual trees). The surrounding topog-
raphy also affects the solar irradiance incident upon a given

slope through horizon effects (obstacles) and radiation
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reflected from surrounding terrain. Since incoming solar
radiation is both spatially and temporally the most variable
of the radiative components of the surface energy balance,
both the topograsphic and vegetative characteristics of a site
nust be considered in order to obtain representative values
for instantaneous or short time interval estimates.

Deciduous and mixed deciduous/coniferous forests
cover & significunt proportion of North America and, at mid-
latitudes, are generally snow-covered at the surface for some
winter period. For a leafless deciduous forest, the trans-
mission of solar radiation has an important effect upon the
energy available for either snowmelt or early spring vege-
tative growth (Federer, 1971). Understanding the solar
radiation regime of such forests on sloping terrain could be
of assistance in elaborating upon the microclimates present
within topographically diverse areas (e.g., watersheds), and
is necessary for a realistic approach to the study of snowmelt
in hardwood forests (Federer, 1871).

Estimates of solar irradiance incident upon slopes
could be used in 8 simple melt model with empirical coeffi-
cients (adjusted to melt calculated from snow surveys) to
predict snowmelt, or used in conjunction with a digital
terrain model to provide estimates of the spatial variations
of melt. Coupling of solar irradiance estimates with other
radiative exchanges would allow determination of net
radiation; further application in an energy balance would
allow prediction of snowmelt rates for entire catchment
basins.

1.2. OBJECTIVES OF THE CURRENT RESEARCH

A model of radiative exchange in leafless deciduous
canopies which accounts for variations in slope and aspect
could be useful for predicting snowmelt in watersheds, at
least for research applications. An important component is




the description of the transmission, absorption and reflection
of solar radiation. The goal of this research, therefore, is
to develop a model for predicting the solar irradiance
incident upon a slope of any inclination and orientation under
a leafless, deciduous forest, and to test the model against
field data. Although model testing focuses on solar irra-
diance at the forest floor, this extended model (based on
Federer, 1971) can also be used to predict the absorption of
solar radiation by the canopy. A secondary goal is to
gquantify the spatial and temporal variability of solar irra-
diance within a given site. From this an indication can be
obtained of the number of radiometers which might be required
at experimental test sites for different time-averaging
intervals (and the necessary time-averaging period reguired)
in order to limit error to a predetermined level. Figure 1.1
shows briefly the steps to be followed for the model verifi-
cation process. The right-hand column indicates the model
which is to be applied to the field data (left-hand column),
resulting in intermediate data (middle column), which

subsequently become input data for the following process.

1.3. PRESENTATION FORMAT

The present thesis discusses general perspectives on
snowmelt estimation, and snowmelt processes and prediction
under deciduous forest. Radiative exchange in forest canopies
is reviewed in terms ~f topographical and forest canopy
considerations, in particular leafless deciduous canopies.

In Chapter 3, Federer 's model (1871) for describing
the solar radiation regime within a leafless deciduous forest
is presented in detail, as the basis for the present research.
The extensions and adjustments required to sllow for slopes of
any inclination and orientation are then developed. Study

sites, data collection methods, and procedures for instrument
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FIELD MEASUREMENTS ouTPUT/ MODEL(S)
INPUT

Kb, Du above canopy GARNIER -~ OHMURA

for horiz. surface, | ~--——--- >

B, A equiv. to site OBLED - HARDER

[]
]
]
]
Keo, Ds (predicted) ) Qu—

above canopy for

slope and aspect —
]
d
h, D, n, B FEDERER
stand parameters @ | -~-=e--- > (extended version)
[]
]
i
Kbo (predicted) ) rm—
below canopy for
slope and aspect —
]
'
Koo (observed) for Validation statistics
slope and aspect | ---=---- > (RMSE, MBE)
Kp global radiation on horizontal surface (Wm-2)
Du diffuse radiation on horizontal surface (Wm-2)
B slope degree (rad)
A slope azimuth (rad)
Keo global radiation above canopy on sloping surface (Wm-2)
Ds diffuse radiation above canopy on sloping surface (Wm-2)
h tree height (m)
D mean tree diameter (m)
n stand density (ha-1)
B basal area fraction

Kbvo €lobal radiation below canopy on sloping surface (Wm-2)
RMSE root mean Bquare error
MBE mean bias error

FIGURE 1.1. Model verification process. The right-hand
column indicates the model to be applied to measured field
data (left-hand column), resulting in intermediate data
(middle column), which subsequently become input for the
following process.




calibration and shadow band correction are described in
Chapter 4. A short discussion on the spatial and temporal
variability of the solar irradiance data, as it pertains to
precision of the observed date, is also included herse.

Model calibration and verification are presented in
Chapter 5. Validation statistics (root mean square and mean
bias errors) are generated from predicted and observed values,
using an extensive data set of values of solar irradiance
incident upon two slopes of different inclination and orien-
ation under a leafless deciduous forest. Error analysis
results are discussed with respect to data sets stratified by
sky condition, solar zenith and incidence angles, and the
ratio of direct to global solar irradiance. Results concern-
ing both the sensitivity of the adapted model to stand and
site variables, and the improvement in model performance with
integration from 20-minute averaging periods to hourly and
daily time periods, are also discussed. Finally, Chapter 6
presents some problems inherent in the model, summarizes the
main findings of the study, and suggests dirctions for future
work in the development and verification of physically-based
models which may sid in the understanding of the solar radi-
ation regime at the forest floor, under leafless deciduous

canopies.
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CHAPTER 2
LITERATURE REVIEM

2.1. GENERAL PERSPECTIVES ON SNOWMELT ESTIMATION

The most direct methods of determining snowmelt
utilize a water balance approsch to relate melt volumes to
changes in snowpack storage or to outflow from a control
volume. Fitzgibbon and Dunne (1980) used snow surveys to
calculate change in snowpack storage, while Anderson (1978)
and U.S.A.C.E. (1956) measured lysimeter outflow, and Price
and Dunne (1978) measured hillslope runoff for use in melt
calculations. However, water balance methods are labor-
and/or instrument-intonsive, and many studies have been
undertaken to relate snowmelt rates to energy flux con-
siderations.

For a melting snowpack melt is driven primarily by
the energy exchange across its upper surface, since these
exchanges are usually much greater than the heat flux between
the soil and the snowpack (Male and Granger, 1981). Most
methods for predicting snowmelt attempt either to derive
empirical relationships between melt rates and some index of
energy exchange, or to evaluate explicitly the energy ex-
changes. The first method attempts to derive empirical
relationships between snowmelt (determined by a water balance
method) and one or more of the meteorological variables such
ag nir temperature and net or molar radiation (e.g., Zuzel and
Cox, 1975). The second method calculates melt as:

M = Qu/TwlLe (2.1)

where M 1is the melt rate (ms-3)

Qm is total heat exchange across the snowpack surface
(Wn-2)
rw is the density of water (kgm-3)

Le is the latent heat of fusion (Jkg-*).



The total heat exchange can be ceslculated from measurements of
net radiation, air temperature, humidity and wind speed
(Anderson, 1978; Price and Dunne, 1976), and is given by:

G@n = Q@* + LE + Hg + Ps (2.2)

where Q* is the net radiant flux to the snowpack (Wm—2)
LE is the latent heat flux to the snowpack (Wm—-2)
Hs is the sensible heat flux to the snowpack (Wm-2)
Ps is the heat flux to the snowpack from liguid
precipitation (Wm-2).

The meteorological wvariables driving snow surface
energy exchange, and hence melt, vary with topographic factors
such as slope inclination and orientation, as well as with
vegetation characteristics (Male and Granger, 1981). Hendrick
et al. (1971) showed through simulation that streamflow re-
sponse to snowmelt depends greatly on the degree of topo-
graphic and vegetative diversity in a watershed, and Lawrence
et al. (1988) showed empirically that the temporal variations
in streamwater chemistry are related to the spatial and tem-
poral variations in hydrologic processes. Hence, realistic
models for snowmelt prediction should be capable of describing
the spatial variations in melt rates, in order to help under-
stand variations in both quantity and quality of streamwater.
Models which account for the spatial variations in melt should
be useful for extrapolating water-balance derived melt esti-
metes made at one or more sites (e.g., a lysimeter on a par-
ticular slope facet) to the rest of the watershed, especially
when used in conjunction with digital terrain models, which
appear to be increasingly used in watershed modelling (e.g.,
Burch et al., 1987).
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2.2. SNOWMELT PROCESSES AND PREDICTION UNDER DECIDUOUS FOREST

Net radiation is the major energy source driving
snowmelt in snow-covered forested environments, both deciduous
and coniferous (e.g. Hendrie and Price, 1879; Hendrick et al.,
1871; Price, 1988). Uniformly low windspeeds in forests and
highly stable atmospheric conditions over melting snowpacks
result in highly damped turbulent exchanges, such that ignor-
ing the turbulent exchanges of sensible and latent heat in
calculating umelt would result in errors of at most ten percent
(Price, 188¢). Price showed that a simple linear model relat-
ing net radiation at the snow surface to air temperature and
above~-canopy global radiation explained 752% of the variance of
net radiation. This model performed much betier than a model
based only on air temperature, the most commonly used approach
in operational snowmelt prediction. A simple regression of
net radiation on above-canopy global radiation was also deemed
not appropriate in a deciduous forest during snowmelt (Price,
1988). Price’s work concentrated on measurements at one site,
and extrapolating such measurements to sites of different
slope inclination and/or orientation would require a better
understanding of the effects of topography on radiative ex-
change at the surface and within leafless deciduous canopies.
The next sections review these exchanges and models which have
been developed to describe thenm.

2.3. RADIATIVE EXCHANGE IN FOREST CANOPIES

Net radiation (Q@*) in vegetated environments is
difficult to estimate mccurately or measure representatively
(Impens et al., 1970; Nadeau and Granberg, 1888; Petzold,
1981). Variations in net radiatior and, thus, energy avail-
able for snowmelt due to topographical and vegetative diver-
sity, combined with the sparseness of routine measurements,

produce a need for operational models of net radiation at the



surface. The necessary components for modelling the radiative

exchanges at the earth’s surface are given by:

Q* = Kb - Ku + Lp - Lu
Kp(l - aw) + Lp - Lu (2.3)

where Kp is the global or incoming shortwave radiation (Wm-2)

Ku is the reflected or outgoing shortwave radiation
(Wm-2)

Lp is the incoming longwave radiation (Wm-2)

Lu is the ocatgoing longwave radiation (Wm~2)

ae is the shortwave surface reflectivity.
Modelling approaches for determining net radiation at the
surface may either (1) model the short- and longwave exchanges
separately, or (2) deal implicitly with the longwave exchanges
through derivation of empirical relationships between global
and net radiation.

Incoming solar radiation, in a forested environment,
is the major input to the surface radiation budget (Price,
1988; Reifsnyder and Lull, 1868). Furthermore, in such an
environment, incoming shortwave radiation is the most spatial-
ly and temporally variable of the radiative components due to
interference of direct beam radiation by the forest canopy,
resulting in quickly changing sunflecks at the forest floor
(Hendrie and Price, 1879; Pech, 1988; Takenaka, 1987). Direct
beam radiation is also the component of the surface radiation
budget most affected by topography. Conseguently, global
solar radiation must be accurately modelled in order to obtain
instantaneous or short term estimates of solar irradiance at
the surface, considering both the topographic and vegetative
characteristice of m site as independent variables.
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2.3.1. TOPOGRAPHICAL CONSIDERATIONS

Potential solar irradiance incident upon a slope
(assuming no vegetation cover) is dependent upon earth-sun
geometry, solar beam attenuation due to the atmosphere, and
ratio of direct to diffuse solar radiation. Variables related
to earth-sun geometry include solar declination, solar zenith
and azimuth angles, site latitude, slope inclination and
orientation, and locaml topography. Direct solar radiation on
a slope may be completely blocked by either the mlope itgelf
or topographical obstacles on the horizen. Diffuse radistion
on a slope is affected by topographical variations through
decreased radiation due to the =mlope, decreased sky hemisphere
due to surrounding topograph~, and/or reflected radiastion from
surrounding surfaces. Egtimation of the solar irradiance
incident upon a slope requires a "geometrically based trans-
formation of the direct (beam) radiation and an integration of
the diffuse radiance... over the fisld of view of the surface"
(Hay, 1988, p. 17).

Kondrat 'yev (1985) presented formulae for the direct
and diffuse components of solar radiation incident upon a
slope, dependent upon surface geometry and solar position for
calculation of the solar incidence angle. Considering diffuse
radiation isotropic, an equation was developed which elimi-
nates the portion of the hemisphere blocked by the slopse.
Garnier and Ohmura (1988, 1970) and Ohmura (1877) also de-
veloped formulae which determine shortwave radiation incident
upon surfaces of any slope and aspect from data recorded with
respect to a horizontal surface. These formulae (Garnier and
Ohmura, 1970) are incorporated into the present model and are
further detailed in Chapter 3, Section 8.2.2.

A great variety of mathematical models has since
been developed to predict solar irradiance incident upon
inclined surfaces or mountain slopes (e.g., Flint and Childs,
1987; Peterson et al., 1985; Swift, 1978). Some of these have
considered theoreticaliy based techniques, incorporating
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etmospheric attenuation due to scattering and absorption by
aerosols, water vapor, air molecules and ozone; this procedure
becomes necessary if representative radiation observations are
not available. Other models have used empirically based
methods to divide global radiation into direct and diffuse
components, generally accomplished by relating the ratio of
direct to global raciation to the ratio of global to extra-
terrestrial radiastion (Hay snd Davies, 1880). Hay and McKay
(1985) and Skartveit and Olseth (1988), among others, have
reviewed and/or assessed the performance of some cf these
models. Most of these studies, however, huve dealt with daily
or monthly averages and ncne of them has dealt realistically
with forested environments. In fact, often the point of
interest in studying solar radiation incident upon inclined
surfaces is to maximize solar irradiance upon a surface in

order to increase solar energy cell efficiency.

2.3.2. FOREST CANOPY CONSIDERATIONS

The radiation regime of sloping forested environ-
ments is a function of the previously mentioned slope factors,
but is further complicated by its dependence upon the canopy
architecture and the optical properties of the vegetation
(Baldocchi, Matt et al., 1984). The presence of a forest
canopy, whether coniferous or deciduous, acts as an absorber
of shortwave radiation, reducing radiation at the forest
floor. Solar radiation incident .2 a forest canopy may be
reflected upwards, absorbed by the canopy, or transmitted
through the canopy either directly or by forward scattering.
The highly reflective properties of a snow cover result in a
significant proportion of the solar irradiance incident upon
the surface being reflected. The reflected portion, from 30
to 95 percent depending up~n solar elevation, age of snow,
water content and accumulation of organic matter (McKay,

1870), is again liable to either absorption, reflection or
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transmission by the canopy. Solar radiation absorbed by the
canopy is eventually re-radiated as longwave rediation, both
upward toward space and downward toward the surface. Thua, at
the snow surface under a forest canopy, the effect of the
incident radiation is "governed largely by the interactions of
the reflective and radiative properties of snow with the
forest foliage overhead" (Reifsnyder and Lull, 18686, p. 84).
Furthermore, reflectivity, transmissivity and absorption will
differ for the direct and diffuse components of solur radia-
tion due to both the complex und varieble three-dimensional
geometry of the canopy, and cloud cover (Male and Granger,
1981; Vales and Bunnell, 1988). Modelling of solar irradiance
under forest canopies may be purely empirical, or may attempt
to represent the physical processes of reflection, transmis-
sion and absorption by the canopy.

Attenuation of solar irradiance through a forest

canopy is often described by Bouguer’'s law:
Kba = K.o‘e"kx (24)

where Kbo 18 incoming global radiation below canopy (Wm-2)
Keo is incoming global radiation above canopy (Wm-2)
k is the extinction or absorption coefficient (m-1)
x 1is the path length through the canopy (m).
Baldocchi, Hutchison et al. (1984) found that, for & deciduous
canopy, the decrease in insolation is approximately exponen-
tial throughout most of the canopy during all sessons. For a
winter leafless forest, measurements of radiation at seversal
levels within the canopy correspond well to an exponential
relationship (Baldocchi, Matt et al., 1984). This is to be
expected since a random distribution of plant elements, as-
sumed as a first approximation, leads to the Poisson distri-
bution for description of the probability of interception of

sunlight through the canopy (Cohen and Fuchs, 1887; Lemeur and
Blad, 1974).
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The majority of studies dedicated to the radiation
regime under forest canopies have dealt with coniferous
forests (e.g., Gay et al., 1971; Mukammal, 1971; Wilson and
Petzold, 1973), and have generally dealt with horizontal
surfaces. Studies dealing with deciduous canopies have
generally considered fully leafed situations (e.g., Myneni et
al., 1889; Norman and Welles, 1983; Nunez, 1985), and are
often primarily interested in photosynthetically active radi-
ation (PAR) for biological growth studies. Results from
studies dealing with the transmission of visible light, or
PAR, however, do function as indices of the total solar energy
transmitted (Jeffrey, 1988).

Lemeur and Blad (1874) critically reviewed studies
concerned with modelling the light and radiation regimes of
plant canopies. The review distinguishes between geometrical
and statistical approaches for physically based models. Geo-
metrical models may consider either single shapes or arrange-
ments of shapes, assuming that shapes are regularly arranged
and retain characteristic geometrical dimensions. In statis-
tical models, vegetation is not considered as a composition of
individusal plants or shapes of physical dimension; instead,
“"the concept of individual plants is disintegrated to a dis-
play of leaves and stems which are not assigned to a certain
(and identified) plant"” (Lemeur and Blad, 1974, p. 257). 1In
this case, it is the statistical distribution describing the
display of plants (or plant elements) which becomes the
important input parameter of the model. The authors deal
primarily with theoretical statistics and the evaluation of
microclimates of specific leaf or crop canopies through the
description of type of leaf dispersion.

Recently, several geometrical approaches have been
developed for determining the area and spatial distribution of
shadows. Kuuluvainen and Pukkala (1887) considered cone-
shaped bodies of several different height/radius ratios,
analyzing the effect of crown shape on the total shaded area,
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and the effect of the spatial distribution of the trees on the
total amount of shading. Sattler et al. (1987) presented a
computer algorithm to determine the area and position of shad-
ows cast by a tree or group of trees upon a surface of any
slope and aspect. The program allows any combination of three
basic ghapes: sphere, cylinder or cone (upright or reversed).
Granberg (1988) simulated conically shaped °‘spruce trees’ with
S0-sided polygons of linearly decreasing radius, cast the
shadow onto a (computer) memory plane, then counted the number
of pixels that were shaded to determine the fraction of ground
surface shaded. This method also allows determination of
multiple shadow overlap. The author suggested that different
tree types may be numerically simulated with a relatively high
degree of similarity to existing trees, resulting in shadowus
which would behave more realistically than shadows resulting

from basic geometric shapes.

2.3.3. LEAFLESS DECIDUOQUS CANOPIES

Attenuation of solar radiation within a deciduous
canopy is least during the leafless season, with approximately
S50% or less of the light incident upon the canopy transmitted
to the surface (Federer, 1971, Reifsnyder and Lull, 19866;
Zavitkovski, 1982), although the range may vary significantly
(Geiger, 1985). Hutchison and Matt (1977) report leamt atten-
uation during the spring leafless and spring leafing periods,
values as low as 11X transmission of above-canopy irradiance
during the winter leafless period, and approximately 15%
transmission throughout the photosynthetically dormant period.
Deciduous forests in the leafless stage show greater variation
in solar irradiance at the surface than fully leafed canopies
(Ovington and Madgwick, 1855, cited in Reifsnyder and Lull,
1966), due primarily to the extreme variability of the direct
beam radiastion. The importance of solar radiation to mnow-
melt, and the variability of the same in leafless deciduous
forests, attest to the desirability of a model which considers
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the interaction of solar radiation with the forest canopy in
terms of its physical characteristics.

Relatively few studies have dealt with the solar
radiation regime under leafless deciduous canopies, and all of
these have dealt with horizontal surfaces, or simply ignored
the effects of slope and mspect (e.g., Baldocchi, Matt et al.,
1984 ; Federer, 1971; Wang and Baldocchi, 1988). Hendrie and
Price (1979) worked within a leafless deciduous forest during
the snowmelt period, but were primarily concerned with defin-
ing empirical relationships between snowmelt and net radi-
ation. They indicated that the net radiative flux above the
canopy may be successfully used to estimate net radiation
above the snowpack, and that global radiation above the canopy
may be employed, with only slight loss of precision, if used
with established relationships between global and net radia-
tion above the canopy. Use of global radimtion may be advan-
tageous because it is both easily measured and routinely
measured at meteorological stations. However, Price (1988),
working in the same deciduous forest, determined that a simple
regressgion of net radiation on global radiation is not appro-
priate in a deciduous forest during snowmelt, although a
multivariate model combining both global radiation and air
temperature is shown to explain 77X of the variance in net
radiation above the mnowpack.

Federer (1971) modelled the transmission of both the
direct and diffuse components of molar radimtion through a
leafless canopy. This model combines elements of both the
goometrical and statistical approaches. The crown space of
the canopy, although not specifically described by a s:atis-
tical distribution of tree branches, is assumed to be a homo-
geneous absorber of solar radiation, and relies upon Bouguer's
Law to describe the extinction or absorption of solar radi-
ation within the crown space of the canopy. Transmissivity
through the crown space, then, is a function of the absorption
coefficient and the path length. The stem space (Federer,
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1871), however, is fully described by the physical charac-
teristice of the forest stand, including tree height, basal
area, stems per hectare and quadratic mean diameter. Param-
eterization of the stem space as shadow-casting cylinders
allows an accurate portrayal of canopy transmissivity, ground
reflection, and albedo of the forest stand, using a minimum of
input data consisting of stand characteristics, surface albedo
and beam radiation fraction of the above canopy irradiance.

It was shown that solar irradiance at the surface varies
according to the ratio of direct to diffuse radiation, solar
zenith angle, surface albedo and canopy characteristics. This
model is the basis for the present work, and is described in
further detail in Chapter 3, sections 3.1, 3.1.1 and 3.1.2.

Two further studies require mention because of their
attention to both slopes and forest canopies simultaneously.
Hendrick et al. (1971) considered topographic and vegetative
diversity over a large area (111 km2) to analyze watershed
snowmelt. ‘Snowmelt environments’ were determined according
to elevation, slope degree and aspect, and forest cover.

Solar radiation on slopes relative to that on an open hori-
zontal surface was calculated as a function of slope degree
and aspect, and topographic shading. However, all deciduous
canopy was estimated to have crown closure of 0.3, regardless
of differences in vegetative characteristics or diversity due
to elevation or slope degree and aspect; this assumption seems
low and needs to be tested.

Dozier (1879, 1980) developed a wavelength specific,
solar radiation model for clear sky conditions which considers
direct, diffuse and reflected radiation, and includes topo-
graphic calculations for slope, aspect and horizon, the latter
incorporated into a horizon view factor. Although this model
incorporates a beam shading function due to a forest canopy,
the hemispheric-shading portion (diffuse) and beam-shading
function (direct) are to be derived from skyward photographs,
and are not based on the actual physical characteristics of
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the canopy (recent approaches to the photographic method are
presented by Becker et al., 1988, and Herbtert, 1987).
Furthermore, the model does not seem to have been tested
within a forested environment, and certainly not within a
deciduous forest.

With the exception of the two previous mocdels
(Hendrick et al., 1971; Dozier, 1880), almost all the models
have been limited to horizontal surfaces. None of the studies
has dealt with the role of the physical characteristics of the
forest canopy in interfering with the transmission of global
radiation, and with realistic topographic environments, simul-
taneously. Furthermore, most of the studies have been limited
to either clear sky data, or compiete cloud cover conditions,
and have often been analyzed on the basis of only several
days’ data, These studies, though, attest to the difficulty
in either measuring or modelling the spatial and temporal
distribution of solar radiation beneath forests in general,
and deciduoue canopies in particular, showing the need for a
physically-based model adaptable to any cloud cover condition.
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CHAPTER 3
RSC 0

S.1. FRDERER'S NODRL

Federer (1971) analyzed the variations in the solar
radiation regime of a deciduous forest in winter, modelling
the transmissivity of both the direct and diffuse components
of solar radiation through the leafless canopy for a horizon-
tal surface. His theoretical model is based upon a two-layer
canopy in which the upper layer (or crown space) iz assumed to
be a homogeneous and isotropic absorber, and the lower layer
(or stem space) is assumed to comprise n random array of
uniform right circular cylinders; both layers are assumed

horizor.tally uniform and infinite.

3.1.1. BEAM RADIATION TRANSMISSION
The transmission of beam radiation through the crown

space (to) follows from Bouguer’'s Law, and is given by:
to = exp(-ahosec8) = exp(-a:ls) (3.1)

where a is the crown space absorption coefficient (m-1)
ho is thickness of the crown space, in direction normal
to the horizontal, (m)
lo is path length through the crown space, equal to
hosec8 for a horizontal surface, (m)
6 is solar zenith angle (rad), defined by:

cos6 = sindsing + cosbcosgcosil (3.2)

where & is solar declination (rad)
# is site latitude (rad)

Q is hour angle, solar noon zero, east positive (rad)
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The following equation (Igbal, 1883) is used to determine
solar declination, in radians:

§ = 0.008918 - 0.399812cos(I') + 0.072578in(T)
- 0.008758cos(2I') + 0.000807s8in(2T)
- 0.002887cos8(3lr') + 0.001480s8in(3I') (3.3)

where I is day angle (rad) given by:
I' = 2n(dn~1)/3865 (3.4)

where dn is day number of the vear, ranging from 1 to 38S5;

it is assumed that Fsbruary always has 28 days (Igbal, 1983).
Equation 3.3, used to calculate the values in Table 1.3.1
given in Igbal (1883, pp. 8,9), gives more accurate values
than the equation given in the text (Igbal, 1883, p. 7), also
given in Davies (1981, p. Al4), when compared with selected
values given by Bourges (1885) for the years 1988, 1878 and
1984.

The transmission of direct radiation through the
stem space is 8 function of measurable atand characteristics,
and is theoretically developed on the probability of clear
lines of sight through a random array of vertical cylinders,
uniform in height and diameter, and assumed to be nonreflect-
ing. Federer’'s development of this theory is bamed upon a
similar development by Kauth and Penguite (1987) which deter-
mines the probability of clear lines of sight through a bank
of ellipsoidal cumulus clouds.

The surface shaded by a single cylinder may be
described as a rectangle with a semicircle added at each end.
The fraction (G) of a large unit area which is shaded by any
number of cylinders will then be given by:

G = nu'dG = B{1+(4he/(nD))tanb] (3.5)

where nu is the number of cylinders or stems per unit area
dG is the fraction of unit area shaded by a cylinder or

stem, given by:

dG = [(nD2/4) + Dhetanbd]}/U (3.8)
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where D is cylinder or stem diameter (m)

he is cylinder height or stem space thickness (m)

U is unit area (ha)
B is basal area fraction, given by:
B = nunD2/(4U) = nnD2/4 (3.7)

where n is the number of cylinders or stems (ha-1), used to
replace nu/U.

The first term (B) in the right hand expression of
equation 3.5 is negligible compared to the second term since
zenith angle is usually greater than 45° for leafless canopies
in winter, and the value of he/D is very large compared to
basal area fraction. At the two experimental sites minimum
zenith angles are 35° on 18 April at site 1 (immediately prior

to first leafing) and 51° on 8 March at site 2. Therefore,
equation 3.5 becomes

G = 4Bhetant/(nD) (3.8)

when expressed in terms of basal area fraction (Federer,
1971), or

G = nDhetan® (3.8)

when expressed more directly in terms of area (length, width).

Calculation by equation 3.8 of the fractional area
shaded, however, is an overestimate of the actuasl area shaded
since some shadows will overlap. The random addition of
another cylinder (or tree) to the random array results in the
portion of the new shadow that overlaps another being equal,
on the average, to the fraction of the total ares already
shaded (Federer, 1971). This may be expressed mathematically
as:

(dG - dS)/dG = Su (3.10)

where dS is the additional fraction of area shaded by adding
a cylinder or stem
SH is the actual fraction of area shaded.
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Rearrangement of equation 3.10 by solving for dG, along with
integration from an initial condition of Sy = G = 0 for the
addition of new shadows, results in the following:

G = -1n(1-SH) = -1n(te) (38.11)

where te is the stem spmce transmissivity, equal to the frac-
tion of area not shaded (1-Su) since only beam radiation is
being considered. Combining equations 3.11 and 3.8 results in
the following expression for the stem space transmiasivity:

te = exp[(-4Bhetan8)/(nD)] (3.12)

This may be rewritten in terms of shadow area by combining
equations 3.11 and 3.9:

tes = exp(-nDhetant) = exp(-ndg) (3.13)

where Ags is the area of the shadow of a single cylinder or
stem (m2), equal to Dhetan® on a horizontal surface. The
length of the shadow on a horizontal surface is hestan®.
Direct besm transmimsivity through crown and stem
space is given by the product of equations 8.1 and 3.183:

tote = exp[-ahosec® - (nDhetanb)] (3.14)

For this model, both ho and he are considered to be equsl to
one-half the total tree height (h).

3.1.2. DIFFUSE RADIATION TRANSMISSION

The transmimsion of diffuse radiation through the
canopy is modelled under the assumption of an isotropic hemi-
sphere (Federer, 1871). The intensity of radiation from any
particular direction on the horizontal ground surface, when
integrated over the hemisphere, snd divided by the diffuse
radiation above the canopy, gives the diffuse transmissivity
(ta):

ta = 2 I:/gxp[—ahosoce -(nDhetanB8))*cosfsin® d6 (3.15)

3
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Total transmissivity (T) of the canopy to both
direct beam and diffuse radiation is given by the sunm:

T = totwF + ta(1-F) (3.18)

where F is the ratio of direct to global radiation above the
canopy.

3.2. MNODEL EXTENSIONS AND ADJUSTNENTS

Two specific extensions have been adapted to
Federer’'s model to allow application of the model to slopes of
any degree and aspect. First, a generalized surface-canopy-
sun geometry for slopes with vertical cylinders (as opposed to
cylinders normal to the slope) requires generalized formulase
for both the path length through the crown space and the area
of shadows cast upon the surface, both of which are dependent
upon solar zenith and azimuth angles, slope azimuth and slope
degree. Secondly, derivation of the crown space absorption
coefficient requires calculation of incident solar irradiance
(both direct and diffuse) mabove the canopy for a slope equiv-
alent to the site slope.

The extended model has also incorporated measure-
nents of the fraction of global radiation which is direct beam
(as suggested by the author) rather than rely upon empirical
relationships to determine this ratio. This is especially
important for large zenith angles on clear days (Federer,
1871). PFurthermore, the inclusion of a large data set of
successive values allows integration over time for hourly and

daily time periods.

3.2.1. ALLOWANCE FOR SLOPES OF ANY DEGREE AND ASPECT

For this research project, R.D. Moore (personal
communication, see Appendix A) developed the following
formulae for a generalized surface-canopy-sun geometry,
thereby allowing the model to be extended to slopes of any
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degree and aspect (or azimuth). Path length and shadow area
are now given by:
lo
Ag

hocosB/[8inBsinBcos(z1-a) + cosfcosB] (3.17)
Dhesind/[sinBsinBcocs(z1-a) + cospfcosb] (3.18)

where P is Blope inclination (rad)
Zz31 is solar azimuth, east zero, north positive (rad)
a is slope azimuth, east zero, north positive (rad).
The beam radiation transmissivities which are not restricted
to horizontal surfaces but which allow for slopes of any

degree and aspect may now be developed:

to
te

exp(-a'le) = exp[-ahocosf/cos(i)] (3.19)
exp[-nAs] = exp[-nDhesin®/cos(i)] (3.20)

where i 1is solar incidence angle (rad), the angle between

the normal to a slope and the solar ray, defined by:
cos(i) = sinBsinBcos(z-o) + cosPBcosH (3.21)

where o is slope azimuth, south zero, east positive (rad)
z is solar azimuth, south zero, east positive (rad),
defined by:

cos(z) = (cosfsing - 8ind)/(sinbcosg) (3.22)

(Solar azinmuth is defined conventionally for south zero, east
positive (Igbal, 1983; Kondrat'yev, 1977; Walraven, 1878).

For this study, terminology has been kept as much as possible
in the original termse; hence, meveral different mymbols have
been used for solar azimuth angle, hour angle, etc., depending
upon its definition. In all cases, simple transformations may
be applied to reconcile the different conventions.)

Direct beam transmissivity through both crown and stem space

for the general case of sloping surfaces is then given by:
tote = exp[(-ahocosp ~ nDhesin8)/cos(i)] (3.23)

Obled and Harder (1979) presented a formula for cal-
culating diffuse irradiance on a slope which accounts for the
effects of surrounding topography. Equation 3.24 may be
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similarly derived for the transmissivity of the canopy to
diffuse radiation for a sloping surface:

odm)

ta = [1/(nKs)] I:WIO fotecos(i)sind® dodz (3.24)

where 6(z) is maximum solar zenith angle as a function of
solar azimuth angle (rad)
Ks is the reduction {z~tor for slope and topographical

obstacles on the 380° horizon, and is given by:

Rs = (1/m) Ii"jz‘éés(i)sine dedz (3.25)
Total transmissivity of the canopy for a sloping surface is
then given by equation 3.18, where tots and ta liave the new
values sssigned by equations 3.23 and 3.24. Beam radiation
transmissivities for sloping surfaces, however, must respect
the limits on zenith angle for a given solar azimuth angle
dependent upon slope degree and aspect; i.e., both tc and te
equal zero if either the mlope itself or topographical obsta-
cles obstruct the direct solar beam. Diffuse radiation trans-
missivity remains a constant for a given site.

3.2.2. CALCULATION OF DIRECT AND DIFFUSE RADIATION ON SLOPES
Garnier and Ohmura (1968) developed an expression

which relates direct shortwave radiation received on a surface

normal to the sun’s rays (Im) to that received upon a surfezce

of any slope and aspect (Is):
Is = Imcos(XNS) (3.26)

where X is a unit vector normal to (and pointing away from)
the slope
S 1is a unit vector expressing height and position of
the sun

N denotes the angle between X and S.
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cos(XNS) is defined by:

cos(an) = {[singcos(H)])[-cos8(A)sin(Zx)]
- sin(H)(sin(A)sin(Zx)] + [cosgcos(H)cos(Zx)])}cosd
+ {(cosgf(cos(A)sin(Zx)]) + singcos(Zx)}sind (3.27)
where H is our angle, solar noon zero, west positive (r=d)
A is sBlope mzimuth, north zero, east positive (rad)
Zx is zenith angle of the vector X, or slope
inclination (rad).
Note that equation 3.27 also defines the solar incidence angle
and is equivalent to equation 3.21, but does not require cal-
culations concerning solar zenith and solar azimuth angles
(Igbal, 1983; Kondrat 'yev, 1888). The beam radiation on a
surface normal to the sun’'s rays is related to the beam radi-

ation on the horizontal (Iu) by the following:
Im = IHn/cosB (3.28)

Diffuse radiation on a horizontal surface (Du) must
also be related to the diffuse radiation received upon a slope
of any degree and aspect (Ds). Obled and Harder (1979) de-

velop the necessary equation, assuming isotropic distribution:

Ds = (Du/m) |- [0¢B2s(1)sine dodz (3.29)
The value cos(i) in eguation 3.28 reduces the diffuse radi-
ation incident upon the slope due to the slope itself (degree
and aspect), while the upper limits on the inner integral
reduce the diffuse radiation due to the surrounding topo-
graphical obstacles. The reduction factor for the given
8lopes at sites 1 and 2 must be evaluated numerically, but
once the integration has been performed this reduction becomes

a constant, such that equation 3.28 may now be written as:
Ds = KsDu (3.30)

where Ks is the reduction factor for slope and topographical
obstacles on the 3B0° horizon, defined in section 3.2.1,
equation 3.25.
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3.3. NUNERICAL METHODS

TURBO Pascal computer programs are used for data
preparation, model calculations, and assessment of model
performance through validation statistics. Repeated one-
dimensional integration (using Simpson’'s rule for each of the
integrals) is used to approximate the values of the double
integrals found in equations 3.24, 3.25 and 3.29 concerning
diffuse radiation on slopes. The inner integral is evaluated
using intervals of 0.5° zenith angle; upper limits are deter-
mined by horizon topography (including the slope itself) in
the direction of the azimuth angle (outer integral). Integra-
tion over azimuth angle is accomplished using 15° intervals.
The larger degree interval is used for two reasons: first,
horizon topogrsphy was measured every 30° over the 380° hori-
zon and, secondly, the additional computer time required for
solution of the equations cannot be justified by an increase
in accuracy. Equation 3.24, evaluated using 1° azimuth sngle
intervals (with interpolation for maximum zenith angles at
intervening azimuth angles), resulted in the same values to
three decimal places as when using 15° azimuth angle inter-
vals. Arnfield (1987) has studied in detail the preoblem

involved with generalizing topographical obstacles on the
horizon.
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CHAPTER 4
DATA COLLECTION AND PROCESSING

4.1. STUDY SITRS

Data collection was carried out at the Université
de Montréal biological research station (45°589°'N, 74°01°W) at
St. Hippolyte, Québec, approximately 70 km NNW of Montréal,
Québec. The station is at an elevation of 350-400 masl, and
is surrounded by a mixed deciduous forest comprising primarily
maple, birch and beech trees. The availability of a tower
reaching above the canopy (at 20 m) and daily weather obser-
vations influenced the choice of this site. Figure 4.1 showe
the location of the research station and the field sites.

Two field sites of different slope inclination and
orientation were selected, each rectangular in shape with an
area of approximately 300 m2 (15 m X 20 m) and about 1 km from
the tower site. Site 1 faces almost directly south (178° from
true north, emast positive) and has a slope of 13°. Site 2
faces approximately NNW (338°) and has a slope of 12°. Hori-
zon topography due to obstaclea other than the slope itself
was measured from the center of the experimental site at 15°
intervals (from 0-380°) in order to ensure correct calcula-
tions for incoming direct solar irradiance, and to lower the
diffuse solar irradiance values due to the diminished hemi-
sphere. At site 1, horizon topography ranges from -1.5° to
5.5° from the horizontal (at 105° and 225° from true north,
respectively), and at site 2 horizon topography ranges from
-1.5° to 1.0° (at 0° and B80°). Horizon topography was taken
into account when determining hours of sunrise and sunset for
a given site, and for determination of the decreased hemi-
sphere for diffuse radiation. Both sites were chosen with the

intention of miniwizing the effects of direct and diffuse
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FIGURE 4.1. Location of field sites and tower site at
the biological research station (Université de Montrésal),
St-Hippolyte, Québec. Sources: Ministére de 1'Energie
et des Ressources, 31G-16-200-0202 Ste-Adéle, 1984;
(inset) Transports Québec, 1888.
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radiation reflected from surrounding terrain, as well as edge
effects due to abrupt or major changes in the forest stand
characteristics.

Site and stand characteristics for the two sites are
summarized in the first two sections of Table 4.1; model
parameters are included in this table for comparison with
values given by Federer (1871, p.8). Slope degree and aspect
woere determined with the aid of an abney level and a compass.
Slope degree was taken as the average slope between the top of
the site and the bottom of the site, along a line parallel to
the site azimuth. Stand parameters were measured or calcula-
ted for each entire site independently. Tree height refers to
the average height of the top of the canopy and, as such, is
subject to significant error because of the difficulty in de-
termining which tree tops are representative of the top of the
canopy. Both arithmetic mean diameter and basal area fraction
are calculated from measurements of tree circumference at
breast height (1.4 m). Although both mean diameter and stems
per hectare are greater at site 1 than at site 2, basal area
fraction is the same for both sites; this apparent incongruity
results from the use of arithmetic mean diameter rather than
quadratic mean diameter, as discussed in chapter 5, section
5.2.2. Table 4.1 does not evidence the fact that more under-
growth (from 1.25-1.75 cm diameters) was apparent at gite 2
during the greater portion of the data collection period than
at site 1.

Dates of spring melt vary slightly from year to
year, but peak snowmelt usually occurs during the last week of
March and the first week of April, and all snow usually dis-
appears by late April. For 1987 the spring melt ran from
approximately 25 March to 10 April. First leafing begins
during the last two weeks of April (20 April in 1987), and the
leafing period usually lasts through the first two weeks of
May. Leaf fall occurs during the last two weeks of October.



¥

¢

¢ 9

30

Table 4.1: Site and stand characteristics, model parameters

and sampling dates.

_site 1 sEite 2
Site characteristics:
slope, B (deg) 13 12
aspect, A (deg) 178 339
Stand characteristics:
tree height, h (m) 15.2 18.0
arithmetic mean diameter, D (m) 0.100 0.0986
stems per hectare (over 1.25 ¢m), nu 3190 3128
basal area fraction, B 0.00359 0.00359
Model parameters:
crown & stem height, ho, he (m) 7.8 8.0
absorption coefficient, a (m-1) 0.011 0.018
Data collection dates (1987): 8/3-21/3 21/3-13/4
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4.2. DATA COLLECTION

Instrumentation in the field consisted of eleven
Kipp & Zonen (Moll-Gorczynski type) solarimeters, including
nine CM-5 and two CM-2 types, and one Mark I-G Sol-A-Meter
(temperature-compensated, silicon photovoltaic cell type)
pyranometer. Instrument error for Kipp & Zonen solarimeters
is estimated to be 3.8X (RMSE), with a cosine response of +5
percent at 10° solar elevation (Latimer, 1972). Ten pyranom-
eters were set up at a given site at one time, each parallel
to the gradient of slope and oriented to the same aspect as
the site itself. Instruments were transferred between sites
(from site 1 to site 2 and back to site 1) so that each site
was monitored during different types of weather and snow cover
conditions. Data were collected at site 1 during 19 days
(8-20 March and 13-18 April 1987, inclusive), and at mite 2
during 21 days (22 March - 11 April 1987).

Instrument locations within each site were deter-
mined by random number generation to specify distance along
two coordinate axes from a grid origin point at one corner of
each plot. It was decided beforehand that if a pair of random
coordinates fell on a spot occupied by a tree then 0.5 m would
be added to the second coordinate. The same random locations
generated for site 1 were retained for site 2, and again when
the instruments were returned to site 1, using the same in-
strument stands for the same instruments as during the earlier
data collection period. Instrument gradient and azimuth set-
tinge were verified twice weekly. Gradient settings generally
remained constant and never exceeded t2 degrees. Azimuth set-
tings, however, varied more due to warping of the wood posts
used for the instrument stands; maximum variations in azimuth
settings were approximately *5 degrees. Instruments were kept
at a constant height relative to the forest canopy above then
rather than the snow surface below them.
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Readings of global radiation at the field sites were
initiated every minute and averaged (for each solarimeter)
over twenty-minute intervals by a Campbell Scientific 21X
Micrologger. The 20-minute averages were later spatially

averaged to determine mean solar irradiances for the site,

providing in situ observations of solar irradiance to compare
with the model predictions. Photographs of the field gites
and instrumentation are shown in Figure 4.2 (a, b and ¢).

Global and diffuse radiation above the canopy were
measured from a tower near the station using two solarimeters,
one of which was combined with a shadow band (Figure 4.3)
built to specifications given by Horowitz (1869). A Campbell
Scientific CR7 datalogger was used to record the instantaneous
gsolar irradiance values, initiated at the same times as at tie
field sites and similarly averaged over twenty-minute inter-
vals, providing overmll site income of solar irradiance upon a
horizontal surface without canopy interruption. Data from the
sites, stored temporarily on the dataloggers, were subsequent-
ly transferred to computer storage. Appendix B presents the
data graphically for each of the ten pyranometers at the
forest floor (20-minute averages of instantaneous solar irra-
diance values) as well as for global and diffuse radiation
above the canopy.

4.3. INSTRUMENT CALIBRATION

Two of the Kipp and Zonen CM-5 molarimeters were
sent to the National Atmospheric Radiation Centre (Atmospheric
Environment Service, Downsview, Ontario) for calibration by
the integrating sphere method (Hill, 1888; Latimer, 18866;
Drummond and Greer, 1988). The ten remaining pyranometers
were then calibrated by comparison with these two reference
radiometers, using 960 data points at an average temperature
of 16.8°C for each of the Kipp & Zonen solarimeters, and 800
data points at an average temperature of 15.4°C for the Sol-A-
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FIGURE 4.2a. Typical
view of the leafless
deciduous canopy,
south-facing site,
illustrating the
difficulty in param-
eterizing the trans-
missivity of the
crown space to solar
radiation.

FIGURE 4.2b. Randomly located Kipp & Zonen solarimeters
at the south-facing slope, adjusted to the same inclina~-
tion and orientation as the slope itself, 15 March 1987
(Julian day 74). This view illustrates the spatial
variability of shadows and and the variations of solar
radiation at the surface.
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FIGURE 4.2c.
Solarimeters and data
logger under diffuse
sky conditions, south-
facing site, 15 March
1887 (Julian day 74).

FIGURE 4.3. Solarimeter with shadow band installed for
measuring diffuse radiation above the canopy (corrections
are later made for the portion of the hemisphere blocked
by the band itself). Photo taken during first-leafing,
immediately after the data collection period.
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Meter pyranometer. Coefficients for temperature dependence
were determined for each solarimeter before calibration (using
two instantaneous readings at temperatures of 11.4°C and
19.3°C) by comparison with the one solarimeter for which both
temperature coefficient and calibration factor were known.

The instantaneous readings used for calibration
purposes were taken every minute during 14 hours of sunshine
and 2 hours of slight overcast conditions, collected at an
open site immediately after the field data collection period.
These particular values were chosen because the traces of the
plotted data were "sufficiently high and reasonably smooth”
(Latimer, 1872), as shown in Figure 4.4 for 8 May 1987, when
data were selected between 700 and 1500 LST. The lower trace
in Figure 4.4 corresponds to the Sol-A-Heter pyranometer which
has a lower sensitivity (approximately 50 mV per Wcm-2) than
the Kipp & Zonen solarimeters (115 mV per Wcm—2), and exhibits
spectral response for a slightly shorter wavelength range.
Calibration factors, along with derived coefficients for tem-
perature dependence, were then used to convert the field data

to solar irradimnce in Wm-2.

4.4. SHADOW BAND CORRECTION

Diffuse radiation measurements made in conjunction
with a shadow band must be corrected in order to compensate
for the portion of the hemisphere blocked by the band.
Latimer (1872), Coulson (1975) and Igbal (1983) all describe
similar methods for determining the shadow band correction
factor, although one method requires hour angle at sunset and
another uses solar azimuth angle. This study uses Latimer's
formula, where the fraction of the hemispherical diffuse radi-
ation that is obscured by the ring, assuming an isotropically
diffuse sky, is given by:

F1/Dn = [2w/(nT)]cos36[tosingsind + cosgcosbsin(te)]
(4.1)
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FIGURE 4.4. Solar irradiance data for 12 pyranometers for
8 May 1887: =a) before calibration and b) after calibration.
Data from 700 - 1500 LST were used for instrument calibration.
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vhere Fi is diffuse radiation from the portion of hemisphere
blocked by the shadow band (Wm-2)
w is the width of the shadow band (m)
v is the radius of the shadow band (m)
to is hour angle of the sun at sunset (rad).

The following equation (Igbal, 1983) is used to determine hour
angle at sunset, in radians:

te = cos-1(~-tangtand) (4.2)

The correction factor (Kb) to be applied to the
diffuse data measurements is given by:

Kb = 1/([1 -(F1/Du)] (4.3)
A further correction of +4% is added to "relate isotropic to
average real sky conditions" (Drummond, 1964). Direct beam

radiation is then simply global radiation minus the corrected
diffuse radiation.

4.5. SAMPLING VARIABILITY

A simple analysis of the spatial and temporal vari-
ations in the solar irradiance incident upon the forest floor
was undertaken in order to determine the variasbility amongst
the ten solarimeters, and the standard error of the mean. for
particular data sets. The standard errors can then be used to
estimate the precision of the observed irradiance values. The
analysis was performed on the entire data set (verification
and calibration data sets combined), and on subseta determined
as a function of daily sky condition, combining data from
sites 1 and 2 in both cases. Figure 4.5 depicis well both the
spatial and temporal variability of solar irradiance at the
forsst floor under the leafleas deciduous canopy for two
represantative days with sunny sky ccnditions. Figures 4.8
and 4.7 show the differences in variability of solar irradi-
ance for representative days with partial cloud and overcast
sky conditions, respectively. For further examples of the
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solar irradionce (Wm™2)

time (LST)
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time (LST)

FIGURE 4.5. Solar irradiance data for 10 instruments
under leafless deciduous canopy, sunny sky conditions:
a) 9 March at site 1, and b) 23 March at site 2.
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FIGURE 4.8. Solar irradiance data for 10 instruments under
leafless deciduous canopy, partial cloud sky conditions:
a) 18 March at site 1, and b) 29 March at site 2.
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FIGURE 4.7. Solar irradiance data for 10 instruments
under leafless deriduous canopy, overcast sky conditions:
a) 16 March at site 1, and b) 27 March at site 2.
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spatial variability of solar irradiance at tha forest floor,
see Appendix B.

Mean irradiance values should be representative of
the canopy radiation regime within a leafless canopy since the
frequency distribution of solar radiation at the surface is
approximately normal (Baldocchi, Hutchison et al., 1964).
According to Baldocchi et al. (1988) the distribution of
photosynthetically active radiation (PAR) is =mlightly skewed,
but the authors conclude that the mean irradiamnce values are,
nevertheless, reasonable indicators of the radiation regime.
Mean values of solar irradiance at the forest floor (from ten
pyranometers) are presented in Appendix C as observed values.

For hourly and daily time periods, the original 20-
minute averaged observations were further averaged over the
appropriate time period. Standard deviations were calculated
for the individual observations (10 radiometers), averaged for
the particular data set, then used to determine coefficient of
variation and standard error of the mean for that data set.
Table 4.2 shows average standard deviation, coefficient of
variation, and standard error of the mean for each of the datsa
sets and aversging periods. Standard error of the mean (SE)
ig estimated by:

SE = SD/N<O.5) (4.4)

where SD is the sample standard deviation

N ie the number of observations (instruments).
A bound on the difference between the sample mean and the true
population mean can be calculated for a given level of signif-
icance (at) by:

Bm = % t(ae/2)°SE (4.5)

where Bgn is the error bound
t(ae/2) is the t-statistic for (N-1) degrees of freedom
at the ac-significance level.
The last column of Table 4.2 shows the calculated error bounds
for a 85X confidence level (at = 0.05).
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TABLE 4.2: Sampling variability for molar irradiance at the
forest floor, as shown by coefficient of variation (CVX) in
percentages and standard error of the mean (SE) in Wm-2 for
data sets determined as functions of daily sky condition. Avg
irrad and Avg SD are average solar irradiances and standard
deviations in Wm-2; n refers to the sample size for average
solar irradiance. The last column gives error bounds for a
85% confidence level (values are ). All values are for
verification and calibration data sets combined.

Averaging Avg Avg 85%

Data get period irrad SD n cVx SE bound
total set 20-min 202.0 42.2 1280 20.9 13.3 30.1
hourly 202.0 32.0 430 15.8 10.1 22.8

daily 209.8 17.1 as 8.2 5.4 12.2

overcast 20-mpin 106.89 9.0 450 8.4 2.8 8.3
hourly 106.9 8.2 150 7.7 2.8 5.9

daily 111.9 7.2 13 6.4 2.3 5.2

partial cloud 20-min 231.0 48.8 519 20.3 14.8 33.5
hourly 231.1 35.9 173 15.8 11.4 25.8
daily 235.4 19.5 15 8.3 8.2 14.0

sunny 20-nin 288 .4 81.2 321 28.2 25.7 58.1
hourly 288.4 58.7 107 20.4 18.8 42.1

—dajly 297.9 26,2 10 6.6 9.3 1690




43

Reifsnyder et al. (1871) found that the diffuse
radiation under both coniferous and fully leafed deciduous
canopies is extremely uniform and, therefore, easy to sample.
The variability associated with the direct component of solar
radiation, however, requires a greater number of instruments
for adequate sampling. This becones evident in Table 4.2 when
comparing different sky conditions, whether one considers
coefficient of variation, standard error of the mean, or 95X
precision bounds. On generally overcast days, the error bound
changes only slightly with increasing time-averaging periods.
On the other hand, on sunny days and partially cloudy days
error bounds are much greater than for overcast conditions,
although increasing the averaging period greatly reduces the
error bound in each case. When sites 1 and 2 are analyzed
separately for the total data sets, the varisbility (measured
by the coefficient of variation) is from 13X to 27X higher for
the south-facing site than for the north-facing site because
of the smaller solar incidence and solar zenith angles encoun-
tered, and the resultant increases in direct beam penetration
and variability associated with smaller angles.

The large number of radiometers required to estimate
below-canopy global radiation adequately may be attributed to
the penetrating direct component of solar radiation, and the
resulting variations due to shadows moving across the forest
floor. This has been documented by Reifsnyder (1971) for a
fully leafed hardwood stand, and becomes apparent for the
leafless deciduous forest when sky condition is considered.
Table 4.3 gives the number of radiometers required to limit
sampling error to within 5X of the average solar irradiance
for different sky conditions. The last column of Table 4.3
gives the number of radiometers required to limit the error
bound to *5X of the average solar irradiance (for a¢ = 0.05).
Values are calculated using equations 4.4 and 4.5 (solved for
N and SE, respectively), along with stsndard deviation and
solar irradiance values given in Table 4.2.
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Table 4.3: Number of radiometers necessary to keep standard
error of the mean (SE) or error bound (B) within
5X of the average molar irradiance for the partic-
ular sky condition. n refers to the sample size.
All values are for verification and calibration
data sets combined.

Data set- Averaging No. of radiometers
Total set 20-min 1280 18 80
hourly 430 11 52
daily 38 3 14
overcast 20-min 450 3 15
hourly 150 3 12
daily 13 2 9
partial cloud 20-min 519 17 85
hourly 173 10 50
daily 15 3 14
sunny 20-min 321 32 183
hourly 107 17 85

%
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For 20-minute averaging periods, only three radi-
ometers would be required to limit molar irradiance values to
within 5X of the average value for overcast sky conditions.
This contrasts greatly with the number of radiometers required
for 20-minute averages under partial cloud sky conditions (17)
or sunny sky conditions (32). For daily averaging periods,
the number of radiometers required is greatly reduced; fur-
thermore, the differences in number of radiometers required
for each of the sBky conditions are alsu greatly reduced.
However, even for hourly averages, and under an apparently
homogeneous canopy, a large number of radiometers is required
to limit the error bounds to *5X at the 95X confidence level.

In comparison to the figures given in Table 4.3,
Reifsnyder et al. (1971, p. 34) established that for sunny sky
conditions and a desired standard error of the mean of approx-
imately 10% of the average irradiance, 11 radiometers would be
required to measure direct or global solar irradiance below =&
fully leafed deciduous canopy for 30-minute averaging periods;
for hourly or daily averaging periods, the number of radiom-
eters required are 8 and 1, respectively. For a coniferocus
canopy the equivalent numbers are 234, 174 and 10 radiometers,
but for an allowable error of approximately 3.5% of the mean
solar irradiance.

Table 4.3 also shows that, for ten molarimeters at a
site, averaging intervals should be no less than one hour to
keep the standard error within 5X of the average for the total
data set; the same is true for partially cloudy sky condi-
tions. For overcast sky conditions averaging periods may be
much shorter, while for sunny sky conditions the averaging
period must be greater than hourly. However, note that =mall
changes in the allowable error will result in large changes in
the number of radiometers needed, or time averaging period
required, to remain within a given level of precision; dou-
bling the sllowable error results in a fourfold reduction in
radiometers required.
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CHAPTER 5
APPLICATION OF THE MODEL

5.1. INTRODUCTION

Model performance is assessed by means of validation
statistics, namely, the root mean square error and the mean
bias error. These statistics are calculated not only for the
verification data sets, but also for data subsets determined
as functions of cloud cover, solar incidence mangle, solar
zenith angle, and ratio of direct to global solar irradiance.
This allows an analysis of the variability of solar irradiance
for different sky conditions and different solar positions,
the latter related to time of day.

Sensitivity analysis is carried out to determine how
the model reacts to changes in specific input parameters such
as tree height and diameter, basal area fraction, stand den-
sity, and slope inclination and orientation. Finally a simple
analysis of the spatial and temporal variation of the incident
radiation is undertaken to evaluate (1) the number of radiom-
eters required to estimate solar radiation for different time
averaging intervals and (2) the most appropriate time averag-
ing interval for a given number of instruments, in order to
keep irradiance estimates at a predetermined level of pre-

cision.

5.2. MHODEL CALIBRATION

5.2.1. DERIVATION OF THE CROWN SPACE ABSORPTION COEFFICIENT
Model calibration requires fitting of the crown
space absorption coefficient (a) to the measured transmis-

sivity data. The absorption coefficient for a given site may
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be determined by minimizing the difference between the pre-
dicted snd observed values, or expressed mathematically:

2 [TKao - Kbo] = O (5.1)
where the absorption coefficlent (a) is contained in the total
transmissivity of the canopy (T). Kve, global radiation below
the canopy, is a measured value. Kao, g£lobal radiation above
the canopy incident upon a sloping surface equivalent to the

site slope, is given by
Keo = Ig + Dg (5.2)

as determined in section 3.2.2.

Equation 5.1 may be Bolved for the crown space
absorption coefficient using a numerical spproach such as the
secant method to provide a rapidly converging solution (Press
et al., 1987). The more common Newton-Raphson method cannot
be used becmuse the complexity of the function eliminates an
evaluation of its derivative at arbitrary points. The numer-
ical solution of egquation 5.1 by the secant method results in
a minimum for the predicted minus observed values and is,
therefore, equivalent to minimizing the absolute value of the
mean bias error (MBE). This method eliminates the possibility
of determining a by minimizing the root mean square error
(RMSE) because of the improbability that this function would
have a real root (i.e., RMSE = 0).

A finite difference approach allows determination of
the crown space absorption coefficient through minimization of
either the MBE or RMSE. By calculating the RMSE and MBE for
each value of a when allowed to vary throughout a given range,
one may then determine that vaiue of a which results when the
RMSE or MBE is minimal; this is equivalent to determining the
value of a for which d(RMSE)/d(a) is closest to zero. For
verification of the extended model, this study uses values for
the crown space absorption coefficient determined by means of

mininizing the root mean square error; this minimizes the
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total error in a manner sBimilar to least squares regression
analysis.

The crown space absorption coefficient was deter-
mined for sites 1 and 2 by splitting the data set at each site
into two sets of approximate equal size, one set to be used to
calculate the absorption coefficient (calibration data set),
the other set to be used as an independent test of the model
(verification data set). Random splitting of the data mets is
not employed because of the limited number of days at each
site and the desire to ensure a value for a which might be
representative of the weather types encountered. Thus, a
stratified random procedure is employed. Data sets for each
site were first divided into three subsets according to sky
condition: clear sky, partial cloud and total overcast. One-
half the days in each of these subsets were. then selected at
random to make up the calibration set. Appendix B presents
data for the entire collection period, including both the
calibration and verification data sets.

Figures 5.1 and 5.2 graphically portray RMSE and MBE
for varying values of the (crown space) absorption coefficient
for sites 1 and 2, respectively, showing both calibration and
verification data sets at each site. These graphs also show
the sensitivity of the model to the absorption coefficient.
The RMSE is not very sensitive to small changes in a; however,
the MBE is more sensitive, resulting in systematic under- or
over—-estimation if the absorption coefficient is not properly
chosen.

The optimal alpha values at each mite are the same
for the calibration and the verification data sets when deter-
mined by minimizing the RMSE (Figures 5.1 and 5.2) and limit-
ing precision to three decimal places. These values are 0.011
and 0.018 (m-1) for sites 1 and 2, respectively. When deter-
nining the absorption coefficient by means of minimizing the
MBE, optimal values vary slightly. At site 1, optimal alpha
values are 0.009 (calibration data set) and 0.010 (verifica-
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FIGURE 5.1. RMSE and MBE for varying values of the
crown space absorption coefficient, calibration (1)
and verification {(2) data sets, site 1.
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FIGURE 5.2. RMSE and MBE for varying values of the
crown space absorption coefficient, calibration (1)
and verification (2) data sets, site 2.
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tion data set). At site 2, optimal values are 0.014 (calibra-
tion met) and 0.015 (verification met). Values of a derived
through minimization of MBE, using the finite difference ap-
proach, will slways agree to three decimal places with values
calculated using the secant method if intervals of 0.001 m-12
are used for the former method. As previously mentioned, this
study uses values for the crown space absorption coefficient
determined by means of minimizing the root mean square error.

The difference in the absorption coefficient values
for the two sites is likely due to the presence of two conif-
erous trees at site 2, since measured stand characteristics at
the two mites do not differ greatly. This presence results in
a larger value of a to compensate for the lower solar irradi-
ance values at the surface due to added shadow. The extra
shadow offered by the conifers is not included in the calcu-
lation of total shadow area since shadow area is determined
from tree height and stem diameter.

5.2.2. ARITHMETIC AND QUADRATIC MEAN DIAMETER

Difficulties arise in the choice of which mean diam-
eter to use to represent the width of a tree shadow in a non-
uniform forest stand. Model theory is based on the assumption
that the cylinders (representing tree stems) are uniform in
height and diameter. In such a case, quadratic mean diameter
(Da) given by

Dgq = [4B/(mn)]O.5 (5.3)

(Cuortis, 1968) is the same as the arithmetic mean diameter,
and basal area fraction may be calculated using equation 3.7
(Chapter 3). However, because of the non-linear relationship
between diameter and area, when applying the model to a non-
uniform forest stand, qQuadratic mean diameter (the diameter of
a tree of mean basal area) is not equivalent to the arithmetic
nean diameter; similarly, basal area fraction given by equa-
tion 3.7, using an average diameter, is not the same as the
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actual measured fraction. This study uses the arithmetic mean
diameter since the theoretical model assumes trees of similar
height and diameter, resulting in shadow urea cast by a tree
(before accounting for shadow overlap) egqual to shadow length
times diameter. For the extended model, in a non-uniform
forest, aversge shadow area will be best estimated using the
arithmetic mean diameter as a substitute for mean shadow
width.

Differences resulting from using arithmetic and
quadratic mean diameters are shown in Table 5.1. Although
values for the crown space absorption coefficient change sig-
nificantly, only minor differences are observed in the RMSE
and MBE values due to the nature of the empirically derived
coefficient. The most noticeable change is an increase in
negative bias when using the quadratic mean diameter; this is
expected since the quadratic mean diameters are larger than
the arithmetic mean diameters. RMSE decreases very slightly
for all cases when using the quadratic mean diameter.

Basal area, in order to be representative of the
site in approximating the semicircles of shadow produced at
both top and bottom of the cylinders or stems, has been cal-
culated as the sum of the individual basal areas. A simpler
approach to this problem is to calculate total area shaded in
terns of length and width of shadows, using equation 3.13 to
define te rather than egquation 83.12, since it has already been
assumed that basal area is negligible when compared to shadow
ares.

S5.3. MHODEL VERIFICATION

The data sets to be used for verification of the
model at sites 1 and 2 were subdivided into smaller sets as
functions of daily cloud cover, solar incidence angle, solar

zenith angle and ratio of direct to global solar irradiance,
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Table §.1: Differences in crown space absorption coefficient
and model verification statistics using arithmetic
mean diameter (arith) and quadratic mean diameter

(quad).
site 1 gite 2
arith guad arith quad
nean diameter (m) 0.100 0.120 0.096 c.121
a coefficient (m-1) 0.011 0.017 0.018 0.025
diffuse transmissivity 0.591 0.588 0.523 0.521
calibration dataset
RMSE (Wm-2) 41.3 41.0 25.9 25.3
MBE (Wm-2) -4.8 -5.3 -5.9 -5.8
verification dataset
RMSE (Wm-2) 38.9 386.8 20.0 19.6
MBE _ (Wm-2) - - - -3
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in order to test model performance under varying weather con-
ditions and solar positions. The model was also run for the
entire verification data set at each site, and for the two
Bites combined. It im worthwhile to look st results for the
two sites combined as well as for each site individually. The
combination of the two data sets will give an indication of
nodel performance when applied to more d:i:verse situetions;
this is important for studies dealing with the radiation bud-
get of a larger area such as a watershed, comprising slopes of
differant degrees and mspects.

Validation statistics (root mean square error and
mean bias error) are generally given both in Wm-2 and as per-
centages of the mean solar irradiance for the particular data
set in question. Root mean square error (RMSE) and mean biasr
error (YBE) values are calculated using the following egqua-
tiona (Willmott, 1981):

N 0.5
RMSE = [(1/u) 3 (91-04)2] (5.4)
1=2

N
MBE = (1/N) 2 (P3i-0i) (5.5)
1=1

where P is the predicted or computed value

0 is the obeserved or measured value.
To determine RMSE and MBE as percentage values, the quantitises
computed using equations 5.4 and 5.5 were divided by the aver-
age observed value. This procedure for providing dimension-
less values is the same as that used by Davies et al. (1984),
cited in Badescu (1988). All values for RMSE and MBE are cal-
culated for 20-minute averagcs of instantaneous readings of
solar irradiance, unless otherwise specified.

5.3.1. MODEL PERFORMANCE TESTED AT FIELD SITES

When the model is run using the verification data
set at each site, the resulting root mean sqQuare errors for
the two sites are, in fact, the smallest errors possible
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(Table 5.2), since the optimal RMSE-minimized absorption coef-
ficients remain the same for calibration and verification data
sets at each particular site. The mean bias errors in each
case are leas than the errors for the calibration data sets
(see Table 5.1,). Although the average solar irradiance for
the verification data met at site 1 is 2.9X higher than for
the calibration data set, the absolute values of the RMSE and
MBE for the verification data set are in fact lower, and the
resulting percentage errors are then 15.0X and 1.7X lower for
the RMSE and MBE, respectively, than for the calibration dats
set. At site 2 the average solar irradiance for the verifica-
tion datas set is 14.2X less than for the calibration data set,
while the RMSE and MBE are 22.8% and 40.4%X less, respectively,
for the verification dats met than for the calibration data
set. These results attest to the overall good performance of
the model concerning its spplication to the verification data
sets. When data from the two sites are combined the overall
percentage errors, based on 20-minute averages of instan-
taneous values, are 15.5% (.3.7 Wm-2) for the RMSE and -1.9X
(-3.5 Wm-2) for the MBE. Appendix C shows tiwe-series of
predicted and otserved solar irradiance values for all days
included in the verification data set.

On sunny days a recurring discrepancy is generally
noted at site 1 between the hours of 1120 and 1220 LST when
the observed solar irradiance values drop considerably lower
than the predicted values, e.g., 10 March and 14 April (Figure
5.3). Values of global radiation above the canopy show no
tendency toward lower values at these times, and the discrep-
ant values way be attributable to a greater number of solar-
imeters in the shade for this period than theoretically should
be, a result of the fixed-solarimeter sampling strategy and
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RMSE and MBE for verification datasets in Wm-2
and as percent values (RMSEX, MBEX). Avg (Wm-2)
is the average solar irradiance for the data set;
n refers to the number of data points.

_Bite 1 site 2 Bites 1&2
RMSE 36.89 20.0 28.7
RMSEX 13.2 18.0 15.5
MBE -3.8 -3.5 -3.5
MBEX -1.3 -8.2 -1.9
avg 279.8 111.1 185.7

303 381 684 _
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limited number of instruments. (See also Appendix B, Julian
days 688, 70, 72 and 74 from the calibration data set, where
the discrepancy is evident when comparing global radiation
above the canopy with the observed values of solar irradiance
at the forest floor.)

5.3.2. DATA SUBSETS AS A FUNCTION OF DAILY SKY CONDITION

Three msimple typem of daily cloud cover condition
have been defined for this study: overcast (approximately
8/10 to 10/10 cloud cover), partially cloudy (3/10 to 7/10
cloud cover), and sunny sky conditions (0/10 to 2/10 cloud
cover). Average cloud cover conditions for each day have been
determined from the traces of global and diffuse radiation
above the canopy, and from records of meteorological data at
the research station (cloud cover at 800 and 1800 LST, times
and quantity of precipitation). Table 5.3 shows the effects
of different cloud cover conditions upon model performance as
measured by RMSE and MBE.

The large error associated with partial cloud cover
at site 1 is due primarily to the distance between the tower
and the field sites, resulting at times in clouds that obscure
beam irradiance at the tower while not at the mlopes, and vice
versa. The most severe example of such a case during the data
collection period may be seen on the time-series graph for 14
March, Julian day 73 (Figure 5.4). On this otherwise sunny
day it seems that a large cloud or small frontal system pasmed
over the area, obscuring beam irradiance at the tower site
about 20 minutes before doing so at the field mite, then simi-
larly beginning to clear at the tower site 20 minutoes earlier
than at the field =mite. This situation involves a total time
of slightly over one hour, and results in four very poor pre-
dictiona for sBolar irradisnce at site 1 based on the measured
irradiance at the tower site.

Although it may be desirable to eliminate such data
from the analysis, this was not done because of the difficulty
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Table 5.3: RMSE and MBE as a function of daily sky condition.
Values are given in Wm-2 (RMSE, MBE, avg), and as
percentages (RMSEX, MBEX) of the average solar
irradiance for the data mset (avg); n refers to
the number of data points.

daily sl 1iti ite 1 ite 2 L ¢ 182

sunny: RMSE 37.5 31.0 34.8

RMSEX 10.3 18.5 12.2

MBE -2.0 -11.2 -8.1

MBE%X -0.6 -6.0 -2.1

avg 364.0 187 .4 285.9

n 96 76 172

partial cloud: RMSE 44 .2 18.2 32.8

RMSEX 16.5 13.0 17.0

MBE -1.0 -2.0 -1.5

: MBEX -0.4 ~-1.6 -0.8
v avg 268.3 124.6 192.2
‘ n 135 152 287
overcast: RMSE 11.8 13.4 12.9

RMSEX 6.3 22 .4 12.8

MBE -8.9 -0.1 -2.9

MBE¥% -4.7 -0.2 -2.9

] avg 188.4 59.8 101.0
n 72 153 ggg

M
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entailed in evaluating less severe cases from the data. Fur-
thermore, for application of the model to larger mreas or en-
tire watersheds, predictions of solar irradiance under partly
cloudy sky conditions based upon measurements at one point
will always entail similar situations for areas which extend
some distance beyond this observation point. Howevcr, as an
exercise, the model was run for day 73 both with and without
the four 20-minute periods which may be considered anomalous
errors for this observational study. When these four data
pointe were eliminated RMSE decreased from 681.8 Wm-2 to 25.1
Wm-2 (21.7% to 9.0X). When the same four data points were
eliminated from the subset for partially cloudy conditions,
RMSE dropped from 44.2 Wm-2 to 33.9 ¥mn-2 (18.5X to 12.7X).

The large error (RMSE) for cloudy conditions at site
2 is due primarily to one day, Julian day 93 (3 April), for
which predicted values were consistently higher than observed
values (Figure 5.5), contrary to the usual negative bias for
low solar irradiance values. This may be a result of partial
clearing of the sky which was concentrated near the tower site
and not st the slope site (Figure 5.5, 940-1040 and 1200-1300
LST). A further explanation for some of the discrepancy might
be the elimination of data from one solarimeter for Julian
days 92, 93 and 94 because of condensation within the outer of
the two hemispherical glass domes. This solarimeter was con-
sistently measuring solar irradiance values higher than the
average (especially between 1120-1500 LST); subsequently, lack
of data from this instrument would result in lower observed
averages relative to other days. However, data for Julian
days 92 and 94 do not reveal similar discrepancies, even
though mverage solar irradisnce values for these two days are
slightly higher (see Appendix C).

The scattergrams of Figures 5.8 and 5.7 show pre-
dicted vs. observed solar irradiance values as a function of
daily sky condition for sites 1 and 2, respectively. There is

an evident increase in error associated with an increase in
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solar irradiance values. Furthermore, there is an increase in
the varisbility in the error encountered when considering
sunny sky conditions or partial cloud conditions as opposed to
overcast sky conditions. The greatest variability in the
error appears for partial cloud conditions, primarily because
of the aforemeni.ioned problem associated with the distance be-
tween the tower and the field sites, reflecting the variabil-
ity at the surface inherent in partially sunny sky conditions
with cloud movement. However, because of the great varimbil-
ity in the error associated with such conditions, MBE is gen-
erally very low for partial cloud conditions. For sunny sky
conditions the model slightly over- predicts at high solar
irradiance values, and generally under-predicts at lower irra-
diance values. For overcast sky conditions the model tends to
under-predict very slightly at all times, if the mnomalous
values of Julian day 93 are disregarded.

The tendency for over-prediction at high solar irra-
diance values snd under-prediction at lower values may be due
in part to the assumption that basal area is negligible. At
high sun angle (resulting in high irradiance values on sunny
and partially sunny days), basal area may account for a sig-
nificant portion of the total shadow area, wheress at low sun
angle basal area accounts for a much smaller proportion of the
total shadow. The errora associated with over- and under-pre-
diction may also be due to inhomogeneity of the canopy, i.e.,
a crown space which is not an isotropic sbsorber of solar
irradiance. In such a case, different zenith angles would
require different values for the crown space absorption coef-
ficient. Thus, errors resulting from the assumption of a
homogeneous crown space may be related to errors associated
with high and low solar irradiance values because of the gen-
erally negative relationship between zenith angle and solar
irradiance.

Table 5.4 shows a comparison between the model error
and the observed error. Observed values of solar irradiance
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Table 5.4: Comparison between observed error, RMSEX%(obs), and

model error, RMSE%(mod), according to daily sky
condition, sites 1 and 2 combined.

Data set RMSEX RMSEX(obs) RMSEX(mod)
total set 15.5 8.8 14.0
overcast 12.8 2.6 12.5
partial cloud 17.0 6.4 15.7
sunny 12.2 8.9 8.3
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are not without error, due to both instrument and sampling
error. Therefors, an attempt has been made to estimate model-
ling error as separate from sampling error. The total ealcu-
lated error (RMSE), based upon predicted and obmerved values,
may be considered to comprise model error, based upon the
difference between model and true values, and observed or
sample error, based upon observed and true values. If model
error and observed error are random and uncorrelated, and if
predicted and/or observed values are unbiased, then an esti-
mate of the modelling error, RMSEX(mod), is given by:

RMSEX(mod) = [(RMSEX)2 - (RMSEX(obs))2]90.5 (5.8)

where RMSEX(obs) is the error in the observed values, esti-
maled by the standard error (SE) ae a percentage value. The
interesting point to note is that the large sampling error
associated with the direct beam component of solar radiation
resuits in the total error being approximately egqually divided
between sampling and modelling error for sunny sky conditions.
In contrast, the low sampling error associated with overcast
sky conditions means that most of the error for such condi-
tions is related to modelling error. This may result from the
calibration procedure for both instruments and model. Instru-
ment calibration involves data taken from mostly sunny sky
conditions; calibration of the model through the crown space
absorption coefficient tends to favor minimizing error for
high solar irradiance values.

Sunny sky conditions, then, result in large sampling
error due to the changing shadows, but relatively asmall model-
ling error. Partial cloud sky conditions result in large mod-
elling error due to the spatial and temporal variability asso-
ciated with partial cloud sky conditions, and moderate model-
ling error. Finally, overcast sky conditions result in very
snall sampling error, but large modelling error (relative
error) because of instrument and model calibration. Although

the distinction between total error and model error is not
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nade in the following discussions concerning data subsets, it
should be kept in mind that the total error is a combination

of model error and observed error.

5.3.3. DATA SUBSETS AS A FUNCTION OF SOLAR ZENITH ANGLE AND
SOLAR INCIDENCE ANGLE

The verification data sets were also divided, irre-
spective of cloud cover, into subsets as functions of molar
incidence angle and solar zenith angle: 25-45°, 45-65° and
85-90° intervals, as well as 10° intervals; the appropriate
angles were determined for the mid-point of each 20-minute
averaging period. For the following discussion, data from
sites 1 and 2 have been combined since similar trends were
observed at each mite individually (Tables 5.5 and 5.8). The
scattergrams of Figure 5.8 show the increasing variability in
the error associated with decreasing incidence mngle. At
large incidence angle the path length of the solar beam
through the crown space is longer, solar irradiance values are
lower (although not necessarily true for surfaces of greater
slope degree), and more of the solar irradiance reaching the
forest floor is diffuse, than for small incidence angle. At
small incidence angle, the decrease in shadow area due to the
greater amount of direct solar irradisnce reaching the forest
floor results in greater variability in the error. The dia-
grams also show a progressive tendency from under-prediction
to over-prediction with decreasing incidence angle. This is
probably a result of the under- and over-prediction associated
with low and high solar irradiance values, as discussed in the
previous section, since low sun angle is equivalent to large
zenith angle and, for mlopes of minor inclination, is also
equivalent to large incidence angle.

The scattergrams of Figure 5.8, using data sets de-
termined as a function of solar zenith angle rather than inci-
dence angle, show results very similar to those of Figure 5.8.

For surfaces of small slope degree, incidence angle approaches
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Table 5.5: RMSE and MBE as a function of solar incidence
angle. Values are given in Wm-2 (RMSE, MBE, avg)
and as percentages (RMSEX, MBEX) of the average
solar irradiance for the daota set (avg); n refers
to the number of data points. There are no values
for incidence angle less than 45° for the north-
facing slope.

incidence angle _site 1 site? sites 1&2
65° - 80° RMSE 14.9 13.3 13.8
RMSE% 23.3 24.8 24 .2
MBE -8.4 -6.5 -7.1
MBE¥ -13.1 -12.1 -12.5
avg 63.9 53.6 57.0
n 83 172 255
45° - Bb5° RMSE 30.06 23.86 25.9
RMSE% 11.0 14.1 12.8
MBE -8.0 -0.3 -2.2
MBE% -2.2 -0.2 -1.1
avg 273.2 187.0 202.4
n 89 198 297
25° - 45°; RMSE 48.0 -—- 49.0
RMSE% 11.3 -—— 11.3
MBE 2.8 -——— 2.6
MBE% 0.8 -——- 0.8
avEg 432.98 —-—— 432.9
0 109 === 109 _
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Table 5.6: RMSE and MBE as a function of solar zenith angle.
Values are given in Wm-2 (RMSE, MBE, avg) and as
percentages (RMSEX%, MBEX) of the average solar
irradiance for the data set (avg); n refers to the
number of data points.

65° - 90° RMSE 18.1 9.6 13.8
RMSEX 18.3 25.8 22.7
MBE -6.6 -4.9 -5.7
MBE % -7.0 -13.2 -9.3
avg 84.0 37.2 61.2
sample 106 144 250
45° - £5° RMSE 44 .1 22.2 35.0
RMSE?% 11.9 15.9 13.7
MBE -0.5 -6.1 -3.3
MBE#% -0.1 -4 .4 -1.3
avg 370.9 139.8 256 .4
n 158 156 315
25° - 45°; RMSE 42.1 25.4 31.7
RMSE% 8.8 13.1 11.8
MBE -4 .2 6.3 2.9
MBE% -1.0 3.2 1.1
avg 427 .1 184.3 288.2

n 37 78 119 _
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zenith angle and similar results are expected. Predicted
minus observed solar irradiance values increase in variability
significantly from large to medium zenith angle. At large
zenith angles (low solar elevation) more of the solar irra-
diance reaching the forest floor is diffuse becausme of the
increased area in shadow, and not necessarily becsuse of in-
creased path length through the crown space; theoretically,
for B sBteep slope (Aand subsequent steeply sloping crown space)
zero zenith angle could result in longer path length than for
90° zenith angle. For sites of greater slope degree, then,
one axpects an increase in variability with decreasing inci-
dence and zenith angles associated with the decreasing path
length and shadow area. However, between minimum incidence
angle and minimum zenith angle, the case arrives for which
path length increases while shadow area decreases, resulting
in a tendency for both increasing and decreasing variability.
This may be slightly evident in Figure 5.9, diagrams b) and
c), where the variability in the error decreasea with decreas-
ing zenith angle, while for some of the data points solar
incidence angle may be increasing. The decrease in RMSE is
also due in part to the inclusion of the anomalous errors of
Julisn day 73 in the data set for zenith mangle between 45 and
B85 degrees.

The root mean square and mean bias errors have been
calculated for 10° intervals for both incidence angle and
zenith angle. Results are shown in Figure 5.10 in Wm-2 and as
percentages of the average solar irradiance for the particular
interval. Although RMSE values are high for incidence or
zenith angles less than 80°, the percent error is not large;
MBE values are very low for the same intervals. For incidence
or zenith angles greater than 70° both the RMSE and MBE, as
percentage errors, become large. However, because of low
solar irradiance values at large incidence or zenith angle,
the actusl error cover time is not large. Root mean sBquare

error for both sites combined is approximately 15X of the
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average solar irradiance, and MBE is only -1.8X of the solar

irradiance.

5.3.4. DATA SETS AS A FUNCTION OF THE RATIO OF DIRECT TO
GLOBAL SOLAR IRRADIANCE

Except for during periods of large zenith angle,
greater values of solar irradiance are generally positively
related to the ratio of direct to global solar irradiance.

The model was therefore applied to data sets determined as a
function of this ratio in 20X intervals, in order to anelyze
nodel performance for this criterion. Results are shown in
Figure 5.11 for sites 1 and 2. At both mites, RMSE (in Wm-2)
increases with increasing ratio, but remains relatively con-
stant as a percentage value. Mean bias error does not seem to
follow any specific trend, but remains within a range of #7
percent.

When validation statistics were calculated for data
grouped into 10X ratio intervals, the results were very errat-
ic for both RMSE and MBE, although the overall trend of in-
creasing RMSE with increasing ratio was evident. For 33%
ratio intervals, the results were very much smoothed, and
depicted even more dramatically the trend for conastant RMSE
percentages and low MBE values. The increase in RMSE with
increasing ratio of direct to global solar radiation is simi-
lar to the increase in RMSE with decreasing incidence or
zenith angle. High values of global solar radiation generally
imply high vslues of direct solar radiation and high ratios of
direct to global radiation, which in turn generally occur st

smaller incidence or zenith angle.

5.4. SENSITIVITY ANALYSIS
Sensitivity analysis was carried out to determine
which parameters affected model performance most severely. A

particular psrameter was allowed to vary over a range of
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values while RMSE and MBE were calculated for each value, for
both the calibration and verification data sets. Because of
similar results for several of the cases, the parameters have
been divided into two groups for the following discussion:
stand characteristics (tree height, mean arithmetic diameter,
basal area fraction and stand density) and site character-
istics (slope degree and slope aspect).

5.4.1. STAND CHARACTERISTICS

Stand parameters were allowed to vary +10X from the
values given in Table 4.1 (Chapter 4). The range of values
used is equivalent to errors of greater than 1.5 m for tree
height, 20.010 m for mean diameter, *0.00036 for basal area
fraction, and *315 trees ha-1 for stand density. The sensi-
tivity of the model to basal area fraction was tested because
of its use as a measured input value for the original Federer
nodel; stand density and arithmetic mean diameter are used as
input to the extended model.

Several trends are evident in the results, shown in
Figures 5.12 through 5.15. These figures show results for
both the south- and north-facing sites, and for both the cali-
bration and verification data sets. O0Of the four parameters
tested, the model is most sensitive to tree height with re-
spect to both RMSE and MBE (Figure 5.12). However, for the
ranges tested RMSE shows very little deviation from the mini-
nmum value for variations in mean diameter, basal area fraction
and stand density (Figures 5.13, 5.14 and 5.15, respectively).
Maximum increases in RMSE at either site for 10X changes in
parameter values are as follows: 4.8X for a decrease in basal
area fraction, 4.5% for an increase in mean diameter, and 3.0X
for a decrease in stand density. Deviations in tree height
result in more dramatic increamses in RMSE. In the worst came,
a decrease of 10X in tree height entails an increase of 6.1X%
in the RMSE. A similar decrease in tree height at site 2
results in &n increase in the RMSE of approximately 7.0X.
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Note that these are all worst case deviations, dependent upon
the data set; worst case values for the three other sets of
calculations involved with each parameter are often much less
than the values mentioned.

Tree height changes also have the greatest effect on
nodel performance as meassured by the mean biae error; however,
the differences amongst the four parameters are not as great
as for the RMSE. Worst case deviations for 10X decreases in
each parameter are as follows: -9.0 Wm—-2 for tree height,
-7.1 Wm~-2 for basal area fraction, -7.0 Wm-2 for arithmetic
mean diameter, and -5.0 Wm-2 for stand density. Variations in
MBE are given in Wm-2 rather than ss percentage values because
the small absolute values of MBE (ranging from 3.5 to §.9
Wm-2) result in seemingly unrealistic percentage changes.

The model is most sensitive to tree height because
it is the only stand parameter which has an effect on the
transmissivity of the crown space to solar radiation. An in-
crease in tree height will cause a larger error at the surface
due to cumulative errors in both the crown space and stem
space. For all stand parameters, an increase in the paramseter
value results in a more negative value for ths MBE because
each case ‘adds’ shadow to the slope of the theoretical stem
spece, resulting in a greamter under-prediction of the actusl
solar irradiance incident upon the surface. Senasitivity of
the model to basal area fraction is tested because of its use
as measured input to the original Federer mcdel (1971); arith-
metic mean diameter is used as input to the extended modsl.
Fedorer 's model cannot be tested for sensitivity to the quad-
ratic mean diameter because this parameter would be in the
denominator (equation 3.12), resulting in less negstive valuesm
of MBE with increasing diameter, which is contrary to the
actual situstion.

Finally, with respect to all parameters the model
appears more sensitive to the data at sitv 1 than at site 2.

This is probably due to two factors: first, the data set for
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site 1 includes more sunny days and considerably fewer cloudy
days than for site 2 and, secondly, because of its southerly
exposure, a greater proportion of the solar irradiance wvalues
at site 1 were observed during periods of small incidence and
small zenith angle. Both of these factors tend to result in
higher and more varimble solar irradiasnce values for site 1
and, consequently, a greater increase in the error.

5.4.2. SITE CHARACTERISTICS

To determine sensitivity of the model to site char-
acteristics, slope degree was allowed to vary +5° and slope
azimuth spproximately +20°. Changes in slope inclination
affect model performance, as determined by the RMSE, much more
geverely at site 2 than at site 1 (Figure 5.18). An increase
in slope of five degrees at site 2 results in increases in
RMSE of 11.4% (2.8 Wm-2) and 12.3% (2.4 Wm-2) for the cmli-
bration and verification data sets, respectively. At site 1},
the equivalent increases in RMSE are 3.9X%X (1.4 Wm-2) and 2.2%
(0.9 Wm-2). Decreases in slope degree affect model perfor-
mance much less; a decresse of five degrees results in in-
creases in RMSE of only 1.5% for both the calibration and
verification data sets at site 2 (similar results occur at
site 1).

Percent increases in RMSE associated with increases
in slope degree are larger at site 2 than at site 1, but this
igs primarily due to two factors. First, the lower solar irra-
diance values at site Z result in larger percentage errors.
Secondly, slope orientation plays an important role. North-
facing site 2 is more sensitive to changes at these slope
inclinations because of the relationship between slope degree,
solar incidence angle, and solar irradiance values. An in-
crease in slope at the north-facing site results in propor-
tionately larger changes in solar incidence angle (for given
solar zenith and azimuth angles) than at the south-facing site

and, consequently, results in greater changes in the error.
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Root mean square error tends either to increase or
to decrease monotonically as azimuth angle varies, contrary to
results for the previous parameters for which RMSE always in-
creased from a minimum value as the parameter value either
increased or decreased. The changes, however, are not great
(Figure 5.17). Maximum increases in RMSE for a change in
azimuth of #20° are 10.3X (2.8 Wm-2) at site 2 and 5.3X (2.2
Wm-2) at site 1. The greater percentage incresse at site 2 is
due primarily to the lower solar irradiance values.

When model performance is snalyzed u=ing MBE as the
sensitivity criterion, the model appears insensitive to chang-
es in azimuth angle of $20° (maximum MBE change of 2.0 Wm-2),
but sensitive to changes in slope degree of +5° (maximum MBE
change of 8.8 Wm-2). Variations in site orientation at =
gouth~-facing slope will result in over/under-predictions fol-
lowed by under/over-predictions as the sun follows its path
across the sky (if sky conditions remain relatively constant),
and thus MBE changes very little. The same tendency for under
and over-predictions to cancel each other would exist for
north-facing slopes, but not necessarily for other slope
aspects. Changes in slope degree will affect model perfor-
mance more severely when solar incidence and/or zenith angle
are large.

Sensitivity of the model to changes in siope incli-
nation and orientation cannot be directly compared to each
other for a similar range of -10% to +10% since both variables
are relative rather than absolute values. However, allowing
deviations of +5° for slope degree sBhould cover any error
involved in field measurements. Because slope aspect i more
difficult to determine than slope degree, and because the
total range of possible azimuth angles is four times that of
zenith angles, azimuth values have been allowed to vary as
much as *20°. It does appear, though, that for slopes of
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moderate inclination the model is slightly more sensitive to
slope degree than to slope azimuth, especially if slope degree
varies as much as azimuth angle.

5.5. TINPROVEMENT IN MODEL PERFORMANCE WITH INTEGRATION TO
HOURLY AND DAILY TIME PERIODS

Error calculations were made for hourly and daily
time periods to determine whether model performance improves,
and if so by how much, for lengthened time intervals. For
integration to hourly time periods, observed and predicted
solar irradiance values were first mveraged over the hour
(three 20-minute periods), then compared to produce hourly
data points for the RMSE and MBE. For integration to daily

time periods, an error value is obtained from daily averages
for predicted sand observed values. Daily error, as a percent
value, may be regarded as the absolute value of the predicted
minus observed, davided by the observed value. Results are
shown in Figure 5.18 for the total data collection period.
Although the daily errors are not true RMSE values in the
sense that they are derived from only one pair of values, they
do give an indication of the total error associated with that
time period, and are therefore included in the graph for com-
parison purposes. The connecting lines are included only to
facilitate reading of the graph and make no inference concern-
ing intervening days which belong to the calibration data set.
Although there are exceptions, the greatest improvements in
performance generally occur for sunny sky conditions (Julian
dates 69, 77, 82, 101 and 104), while the smallest improve-
ments occur for overcast conditions (Julian dates 71, 90, 82,
93, 87 and 105), especially at the south-facing site.

Results for the entire verification data sets are
given in Table 5.7. There is a significant improvement in
model performance (decrease in RMSE) when integrating from 20-

ninute averaging periods to hourly averaging periods; RMSE
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Table 5.7: Improvement in model performance (RMSEXZ) with
integration from 20-minute time periods to hourly
and daily time periods. RMSEX values are given as
percentages of the average solar irradiance for
the particular data set.

ve i io %X Si it
20-minute 13.0 17.0
hourly 6.8 14.6

daily 2.5 _6.8
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decreases 32.3X and 14.1X at sites 1 and 2, respectively.
Values for RMSE differ slightly from those given in Table 5.2
for 20-minute averaging periods; the desire to use the smame
data met when comparing with results for hourly periods re-
quired the elimination of several 20-minute pericds. An even
greater decrease in the total error is experienced when fur-
ther integrating to daily averaging periods (further decreases
of 71.8X% and 53.4X). Root mean square errors Bs percent val-
ues for the entire verification data sets are only 2.5X and
8.8% for site 1 and site 2, respectively, when daily averaged
values are considered. Mean bias errors, which do not change
with increasing time intervsls, are -1.1X and -2.8X for the
same data sets. The greater improvements at the south-facing
site are probably due to the extra sunny day and one less
overcast day included in itz verification data =et compared to
the north-faciag site, and the high percentage errors at site
2 resulting from very low solar irradiance averages for cer-
tain days (e.g., for Julian dates 90 and 83, average solar

irradiance values are 15.2 and 73.3 Wm-2, respectively).
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CHAPTRR 8
CONCLUSION

6.1. SUMMARY

This mstudy has tested a physically based model which
quantitatively describes solar irradiance incident upon slopes
of any inclination and orientation under a leafless, deciduous
forest. Furthermore, the variability of tne incident solar
irradiance has been analyzed for different meteorological con-
ditions and earth-gun geometric configurations. This chapter
discusses briefly some problems inherent in the model, pre-
sents a summary of the major findings of the study, and =sug-

gests directions for further research.

6.2. PROBLEMS INHERENT IN THE MODEL

Calibraticn of the model presents the first problem
inherent in the model. The crown space absorption coefficient
must be empirically derived from the measured transmissivity
data, resulting in a parameter which is site specific. The
empirical nature of the absorption coefficient also means that
it may mnask deficiencies in the parameterigation of the stem
space as shadow-casting cylinderse. Since the model contains a
parameter which is site specifiec it may be useful for long-
term mstudies involving molar irradiance incident upon sloping
surfaces under leafless deciduous canopies, or subsequent
melting of a snowpack within such forests, but may not be
directly applied to characteristically different forest
stands.

Values for the absorption coefficient differ sub-
stantially from one site to the other, as well as from those
given by Federer (1871, p. 8). However, the difference be-
tween sites 1 and 2 is probably due to the inhomogeneity of
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the forest stand at site 2; the difference between values for
the absorption coefficient for thie study and those derived by
Federer are probably due in large part to the use of arith-
metic mean diameter rather than gquadratic mesn diameter. Use
of quadratic mean diameter results in absorption coefficients
much nearer the value given by Federer for a stand with simi-
lar basal area fraction (0.017 and 0.025 vs. 0.019), although
the coefficient remains site specific.

Another problem inherent in the model is its reli-
ance upon values of global mnd diffuse irradiance messured
at one site above the canopy to represent the same values
throughout a larger arema. This is a problem particularly for
instantaneous values or short-term aver-Jding for partial cloud
sky conditions. For overcast or sunny asky conditions, dis-
tance between the above~canopy site and any slope facet is not
important. For longer averaging periods, solar irradiance may
be considered conservative over large areas, and short-term
differences generally cancel each other. It has been shown
that model performance improves (RMSE ms percentage value
decreases) 32.2X when integrating from 20-minute averages to
hourly averages, and 80.8X when integrating from 20-minute
averages to daily averages.

Although not a problem inherent in the model, cali-
bration of the model may present preblems. Contrary to the
insensitivity of the model to changes in the crown space ab-
sorption coefficient when measured by RMSE, the model is quite
sensitive when evaluated using MBE as a criterion. Hence, the
absorption coefficient must be properly chosen in order to
minimize the possibility of large systematic error. The mnodel
would give better results if the absorption coefficient were
determined through minimization of the absolute value of MBE
rather than RMSE. This would improve model performance for
both short- and long-term averaging periods, since the sys-
tematic error would remain near zero while the overall error

would be only very slightly larger. For predicting solar
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iryadiance at the surface, and for subseguent use in opera-
tional snowmelt models, eliminating or minimizing systematic
error would be preferable. However, this eliminates the
possibility of determining whether systematic error exists,

and/or reducing systematic error.

8.3. MODEL PERFORMANCE AND SENSITIVITY ANALYSIS

Results attest to the overall good performance of
the model when aspplied to veritfication data =msets as an 3inde-
pendent test. When data from the two siles are combined, per-
centage errors, based on 20-minute averages of instantaneous
values, are 15.5% for RMSE and -1.8%X for MBE. A comparison
between the cotal error (RMSE) and that component of RMSE
which is due to error in the sample means (SE) allows an esti-
mate of the modelling error. For the case cited abeve, model
error is 14.0%. Partial cloud sky conditions result in the
highest model error (15.7%) due to the inherent spatial and
temporal variability of solar irradiance at the surface under
such conditions, such that both sunny and overcast sky condi-
tions can be mcore reliably modelled (as evaluated by the total
or root mean Bgquars error) than the former over the time
period from sunrise to sunset. Sunny sky conditions result in
low model arror (B.3X) due to calibration procedures, but also
result in the highest sampling error (8.9%) due to the =spatial
distribution of shadows. Lowest sampling error occurs for
overcast sky coniitions (2.8%).

When the data set at each site is divided into
subsets according to daily sky condition, results show an
increase in both the error and the variability in the error
associated with high solar irradiance values. This is gen-
erally due to the variability of the direct componsnt of solar
irradiance, and the positive association between direct and
Elobal solar irradiance values. The greatest variability

appears for partial cloud conditions, but is due to the
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problem associated with the distance between tower and field
Bites; this would not be 8 problem for longer interval aver-
aging periods.

Variability in the error increases with decreasing
zenith or incidcnce angle, although f-r steeper slopes zenith
angle may increase while incidence angle decreases, resulting
in a tendency for the error to bnth increase and decrease in
varisbility at the same time. Surprisingly, both RMSE and MBE
as percentage values remsin relatively constant with increas-
ing ratio of direct to glebal solar irradiance. In this case,
the increase in the absolute values of RMSE probab.y result
not from the increased variability due to the direct component
of solar irradiance, but from inhomogeneity of the crown =pace
(i.e., not a homogeneous absorber of solar irradiance as as-
sumed). A slight portion uf the increase in RMSE may also be
due to the assumption that basal srea is negligible.

Sensitivity analyses show that the model is insen-
sitive to changes in stand and site characteristics when RMSE
is used to evaluate model performance. Whea MBE is used as a
criterinn, results show thiat the mode. reacts most severely to
changes in tree height; this is because tree height is the
only stand parameter which has an effect upon the transmig-
sivity of the crown space, as well as upon the parameteriza-
tion of the stem space. 71he model also exhibits more gensi-

tivisy to changes in slope inclination than slope orientation.

8.4. SAMPLING VARIABILITY AND INSTRUMENT REQUTREMENTS

The time and investment involved in acquiring field
data imparts importance to an analysis of sampling variability
and the number of radiometers required to limit sampling error
to a predetermined level. For overcast sky conditions, as
well as for daily aversging periods, error bounds about the
sample means for a 95% confidence level remain low, ranging

from 4.8 to 6.3 percent of the average irradiance values for
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all cases. However, for partially cloudy sxy conditions, 85%
confidence bounds for hourly and 20-minute averaging periods
are 11.2% and 14.5X of the aver.ge irradiance values, respac-
tivaly. The equivalent values for sunny sky conditions are
14.8%2 sud 20.1X%.

The large number of radiometers required to estimate
beiow-canopy glebal radiation adequately may be attributed to
the sprtial varistions in shadows as they move across the
forest floor. For overcast sky conditions only two or three
radiometers are required to limit solar irradiance values to
within 5% of the mean values for daily, hourly or 20-minute
averaging perirds. Four partial cloud sky conditions, the
number ol radiometers required is three and seventeen for
daily and 20-minutas averaging periods, respectively. For
sunny sky conditionvy the equivalent numbers are four and
thirty-two instruments. Doubling the allowable error results

in a fourfold reduction in number of radiometers necessary.

6.5. IMPROVEMIENT IN SOLAR IRRADIANCE PRRDICTION

Federer's model (1871), when extended to allow for
slopes of any inclination and orisntation, works well for pre-
dicting solar irradiance incident upon the forest floor under
a leafless doeciduous canopy if propserly calibrated. Howevar,
several minor adjustments should result in a r..re realistic
calibration of the model. The model slhould be adapted to ani-
sotropic sky conditions, especially for circumsoclar brighter-
ing, presibly reducing the —“ystematic under- and over-predic-
tion at low and high solar irradiance values on sunny days.
Incorporation of bagal area into the total shadow area cast by
the tree stems would also help in eliminating differences
betweenr under- and over-prediction at large and small zenith
or incidence angle.

For application of the model to sites of greater

slope inclination, and for subsequent application to snowmelt
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modelling, further analysis should first determine the de-
pendency of transmissivity of the canopy to solar irradiance
values (and the variability of such values) upon solar inci-
dence angle and solar zenith angle; minimum solar incidence
angle results in the shortest path length through the crown
space, whereas minimum zenith angle results in the least
amount ot shadow area. Also, the model should be tested in
other leafless deciduous forests to determine the poasible
range of values for the crown space absorption coefficient, as
well as tested for sites of different slope inclinstions and
orientations.

Further studies should concentrate on the physicsal
parameterization of the crown space with the intent of elim-
inating the need to derive the absorption coefficient empiri-
cally for each site. This should allow another tsst of the
validity of the present stem space parameterization. The
albedo of the forest stand, multiple raflections between the
surface and the canopy, and radiation reflected from surround-
ing terrain should be considered in order to account more

realistically for solar radiative exchanges within the canopy.
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APPENDIX A
DERIVATION OF GENERALIZED RELATIONSHIPS
(R.D. Moore)

Consider a Cartesian coordinate system (x,y,z) with
¥ incressing to the east, y increasing to the north and z in-
creasing vertically. A point in this system, in reference to
earth-sun geometry, can also be represented in terms of the
spherical coordinates (r,z1,0), where r is the distance from
the origin to the point, zi is the molar azimuth angle (east
equals zero, and increases anti-clockwise) and 8 is solar
zenith angle. Transformation from spherical to Cartesisan

coordinates is as follows:

(x,¥v,2z) = [r'cos(z1)a8ind,r-8in(z1)8inb,r -cosl) (Al)
In Cartesian coordinates, the unit vector from the
origin in the direction of the sun (8) is given by:

S = [cos(2z1)8in0,8in(2z1)8inb, cosb] (A2)

A slope with azimuth (a) and inclination (B, horizontal equals

zero), will have s unit normal vector (X) defined by:
X = [cos(a)sinB,sin(a)sinf,cosf] (A3)

If the slope is represented by a plane including the origin
(0,0,0) then the equation of the slope is

X-p=20 (A4)

where p is a vector representing all points on the plane.
Consider s tree stem on the slope with height (he)
and diameter (D), both in metres, and the centre of its base
at the origin (0,0,0). The vector L on the plane which spans
the length of the shadow between the points corresponding to
the top and bottom of the centre of the stem is derived by
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finding the point (p*) which satisfies both Eq. (A4) and the
following:

p* = (0,0,he) - v S (AS)

where v is the length (in metres) of the vector which connects
the centre of the top of the mtem to the point p*, and p* is a
vector from the origin to the point p*. Solving Egqs. (A4) and
(AS5) for v yields:

hecosB/(X:8S)
hecosB/[sinBsinBcos(zi-a) + cosfcosd] (AB)

v

For economy of expression, the denominator in Eq. (AB) will be
denoted C (= cos(i) where i is the solar i.acidence angle).
Substituting for v in Eq. (AS) then yields

p* = (he/C) [-cosBcos(z1)sinB,~cosBsin(z1)sind,
sinfeinfcos(zi-a)) (A7)

Because the tree is centred at the origin, the vector L equsals
p¥.

To find a vector spanning the width of the shadow,
we first determine the points (representing vectors p° and p"
from the origin) where the two edges of the shadow msei the

base of the tree; these can be Jound to be

p° = (D/2) [-Bin(=z1),cos(z1),tanfsin(z1-a)) (AB)
p"' = (D/2) [sin(z1),-cos(z1),-tanBsin(zi-a)] (A9)

The desired vector, denoted we, is then

L1} »

wo = p" - p° = D [8in(z1),-cos(z1),-tanBsin(z1-a)]
(A10)

The area of the shadow on the slope will be equsal to
the erea of a parallelogram spanned by the vectors L and we
(this includes half the buse of the cylinder and assumes that
the end of the stem’s shadow is a straight line). The area of
the shadow (Ag) is then equal to the modulus of the cross

product of L and we, which can be found to be:

As = D-hesin8/C (Al1l)
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The path length through the crown space will be given by
le = (hoe/hs)v = hocosf/C (A12)

since ho and hs are each defined to be one-half the total tree
height.
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APPENDIX B
MEASURED DATA IN GRAPHIC PRESENTATION:

GLOBAL RADIATION ABOVE CANOPY
DIFFUSE RADIATION ABOVE CANOPY
GLOBAL RADIATION AT THE SURFACE

The entire data set for each site is presented
graphically. Data from the south-facing site (site 1) are
presented first, for days 687-79 and 103-108 (8-20 March and
13-18 April), inclusive. Data from the north-facing site
(site 2) are presented for days 81-83 and 86-101 (22-24 March
and 27 March - 11 April), inclusive.

Global radiation above the canopy on a horizontal
surface is shown as a solid line connecting data points.
Diffuse radiation absve the canopy for a horizontal surface is
depicted s a dashed line connecting datas points. Global
radiation data from the ten solarimeters at the field sites,
on sloping surfaces under lsafless deciduous canopies, are
simply portray as data points. Legends are included on only
the firet two graphs becasuse of the obvious nature of the
traces.

Al) data are presented in the graphs; however, some
data were subsequently eliminated for running of the model due
to unsatisfactory adjustment of the shadow band (e.g., after
1500 LST on day 87, after 1840 LST on day 77). Day numbers
ars given for the day of the year at the top left of each
graph.

Calibration data sets (day of the year):
site 1: 87, 68, 70, 72, 74, 75, 79, 103, 108 and 108.
site 2: 81, 83, 88, 89, 91, 98, 98, 93 and 100.
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APPERDIX C

Time-series of predicted and observed solar irra-
diance values mre given for sach day of the verification data
sets. Graphs are presented first for site 1, then for site 2.
Predicted and observed values (20-minute averages of instan-
taneous values) are shown as solid and dashed lines connecting
data points, respectively. Global and diffuse irradiance
above the canopy are also shown for reference as dashed and
dotted traces without data points. Day numbers are given for
the day of the year at the top left of each graph. Missing or
shortened traces are due to eliminamtion of some data because
of unsatisfactory adjustment of the shadow band. Note that
the scale on the axis of the dependent varisble (y~-axis) is

not constant for all days at site 2, specifically for days 90,
92, 93 and 97.
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