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-.Ihis thesis studies a low delay speech coder operating at 16 kbits/sec. The coding' 

" 
algorithm is a delayed decision tree-codlllg 'scheme using the multipath (M" L)' tree 

, . 
search algorithm. Two different. adaptive synthêsis filter configurations are used fQr 

ll1apping t.he innovatlOns code (excit.~t.ion sequences) to the output or reconstruction 

c~de. The first configurat~on use~ a s~ort.-term or formant synthesis filter which re

constructs the speech spectraJuenvelope. The fine structure of the speech spectrum is 

contained in the innovat.ions sequetlce III this case. The second configuration consists 

of a cascade of a long-term or pitch synt.hesls filter and a formant synthesis filter. The 

pitch filter first reconstructs the spectral fine structure, and t.he formant synthesis fil-

ter inserts the spectral envelope. B(!..ckward adaptation of hoth the pitch and formant 

synthesls filters results in nô side information requirements for the. transllllssion of 
" / 

adaptat.ion information. Noise f~edback encoder configurations are employed 1.0 allow 

for the use of ~ frequency welghted error measure. The lllnovations tree is populated 

using random ll'umbers~ )Vith a Laplacian distributIOn, and includes the effect of a 

backward adapt.ive gain. 

Results of bot.h objective and formaI subjectiv~ testing of t.he encoding algorithm 

are presented. At "an e'ncoding rate of 16 kbits/sec,' and an encoding delay of 1 

ms, the algorithm yields a subjective qualit.y equivalent t07 bits/sample l~{PCM. 

The. encoding algorithm is suitab.le for use in digitirhnks having low encoding dela~ • 

constraints, such as the switched telephone net.work. Recoml11endations for future 

studies are given. 
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• • Sommaire 

Ce mémoire étudie un codeur de pa'tole à, delai coprt et opérant ~._ une vitesse 
, , 

de 16 kbits/sec. L'algorithme de ~odage est un schème de codage~d'arbre à déci-

sion reportée utilisant l'algorithme multi-chemin (Al, L) de recherche 'dans un arbre. 
'l Cl 1 .. 

Deux types de configuration de filtre de synthèse adàptif ont été utilisés pour ap-
~ , 

pliquer les séquences d'ex·citation au code de rec~>nstruction en sortie. Le première 
, 

configurat.ion utilise un filtre d~ synthèse de formant reconstruisant l'enveloppe du 

spectre vocal. La structure fine du spectre vocal est dans ce cas contenue dans la sé-

& 

quence d'excitation. Le deUXIème configuratIOn consiste en une cascade formée d'un 

filt.re de synt.hèse de périodicité et. d'uri filtre de synthèse de formant. Le filtre de 

périodicit.é reconstruit d'aborç le st.ructure fine du spectre, le filtre de formant illsère 

l'enveloppe spectral. L'adaptation causal des filtres de synthèse ,de périodicité et de 
o 

formant. Implique qU'lI n'est. pas nçcessaire de transmettre d'information lat.érale. Des 

configurations de codeur à r~tour de bruit sont employées pour permettrê l'utilisat.ion 

d'une mesure pondérée d'erreur de fréquence. L'arbre d'excitation est aléatoirement. 
o 

p"euplé en utII~sant des nombres générés selon une distribution de Laplace. Un gain 
1 0 

adaptif est utilisé dans l'arbre d'exci,talion. 
~ 

, , \. 
Les r~sultats des tests objectifs est subjectifs formels de l'algorithme de codage 

sont présentés. A une vitesse de codage de 16, kbits/sec et. un délai d'une micro 

, 
/ 

seconde, l'algorithnie produit une qualité subjective'~quivalente à 7 bits/échantillon "" 

log-PCM. L'algorithme de codage convient pour utilisation dans les liens digitaux 

ayant une contrainte de delai de codage faible, tel qqe les réseaux téléphoniques , . ' 

commutés. Finalement 'on offre des recommendatlOns au sujet de recherches futures 

possibles. 
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-Introduction 
ft 

DzgziaZ Codmg refers to the process of representing an analog szgnal (contimious 

in time ,and amplitude), by a dlgdaZ'slgnal (discrete both in time and ,amplitude). 

The digital signaIs are usually irr thè form of a stream of binary digits or bits. 

Digita) representation of analog signaIs, offers many advantages [1]. The most 

important and obvious of these are (1) regenerative amplificatIOn for transmission 

over long distances and (2) ease of encryptiori for secure' communicatiQns./ / Regen

er'ative amplification allows better use of noisy channels, provided enough repeaters , 

~e st.ationed, between the source and the destination. During each regeneration, the 

digit al ~gnal can be stripped of noise and int erfere,nce introduced during the ,trans-

.~ 

mission. If regeneration Îs done before the channel noise and interference become too 
~ L , 

severe, performance can be méj.de virtually independent of di~tance. In analog sys-

tems, however, noise and other irnpairments accumulate with distance. Als,o, analog 

repeaters exhibit sorne non-linear behaviour, the effect.s of t.his being accurnulated at 

every repeater. \The ad~antages of digit.al codmg for speech signaIs have, oyer the 
.' 

years, prornpted the integratlOn of dJgital techniques into telephone networks. Ai' a , 

result, \,he last two decades have witnessed a great deal of activity in speech codmg. 

Digital coding of analog waveforms entails sorne amount of coding distortion. 

Coding distortion, in gen,eral, decreases with increasing coder bit rate. However, high 

bit rate signaIs require a higher t.ransmission bandwidth 10r reliable transmission, 

, - 1 -
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and this implies high~r tran~mission costs. The goal of all speech coding algorithms, 

therefor~, is to represent speech with h1gh quality (low distortion), yet at low encoding 

bit rates. 
y 

Speech researchers have over the years distinguished between fou~ grades of qual-

ity (1) Commentaryor Broadcasi quahty, (0-7000 Hz bandwidth) which is wide band

width speech with no perceptible ~oise, (2) Toll quahty or ,~e1ephoni quahty, (0-3400 

, Hz/bandwidth), which is ni\rrow bandwidth speech as heard ove~ th~ s'witched tele-
\;. 

phone network, (3) Gommunlcaünns quahty, whichtlis.characterized by high intelligi~ 

?ility but \Vith perceptible amounts of noise and distortion, and (4) Syntnetzc qualzty, 

which is highly intelligible, but which also tends to sound buzzy and unnatural, and 

~ 
lacks speaker idenhfiability. The work in this thesis is conc~rned wit.h coders that 

" 

yield- toll quality or near toll quality speech, for use over the switched teltlphone 
J 

network. \ 

A starting point in any speech coding process is that of time discreiization (sam-

pling). According to the sampling theorem, afiy band-limited analog signal can be 

sampled uniformly without loss of information provided the sampling rate is at least 

equal to the NyqUlst rate, (twice the highest frèquency component in the original 
f r 

analog signal). Althoug~ speech s,igna.ls have an energy w~ich Falls off rapidly with 

frequency, low pass filtering to preserve the perceptually important frequen~ies en

sures that the signal 'is ~ssentially band-limited. For example, speech transmitted 
'fJ 

over the telephone network is first band-limited to 3400 Hz, and then sampled using 
\ , , 

a conservative rate of 8000 Hz. ,Umform time sampling at a sampling ~greater 

,than or equal to the Nyquist r~te is an information 'preservmg operation, a~d the 
4' 

• 1 

original band-limited analog signal can be recovered by low pass filtering the sampled 
<", • '. 

signal. To obtain a digital representation, the information contained in the sampled 

speech signal has to be quantized. Speech coders are broadly classified into two cate-" 

gories a~cording to how the sampled speech information is quantized. The two coder 

- 2 -

.* .' 

• 



. " 

-' 

/ 

• 

types are (1) Vozee eodcrs Oi vocoders, and ('2) Wavefnryn coders. 
. 'a t 

.Vocoders can be described in terms of a discrete time moder for s;.tmpled speech 

signals. The model consists of a recursive digital filter driven by either whit.e noise 

or a periodic pulse train [2J. The type of excitation and the parameters of the filter 

are determined in an analysis phase. The relevant parameters are then transmitted 
1 

to the receiver where they are used to synthesize the output speech. Since no simple 

parametric model-for the filter and the excitation can possibly take into account aIl 

the complexJties of the human speech production process, the output speech usually 

has a 'buzzy' and synthetic quality. The synthetic quality of vocoder speech is also in 

part due to the automatic °parameter estjmation alg~):ithms. Better quality speech can 

be obtaip.ed by manual fine f~nzng o'f the fiher and excitation parameters. Vocoders

generally operate at rates below 4.8 kbits/sec, and yield synthetic quality speech, and 

certainly do not.· meet toll quality standards yet. The coder considered in this thesis 

is therefore not of the vocôding j.ype. 

Waveform coders, unlike vocoders, aUempt to track' the actual time variations of 

the input speech. Waveform coders generally opcrate at rates above 9.6 kbits/sec, and 

achieve qualities ranging from commu~ications quality to Ihoadcast qualit.y. Bence, 
l ~ 

, . 
almost aH toIl quahty coders are waveform coders. The convent.ional method of 

waveform co ding is Pulse Code Modula/LOTI (PCM), wit.h the so-called fL-Iaw and A-

law companding schemes [3],[4J. Figure 1.1 illustrates the operation of the PCM 
-

coder. The peM coder Ülustrat.es the t.wo basic proc..esses involvéd in 'waveform 

coding, samplmg a-nd amplztudr quanit::afzon. Uniform time sampling is followed by 
c 

amplit.ude _qu'l-ntization to one of a finit.e set of amplitudes. fJsually, speech sampled j. 

at 8000, Hz is quantized {o one of 256 amplitude levels givi~g a coding rate of 64 

kbits/sec. After sampling, the analog input is compressed using the 11-law or A- f 
!) 

law schemes. The final step in tihe encoding process is uniform quantization of the ,J 

sampled and compressed signal. At. the receiver, t.he output. of the inverse quantizer 

- 3 -
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is expanded ànd low pass filtered to yidd the output spee~h signal. Companding. 

together with uniform quantization is equivalent to nonuniform quantization with a 

logarithmic characteristic, and yields a higher dynam~ge and bet~er idle-chann~l 

noise performance than uniiorm PCM schemes. Log-PCM is a low complexity èoding 

scheme with essent.ially zero encoding delay, and was first standardized about 20 

years ago. Spurred on by the decreasIng cost. of hardware, researchers hav~ looked 

to more complex coding schemes that provide equivalent quality speech at lower 

,.~ rates. The mmplelOty of a cod~r is determined by its signal processing and ~emOry 
requirements. The following paragraphs revi~w the evolution of s~me of these coding 

~chemes, leading up to the coder studied in this thesis. 

, 
Band -

Lmutmg - Sampler Compressor Quanhzer 
Analog FIlter 
Input "'-j ~(t ) 

, 
i , , 

, , 

" 

Digital 
Lmk . 

" . 
s( t) 

Interpolatmg 
Expandër 

Analog F,lter 
Output 

#' 

Fig. 1.1 Log-peM Coder. 

Inverse . 
QuantJzer 

~ 

i 
i 
i __ J 

It is weIl known that speech signaIs sampled at the Nyquist rate exhibit significant 
t7 

\ correlation "between successive samples. In peM, ~ach sample is cod~<:l. ind~p~dently 
... 

of aIl other samples. This method of coding IS inefficient SInce the correlation petJVeen 

samples is Ignored, anf.l requires coding at .rates of 64 kbitsjsec to provide telephone 

quahty speech. A dass of coders called Dlfferentzal Pulse Code ModulaiLOn (DPCM) 

coders ut.ilize this redundancy to achieve reductions inlcod!ng rate ov~PCM [4]. A 

DPCM coder is shown in Fig. 1.2. It includes the use of a predictor in addition to 

a quantizer. The predictor exploits redundancy in the input stream through time 
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domain operations. The input to the quantizt>r is a prediction error formed by tIre 
o ~ 

diffeténce between the éurrent sample and the output of the predictor. Because of , 

the correlation between s~ccessive samples, the prediction error sequence will have a 
. . 

smaller dynamic''range, or variance, than ~he sampled speech signal. The quantizer 

can therefore have fewer levels in a DPCM coder than ln a PCM c'oder without 

-suffenng an increase in qua'ntization error v~rjance. 
4t "'. 

, 

. . 
" " + . 

\ ,+ .... • Quantlzer 

Input - Output - . 
Q , 0 

PredIction . . 
, 

+./'+ + .. 
" 

~ • 
c . CI':! 

> 
~, 

Predtctor 
- . 

~ .. 
~ .. 
\ 

, . 

. 
Fig. 1.2 DifferentiaI Encoder '. 

Speech is a quasi:stationary source whose short. time behaviour is stationary, but 
" l 

whose modes of stat.ionarit.y change slowIy with tIme. In DPCM coders, a fixed quan-

tizer and fixed predictor are used. The design of these coders is. based on long-term 
. . 

statistics of the input signal. The performance of differential encoders can be further . . '-- . . . 
improved by adapüng the predictor and quantize~ to mat.ch the short-term mo4es 

, of stationarity of the mput speech, and the dynamic range of the prediction error , , 

sequencè respectively. Such coders are called Adaptwe DzJJerenhal Pulse Code Modv-

latwn (ADPCM) coders [4}. ADPCM codeI:s can yield toll quality speech (equivalent 

to :.34 kbits/sec log-PCM) at rates of 32 kbits/sec, a savingr.of 1:2 over conventional r 
, .. 

log-PCM techniques [5]. lndeed, the CClT)' formally approved an ADPCM coder 

algorithm as an international stand"ard at its Odober 1984 plenary sessiDn [6]. 

" - 5 -
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The CCITT ADPC'M.standard, while providing to11 quality speech at haH the bit 
«; 

'''"------
r-ate of the PCM standard, also observe~ several important. coder constraints }mposed 

by existing telecommunications networks. One very severe constraint for terrest.rial 

networks is that of echo t.olerance of telephone links. Telephone links provide unsat-

isfad,ory performé!,nce in the presence of large round t.rip delays due to the problem 

of disturbirrg echo effeds. Echoes are generated at the interface between 4-wire and 

2-wire lines due to )mpedance mismatches at the hybrid interface. The dis"turbing 

effeds of echoes can -be reduced by mtroducing artificial losses in both directions 

of. the 4-wire hnk. The' amount of echo loss required for satisfactory performance 

increases wit h the round trip delay. Bot h the' encoding delay and the propagatlOn 

time contribute to the round trip delay, Since echo suppression affects the received 

signal also, the amount of echo suppression loss used has to be limited, and this in 

tùrn sets a hmit on the maximum allowable round trip delay. Also end-to-end links 
) 

\ 

. may not b.e_elliiLe}y digital, necessitating severa! tandem coding/decoding pro cesses 
- ~ 

in cascade. Transmission across digital links may also involve several stages of digital . 
transcodings to and from 64 kbit/sec log-PCM. In consideration of aIl these factors, 

it is in genera! necessary to hmit single st age en('Oding delays to a maximum of 1 to 

2 ms per directlOn [7]. This hmi,t on p;ocessing delay should be taken into account 

when designing a new cading algorit.hm. A second property of th~ CCITT coding 

.algorithm is that of backward adaptation of the predictor and quantizer,' i.e., the 

predictor and quantizer are upaated usmg information cont.ained in the past quan

" fized output signal. Sin ce this SIgnal is avaIlable at the 'receiver, it can keep track 
o 

of the evolut.ion of the predict.or and quantizer witltout. relying on side information. 

The transmission of side information necessitates more complex framing schemes for 

correct multiplexing of the quantizer Qutput and sIde information bit streams, thus 

iricreasing overall coder complexity. 

The aim of this study is to obtain a 16 khitsfsec toU quality Toder that has 

- 6 -
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(1) an encoding delay ne great.er than 2 ms, and (2) no side> information require
oô 

ments. The performance of an ADPCM coder (based on tbe CCITT algorithm) at 16 , 

kbits/sec and 24 kbits/sec is, unfortunately, poor. Specifically, at 16 kbits/sec, the 
l , 

output is considerably distorted and has high amount.s of quantization noise. This is 

to he expected sinct:' the predictor and 11.5 up-date algorit.hms are hindered by poor 

< quantization effects. The quantizaÜoIl effeds in tum are affected by poor predictor 

performance. Renee at low rates, it bas been necessary to use forward adaptation 

schemesfor adapting the predictor. This lllvolves operatIOn on a block of input. speech 
-'l 

for determining the optimum predictor coeffiCIents [31 The main disadvantages of tbis 

are (1) tincoding delays of the order of 10~20 ms due to data buffering to cal~ulat.e the 

optimal predictor coeffiCHmts for the blo~k, and (2) transn:ission of side informatiol} 

for parameters and for maintaimng coder/decoder frame alignment. Hence, coders 
o L 

employing forward adapt ation schemes are unsui1.able for general use over terrestrial 

telephone networks. Some other refinement df the basic ADPCM scheme is required 

to enable it to perform adequa~e]y at lo;V rates, observing at the. same time the con-
. 

straints of (1) low encoding delay and (2) no side information. A major advance 

tO~f1Irds improving the performance 'of waveform coders ai low bit rates came with 
~ 1 

,the use of multipath tree search algorithms with differenti",l waveform coders. Various 

developme'nts along these hnes are discussed next. 
r 

A charact.er~st.ic of diffeient.Ial coders is that. ihe possible quantized output se-

quences are arranged in the form of a trcc codt'. Encoding in convent.ional schemes 
r .. t.-

then ,proceeds by a 8tnglc path search. oft.his tree to find the best output sequence. 
, 
This has' been identified as being a clear shortcoming of conventional DPCM and 

AD PCM. A major refinement to differential ~ode'rs has, been that or ernploying De-

layf'!.d DeClszon with such coders. These schemes are called delayed decision DPCM 
~~I) 

or ddayed decision ADPCM as the case may he. Differential encoders with delayed 

decision, as the tenn implies, invo]ves some encoding delay. Rowever, unlike forward 
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adaptive differential coders. wherê encoding delay is utilized for efficient redundancy 
" , 0 

removal from the input, delayed decision coders utilize encodil!g delay to provide the 

capability of a multzpath search through the {"ode tree, thus maIGng more efficient 

use of the tree code. Delayed decision is a feature that leads to efficient coding of 

redundant as weIl as non-redundant inputs. The delays are usually of the order of a -\ 

few samples, and c~n be kept within network echo delay constraints . 

Delayed decision applied to a DPCM coder was first studied by Anderson and 
, 

Rodie [8]. A cornputati~'nally efl}cient rnultIpath search algonthrn, called the (M, L) 

algorithm, was used with a fixed predictor and quantizer together with a squ-;-red error 

distortfon measure to give more than 4 dB improvement in ,signal-to-noise ratio over 
f) 

convention al single path searched DPCM schemes at a rate of 16 kbits/sec. Jayant and 

Christensen [9J applied delayed decislOn using the (M, L )-algorithrn to a differential 

coqer with hackward adapt,ive quantizàtion and fixed prediction. Although delayed 
" , 

decision coding in the ahove studies provlded gqins hoth in terrns of measurable 

signal-to-noise ratio gains and in t.enus of perceived speech quality over conventional 
1. 

dlfferential coders at a rate of 16 kbits/sec, the speech output qù~lity was still reported 
o 

t 0 he characi erized hy easily perc-eived qua,ntization noise. This is due to two main 

short.comings. Fust, the encoding algorithm ut~lizes fixed ~nd not adaptive prediction . 

Second, the tree code is a deterministic tree code. Much can be gaineawith the use of 

so-called siochastzc tree codes as will he shown in this t.hesis work. D.ela.yed decision 

ADPCM with forwar~ adaptive predict.ion have been studied in [10J and [11]. The 

use of a stochast.ic code with forward adaptation was reported in [12]. However 
'" 

as mentioned previously, forward adaptatlOn schemes are unsuitable for terrestrial 

telephone networks. 

This thesis studies a delayed decision tree coder empl,?ying backward adaptive 

qU,antization and prediction. A stochast.ically populated innovations tree that includes 

the effect. of a backward adaptive gain is used. Both a short-term or formant prediclor 

\ 
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and ~ a long-term or pit ch predictor are used. Both t.ypes ?f predictors are backward 

,adaptive. Gener~ized noise feedback encoder configurations [13J are utilized to permit 
d 

,the use of a subjectively meaningful frequency'weighted error measure. The use of a 

pitch predictor in a tree coding application, and the adaptation of the pitch predictor 

" '" using backward adaptive algorithms is new. Backward adaptation of the formant 

predictor in tree cq,ding, and the use of a b'ackward adaptive gain with a stochastic 

innovations tree is also new. 
.(> 

Results show that with an 8-sample (1 ms with an 8 kHz sampling rate) ~ncoding 
.' 

delay, and a codi1ng rate of 16 kbits/sec, speech quality equjvalent to 7 bits/sample 

log-peM is achieved. 

1.1 Scope and organization <;>f Thesis 

This thesis is organized into five chapters. Chapter 2 reviews the çonventional 

ADPCM coder, and the gêneralized noise feedback coding scheme of Atal [13J, with 

, both short.-tefln and long-term predictors. The 'adaptation algorithms used for the 

predictors in this work are described. Sorne b~ckward gain adaptation schemes used . " 

with conventional quantizers are presented. 

In Chapter 3, descriptions are given of various tree codes associated with con-

ventional DPOM and ADPCM schemes. The multipath (M, L) search algorithm is 

briefly reviewed. Deterministic and stochastic tree codes are described. The conven-
1 

tional quantizer gain adaptation schemes are extended to backw~rd gain adaptation 

with stochastic innovations code trees. A historical summary of past work in tree 

co~ing;relevant to this thesls WO'i'k, m given. 
~~w _ 

Chapter 4 gives a detailed description of the encodin? algorithms studied. BÇlth 

objective test results and results of subjective listening tests are presented. 

'Chapter'5 concludes the work and proposes recommendations for fU,ture research. 
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Chapter 2' i Conventional DifferentiaI Coàers 

/ 

This chaptet provides a reVlew of convention al Differeftîial Encoding ~chemes. 
, 

These coders provide significant ëoding gains over PCM systems by exploiting redun-
- (). .. 

~I\t 

- dancies in sampled speech signaIs. The conventi~nal Feedback Around the Quantizer 

c2nfiguration [14J is presented, together with the GeneraI}zed Predictive Coder con: -

figuration with adjustable noise spectrun\ [13J. _ 

This thesis studies the use of delayed decision using the Genetalized Predictive 

Coder configuration. Such an encoder configura\ion allows for adaptive c?ntr~l of the 

. output noise spectrum. 

Finally, the adaptation schemes used in this study for the predictor and quantizer 

which constitute part of any differential encoding scheme are briefly described. Such 

/ 

adaptivity is necessary in order to account for the time varying nat'ure of speech 

signaIs. 6 

/, '0 

2.1 Conventional ADPCM System 

The basic ADPCM system is shown in Fig. 2.1. The main components of the , 

system are the predzctor and the quantlzer. Redundancy removal from the input 

speech samples is achieved by subtracting from each input sam pIe s( n), a predicted 
• 

sample s( n). Predictors that. remove near":.sample redundancies from the input have 
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s(n)+ e(nl ,+,., QUANTIZER 
eq(n) eq(n) + s(n) ............... +}----------t'-'-'4~ 

" s(n) 
DIgItal Lmk +'f/ 

, s( '11 ) 
, 

+" -,+ 

F(z)" -
, 

s(n) 
F( z) 

-

ENCODER 

Fig. 2.1 

the system function of 
o 

c 
j) 

IDECODER 

Conventional ADPCM Coder 

p/ 

F(z) = Latz-Z, 
t=I 

,~ \ 

i 

(2.1 ) 

where P i" the order ?f the predicto\, Such predictors are based on the modelling of 

the acoustic resonances of the vocal tract by an aU pole synthesis filter. The vocal 

tract resonances are called formants, and hence such predictors will be referred to 

henceforth as formant predzclors. The prediction error formed as (s( n) - s( n)! is 

then q:à~tized and transmittei over the channel. SUllultaneously, this quantized 
\ 

value is summed ~ith the predicted value to yield a quantIzed output sample s( n). 
o 

The encoder configuration thereîore also Încorporates a local decoder. Slllce the input 
, 

to the predictor is the reconstructed output s( n), the predicted signal s( n) Îs given 

by 
p 

s(n) ~ La,s(n - i) (2.2) 
t=I 

·The e,quations describing the operation of the system are given below. 

e(n) =s(n') - s(n) 
(2.3) 

eq(n) =--e(n) + q(n) 

. 11 . 

o 
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Assuming that there are no channel errots, the decoder will form a reconstructed 

signal s( n) given by 

s( n) =eq( n) + s( n ) " 

=e(n) + s(n) + q(n) 

=s(n) +Wn), 

(2.4) 

The reco"nstrudion error given by s( 71) - s( 71 ) is equal to the "'~uantization error q( 71 ). 
"'-"'" 

For a given number of quantizer levels, the quantization error variance t~nds to be pro- • 

portional tG the variance of the quantizer input. Since the prediction error sequence 

e( Tl) has a sm aller variance than the input s( n), differentia\ coders will provide better 

performance than PCM systems, for the 'SaIlle nurnber of quantizer levels. The mai.? 

objective if! the design of the pfedictor is therefore that of maximizing the predzctzon 

gam, t he prediction gain being the ratio of the power in the input signal s( n) to the 

power in the prediction errôr signal e( 71). The quantization error for a mulh.Ievel 

quantizer with finely spaced levels IS approxiinately whzie, i.e., has a fairly fiat power 

spectrum. Since t.he quant.i!\ttion error is equal t.o the reconstruction error, the lat.ter 

<> 

also has a white spectrum uhder the given assumptions. The Generalized Predictive -

Coder configuration allows more control over the shape of the reconstru.ction error . 
spedrum, and is presented i~ the next section. 

2.2 Generalized Predictive Coder Configuration 

The block diagram of a Generalized Predict.ive Coder is shown in Fig. 2.2. In 

the conventional ADPCM coder described in the previous section, the output noise is 

~pproximately whIte, A white spectrum qS, however, not perceptually good, especially 

if the noise power is high., The shape of t.he noise spectrum in relation to the speech 

spectrum is i~portant from the point of view of perceived distortiôn in the output 
~ 

speech. Noise in the formant regions is partially or totally masked by the speech 
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signal, si~~e the speech power is high in the f~mant regions. The perceived noise 

in the output speech therefore cornes from noise in those frequency ranges where 

the signal level Îs ]ow. A configurat.ion that allows for adaptive adjustment of t.he 
, 

, noise spectrum in relation to t.he speech spectrum is the Generalized Prediêtive Coder 

configuration 113]. 

1 
N(z) f-- , 

" q(n) 
~+"\. 

0 + -

s( ri ) r(n) ~~+ 
1 - F(z) + QUANTIZER 

+ e(n) eq(n) 

s( ri) 
,\"+.,1 

s(nt -

.. 
F(z) '--'. , 

DECODER 

Fig. 2.2 Generalized Predictive Coder 

In Fig. 2.2 F(z) and N(z) are given by 

P 
F(z} = L azz- z 

z=1 ~ 

P. 
N(z) = L bzz- z 

z=1 

- 1 S -

~ 

, , 

(2.5) 
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The quantizer input e( n) is given by ,. 
p p 

e(n) :::: 5(n) - L azs(n - i) + L blq(n - i) .. (2.6) 
t=1 ,=1 , , 

The output of the decoder is given by 
, p 

i(n) -,~q(n) -1- L azs(n - i) 
t=} -

p / 
=e( n) - q( TI) + L azs( n - z) (2.7) 

z=1 
p. ( P'< . P 

=s(~) - L a1s(n' - z) +. L bzq(n - i) - q(n) + L a,s(~ - i) 
\ '1=1 1=1 %=1 

Takinl-z-transforms of both sicles yields /' 

S(.~) =8(z) - 8(z)F(z) -f N(z)Q(z) - Q(z) + S(z)F(z) 

- 1 - N(z) 
8(z) - 8(z)-=Q(z)1_ F(z) 

(2.8} 

The spectrum of the reconstruction error is 8( z) - 8( z). Q( z) is the spectrum of 
.~ 

the quantization error, and under the usual assumptions of white noise, is equal ~o a 
'f$ -
constant. The shape of t.he reconstruction error can be controllecl by choosing N(;;) 

appropriately It is usùal to choose N(z) as a bandwidth expanded version of F(z), 

i.e., N(z) ~ F(~), where 0 ::S JI ::S 1. The,value of li is usually chosen to be between 

0.75 and 0.9. A value of' fi = 1 gives a whit.e reconstruction error spectrum, while 
1 

Il = 0 gives an error spectrum which has the same shape as the signal spectrum. An 

intermedJat<;\ value of fi has the effect of deneasing the noise power -in the valleys 

, (regions between the for:qJ.ants.) of the speech spectral envelope, and increasing the 

noise power in t.he formant regions. ThlS decreases the perceptual effect of noise in the 

output speech. Note that t.he above method of cont.rolJing the output noise spect.rum 
/ 

relies on the quantizer noise spectrum being whit.e. 

2.3 Pitch Prediction 

The block diagram of a Generalized Predictive Goder with a formant predictor 

as w~ll as a long tcrm or plich predzctor is shown in Fig. 2.3. 
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8(11,) 

1 - F(z) 
r(n) J ..... + 

+'+"'- • QUANTIZER 

e(~) a eq{ 71) 
~ . 
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, .. 

, 

+ 
0 +,,+ 

• . 
P(z) . 

ENCODER 

, . 
+ + 
-,+/ -,,+,.t. 

• + + , 
~, .. 

P(;; ) L F(:: ) 

DECODER 

Fig. 2.3 Generalized' Predictive Coder with Pitch Prediction 

< ••• ,}'I ~ ---, vi • ~- " .. -. , 

s( 71) 
. 

/ 

The use of pitch prediction is mot ivat~d by the fact t.hat voiced speech segment s 

exhibit. considerable similarity between adjacent pitch periods. Voiced speech is pro~ 
, 

d.uced by excitation of the vocal tract b)l> rhythmic glottal excitation. Voiced speech 

thprefore tends to be quasi-periodic in nature, the period being equal to the pitch pe-

riod, i.e" the time interval between adjacent. glottal pulses. Formant predict.ors only 
.Q ~" 'f!."\ 

remove redundancies in t.he i!1Put. speech t.hat are due 1.0 t.he vocal tract. shape, anô 

- 15 -

o 

\ 

1 

Q~ 



hence, formant predicted residuai signaIs will contain pitch pulses for voiced speech. 
) 

Between pitch pulses, the formant. residuai is noise-like ,in nature. The formant resid-

'uai during voiced segments st.ill cont.ains redundant information in the form of pitch 

pulses, which can be effectively removed with the use of pitch prediction. The overall 

residual can therefore be quanhzed more eagily since its variance is further reduced 

through pitch predicti~n, 

A third order pitch predictor has the system function of 
- - "() ( 

P(z) = f31z-M1,+1 + f3z::-Mp + f33z-Mp-1, 
o 

(2.9) 

where Mp is the pitch perio!! ID sample~. Since the sampling frequency is 'fixed and 
,-

is in ge'nerai unrelated to the pitch peri'od, the pitch period may not be\./an integrai 
A 

number of samples. A third order predictor interpolates between adjacent samples 
" 

~ , 

and gives hlgher correlation fro:ry on.e period to the next than the individual samples. 

Adaptation of pitch predictors is necessary, since both the pitch lag and the 

predictor coefficients have to be fine tuned to the analysis segment. Pitch prediction 

is conventionally achieved with forward adaptation. The use of backward adaptation . ' .. '" 

is con~dered in this work. The following sections consider adaptation schemes used 

in this work for the formant and pitch predictors. 

2.4 Formant Pred{ctor 

Since the signal spectrum 1S time varying, the coefficients of the filter F( z) must 

be time varying also, tD obtain a small predicti'On error variance. Predictor update 

algorîthms are broadly dassified into two c~tegories, forward and backward adapta-

tion algorithms. Forward ad.aptation schemes were not considered in this work since 

they involve large encoding delays, and also require extra channel 'capacity for the ... 
transmission of adaptation information. 
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Backward adaptatit al~orithms ~ake use of information contained in the past 

quantized dat~ to update the predictor. The predictor can theÏ'efore be updated at 

eVt{ry sampling instant.,., This fo~ms J framework for t.he use of recursive or s~ent.ial 
, 

update algorithms [15]. Most. recursive updat.e algorithms are based on the method of 
• 

steepest des cent. The mean square prediction error is in general a' quadratic function 

of the predictor coeffitients. The error surface" is therefore a bowl-shaped surface. 
1 g 

{\lgoritbms based on the method of steepest nescent adjust the predictor coefficients 

by continually seeking the bottom of this bowl shaped surface. 

2.4.1 Update Aigorithm 

, 

The upclate algorithm used fot the predictor in this work is the Adaptive v(tticce 

Aigorit.hm [16]. This algorit.hm is briefly described below. 

s( 11) 

fo{ fi) 

Fig. 2.4 Latt.ice Filter of Order P 

The prediction erro! :6Uer in Fig. 2.2 is given by 

A(z) =1 - F(z) 
p 

=1 - 2:atz-1 
t=1 

17 -
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This transîer function can he implemented as a lattice filter shown in Fig. 2.4. The 

reflection (or partial' correlation) coefficient s Km have a unique relationship with the . . ( 
predictor coefficients al: Given Km, m = 1, ... ,P, the set ail i :::: 1, ... ,P are 

computed recursively from the following relations: 

o. 

, (m) ~' 
am =nm (2.11.a)' " 

,(m) _ (rn-l) + L' (rn-l) 
a

J 
-a) Ilmam_, 

~. J -
'(2.11.b) 

Equ~tions (2:11) are ~omputed recursively for m = 1,2, ... , P. 'The coefficients a<.m) 
. ','J 

.. are the co~fficie~ts for the corresponding inth order predictor. 

. Sinee the set of refledion c'oeffièients Km of the lattice and the coefficients al Qf • 
- ~ ~ 0 

the corresponcling transversal filter have a one-to,one relationship, hoth implementa-

tions are entirely equivalent for tzmc znvarzant conddwns. In the time varyÏng ca~e 
, c 0 

howe'ler; and in particular the case where th~ filter A( z) is updated at every sampling , , ., 

instant, the two Implementations (lattice and tra:-nsversal) are not equzvalent, due to 

differing initial conditions. The adaptive lat.tice algorithm is an update scheme for 

'the refl~ction coefficients of a lattire filter that can be used to realize the transfer 

functiolb A( =). In the ad.ual implementation of the transfer)unction A( z) however, 

one can use a lattÎce Implementation diredly, or use Eqs. (2.11) to convert the" re

flection coefficients to 'the corresponding transversal tap coefficients towards a direct . 
• 0 

,form realization. Thus while the underlying update algorithm 18 an adaptive lattice, 
, ( 

both latt~ce and transversal implementations can be used, alt.hough (these are no( 
v 

entir:ly equiv~lent in theorY. " 
? ' " ' 

b 

From Fig. 2.4, the following relation~ hold at t.he first stage and at each succeeding 

stage of the lat.t.ice. 

, " 

o 

" 

Il 

10(71) =bO(71) = s(n) 

f rn+ ~ ( n) = f,;, ( 71) - K m+ 1 bm (n - l) 

b~+l(71) = - Km+lfm(n) + bm{1l - 1) 
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where ;( n) is the input speech signal. The value r( n) is the prpdiclion error or residual 
o 

signal at the final stage of the lattice. It. is given by 

(2.13) 

T~, input speech signal i~ quasi-st~tionary. The~efore, the reflect.ioh coefficients 
" 

Km must vary wit~ time to track the modes of stationarity of the inpùt s( n). The 

reflection coefficients Km are therefore a function of time 11, and shown explicitly by 

writing Km(n), m = 1,2" .. , P. From the knowledge of aIl the ,quantities al tIme n , 

given in Eq. (2.12), we need to compute the reflection coefficients Km{n + 1), at, time 

n + 1. In the update method used, the reflertJOn coefficlent.s are updated on a stage 

by stage basis. The update method is based on the minimization of a weighted error 
, 

.\ 

. of the form 
- /"\ 

n 

ElIi~n)= L w(n-k)e;(k) , (2.14) 
k=-oo 

where ~~(k)'is a weighted:'sum of forward and backward residual energies.given by 

(2.15) 

~ 

and w(n) is a ~ausal windowJunction. Substituting Eq. (2.1.5) in Eq. (2.14) yields 

n 

- Em(n) = L lJ(n - "')[(1 -')!;t(k) -+ ,b;n{f}] 
A,=-oo ... 

(2.16) 

Substituting for !~(~.) and b;n( k) in E~I. &.2.16) yicl<h 

n 

EnI ( 11) = t 11'( 11 - ".)( 1 - 1') [fl;'- 1 ( ". ) 

k=-oo 

" 
n 

+ L w( n - k)h )[ A ~L ( 1/ ) f ~ _ d k ) 
k=-oo ' ," 
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Minimizing Em(n) wÎth respect to Km{n) yields the update Km{ll + 1). The-update 

Km(n"+ 1) is given by 

n 

L~ w(ll - k)fm-l(k)bm- 1{k -1) 
k=-(X) , ' \ 

Km{ n + 1) =---::n:------~----------
a "' 

L W(11 - k )bf~-l (k) + (1 - ï)b~-l (k - 1)] (2.18) 
k=-(X) 

o 

() 

" . 
The'sufficient conditions for stability of the synthesis filter, 1-1(z) are that (1) / = 0.5 

and (2) W(l1) 2': 0 for n 2': 0 [16J. The factor ï in Eq. (2.15) determines the mix 

between forward and backward resid1àals. Having Î =,0.5 corresponds to an cequal 

mix of forward and backward resldual energles. It is desirable to minimize only the , 

" 
, ~orward residual, ~ut this imphes ha~ing 1 = Q which qoes not guarantee stability of 

ilie resulting synthesis filter. The parameter ï will be referred to henceforth as the 

/attlce stabzllty constant. 

2.4.2 Choice of Window and Effect on Gomput~tion 
6' 

Th~ window w( 11) is used to form a weight ed surn of a function of the forward 

'and backward residual energies at each stage of t.he lattice, i.e., the windmy w( 11) 
u 

weights the residual energy into the past. The reRection coefficient for a particular 

stage is then updated for the' next tirne instant by minimizing the weighted sum in 
~ , 

Eq. (2.14) with ~espect 1.0 the reflection coefficient ai thal. st.age. The ilIllllediate past 

contains information concer,ning the current mode of stationarity of the input. speech. 
, 

Therefore, the shape of t.he window w( 11) should be such that. the residual eIlf'rgy over 

the immediate past. is weight.ed more t.han t.he resid ual energy over the more dlst ~nt 

pasto This ensures that the predictor evolves in accordance with t.he ~ha~ing modes 

of stationarit;;v of the input speech. The time frame over whîch the error is minimized 

- 20 -

• 

.. 



, 

is also'an important design factor. A t.illlt' frallle thal is too long results in averaging 

over two or mo!,e differe!1t modes of b t.al lOllan 1 y, w hereas a t.ime franu' t hat is 1.00 

short will not contain enough in'formation about the input spet>ch. 'l'wo importltnt. 

considerations in choosing a window are t herefore the shapt of t ht> window, and the 

efJecfzvc lcngth of the window. A third important com.ideration in choOSJllJ!; it window 

is the effect on the computat.ional complexity of the update all?;orithm, as will f)(' S('('ll 

in the next paragraph. 
, 

The general update procedure Îs now given. At each 111llein:-.tant.lI, til(' algorithm 
, . 

has to maintain ln memory the following, (1)' f{m(II),olll - l, .. , P, (2) /111(1.·), In -

1, .... P. ;\Jld l, < 11, and (~) bm(J.·), 171 = l, ... ,P, and J.. .. 1/ .1. TIIf' lJIpul .~(II) tn 
o 

the 1at1.1ce is the &equence of past quantizec! output :-.p('('ch data thal i& availahh: at 

both the encoder and thcdccoder.lr\r('spon~(' td'th('lal('~t olltpllt ,"(II), Eq~.(2.12r 

are used to compu.te /11,(11) and b11l(n) fOf111 l,. .,' P, JI 1)(,ln~ III<' fj 11er orcl(·r. 

The SUlm in the mUllerator and dC/lolllillillor of Eq (2.IK) arc the calnllatec\ for 

m = 1, ... P. The updated refkctlOII «)('fIiCl('lIb an' Ih('11 (aIcIlJa1<'c1 and k('pt for 
:. i) 

'J l' C 'rr, J 

the next tinl(' in&tant~ The for\\,(lfd and ba(kward r(,!->Id\l,t!~ 111/( TI) aud "",(11) an' .11&0 

kept faT the BCX! timc iIl~tallt ;4.ltholl)..!;h th(' ~1I111~ III tlt't, J1l1lllnator alld d('lIoIlIÎn.!1or 

are shown to hc lIlfiJllk, olle could II~(' finlll' 1('I1)..!;t il wllldO\\!>. III (il ,II .( ,I~(', 1 lit' fOTwarcl 

and backward re~ld\lal ~('qlJ('nCt'~ at ('aell .,t ilJ!.C havI' to IH' III il litt ilIl\('d III 1ll('lIIory. 1 1 If' 

length of t1w~(' M'qll('nn'~ hl'lIl)..!; t'quaI to tllf' kn~th (Jf tlJ(' WIIHlow Nole ah,o tltat 

for e<lcl! rdlt'ctlon co('ffiel<'nt upda!!'. il r.ITg;(' Illlllllwr ,of Itl1d! 1 plinllioJl op('ratloJ\~ 

are lTI\'olved III ('\allIall1l~ Ilw the IIUllwT,tlor and dCIIOlll'lllatll' of E(I_ (~.IH). If Il 

':;eyut"'IH'(,h at (,1Ich fota)..!;f>. A wa~ of a\'()ldlJl~ "Ill Il IIIg;la'c olIljml.t1I(JIIal fOllll'l"xlly 111 

the ;lpdafe pwc('duTr i~ 10 11<'(' window., ".( Il) 1 hill ('an 1)(' (OIl~ld~;'f/·d Hf- t tif' 111))1111·.(, 

TCSpOIlM' of a Céll11-a) finit,· orclf'T Tf'nlr~i\'f' c1ig:llal filtl'f. T}1f' Il'''' of "li ( li willdowl-lr'lul" 
t 

.. ! 1 . 

\~ 



1 

c 

b 

to the possibility of obtaining recursive updat.,e equation~ for Cm(n) 'and Dm(n) in 

Eq. (2.18) às explained below. 

" 

,In general if W (z) i s of the form 

N: 
1 - L a 1 z- z 

W(=) ~ __ 1-:-::=1 __ 
N 

1 - L f31z- 1 

t~en Cm( n) satisfies the following refUrsive relationship\ . 

,N N= 

CmCn) = Lf31Cm(rz - i) - Laz!m-1(rz,- 2)bm_ 1(n-1-i) 
1=1 1=1 

and Dm(n) satisfies, 

A sImple window is the one-pole or exponential window given by , , 

] 
J;l'(=) = . 

1 - ;3;;-1 

The update equations for Cm(~) and Dm(ll) are then given by 

Cm(rz) =f3Cm(rz - 1) + fm-l(1l)bm- 1(rz - 1) 

Dm(rz) ~f3Dm(n - 1) + bf~-l(n) + (1 -,)b;n_l(n - l)J 

\ 

1 
(2.19) 

(i20) 

(2.22) 

(2.23) 

Such a 'recursive 'üpdate ~ffers considerable savings in computation and memory re-
, , 

quirements of the update algorithm. The equivalent window response w( 11) is given 
, 

by 

{ 

f3n 

w(n) = 0 
for n 2 0 

for 11 < 0 , 
<t:l 

and the parameter f3 coIftrols the effè,ctive length of the window. 

(2.24) 

The simplified update algorithn:; that result.s with the use of a recuisive window 

is ,now given. The algorit.hm maint.ams the following in, memory, (1) Km(n), m 
6 
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1, ... ,P, (2) Cm{n - il, t = 1, ... ,N, Dm(n .. il, i ::::- r-, ... ,N, and for m ::::-

1, ... ,P, (3) Im-1(n":' t), i ~ 1,._".,N;, bm-1{n - i), 1 = 1, ... ,N;, and for m = 
" / 

1, ... , P'IFor each value of m, Eqs. (2.12) are used 1.0 calculate fm(n) and bm(n). Thr 

quantities Cm(n) and Dm(n) are t.hen updated accordmg to"Eq. (2.20)', and Eq. (2.21). 

The updated reflection coefficient Km(n + 1) is given by Eq. (2.18). 1'h(' ref)t>ctio!\ 

coefficient.s and the backward residual b11l (77) are then saved for the next t.ime instant. 

2.5 Pitch Predictor 'Update AIgorithI:ll ( 
1 

1 

lTnlike recursi~ adaptatIon schemes uscd 'for formant predidors, th(' pitch prc-

o dictor adaptation scheI1le is basical1y il lIoll-r('cursivt" procedure operat.ing on past 

quantized (ormant residual samp)("s. 

A 3-tap pitch pre(hetor is giv(.n hy 

(2.2;») 

was used exclusively in this work. Tht" upda1(" i~ ha~('d on Ill(' ('ovariauc(' formulatioll 

of linear prediction [2]. Mmin~izing t}H' IIlcan ~ql1(tr(' ('rror o\'er ct franl(' of )eflgt la N . ~ 

samples results in tht" follo;"ing sy:"tem of hr\('(lf ('quatJ()I,~ to 1)(' ~())\'('d, 

N :\ N 

L r(lI)r(ll - Afp -t :2 - 1) =- L (i) L 1'(11 "" Afp ! 2 j), (2.:W) 
.. 

n=l )::-1 71" 1 

• for z = 1,2,3. The sequence 1'( 11) i~ il forlllant pr(·{bcl(·d T('!->idllal signal. 'l'hi!'> a!)()\,(' 
o 

equation can hl' wri111'n in III al f1X fortll ft!'> 
- .. .. 

[

c!>(A!p-1,A/I'--1) (/I(M

"

" l,M1,) 

cjJ( Ml" Mp --1) ô( Mil' M,,) 
c!>( A11,-! l, Ml' 1) ql( Ml' ; 1. Ml') 

1 
where cjJ(i,j) is ~iv('n by 

:v 
<b( , , j) - 2.: r( 71 ' i )r( 11 - J) . (2.2~ ) 

" J 
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Thi~' in turn can be written compactlyas ;pf3 .:-- Q. t 

Givé'n data consisting of the past qùantized fonnant residual or the actual formant 

residual, an estimate of the pitch periqd Mp is first obtained, and this value of Mp 

is used in conjunction with Eq. (2.27) to obtain the corresponding set of predictor 

. coefficiel!;ts (3t. In a backward adaptation scheme, the sequence '1'( n) would correspo~d 

to a quantized formant residual signal. . ' 
The lag estimate is obtained III this work ~s.ing a computationally inexpensive 

method deseribed III [17]. This method is brieily descnbed below. The mean squared 
-

prediction erroi[2 is given by 

é 2 = q,(0,9) _ aTipa. 
1 

(2.2~) 

The pitch lag Mp is ehosen so as to maximize a T éJ)Q. If the off-diagonal teFms in the 

matrix of Eq. 2.~7 are neglected, o;T 4.> a is approximately given by 

, T 1111'+1 q,2(0, m) 
a éJ)o; ~ L' . 

m=Ml'-l q,(m, m) 

- t" 

(2.30) 

The pit.ch lag Mp is ehosen so éfs 1.0 maximize Eq. (2.~0). Ne&lecting the off diagonal 
" ~ 

terms is justified sinee 1'( 71 t 1S the formant. predict.ed residual, and therefore has small 

near Bample correlations Noie t.hat this method of est.imating t.he lag is apprbpriate 

only when the lag is estimat.ed from t he formant. pred1cted residual. 

If the pit eh"predictor is backward adapted, the frame over which the mean square 
\ 

prediction error is minimized does not correspond to the frame over whieh the pitch 

predictor is applied. Backward adapted pitch predictors perform poorly in transition 
Q 

regions where the piteh lag is changing rapidly. This is because the pitc_h lag and eoef-
. 

ficients are too finely tuned to the analysis frame. Due to eneoding delay constraints, 

the encoding algorithm is constrained to use backward adaptation. The solut~on 

considered hde to reduce sorne of the adverse effect.s of backward pitch predictor, 
~ .. 

adaptation is that of 'softcnzng' the piteh predictor. Softening the pitch predictor • 
'-

-' 24 -
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amounts to making the predidor les~ finely tuned ro the analysis frame. This 'can be 
! 0 

done by adding uncorrelat.ed whit.e noise to the signa,.l r(n) or its quant}zed version 
/ 

and using this perturbed signal to solve for tJH' pitch predict.or coeffit'ients. This ap-

proach is equivalent to adding a noise tenu 10 the diagonal elements of the covariance , - l, . 

, matrix CP, and is the approach m.ed here, Thus lhe diagonal eleJllellt~ </J( i, i) of the 

matrix cp are replaced by (1 + ü)<p{l,i). This perturhed mat.rix is used in Eq\ (2.27) 
o 

to sol ve for the pitch predict.or coefficients. 

2.6 Quantiz~r Gain U pdate Algorithm 

/ For a source whose statistics do not vary with t.UllC, there a~(' t,wo basic issucs 

involved in the design of a quant.izer for the source. Thcf.e are (1) the rhararfcrlsilC 

o 0 , 

and (2) the dy71ll7711C T'ange of the quantizer. The qUilntJzer charactt'r1f.tic is determined 

from t.he distributlOn function of the source, and tI)(' dynftllll< réln~(' i!'> dderlllined 

from variance of the source. \Nhen qUœntizin~ fi sourcc wit h time varyill~ st.a1.i1ot.ic!-, 

! bot.h the qUJtntlzer charar1erÎ1oti( and <lyll,1lItÎ( rlllll!;<' have 10 adaj>t to mate'/. tl~(· 

source slalishc!-. MObt diflerential {'IIcoder1o Il~(' <Jllalltiz('r~ with fi Illllforlll 1>t(·p 1>IZ(' 
~ 

charac1erist.ic. Thus dtfTerential encoder;, wilh adapti\'f' <jualltl"f·r ... adapt til(' dynllllllc 

range or step size of il uniform quaniJzer to lIlatch th~· local v.triali()l1~ in dYlIlllIIJ(' 

range of the prt>diction resiùual. .Ju~t a~ wlth pJ('didor IIpda1<'~, /'o1.h forward and 

backward adaptat.ions of the sttP :,ize (,(1I\ ))(' ll~('d. but ollly haf'kward adllptatioll 

, , . 
schemes are considered III Hus work Backwarci adaptatioll 10( hf'II)('~ 1I~lIillly takf' Ill(' 

form of a recurslve vaflaJl('(' ('st illlator. 
-/ 

An adaptivf' quantiz{'r cali 1)(' thouJ?;ht of a ... ()l1f' that nornlaliz(':' ilt. input, wlth il 

variable gain. and quanli:œs the 1I0flllilliz('d valllt' wit" a fixt'd <!1HlIItiz('r. A wI'1I kllOWIl 

bac:"'ward adaptation 5chelll(' il'. thal of (Jt/al'fll" fjua"fl:11fum tI,t/iI li Mlf t!.'01·d 1/It mm'y. 

o also knowII ab a layant adapflt'f IjllfWli::t,' il X lu thlb "dWJI)f', tlH' rmTlIllllizin,r; 
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e(n) ~ 
Flxed Pn Inverse 

€q(n) 
eq(n) 

~n ~n 
"r/ Quantlzer Quantlzer . ,xI 

1-
() 

~n Ân 

Gam 

AdaptatJOn . 

Fig. 2.5 Backward Adaptive Quantizer 
\ 

variable of the quantizer is updated by multiplying by a multiplier which depend& on .. -
the quantizer codeword or level chosen at the previous sampling instant. A Jayant 

adaptive qu~ntizer is shown in Fig 2.5. The variable gain at time n, ~n, is given by 

- Ân = L\n-! . . M(Pn-}), (2.31) 

wh()re Pn-l lS the quantizer output coleword at hme n - 1, and M(.) is the gain 

multiplier. The out.er levels of rte quantizer are assigned multJplier values greater 

than one, while the inner values are assigned .values less than one. The quantizer 
", 

range thus tends to track th~ 61ynamic range of t.he,input. 

e( n) ~ Pn 
€ n 

eq(n) ;;;; FlXed Inverse ;ru: 
'r'" Quantlzer Quantlzer 

,x,..., 

Fn Fn 

l 
c 

VnrJance 

Esllmntor 
~ 

" 
Fig. 2.6 Variance Estimating Quantizer 

An alternative to the above gain adapt.at.ion scheme is that of t.he varwnce es-, 

tzmatmg quantzzer shown in Fig. 2.6. In this scheme, the input is normalized by a 
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variance estilI).ate of the input. This variance estimate is obtained using a weighted 

sum of the square of the past quantized o~tputs, e~( 71). 1t is shown in [19J that t.here 

exists a J ayant Adaptive Quantizer which is equivalent to an exponential average 

based Variance Estimating Quantizer. 

The exponential based variance estimate is updated using the following"equation, 

') 

an+l = fJan + (1 - fJ)e;;(n) 0 < 6 < 1. (2.32) 
Q 

, \ 
The par~meter, controls the effecllve memory of the estimat.or. If the output levels of 

the fixed quantIzer are given by f(Pn), then an equivalent Jayant adaptive quanÙzer 

has a fixed quantizer wit.h the same out.put levels fU~), and multipliers assigned to 

t.hese levels given by. 

2 2 M (P n) = (1 - [,) f (P1I ) + r, -
(2.33) 

The above adapt.ive quant.ization schemes dt'lal with instantaneous <luaI!:!jzation 

of individual samples using a quantizer wlth a variable step size. How('ver, the ideab 

dealing with step size adaptation will be extended later to bad'word yam adapfaflO7l 
l ' 

with stochastic and determimstic mnovatlOns t ree codeb in t.he next chapter. 

1 • 

a r 
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Chapter 3 Delayed Decision Encoding 

Dclayed DeClszon Codzng or Multtpath ScaT'ch C6dmg are en~ding techniques 
'\ 

that employ en~oding delay to provide a multipatch search capability. The use of 

delayed decision in the coding of a source ('an provide encoding performance that 

, is closer to the rate distortion bound for that source than the performance of a 

zero memory quantizer [20]. This is true l'ven for a source that is independent and 
, 

identically distnbuted (i.I.d). Delayed decï'sion also provides a frarhework for source 

encoding a!i rates less than 1 bl( per sample, i.e., at.fractional bit rates per sample. 

(The lowest possible rate that can be achieved with instantaneous quantization is 

one bit per sample). Delayed decision codmg techniques are br~dly classified into 

thrcc categon", the ,o-"lIed wd,book, multipath Irce and :1Path lrell" ~oding. 
algorithms [11]. Codebook coding is also known as vecioT' quantzzatzon. In vedor 

quantization, a block of samples are encoded together by choosing one of a set of 

output blocks that best matches the input block. The delay involved is therefore equaI 
.. 

to the waiting tUlle for gathering a block of samples of a given size for subsequent 

quantization. In tree-and trellis coders, the possible qua'ntJzed output sequençes are 

graphi('ally arranged in the tonn of tree and trellis structures respectively. 

The dass of delayed decision coders 'relevant to this study are tree coders. Differ-, ' 
o 

ential encoding schemes and PCM schemes whià have forrned the basis of waveform 

coding of speech signaIs, offer candidate output. sequences which can be graphically 

- 28 -
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listed in the form of a code tree. Subsequent sections will describe various tree Fodes 

, associated with peM and differential encoding schemes. Among differential encoding 

,schemes, a distinction can be made between detcrmmzstzc tree codes and stochasfzc 

tree codes. Deterministic codes are generated according to a fixed rule, and have more 

" mod<,\st memory requirements than stodfastic tree codes, although the latter dass of 

codes give better performance. 

3.1 Tree Coders 
...... , 

Fig. 3.1 Trec Structure of Bran('hing Fartor 2R 

4/fP" --'" 

In tree coders, the output sequcn('es possess a particular graphical structure called 
• 

a tree structure. The purpose of the next paragraph 18 to establish sorne ('OlnIllOn 

• 
terrninology regarding tree stru~ ures. 

- 2.9 -
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A tree structure is shown in Fig. 3.1. The,;tree consists of branches a.nd nodes. 

A fixed number of branche~ emanate from each node, and each of these branches 

terminates in nodes. No two branches terminate on tpe same node. The numh~r of 

branches emanating from each node is called the brancl:zng factor. The tree shown in 

Fig, 3.1 has a branchmg fador of 2R . A tree wi th a bran ching fador of two is called 

'a bmary tree. The ini tial no de of the tree is called the root. The depth of a set of 

nodes is the number of branches, ~raversed along the path from the root to any one 

of that set of nodes. A given tree structure is specified by its branching factor. 

In tree codes, each of the, branches è~anating from anode is assigned a uniq'ue 
~ 

branch number. This branch number assignment is then consistently applied through-

out the tree as shown,in Fig. 3.1. ln general, each node 01 the tree is associated with f3 

output values. In this work, interest was centered only on the case where f3 = 1, i.e., 

one output value is assigned to each node. Each depth of the tree then corresponds 

to a samphng instant. Thus, depth 1 corresponds to samphng instant 1, depth 2 to 

sampling instant 2 and so on. The values assiglled 1.0 the set of nodes at a particular 

depth correspond to the possIble out.put values at the time instant associated with 

that dept.h. A particular output sequence is specified by tracmg along a particular . 
, path of the tree. This path is uniquely sp-ecified by the sequence of branch numbers 

encountered along that path. 'This sequence of branch numbers is called the path 

map. The ~ncoding rate in bits per sam pIe is given by 'lo:2 b' where bis the branching 

factor of the tree structure. Knowledge of the code tree amr'a path map enables the 
~ 

decoder to uniquely decode a particular output sequence. Note that correspondmg 

to a depth d, there are bd possible output sequences starting from the root. 

Any tree coding scheme involves two basic issues .. The tirst is the choice of an 

effective code tree, and the second involves the choice <?f a search algorithm to search 
~ 

through the tree for the output sequence that best. matches the input. The c~oice of 

a code tree deals with the issue of how the nodes of th'e tree are to be populated with 
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output values. A effective tree code is one that offers good (typical) candidate output . , 

, sequences that. are t.y-:-,ical of the input. Among search algorit.hms. a distinction can 

be made between sznglc paill searches and multlpath searches. Single path searches 
, 

proceed thl'ough the code t.ree along one line of decisions, w hereas multipa1 h searchJs 

consider several paths in paralleI, and choose among t.hem at a later time. The fact 

that a lIlultipat.h se arch can and should yield bett.er performancc t.han single path 

searches is seen from the following argument.. Suppose we have t,wo sampling instants 
'\-' 

II and t2, witt il < t2. Consider the optimum path map sequences up 1.0 time 

instants il and t2 given by consideration of the mput sequence up to t.ime II and 12 

respectively. Denote these path map sequenCes by Pl and P2. The pat.h map P2 up 
q 

to time t l need not. in general be the same as Pl' SIngle path se arches neglert this 

possibIlity by making irreversihle instant aneous dccisio,ns about the bes1 path map. 
~ 

'Mult.ipath searches therefore yield better performance than single path searches. 

Given a tree code, what is the opt.imum muIt.ipath 'search scheme? If the total 

length of the in pu 1. sequence t 0 be encoded is L bam pics, t hen the beb t search bC he,me 

would consider a11 possible outpu t sequenfcs 'of lengt h L, i.e., t he encoder performs an 

" . '\) 
exhaust.ive search of a11 possible output sequenceb. If the hranchinp; fador of the trce 

is b, then t.here are bL pOSSIble output sequences of length L. A two second speech 

segment conSlSts of 16000 samplcs (assuming an 8 kHz bampling rat.e). With b == 2, 

the exhaustive se arch algorithm has 1.0 consider 216000 out.put sequcl!ces and choo&e 

the best one, an Impossibly complex anù tmneccbsary proceùure' in pradlcc. AIso, the 

choire of L is limit.ed in practice by an eIl( oding delay constraint. One thereforc has 1.0 

consider suboptimal (non-exhausti ve) bu t les~ com put.ationally expensive mult i path 

search schemes. A highly efficient lllllitipat h l'carch ~cheme is the (M, L) algorithm. 

Although weIl described in the lit.erature. a des,cription of t.he (M, L) algorithm is 

given in the next section for the sake of rompleteness. 

~ 1 
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(M,L) AIgor~thm , 
o 

The (M, L) algorithm is controlled by two parameters, M and L. Sinee this seàrch 
o 

algorithm is a multipath search a.lgorittm, the algonthm keeps several paths of equal 

leiigth in contention at any stage In the encoding process. The maximum I}.umber of 
( 

paths kept is equal 1.0 AI. The lellgth of t.hese paths is equal to L. The paths saved 

by the (M, LY algorithm have the property that at any given stage they stem from a 
~ , . 

single node ai most L tl1ne samples back. The path leading up to this no de represents 
~ 

à path through the tree that has already been decided upon. The branch number 
'\;) q, • 

sequence for this..path can therefore be transmitted to the reteiver. 

The eneoding p~ocess is as follows. Each of the saved paths is first ex1ended 

to the nodes corresponding to the next sampling instant. The cumulative errors for 

each of the paths are then caléulat:ed, and the extended path with the lowest error 

'is identified. This lowe'st..error path wil1 ext.end from a single node\ L time samples 
. , 

back. The braneh number for this node is then transmitted: (This corœsponds te> the 

incremental mode of op~rat.joJl where each se arch involving sequences of length L + 1 
" is followed by the release of one branch number). Among the ot.her ~tended paths, a 

" 
distinction is made b~t.ween valtd palhs and lnvaltd'palhs. Valid path~ are those that 

extend 'from the thol>en node L til~le ~a1l1ples back, and :in~aliâ paths are those that 

dç> not. Among the valid paths, at most M lowest error paths are kept and saved for 
o • 

the next stage. This preserves the basic property of the retained paths at any stage 

'in, the enc?ding pr~cess. In ge~e~~1 th; nllmber of v,.lid paths may be less ;han? ' 

3.3 Examples of Tree Codes " 

This st>ct.ion describes the tree codes associ~ted with sorne waveform coders. 

These tree codes ean be c1assIfied into two "'cat.egori6s, dcj(Jrmmzsizcally populaled 

and stochastzcally populatcd tree cocles. The tree codes associated with conventional 
/ 

-,-
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waveform coders S"uch as PCM, DPC'M, and ADIèCM, are eJt~mples of~,ermin'jstjc 

tree codes. These tree codes have a branching fact.~r equal to 2R wht>re R is the 

-) 

number of bits.per sample used to encode the mput. 

o 

3.3.1 PCM Tree Codes ( 

Consider the case where a source is quantized on a sample by samp]e basis using 

a quantizer of some given charad.eristic. Suppose that the quantlzer 1$ non-adaptive, 

its-charad.eristics having beenl1la1ched 10 the source a pl'lon, hased 011 the statistîc~ 

of the so'!rce. If the encoding rate IS R bits per sample, then thefc) afC 2H possihle 

output. reconstruction values a1 {'étch tUlle instant. ,],lwf('fofc, the posslhle output 

recon§trtction sequences can ))e listl"d on a code tree wI1 h a hianchmg fador 01 2H a:, 

in Fig. 3.1. The values assigned t 0 t.hl" nodes are the pOSfii hIe 0\1 1. pu t rrcoll st rtlct iOIl 

values of t.he quantizer. In' fOnvent.ional PCM scl!emes, having a~rîved at il ~iv('n 
node in the course of the path selection proces~ Po. choice IS made éUlIOnp; the 2H 

H'ranches emanating from that node given 'lhe inr~.It. sample at that. tilll<' illht'ant. 

Instantaneous and irreversible decisions are t herefore made at ('(Lch bamplinp; lJIst ant. 

This corresponds to a sinp;le patl! se arch of the P('M ("od(' trl·('. Tl\(' M'arch for tl\l' 

optimum sequence is carried out alonp; OT\ly ft !-.iJlp;h·JiJl(' '()f d('ci~i()II~. Thc' (,ollw'Jltiollétl 

PCM tree code 1,5 an exampl(' of a d('jertllilli!-.tic j r('(' ('(HI('. 'l'III'" cod(' i!-. kIlOWll to 

both ~he encoder,and the d('('od('r UIVC'Tl the traJl"'lIl1tt('d patl! llI<If>, tl.(· d('('()()er ('an . , 

form the Te("oJl!-.trlldl'd ol.1 put l-ocqlH'T\( (' 
J 

3.3.2 Differentiai Encoder Tree Codes 
~ , 

o • 
A differential ('Jl(oder (on ... i!-.b of two lIlain parth, il quanÜzeT and il pre·didor. 

CC 

The quantlzef in a differ('utial (·n.oel(·r q1J<tntllwf, 11 pr('dictioIl r(·!-.l(!ual fOTII)('d Ilh tht' 
. 

difference .hetwe('n an input hamph· aud it!-. prt'dic-tc'd "j'llue'. '~:})(' <juuntiz('d n'hiùu/ll , 
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sequence is then used to drive a synthesis filter to produce an output sequence. With 

differential encoders, it is useful, for reasons of darit.}.', to make a distinction between 
- , 

tre qu~nt,zed reszdual or wnovatwns code tret: and the output or reconstrucizon ,code 

tree. The innovations code tree IS a graphical listing of the possible quantized resid-. " 

ual sequences in time. The fact that the possible quantized residuaI sequences ale' 

arranged in the form of a tree is most ~asily seen, due to the snnilarity of such codes" 

with peM tree codes. The reconstruction code tree is obtained by passing each of the 

quantized resldual sequences of tlte innovatIOns code tree throu&.h the decoder filter. 

The nodes of the reconstruction code tree are then populated with the output values , 

of the decoder filter. The decoder filt er may be either fixed, baèkward adaptive, or 

forward adaptive. In aIl t.hI;,ee )-.ases, there IS a one to one correspondence between the "\ 

innovatlOn5 code tree and \ the reconstruction code tree. Wit h a backward adaptive') 

synthesis filter, the reconstruction cod<; tree is complet~ly specified by the filter order, 
~ 

the innovations code tree, the initial conditions of the filter at the starting time of 
~ 

the filter, and finally the update algorithms of the pafameters of the fiIter. With 

a forward adapti~e filter, the reconstruction code tree is completely specified by the 

innovations code tree, and the side information givin~ the values of the synthesis filter 

pararneters for each frame. 

3.3.2.1 Innovations Tree Codes 

Innovations code trees can be broadly dassified in10 two categories, the deter-

mmzstlc and so-called sfochasfzcally popula/rd trees. The mnovations code tree and 

the decoder fiIter at tIîe recejver (wh,ether adaptive or fixed) uniquely determines the 

reconstruction code tre\. Reconstruction code trees are therefore classified as being 

deter:linistic or stochast\ depcnding on whet her the corresponding innovations code 

tree is deterrninistic or stochast.I~oth the det.erministic and stochastic tree.cases, 
~ 0 

the decoder receives a digital sequ'énce éorresponding to the path map sequence. Hav-
~ 
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ing received the path map sequeuce, a table look up is then employed to det,ermine 

the quantized resjdual sequence. This innovations sequence is t hen fed into n reCUf-. , 

sive synthesis filter t.o produce an output sequence. If t.he encodin·~ rate i~ R bits Iwr 

sample, a"quantized residual sample can only t.ake on one of 2R va)u('s in a ddt'r-

llu,nisti(' innovatIOlls tree In t.he 5to('ha5ti(' tree case how('ver, this I('~tnrtiol\ il> Hot 

imp61;ed. Stochast.Jc codes are therefore less rest.rirted in providinp; ~ood candidat(· 

output sequences. The nodes of a sto('ha5ti(' innovàtiom tree are populded as fol-

N!\' • lows. One starts off \Vith a dl(,t,ion,try of w~(' 2 contailllIlp; 2 nllllll)('T5. Earh 110<1(· 

in the tree is assoriated with é1 1I111qU(' palh map or branell llullllH'r wque!l(,(' frolll 

the root up to t hat partirular node Thc N leéls1 ~ip;llIfkaht !lIb of the IMt.h 'map an' 

used a!> an index in10 the dictionary. The Ilode is then Jlopulated with tllt' nUmh('T 
U 

from the dirtionary associated with t hat index 'l'Il(' t TC(' Ilocl('~ art' thertore pOpl~-

lated with vallle~ from the dictionary. Such ('ode tr('{'~ ar(' ~étid to hl' 5!o('h;u,ti('(tlly 

populated he('(tllSr th(' dldionary I~ u~l1ally populatrd wit h ralldolll Il1IInberh wit h il 

certain distrihution. For proper dt'coJing of tIlt' <juantized rcsidl.wl 1>('<JI1('J)('(' at ,th .. 

recelver, identlcdl copi(',> of the dictlOIlary 1ll1l~1 he ~tof(·d at hoth the tmllslIlittt>r and 

the recciver. Thlls althollgh stocba~ti(' cod('~ ar!' riclH'r thaJI d('t('flllJHi~tH ("od(·/o., the)' 

have larg~r st orage req Ul reJll Cil t ~ 

• 
Gain Adaptation Th(' IIlIl<watioJl~ tr('(' di,>( ll~~(·d ahove arC' (·Xillllpl(·,., of fix(,ti 

î 
gain tr('('~ In both toe det(,fIllllli"tl< élud ~todla~tj( (a~('~, it i~ al~o pO!l~jhl(· to have' 

an adaptiv(' gaJIl. TIll~ adaptn'(' gain call 1)(' ('itlwr forwarcl vr harkward aclapti\'(·. 

Only backward adapt Ive ~c1l('JlI(,~ arc COIll\lCkT('<! her!' 

-
Gain ~trat('g). III tIlJ~ ('a:,c, the ('xtcllded lIocln (,JllaJHltin~ fWIII il giv('fI lIocl(· an' al! 

as:...igned an aJapti\'!' Il,aill \'ahl(' (;. Tlw 'lU <Juillltizef output VRItW~ an' allmultiplj(·(\ 

just al' in th<, fix<,d gain Cil~e. EiI('h of t bt· ('xf(')l<h·d nod('" if, Ilsf,o('iat(·d wi1h Il hmnd, 
o 

, 
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number, the bran~h numbers being associated with ~ultiplier .yalues. The extended 

nodes "are then assigned different gain values given by the previous gain G multiplied 

by the respective multiplier -values of the extended nodes. At any giv~ stage, each 

of the paths of the determmistic tree are associated with different gain values. The 

multiplier "9alues assigned to the branch numbers depend on the addressed values fro~ 

the fixed alphabet. Small values are assigned multiplier values with a magnitude less 

than one, while large values are assigned multiplier values with magnitude greater 

than one. 
, ' 

With stochastic' trees, the above gain adaptation strategies have to be modified. 

The fixed values addressed are aIl t aken from a dlction~ry of size 2N , where N could be 

as large as ten. It is not. feasible to assign multipbers for each 'of the 2N numbers, since 
r-

" this effectively doubles storage, and also involves the complication of how to assign 
() 

the multipliers. The following modification can therefore be made. The ~ffective 

amplitude range of the 2N dictionary values IS split up into several sub-ranges. Each 

of these subsectJOns is then asslgned a multipher value. If anode has a dictionary 

, address D, then that node is populated with the dictionary number correspOIÎd~~g, 

1.0 address D Il111ltiphed by the adaptive gain value G. This gain is t.hen updated by 

the multiplier value asslgned to the amplitude sub-section occupied by the dictionary 
1 

number with address D. 

An alt.ernative st.rategy III the stochastic case is to update the gain based on an 
n • 

exponentially averaged variance est.imat.e as in a variance, estimating quantizer (see 

Chapter 2). The dlctionary value assigned to anode is multiplied by the node gain 

G to yield an innovations sample e. The node gain is then updated according to 

A 2 2 '2 
G =::; 8G + {1 - 8)e, 0 < 8 < 1, (3.1 ) 

where G is the new gain value, and fJ is a parameter that controis the effectIve length 

of the exponential window. 
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3.4 Brier Historical Review 

Tree co,ding with a multipath search was first studied by Anderson and Dodie 

[8]. A deterministic innovations tree with a fixed gain was used together with a fixed 
~ 

synthesis filter. It was noted lhat a code tree optimal for a single path search wa~ not 

necessariIy optimal for a muitipath seateh. Hellee Yariou~ 4'~m()o.thing: tedlIliqlH'h 

were used to modify the code for use with a multipath search. 
1 

Jayant and Christensen [9] studled t.he effecb of multipat h searehing on ('0(\,(' treeh 

having a deterministie lIlnovations code with a hackward adaptiv<' gain, and a fixed 

synthesis filter Gains of 1 . .1 ta :1 dB over a sing)f' pal h hf'arch wert' reported. 

Wilson and Husain [10], studied IIIultipa1h searclting with il de~erlllinibtic inllova-

tIons tree with a forward adaptive gain, and n forward adaptive syllthesÎs filler. TIH' 

use of a fixed noise shaping filter wah aiso st udiNI. 
~ 0 

Studies wJl,h il stoehastic tree W('ft' re»orted III [121. Bolh tht' galtl hnd 11\1' 

synthesis filter were forward adaptJve. The u<,(' of a stoch~htic trellis wah hbldÎ('d in 

oP 

[11], and wél;,s found to give signincant galJl~ over 1 hl' u;s of ft delefminÎstir trdJib_ 

'\ 

3.5 
- ~~ 

Discussion and 'Summary 

The prCVlOllS sections have de~crjbcd the vanOUh typCh of inllovatiollh élnd rl'-

construction code treeh eII<Ountef(·d 1Jl practice. Tl\(' following is a humnHlry of OU' 

properties of difl('rcnt.HtI cll(odef code t.r('('~. 

DPCM coders have il fixed pfedl<tor and (juantizer. Till(' ÎnIlovatÎO!H, cod(· t rt'(' ib 

therefore a deterministic tr<'e with il fixeù ~ail1. The Il1llppillg from HU' ill110vatÎollM 

tree to the reconstruction tre(' ih <l01U' throup;h li fixl'd hyntlH"hih filt.·r . 
. , 

Ba4ward adaptlve ADPC'M code rh hav(' il harkwéLrd Ilda,ptiw' pn'ùiflor Ilnd (IUllIl' 

tizer. The innovations tree in thj~ ca't'.it. d<'1('rlllinistir witl! an adaptiv(· gain. A 
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backward adaptive synthesis fUter maps the innovations tree to the reconstruction 
() 

tree. 

, The encoding algorithm studied' in this work is described in the next chapt;r, 

and uses the ideas present.ed in this chapter. Briefly stated, the coding scheme is a 

delayed~sion s'cheIlle using the multipat h (1\1, L) algorithm, and operating on a 

reconstructicln code trees defined by a stochastically populated innovations code tree 

with a backward adaptive gai'~, and backward adaptive recursive synthesis filters. 
l , 

f- l' ~ , '1) 

[] 

) 
l 
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Chapter 4 
Enc9ding Algorithlll and 

Computer Sinlulation Results 

• 
This chapter givc1' a det ailed desrript ion of t Il(' encodin~ itl~orit hm ht udied in t hih 

-thesis. The relevant background lllitterial hah }W('II covefe<! III t II(' previom. rhaptc'rh. 

The encoding bit rat(· of the system 11' 16 kbib/h('(', (2 hith JH'f salllplt' with an H 

kHz sampling rate). The ('ncodln!!: algonthlll wah ~iI1l111at('d 011 fi VAX HliO() com»l1t('T 

using FORTRAN. AlI itnthm<'1lcoperation~ w('re donc u~ill).!: floatinp; point aritllll\('tic 

Both the objective aIld the ~uhj(·ctive )lt'rfoTlllallu' of the codcr \Vl'r<' HllaIY:-,('d 

using six telst uttefance~. Detailh of tllChC uttl'ralu'('h arc' gi\,(,ll in tht' ap'!)(,lldix. 'l'II(' (;) 
, ' 

objective lllea"ure~ include 1't'gl1H'ntal hlgnal-to-noi:-.(· f,ltioh plottcd Vcrhl1:-' til1w, and 

also segmental signal-to-noil>;; ratioh a\'('f(lg('d OV('f tht' who)(' :-,('lItl'l)('(' hav'cl 011 ilOil-
o 

overlappmg 16 lllh blocb. SubjectIve tt'htlllg wa~ îilrried out hy cOllcllJdih~ pn'h'renc(' 

t.esth between sent.(,ll(·e~ roded with the tn'c' ("odinp; alp;orithm and M'Il ('nCC'1> cod('(1 

-with variou~ bit rates of Jog- PCM 

4.1 Descripti~n o~ Enëoding Aigorithm 
[ . 

Rerall from the previoll~ ,haptn that tll(' f(,C()JJf>tru('~(Jn rode tre(,h for .Iiffer("utial-

encoders are UnH)l1ely defined hy tlw WlJovatJOlIf> tr('(' IUHI 111(' (](·tailh of üprmt;()11 of 

-' . 
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path or multipath se arch of the reconstruction code tree. Different encoder configu>

rations su~h as the con.ventional feedback around the quantizer configuratio~ and the 
15' 

Generali~ed Predictor Configuration merely reHect t.he use of different. error criteria 

in searching through the reconstruction code tree, irrespective of the search ~cheme 
, ' 

used. The reconstruction code tree IS not determined by t.he ~ncoder configuration, 

but by t.he decoder configurat.ion and the innovations t.ree. 

A stochast.ically populated innovat.ions tree is used in this study. The tree was 

populated from a dictionary containing random numbers from a Laplacian pseudo-

random number generator. The mult.ipath (M, L) algorithm was then employed with 
(,) " 

the Generalized PredIctive Coder configuration. This configuration allows the use of 

a frequency weighted error measure in choosing among varlOUS paths of the recon-

struction code tree. 

,Two types of o,utput codes are studied. These output codes result from the use 
... 

~ of two different decoder configuratlO~s. The first co~nfiguration consists of an aIl-pole 

formant synthesis filter, and the second consists of a cascade of a pitch synthesis filter 

and a formant synt.hesis filter. A multipath search using the (M,L) algorithm, of 

these two codes, is studied. 

The following section describes the sequence of operations to be performed while 

proceeding along a single line of decisions ?r ~ single path of the code tree in question. 

'It is then relatively straightforward to extend the coding algorit.hm to the multipath 

search case. With a multipath search, several paths are followed in parallel, the 
IJ 

sequence of operations to be performed while procee1ing along each of these paths 

y. being identical to the single path search case. 

4.1.1 Single Path Search Algorithm .. 
The encoder and decoder corrfigurations of the Generalized Predictive Coder are 

shown in Fig. 4.1. The system functions of F(;;) and N( z) are as given in Chapter 2. 
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N(=) ~ 

q(n) 

"'+' + - .t , 
f( n) 

s(n) 
1 - F(z) 

r(n),,~+' 
QUANTIZER + 

+ e( 11 ) eq( 11 ) 

ENCODER 

eq(n 4 
•••.•••••• -,'+ ..... }--------~...--
DIgItal '_( )+ 
Lmk _ S Tl 

s( 11 ) 

F(z) -
DECODER 

Fig. 4.1 Generalized Predictive Coder 

A single path search with this en("Qdt'r configuration is no\\' described. 

In_response tOfan mput sample S(lI), the prrdiction rrror filtcr l F(z) fOrIm a 

prediction residuaI1'(n). Thi~ residual1'(lI) i:" then added 1'0 th~' output J(1I) 'of th(' 

noise feedback filter N(::). to forlU thr quanlizer input «(II). T})(~ vn.lu<· J(71) i~ formed 

as a linear comblIlation of the pai-t <)uantization t'rror:". l1H' f('~ult of thi~ addition, 

,- e(11), is then quantized. Slllce thf' quantlzat)(H\'rcl!(' i~ 2 hits/-;élmpl(A, the quitlltizer 
, , 

offers 4 possible candidate output :"alllpl('~. of wll1dl t JI<' on(' which minimiz(,s the 
. 

sqU-ire of the quantization error is choflcn. The followin~ paragraph cxplains how t11(' 

candi.date quantizecl rcsidual sam'pl(,b arr obtaiJ\ed. • 

With a single path search, th(' chol-.cn path map (the bran Cil number sequcl1(,(, 
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t~at has alreadyb~en decided upon) e~tends up to d\h n-1 of both the innovation,s 

and reconstruction code trees, since th!i're is no delayea decision involved. This path 

is associated with an adaptive gain value G for the innovations tree. The candidate 

quantized resldual samples at time Instant n are obtained by extending the node at 
r--

depth Tl - 1 of the existing pat.h of the innovations tree, and populating the extended 
~ " 

nodes as eXplained In Chapter 3. Sin ce the branching factor'of the code trees is four, 

there will be four extended nodes. The ch os en path map up to time n -1 is sim ply the 

sequence of bits corresponding to the sequence of branch numbers along that path. 

Each extended no de is therefore assonated with a different path -tap starting from 

the root. The path map up to a particular extended node is obtained by sb.ifting the 

chosen pp.th map bIt sequence left by two bits, and appending the branch number 

of the extended node. The dictionary address for each of these extended nodes is . 
then givén by the N least significant bits of the corresponding path map (assu!ning 

a dictiona~y Slze of 2N ), and the addressecrdlctionary numbers are multiplied by the 

adaptive gain G. These numbers are then uf>ed to populate the extended nones of 

the innovations tree. 

The values populating the extended nodes of the reconstructwn ttee are obtained 

by driving the synthesis fiIter with the correspollding samples populating the extended 
o 

nodes of the innovations tree. The extended no de with the lowest error is chosen, 
, . 

according to some weIl defined distQrt~on measure. If a squared error distortion 

measure is used, the error for each extended node is given by the square of the 
_ J 
difference between the mput sample s( Tl) and the value populating the extended node 

of the reconstruction code t;ee. The use of a squared error (unweighted) distortion 

measure amoullts to having the nois~eedba('k fiIter N( z )\equal to F( z). If a frequency 

weighted error mea,sure is used, a squaréd error dlstortiop measure is applied to the 

output of a noise weighting fiIter W(z). In this case, the noise feedback fiIter N(z) is 

a bandwidth expanded version of F(:;). With both types of error rneasures, choosing 

cO • 
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th.lowest error extended node of the reronstrudion tree rorresponds to choosing 

the lowest error extended node of the innovations tree arrording to a !lquarcd crror 
c 

rriterion, provided N(:::) is chos~'fl a~rording to t.he desired error measure.' There 

is therefore no need 'to cafculat.e the :valucs populat.ing aIl t.he extendcd nodes of 
. . 

the reconstrurtion tree wit.h the aim of determining the riode with t.he lowcst. error. 
b 

Henrc, t.he fart that a reronstruc1ion tree is searrhed is only implicit. in the coding 

algorithm. 

• 

,1 branrh number is tra smitted to t.he rereiver, i.e., an instantaneous irrcversible de-

. J Once the exte~nded node with t~est error is identified, t.he rorresponding 

J cision is made. Va ous quantities are then updated before proceedinp; to the ncxt. 

stage. The adaptive gain (.; can be adapted usmg one of t-he l1H"thods dcscribcd in "' 

Chapter 3. In this work, the gain \vas adapted U!>II1g a variance eshmate of the inno-

vations samples along the eXlstlJlg InIlOvatIOn~ path, based on an exponeidial average. 

Suppose the chosen extcnded Ilode is populated hy an IIlnovat 1OIl!l !>ample Cq. 'l'Il(> 

value eq lS given hy the dictionary number for the ChOhf'n node Illultiplied hy the path 

gain G. T.be updated pat h gaill i; is t.h~ givcu hy 

(4.1 ) 

where 0 ~ b ~ 1. The lllelllory of the two filterh 1 - P(:::) and /.11(:::), and the path 
\ 

~ap are then updated. Vpdating the path Illap merely cOIlhists of replacing t.he 
f 

previous path ma,p by the path Illa}> of the cho[,en <'xtended IIodf'. The llpdated path 

map >t,herefire cxtends up to d<'pt h 11 of hot h the innovat iotis and r{'('onst qlctiOJ~ code 
'" 

t rees, once the inpu t sam pie 8( 11 ) ih quant ized. From t h<> <juan tiz<,o val Ut' Cq( n ) of t'( 1/ ), 

<) 

a local decoder formh th<, ,5lualltized output samplt' ,q(n). This l'ample populat('s th(' 

ch~sen cxt.ended nod<> of t hf> reCoIlbtruc1 i~)J! codf> t ree. (The val ue cq( n) i!> HI<' valuc 

that p~pulates the chosen ext('nd('d node of t ht:' innovat.ioIJ!> tr('('). The past. quantized 

, output samples s(l1) are then med via tht' Adaptiv<' Lattice Algorithm to update 

• 4:1 .. 
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the reflection coefficients of the lattice filter equivalent to 1 - F( z). The updated 
f 

reflection coefficients are then converted to transversal tap values using Eqs. (2.11). 

Il A transversal implementation results in red"';1ced computational complexity over t,he 

, là.ttice implementation, even though there is an <;>vérhead involved in converting the 

reflection coeffi,ients to transversal tap values. Also, implementation of the noise 

feedback filter N (.:;) in the reflection coefficient domain is not pos~jhle. Further, 

experimental evidenn> shows that both transversal and lattice(implementations give 

similar performance. The filter N( z) lS also updated accordingly. 

l , 
/ 

• s( 71) 1 _ F(:;{ · , · , · , 

1 
.' 

l , '" 
/ , 

• l : / ~----=-----
! ~------+,'------~ · / ~ l 
, 1 
: ' 
! / : , 
! / , ,--- ....... - .. -.- ..... -----, l , . " 
: i : / .••..•.......... : Delay D r'--'-' 

• • • • • • .... - .. -.. _-----------_ .... -' ) 

/ 

r(n) 

Fig. 4.2 Configuration to study the ~ffed of a delayed update on 
prediction gain 

, 

'-

Recall from_ qhapter 2 that the reflection coefficients afe ~pdated based on the 

minimization of an averaged error cr~terion, the error \fiterion being a functioIr~f·the 

forward a~d backward residual energies. The update algorithm is explained in detail 
r • 

in Chapter 2. If the update is performed at ea,h sampling inst~nt using the most 
--<, 

recent output sample s( 11), the window 1S aÎigned with an? includes 'the immediate 

pasto Instead of using the most reœnt output, the update can also be done using 

the output a finite number of samples back, i.e., the p~tor evolves via a delayed 

. C 
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Fig. 4.3 Variation of predid ion gain with delayed update for 

two different sentences. 
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update. The effect on the prediction gain of a delayed update was investigated using 

the configuration shown i~ Fig. 4.2. The adaptive lattice was used with an exponential 

or one-pole window, wlth the polt' factor li equal 1.0 0.986 and the predictor order 

equal to 8. The prediction error filter{is updated using a del~yed version"'of the input 
t:J 

signal. Figure 4 3 show? the graph of prediction gain versus delay for two different 

sentences. Note that. the maximum prediction gain lS not obtained with a delay of 

zero as might be expected. It is int.eresting to note that the maximum prediction 

gain is ohta,i~d with a non-zero delay. A delay of about 8 samples works weIl. The 
-

use of a delayed update will he seen to reduce coÏnput'~tional complexity in a delayed 

decision seheme. 

,-.. 
"J.} 4.1.2 Multipath Search Algolljthm 

4 ~ • 

, • 0 

With the .. single path search, the encoc:Ji,ng a.;lgorithm has to keep !rack of'various 
• .f 

_suantities in memory. These are t.he memories required for the ad~ptive .l.attice, 
-<j , 

memories for the filter P(=) and N(::), the adaptive gain f(/1 the path followed along 
t 

the innovations tree, and finally the path map. 

In a ll1ultipath search algorithm, the above is true for each of the paths that 

~ are being considered in parallel. .ln additiorl, t.he cumulative errors for each of t.he 
( 

pat.hs .have to be tracked. The cumulative error"for eacn extended path is the sum 
, 

of the quantization errors at each node along that path. Sinee aIl the paths stem 

from' a single node N!J a fimt.e number of time samples back, the cumulative error for 

eaeh extended path IS given by the sum of e,uIllulatIve error up t.o node N s and t.he 

'cumulative errOT from node Ns up 1.0 the final node of the extended path. SIllee only 

the relative errors between the various paths is important, only the cumulative errors 

from node Ns need be considered. 

The multipath search algorithm is as follows. Eaeh of the saved paths is first 

ex:tended, and the quantized residual values for the extended nodes are found. These 

- 46-

""- . 
. . --

\. 



a 

. l 

values are given by the gain value for a particular path muItiplied by the dictionary 

values for each of the nodes extended from the final node of that particrlar path. In 

response t.o an input samp~e S(11). a filt.er output ,.J(l1) is found for eaeh of the saved 

paths. The superscripl J is used 10 slr.;nify thal the particular quantity relakd to the 

y1h saved path. Note that eaeh of t.he saved paths is assoeiated wit.h a d~rent bet 

of transversal t.aPt.coeffieients a~ if ther~ :s no delay involved ~n the updat;jinc(' the 
...-

filters evolve differently along different pathb. Next the out pUt.b of the noise feedba(lk 

filters jJ(n) are found for ('ach path. Eaeh of the saved pajh~ ih" assoeiated with il 
- v - '. • 

nois.e feedback fiIter which is a band\idt.h expanded version of FJ(::,). The quanlizer 

input. for eaeh extended node emanat.ing from the saved pat h J is t hen givell hy the 

r J (11) + J1(n), and denoted by eJ(n). The quantizer crror for cacl! ext(,lldcd node 
~ , 

emanat.ing from the jth saved pat>h is given }:}y the square of the diffcrcnc(' bdween 
1 

the innovations sample populating the extended node and the quantizer input ('J(1I) . 

. 'The new cumulat.ive error for eaeh of the extended paths Îs giV<'n hy the prcvlOm 
o ' 

ëUnllf~ative error plus the square of· t.he quantizer error. (Note thal If t.here are M 
, 

o 

saved pat.hs, there will be 4M extended paths). Of al! the cxt('Jl(lcd path~, the Oll(' 

~ 
wit.h t.he lowest cumulat.ive error is t.hen ident.ificd. As explaint'd III Chapter :3, thi~ 

path will stem frolll Il single node L time bamples hack, duc to t.he prop('rty of the 

paths saved by the (M, L) algorithm. The brandI I1u!nher for thih node ih tram.mittcd 

to the reeeiver. Of the remaining ex!ended pat1~(' b('~t M villid path~ a.rc kept 

for the next stage, and the re~t of the paths an' dibcard('(l. (Note t.hat the Humber 

of valid pat hs could- be less 1.han AI). The lIIelllOne~ for t hc ret allwd pat)u., an' t 11t'1I 

updated for the next stage, a~ disclHMd III the Jlext paragraph. 

The innovations path gaim arC' llpdah'd a('c()rdin~ 1.0 Eq~ (4.1). The path Il\ap~ 

~ each of th, "t';n,d patio, .,c updateJ a, lU t.!u' Mllgle patio ''''', If th, filt,·" 

art upda\d wit.hollt Il delayt'd update. then tht' filter cocfficilntl, for ('(teh pa.th are 

updated using th,!' samplc popula1ing tlte final I1od(' of the tH'W savc~J p~~tn of the 0 
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reconstruction tree, i.e., the most. recent out.pui sample along that path. If there are 

more than M valid patns, M sets of filters wIll have to be updated. Thus, a ~ultipath 

se arch without' a delayed fiIter update involves the use of memory for each path to 
o 

track the evolutI n of filters along that path, and also extra computation to update 

the filters along ese paths. Vse of a delayed update can reduce computatioIi.al 
/ 

complexity ofJ e search as explallled next. 
'7. r 

A delay update along any path amounts 1.0 updating the filters for that path 

hy a reconstfuctI....oIl-sample a fixed numb~ of time samples back along tha~ path. 

(Updating without a delay amounts 1.0 usmg the most recent reconstruction sample 
o ~ 

, 

along that path). By the property of the paths saved by the (M, L) algorithm, aIl 

the saved paths stem from a single released node L time samples hack. This node 

is common"to aIl the saved paths If the ;ynthesis filters are updated with a delay 
1 

of L samples, then the filters for each of the saved paths evolve in an ldentical way. 

Vpdating with a delay of L samples amounts to updating with the most recently 

released output satnple. AIl the saved paths are therefore associated with a, single 

filter F(::;) which evolves viaJt delayed updafe of L sampfes. Furthermore, nothing is 
( 

lost by way of predIction gain, as seen from the plots presented earlier (see Fig. 4.3). 

Note however that the use of a delayed update necessitates the use of buffers to 
" 

maintain synchronization In decoding the reconstruction sample from the released 

~nnovations sample, the synthesis filter should be the inverse of the prediction error 

fiIter that was used L samples back. Therefore, L sets of predictor coefficients have 

1.0 ,he kept in meUlory aQd updat.ed al. each time instant.. If L I~ less 

of a delayed update also resuIts in a redudion in memory requirem 

j'} 

04.1.3 Multipath Search with Pitch Prediction 

~ The multipath search wit.h pitch predict.Jonis vety similar to the multipath search 

with formant prediction. The block diagram of a Generalized Predictive Coder with 

,;: 
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pitch prediction Îs shown in Fig. 4.4. The decoder configuration consis1 s of a pitch 

synthesis filter in cascade wlth a fo~mant synthesis filter. 

In response to an input sample .q(n). a formant rt>sidual r1 (n) and a pitch pre-

diction pl{n) is found for each of the saved paths. Ag~m in this case, the superscript 
, 

j associated with, a quantity signifies that It li> iti>i>ociated with the J'h saVt'd path. 

The pitch prediction is a linear comblllatlOll of tht> past quantized formant Tl'bidua.l 
\ 

sarnples. Sin ce the pitch lags are constrained to,ht> 1II the rang!' of 201.0120 samplt'h,\ 
" ,< 

and an L value of 20 or greater' was not used, the quantized fesiùual siLmph'b whidl 

fonn the pit ch predictIOn ail correspond to already rcleasec! ~alllpl(,i>. 
4 

The quantJze'r mput for each saved path IS forlllee! as ,.J(l1) -i 1J(1I) ]>J(lI), and 

denoted by eJ(n). The cumulative errors for eacll extenc!ed Î>ath are then forIllec! 

as in the previous section. Tht' lowest cUIl1ulativ!' l'rror path lb identJfied, and the -

corresponding blanch number L time salllpl{'~ hack li> r('ll'el~('d. 'l'hl' !>eht 111 valid 

" paths are tht>n kept for the next st elge 

A local decoder fOrIm the rel(,d~('d output i>illllpl(' L 1,1111<' bilIllPI(':-' hark. The 
, 

decoder in this cast> conblstb of a 1'1trll syntlwbib filtcr followcd h) fi forlllant synthehib 

filter. TIl(' forIllant fil1er is th('11 updat('d ubillg thl' r('I('(\.,e<l olltput .,ample, Th(' 

pitch predl< tor is updated u1iIlf,!; the pa,>t r('!('c\:-,ed qUeLntll\t'd [('hidual ~amJ>I(·s, i.t'., 
'.-1 - ~ 

using the out put of t h(' pit rh S) Ilthebib fil1f'f. 'l'II(' updatt· Il)('t hod î~ ,lS explairwd 

in Chapt!'r 2. Buffering if, alw requin-cl ln titIS cabC for tJ.t' pit.ch filkr in orel('r to 

maintalIl synchrollizatioll. 

'1 

4.2 Illitialization 
"\. 

With the (M, L) algorithrn, a ('ertaln lIuJII1H'r of path~ nre f('taillt>d at ('ad. "tap;('. 

At ~h(' start of the ('ncodcr operatioll, the ('odllll!, all!,orithm f('quireb tlw t'Xitlt('Il(,(' of 

a certain number of f,aved pat J.h. The hi1w·d patl • ., l-Ihould f(·f1(·(·t tht' 'f(n.t htat(" of 
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Fig .. 4.) Generalized Predictive Cpder with Pitch Prediction 

the coder before start up. The lllost obvi'Ous choire for the initial saved paths is to 

have one 'savetinnovations path of length L samples, whose nodes are aIl populated 

, with samples of value zero. The initial gain value for this path can assigned ,any 

reasonable value. The initial gain value l'as not found to l?e critical in this work. 

The fllter coefficients for the initial path are also set to zero. Note that the initial 

innovations path and the gain value are assumed to be known to the decoder. 
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4.3 Population of tl)e Dictionary 

In t.he course of the encoding process. th~ values extracted from the dictionary are 

multiphed by an adaptive galIl and then used to populate the nod('s of the inIlovations 

tree. The values populating the nodes of the innovations tree bllOuld in SOIll(' way 

reflect the stafIstics of residual or prediction l'rror saIllpleh encoùntC'red in practin'. 

The statistics that one may consider are t hmw of long-terll) aVt'ragC' diht rihution, and, 

also stat.istical dependence bef,we<'TI samples. AccountlIlg for the corr<,:latiom lH'tw('('I1 

residual 'samples is difficuli in prac1ice. For llIlvOJc~>d hP('('ch, the f(>hldual !iamplt's 

éLre IIlvariably noise-lik(', with IItfle or no cOffelatlO1l })("lw<'('JI' sampl('!'> Populatilll!; 

the dictionary with vanat,es havml!; the hlllllC loug-teflll di~tfJb\ltlOlI Ih t1lt'rdor(' quil!' 

adequatc. Howc.ver with vOlced speech, t h(' rC'sidual !'>11J;)'I'.tl cOIl1.aiuh pit cL plllM>h if olll,\' 

a formant preçhrtor lS used. Tlw r('sHlllal i'>II!:Jlal ill t llli'> caM' CitllJ\ot })(' (Ollllidt'Tt'd to 

he nois<,-lik(', duc to the pre,>cllc(, of pl~ch plll,>('~. 

Wdh the ml' of l'dcll predlctlOIJ. t.he pltdl plll..,(' .. cali })(' f('llIo\'t'cl, f('llultlll~ in 

an overall I1olsc-like rniducJ! ~1/1:IJ.". EfI('(;tl\(' plt<h pr{'(!JctIOIJ. !Jow('v('r, rl<'«'!'hH.lk~ 

the use of cUl cldaptiltlOJl htrakgy. V{itb tilt' U"'(' of il IHll'kward adaptatioll htratq~y 
, 
for the pltch prcdlclor. Ilot dll the pitch nid:-.('~ (ilii })(' r<'lIlov{'(,1 ~1Il«' the fralll(' O\,('f 

w}lldl the coef!i()('ut analysl~ i .. <Iollt' I~ IlOt. tll<' frilllw OVI'T whi( il the plt( 11 pr('dictloll 
, 

ih carrÎed ouf \\'l1h barkward adaptatlOll, jllt<h pTt'(hctor~ ar(' too fiJlf'ly tlllwd 10 

the allalysi~ fralllt' to fully cOlllj)(·n .. att> f{lf rapHj 1'11;111/1:(>1> ill pJfch lag~ in trllll"ÎtÎOII 

relJ;ioll~ A ha(kward cl<lal'tl\(' pit<h jln·du·tloll "'.)11'111<' l"II~(·d l)('f(·. TIl/' iUllo.atiolli'> 

tree will tllf'refor(' 1)(' populat('d Wlt Ir \'."uc~ whidl IlC('Ollllt for t hi·lollg teTlII ilw'raj.!;(· . ~ 

dis1rihution offorlllant pr('dlcled r('~J(llIal sil!;lI"J.., ('))('Olllltf'ft'd in prartl('('. /\ Jong t(·'.:.lll 

" 
avefap;('d hihto~rillll of fOTJlJdlll pn·dlctt·d f('''l<lultl kilJllpk" w.tt- ohtlÙIlt'd lI .. illg M'v('ral 

can he' S('('11 10 })(' approxllllatdy Laplaciélll il~ liitll1ft', Sille(' t}1f' (IIrtioJlary ValU('h un' 

o 
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(h) Long-term gain normalized densit.y - solid line shows the 
Lapli(cian Density Function 

Fig.' 4.5 Long-t.enu Hist.ograms
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multiplied by a gain before being ust>d to populat.e the nodes of 1he innovations trt>e, 

the dictionary values should have tht> same distribution as gain Ilormalized residual 

samples. Fig. 4.5b shows t.he long-ferm averag('d disf ribujion of gain normalizccJ 
..;l 

residual samples. (Normalization was done by dlviding cacll resid;tal sampl(' by n 

variance estimate of past. residuals). The distrihutlOn of p;ain I10rmalized r('~idual 

samples is seen to be approximat.ely Laplacian in nature. The dict.iollar"y va!tws in 

this study are therefore t~ndôm numbers from a Laplacian TandOlll number g(·JlC'flLtor. 

4.4 Objective Test Results 

r 
~\ 

'The objective test re~ults of the coding algorit.hm ar(' given in thi~ !:>cct.ioll. 'l'h(· 

object ive result ~ are gi ven in tf'flll~ of plots of ~egll1ellt/ll signal- t 0- !lois!' rat io (segS N R) 

versus 1 illle, and III t enn s üf a verclf!;ed segS N H valll(,~, t he average hein/!; 1 ak('n ov('r Il 

whole seIltence. In IIH' fOfl\wr, thë slgnal-lo-noiM' r,üio 111 <\<>(11)('1" (dB) ih calrula1<'d 

graphical dlspla)' of the tinI(' \ariation~ in f>il!:lI,t! to 1l0iM' rat 10 A V('fi!W'd :-,(,,..,SN H 

vaJ'ucs are ohtairH'd h} ndculating iiI(' sJgIlal-l()-lIoi~(' r.t1lo~ III dB for 1I0IHI\'('r1appillJ,!; 

blocks 16 ms Hl dl1ratJon, and then a\'eta).!;JII/!, tl\(' S~H vallll''' uv('r ail tlw \»)o('h ill ,1 

sentence. Thus. 

l \' S;,\H •. V ...... 
1 

(4.2) 

""here SNH. l!'o tht' si/!,ual-to 1I0ÎM' ratio for tll!' ,ili hlo(k ;" dB, Il)('f('I)('jJl~ ,,,. illich 

blockE •. Such an ohj(,ctlv(' lIW".,IlTf' i~ a 1I1OTI' r('"hstic indirntioii of Ill(' J)('rfornIlUJ('(' 
, 

of an all!;orithllJ thall an SI\H \cilut' takclI (lV/'r a who](' M'lit ('IU'(' lIiIU'(' it tah!> iulo 

aC('ûunk('rtain ff,/!,j()11~ ill il M'III1'II(f' Wllf'TI' tlll' :-j~lIa]-to noiM' ratio!> il fi , lll~h 
Bcforé pr(,s('ntin~ 1111' rl'!-ult." t}1f' \'ilnJ)\J). paraIll('h'r~ illld fadort, '«)JJtrollill/!, titi' , 

performan('(' of thl' algorithlll williw t('vi('\\'('<I. ilJ or<!('r 10 f'lilahlibh tllC' notatioll. 
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For the formant prediction error filter and the formant synthesis filter, the rele

vant par~eters are the pred]~tor order P. and details controlling the update of the 

predictor. The factors controllmg the update are the window used in the adaptiYf 

Iattice, and the stability constant 1 of the adaptive Iattiee. With an exponential 
l 

window, the poU factor f3 is fixed at 0.986. A Iater section considers the use of a new 

... dass\f windows. The stabihty constant 1 of the Iattice was fixed at 0.5 to ensure 

st.ability of the synthesis filter. 

The factors controlling the pit.ch predictio~_ pro cess are the order of the pitch 

predictor, and the analysis met.hod used to solve for the coefficients and the pitch Iag. 

The update rate of the pitch predictor ]5 also a relevant parameter. ~ 

The innovations tree is determined by the size of th: dictionary, t.~istribution 
of the variates populating the dirtionary. and the effectIve Iength of the exponentiai 

window used to obtain the variance estimate for the gam adaptation. The effective 

length of the wmdow IS controlled by the value of fi in Eq. (4.1). }t was found 

experimentally that a f, value of 0.86 gave the best results, Laplacian random numb'ers 

were used to populate the d]ctionary. The dictionary size ND also determines the 

nature of the innovations code tree, and was fixed at 4096. 

Fmally, the multipath search is controlled by the values of M (the number of 

paths kept in rontenüon at each stage) and L (the' Iength of these paths). 

4.4.1- Performance with M 

This section shows the performance of the system with M. The parameter M is 

th~ number of paths kept in contention at any stage in the encoding process. The 
,p' 

two plots in FIg. 4.6 show the averaged segSNR values for two ;entences, CATF8 

and CATM8. The value of L in both cases is fixed at 8. Other sent.ences show very 

similar behaviour. The figures show that t.he segSNR values increase rapidly with M 
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at first, and then finallY' saturate with 111 to an almost constant value. Saturation is 
\ 

achieved with M equal to about 16. Note t hat the branching fact.or of the code tree 
\ , 

is equal to four, and that with L equal to 'eight, therl.> ~re 48 paths 'available, of which 

a maximum of .Il1 are considered at any stage. Sat.uratIOn III performance with lU is 

therefore attained wIth a value'of .IlJ that ib very much less than the .t. 0 t.tl numb('f 

of paths available. This is in keeping with the results of multipath seardl using the 

(M, L) algorit.hm of differential encoder code trees [8][9][10][11]. 

In the work of Anderson and Bodie [8], and .layant and Christensen [9], it was 

found that most of the performance from the multIpat h search i,s obtained with !vI 

equal to about 4. Furt.hermore,lt was found in [8] that good cod('~ fequired a largef 
( 

value of 111 for saturation thân poorer codes, i.e., good codeb dcmand a larger .Il1 to 

find the better paths of the code tree This explains why saturation in performance 
\ 

\Vith M occurs ai a large value of Al =-- 16, In the present work. The ~1.ochasti( 

code stlldied here is a much 'richer' code than the ddenl11nistic ('Od(' inherent in 

convention al forward and backward adaptive diflerf>Iltial encoders . 

.layant and Chnst,eIlbcIl [9], have shown that the u~(' of gaill adaptation with a d(·-

t.erministic innovatioils code 1.ree yleld:-. <1 performance gaill that i~ inde]>('lHh'nt of the 

gain obtained with the me of a llIultipat.b ~earch. Chail (lIId A!ld('r~on [21 j have bhowll 
~ , 

that ada.ptation of the pre<lJctor and qUiinlliwr yi('ld~ a.n inCfe(lb(> in performann' that 

is independent of the incr('a~(' in performancc ohtained throllgh a llIult.ipath ~car("h. 
1> -

With a &lT\gle path search, iJl('fe4~e~ in ~1~nal-to-IlOlSt' ratio Wt'T(' ohtained with pr('dic-

tOf adaptation and wlth quantizer :-.kp hlZ(' adaptatlOIl. TIlt' 111>(' (if d lIlultipath M'an·1I 

in aIl these caseb produred a fnrtlwr IJJ('f('ilhC' in hi~lléLl-to-lJoi~(' ratIO. GaiIlh obtaiJlceJ 

through adaptatIOn an' ('omplclII(,lItary 10 tll{' galllh obtaÎlu·d through li .lIIultipath 

sear<h. The above oh&ervatiom ran IH' :-,ulIllJl('d nI' hy !->aying tllltt with dd('rmini1>tif . . 
codes, inclusion of gain adaptation with tlw Innovations tfee, and pn'.didor adan-

tation fesult~ in a re('OIlStructlOlI tf('(' ('od(' tllat gIV('" improvcd ))('rfoflllIlIlC(' with 

/ 
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both single path and multipath searehes. An obvious question that now arises IS 

whether the 'use of a gain adaptive stochastic innovations tree provides an indepen-

q<) dent source of g~in as compared with a gain adaptive deterministic innovat.ions code 

tree. This question can he answe~ed in the llegative by observing that the scgSNR 

value ohtained for M = 1 is several dB below t hat obtained w.ith conventional single 

path ADPCM with a deterministic tree. l1se of a stochasti'c innovations tree therefore 

yields a reconstructlon code that do es not perform weIl with a single path search. 

Fig~res 4.7 and 4.8 show spectrograms of somefonginal and co<red sentf'nces and 

plots of signal-to-noise ratio. These :.wc're obtained wJ1h' At ::0 16 and L == 8. Note 

that the formant and pit~'h st rudures a're weIl preserved in t.hQ codrd signal. Signal-. 

to-noise rat'ios of ] 0-15 dB are attained in fricative segment~. 

4.4.2 Performance with L 

This section in vest igates t he performance of the syl>i~lll wi 1 h L. The parameter 

L is the length of the paths considered in the lllultipath,1Iearch." Figure 4.9 shows 

plots of segSNR with L for fixed M, (M := 16). A saturating tH'I1d in pt'rformaJl("(~ 

with LIS seen. The value of L a1. which saturation ocnu'i i" ~ol1J('what f('lal,t'<! 1.0 the 
o 

predictor order ah seen from Flg.19a and Fip;. ,UI!>. WIth ail eip;hth ord{'r pf(·di~tor, 

performance is seen t'o saturate al. L equal to abOlIt 10. \Vith a thir<! order predidqr, 

performance saturateh al a lower value of L, thi" tinl(' at L <'quai to about. Ci. 

The value of L does not secllI to IJe ('fit ical. provieh'd il cq" high ('I}()\I~h to ac-

count for the predi dor ordrr, although t lw clep('lu!('J1('(' on t ht' liat urat.ion point wi th 

predictor order is not very stfong. 

4.4.3 Performance with Predictor order .. 

Figure 4.10 show!> ohj(>ctive performance wit li predictor order. The per-forman('(' 
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(1) Spectrogram of original sent.ence (CATF8), (2) 
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Fig. 4.8 ("1) Spectrogr<t,IJ,J of original s('nt('nr<' (CATM8), (2) 
Spectrogram of cod cd sent('nre, (3) .Plot of &t'gSNH ,in 
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\ 

drops gradually with P and then falls off sharply at a value of P equal ta' one. 

Subjectively, degradation in the output speech becomes more audible for values 
. - ~ 

of P less than eight. -No)mprovement in performance is obtained for values of P 

g-;:eater than eight. 

4.5 Adaptive Lattice with Pole-Zero Windows 

Recall from Chapter 2 that using windows corresponding to Impulse responses of 

re~ursive digital fil1ers leads t.o recursive update equat.ions for the Adaptive Lattice. 

One-pole windows are simple and have the property of weighting t.he energy more over 

the immediate past than the distant pasto H~w~ver it does flot have the propert.y of 

uniforIl2ly weighting the energy over a narrow range of saplples as wou Id a Hamming 

window or a rectangular window. Two-pole windows are better approximati.ons ta 

a Hammillg-type window t.han exponential windows.' However, tw~-pole windmys 

are not the best choice for the present application since the range of samples over 
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which the residual energy is minimized iso considerabl:;r lagged from the time instant" 

of application of the predictor. The predictor therefore will not adequately track the 
, . 

different stationanty modes of the input. 

0.3r-------~------~--------~------~------_, 

OL-____ ~ ______ ~ ______ ~~==~~----~ 
100 200 

n 

Fig. 4.11 Window obtained with;31 = 0.97,,82 = 0.95, and 
a = 0.&5. 

\ A class of windows that are impulse responses of filters having one zero and two 

poles were tried. The window w( n) is obtained as t.he sum of two decaying exponential 
, . 

sequences as given below: 

( 4.3) 

The values of P}, /32 and d were chosen so as to ensure that. w(n) 2: 0 for n 2: O. The 

z-transform of w( n) is given by 

W(~ _ (l-a)-t(a;31-/32)Z-1 
~) - 1 - (;3} + ;32)=-1 + /31f32z-2 

( 4.4) 

An example of such a window is shown in Fig. 4.11. By carefully controlling the 

parameters, a window shape that is intermediate to' .the one and two-pole-types is 
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obtained. For f31 and /32 equal to 0.97 and 0.95 respectively, choosing a close to 

zero results on a one-pale-type window, and choosing a close to one results in a two-
~, 

pole-type window. Use of the window showI! in Fig. 4.11 resulted in a 0.1-0.3 dB 

increase in signal-to-noise ratio, for various sentences. Subjectively, this window gives 

an output speech quality that is '~risper' than that obtained with a one-pole window. 

However for simplicity, only a one-pole window was used in the compilation of test 

results. 

4.6 Results With a Backward Adaptive Pitch PrediétoI' 

This sectI~n presents res~f. multipath search wlth an encod~r configuration 

that incmporates a backward adaptive 3-tap pitch predictor. The pIt ch 'predictor 

is updated every 20 samples by analyzing the most rerent released formant residual 

sequence. Updating the pitch predictor at. every sample mvolves a great. deal of 

comput.ation, and do es not give any lInprovement in performa~ce over a slower update 

rate of 20 samples. The coefficient.s are calculated by mimmlzmg the prediction error 

over a frame of samples. The best. performance was obtained with a frame length of 
Î' 

about 100 samples. The pitch lags are constrained to lie between 20 and 120 samples. 

This range IS enough to accouni. for a wide range of speakers. Det.ai!s of the update 

method are given in Chapter 2. 

Sinee the pitch predictor is backward adapt.ive, pitch prediction is not carried out 
) 

on the analysis frame. Because of changing pitch lags during actual speech, aild due 

to transitions from unvoiced to voiced speech, not aIl the pitch pulses in the formant. 

residual are removed in pradice. Pitch pulses are removed oIlly in steady state voiced 

segments during which the pit.ch perlOd is relatively constant.. Fig. 4.12 shows a plot. o~ 

segmental signal-to-noise ratio bot h with and without the use of pitch prediction. The 

accompapying spectrogram facilitates ident.ification of,à1oiced and unvoiced segments. 

l 
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(a) Spectrogram of sentence CATF8 
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Samples 
(h) The dashed ('urve shows segSNR without pit('h prediction. 

The solid line shows the segSNR with pitch prediction and no 
noise addition. 

Fig. 4.12 segSNR with. Fit('h Prediction 
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Not.e t.hat the signal-to-noise ratio wit h the pitch predictor is increased during voi~ed , 
segment.s and remains about. t.he same during unvoiced .segments. 

o 

Because pitch filtering is not done in the analysis frame; sorne extra pitch peaks 

are added t.o the formant residual in reglOns where the lag is changing ~rapidly. The 

negative effects of thlS can be lessened by 'softcnzng' the pitch predictor, i.e., by 

making it less finely t.uned to ~he analysls frame. One way of accomplishing this is to 

modify the diagonal elements of t.he covariance matrix used to evaluate the predictor 

coefficients. In particular, each dIagonal elem<;nt <!>(~, z) is replaced by (1 + ex )<!>( z, i), 
~ 

for i = 1,2,3. Solving for the coefficients using a covariance matrix perturbed in t.his 
t, vlt.~~ 

way is equivalent to adding whIte noise to the formant resIdual and then evaluating 
~ 

its covariance matnx and solving for t.he pitch, predictor coeffiCIents. Solving for the 

,coefficients in thls way has the effect of 'softening' the pitch predicto; and reducing 

some of the adverse effects of backward adaptation. A value of Ct equai 1.0 0.01 gives 

good results. Too high a value results m degradahon ln the output speech. Fig. 4.13 

shows plots of segmental-SNR usmg a pitch predlctor V.'lth and without noise addition. 

Noise addit.ion Îs seen t.o improve the SNR even further. 

Pitch pre~iction together wIih. the predlctor soHening approach yields up to 5 
- . 

dB increase in signal-t9-nois<i' ratio ln certain voiced segments as seen from Fig. 4.14 

and Fig. 4.15. Subjectively, the 1,).se of pIt ch prediction produces a deaner sounding 

coded speech SIgnal. The reason for the improvement obtained with pitch prediction 

is that pitch prediction renders the overall predIctio,n error SIgnal more noise-like. 

The met.hod used for populat.ing the dicti~nary is more _optimal in quantizing such a. 

SIgnal. 

4.7 Subjective Test Results 

, 
A subjective test of the coder was carried out by conducting a preference test 

1 
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(a) Spectrogram of sentence CATF8 
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(b) The dashed curve shows segSNR wi1.h pitch prediction but 

.Jwithout noise addition. The sohd line shows the segSNR with 
pitch prediction and noise add· IOn. 

Fig. 4.13 segSNR with p. ch Prediction and Noise Addition 
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Fig. 4.14 The dashed curve shows segSNR without pitch 
prediction. The solid line shows the segSNR with 
pitch prediction and noise addition. 

bef,ween tree coded files and log-PC:M coded files of various bit rates. ,The sentences 

used were CATF8, CATM8, OAKF8, OAKM8, THVF8, and THVM8 (see Appendix 

A). The tests were conducted with high quabty headphones III a soundproof acoustic 

chamber. The listeners consisted of moslly 'naive listeners' (st.udent.s working in are as 

other than speech coding) and a few trained listeners' (those working in the speech 

coding area). The 'naïve listeners' were more inclined towards the tree coded speech , 

files than 'trained listeners'. The following parameters were used for the tree coded 

sentences; pitch prediction with noise addition (Q = 0.01), noise shaping (,l = 0.85), 

tree searching with M = 16 and L = 8, and finally an eighth or der formant predictor 

using a one-pole window ((3 = 0.986). The tree coded sentenœs were compared with 

5,6, 7, and 8 bit/sample log-PCM coded sentences. The subjective test file consisted 

of pairs of sentences, a tree coded version and a log-PCM version. A preference test 
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The dashed curve shows segSNR without pitch prediction. 
The solid line shows the segSNR with pitch prediction and ... 
noise addition. 

Fig. 4.15 segSNR with Pitch Prediction and Noise Addition for 
sentence OAKF8 
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between a tree coded 'sentence and say a 5 bit/sarnple log-peM version, was donc by 

-' including two pairs in the test file of the free coded version and the log-peM version, . . 

in reverse order. This is dotte for each sent.ence, and with 5, 6, 7, and 8 bits/sarnple 

log-peM cÇ)(led sentences. The various test pairs were randornly ordered in the test 

file. 

'~ 
o 
~ 

1 

0.8 

bD 
,00.6 ..... 

c, 

6 7 8 

Bitsjsample log-peM 

Fig. 4.16 Preférence curve over log-POM 

Results of the subjectIve tests are shown in FIg. 4.16. The vertical axis shows the . 
fraction of times that the tree coded sentences were preferred over the corresponding 

log-POM coded sentences. For exarnple, t.ree codecl senten!~s were preferred over 

5 bits/sample log-POM cocled sent.ences every tirne. The equal preference point. is 

achieved at. about 7 bit/sarnple log-POM. One can therefore conclude that the tree 

coqing scheme achieves a level of subjective quality equaI to 7 bit/sarnple 10g-peM. 

• < 
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Conclusion and 
r 1 J 

Chapter 5 Recommendations 

For Future Research 

o 

The aim of this study was to address the problem of 10w delay tpll quality coding of 

speech at a ra!e of 16 kbits/sec. The import.ance of digital encoding and in particular 

" low-delay coding, was explamed in Chapter 1. 
1 

Waveform <"Oding .bas formed the basis for high quality digital coding of speech. 
, 

Among waveform coders, the emp~î~is has been on predictIve or differential encod-

ing sche11]es. Adaptation of the quantizer and predictor in such schemes is vital in 

1 

achievmg high quality at low qit rates. However achieving high quality at a rate of 

16 kbits/sec requires the use of forward adaptation schemes which introduce a large 
~ 

amount of encoding delay, this being Ül -violat.ion of the objectives. Backward adap-

tation schemes enable encoder operatlOn wlth near zero encoding delay, but coder 

" 
performance with such schemes al. a low rate of 16 kbits/sec is poor. 

The t.echnique of multipath searching of differential encoder tree codes has played 

an important role in improving the performance of differential encoders at low bit. 

rates, wit.hout introducing high encoding delays. Multipath searching introd~~es only 

a small amount of encoding delay, in thfaccepl.able range of 1 1.0 2 ms. Previous work 

has centered on multipath searching with the (M, L) algorithm, of tree codes given 
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by a deterministic innovations tree, and l'ither a fixed or forwarcl adaptive formant 

synthesis filter. A description of various differential encoder tree codes together with 
~ 

a surnmary of previous work,in tree coding was given in Chapter 3 . . 
o In this thesis, a stochastically populated innovations code tree was useds The 

tree is populated with random numbers havin& a Laplacian dIstribution, and further, 
~ 

included the effect of a backward adaptive gain along ea~h path, The output code 

is then given as a mapping through synthesis filters, of the innovations code. A 
o 

particular path of the output tree is obtained by passmg the corresponding path of 

the innovatIOns tree through the synthesis filter. Two synthesis filter configurations 

were considered. The first consisted of a backward adaptive alVpole formant synthesis 

fiIter. Although the filt er lS an adaptive lattice, its implementatIOn was carried out in 

transversal form. The second configuration consisted of a cascade of a pitch synthesis 

filter and a formant synthesis filter. The pltch filter reconstrllcts the fine struct.ure 

of the speech spectrum, and the formant filter inserts the speech spectral envelope. 

" The .pitch filter was backward adaptive, in thaL the estimate of the pitch lag, and 

the·,coefficients of the pitch filter were determined trom the past quantized formant 

residual signal. AddJtlOn of a small p~rturbation tenn to the diagonal elcl'lnenl:"s of the 

pit.ch covariance matrix in the calculation of the pi1ch predlctor coefficients, was seen 

to reduce some of t.he adverse efrects of backward adaptation of the pitch filter. The 

use of a pitch filter gives almost. 5 dB ill1pro~e1I1ent in signal-to-noise ratio in certain 

steady state voiced segments. Wlth both types of synthesis filter configurations, 

encoder configurat.ions that pernllt the use of a frequency weighted error measure 

were used t.o reduce subjective loudness of t.he output noise. 

The output code tree was searched using the multipath (M, L) search algorithm. 

Mo..>t of t.he performance from t.he code is obtained with IvI and L values of 16 and 

8 respectively. Segmental SNR values of about 20 dB were obtained with a squared 

error distortion measure. The tree code is one t.hat gives .g~od perforni."àrfrce with a 
.,,,{' :/410 ' 

{~~\" ~ 
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multipath search, althoùgh performanf'e with a single path search is very poor. With 

a single path search, segSNR values faH below 12 dB. 

Subjective tests consisting of eomparisons between log-PCM coded sent.ences and 

tree cod~d sentences ~ere carried ouf. The tests show that lis~eners hanD. ~'1 equal 

preference between t.he t.ree eoded sentences and the corresponding 7 hit/sample log- " 

PCM eoded versions. 

To conclu de, subjectlve qualit.y equivalent to 7 bit/sample log-PCM was obtaineq 

with an eneoding delay of 1 ms (8 sample delay) together with a modest amount of 
~ 

• free searching (16 paths kept in contention at each stage), an at an encoding rate 
. , 

of 16 kbits/sec The coding aJgorithm is in conformity with the constraints of (1) 

low encodmg delay, (2) high quality, and (3) low to 'medium encodiIfg bit'rate - 16 

kbits/sec 

5.1 Rec_9mmendations for Future Research 

The diction;ry ~as populated using randbm numbers with a Laplacian distribu-

tion. This method of population 1S optimal in coding the output. of an i.i.d: '1apla-

1 cÏan source. Sinee the Laplacian~ dist.ribution only refleds the long-term distribution 

of residual samples, the method used for populating the dictionary is not optimal. 

Changing both the dlstribution and the gain adaptation strat.egy to take into account 

the behaviour of the residual dunng voieed segments and plosives, for example, might 

. be loohrd into. The use of a complementary innovations code might. also be inves-
, u 

tiga~,ed. Complement ary code trees are pseudo-st.ochast.i'c code trees, in which a set. 

of extende? nodes are populated with non-independenf values. Complementary code 

trees therefore have a controlled alllount of structure illlbedded .• 

The encoding algorithlll is suitable for use over the switched telephone network. 
, 

. However, full integration of t.he coding algorithm into the teleph~ne network would 
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jn,~ol ve COnSjde~ations. of (1) tr~nS~sion' of voi ce bàn d data signais, (2) j,andeming. 

and (3) efficient 1 transcoding to, existi~g log-PCM techniques, The performance oi 

t.he algorit.hm' 'in t.he 'presence of channel errors should be invest.igated, Possible 

modifications of the algorithm t.o improve "performance in the presence of non-ideal 

cha:nnel <{'onditions should be looked into, 
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A,ppendix A. Details of Speech Data Base , 

The speech sentences were first low pass filtered to 5.5 kHz (] dB down at 5 kHz 
• d 

and 40 dB down at 10 kHz) and then samplf'd at 20 kHz. The speech data files were 

obtained by first digitally filtering the 20 kHz sam pIed d_àta and then changing the 

sampling'rate t.o 8 kHz. The dIgital filter had a pass band between 0 and 3200 Hz, 
-

and a stop band between 3350 and 5000 Hz. 

The speech sentences used are : 
. 

(1) CATF8 - "Cats and dogs each hate the-other", (Female speaker) 

(2) CATM8 - "Cats and dogs each hate the' other", (Male speaker) 

- (3) OAKF8 - "Oak is strong and also gives s'hade" (Female speak~r) 
, 

(4) OAKM8 - "Oak is strong and also gives shade" (Male speaker) 

(5) THVF8 - "Thieves who rob friends deserve jail" (r:emale speaker) 

(6) T~VM8 - "Thieves who rob friends deserve jail" (Male speaker) 
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