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Abstract 

Electronic structure calculations were performed with the Multiple-Scattering Lo-

cal-Density-Approximation (MS-LDA) theory on the heterocycles 2-imidazoli­

dinenone and 2,1,3-benzoxadiazole, and the sulphur and selenium analogues. Cor­

relation effects in these compounds were examined by systematically comparing 

properties; ionization potentials (IP), nuclear quadrupole resonances, and elec­

tron density differences with and without inclusion of the correlation energy func-

tional. The differential relaxation effect within Slater transition-state calculations 

for IP was more important than generally thought. A MS-LDA calculation was 

performed on the compound 2,1,3-benzoxadiazole[Cr(C0)5 ]2, and the resulting 

electronic structure compared to that of the free heterocycle; in the ligand, the 

ring adopted a benzenoid structure. 

The Generalized-Exchange Self-Interaction-Corrected (GX-SIC) orbital-density 

functional was implemented for the first time into a molecular program, the lin­

ear combination of Gaussian-type orbital local-density-approximation (LCGTO­

LDA) code, and was tested by calculating the equilibrium geometry of water; the 

GX-SIC results were significantly better than conventional LDA results. 

Calculations were made with the Perturbative Configuration Interaction over Lo­

calized Orbitals (PCILO) theory to investigate the importance of hybridization 

of the atomic orbitals. Previously thought unimportant, the choice noticeably 

changes the predicted equilibrium geometry, through 3rd order in the perturba-

tion series. 
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Resume 

Les calculs de structure electronique ont ete effectues avec la theorie "Multiple­

Scattering Local-Density-Approximation (MS-LDA) sur les heterocycles 

imidazolidinenone-2 et benzoxadiazole-2,1,3, et sur les analogues du soufre et 

du silicium. Les effets de correlation chez ces composes ont ete examines par 

une comparaison systematique de quelques proprietes; potentiel d'ionisation 

(PI), resonance nucleaire quadrupolaire, et difference de densite electronique 

avec et sans inclusion du "correlation energy functional". L'effet de relaxation 

differentielle a l'interieur des calculs de transition d'etat de Slater pour les po­

tentiels d'ionisation s'est avere plus important que ce qui est generalement ad­

mis. Un calcul MS-LDA a ete effectue pour le compose benzoxadiazole-2,1,3 

[Cr(CO)sh et la structure electronique resultante a ete comparee avec celle 

de l'heterocycle libre; en presence du ligand, l'anneau a adopte une structure 

benzenoide. 

La methode "Generalized-Exchange Self-Interaction-Corrected (GX-SIC) orbital­

density functional" a ete indue pour la premiere fois clans une programmation 

moleculaire, soit le code "linear combination of Gaussian-type orbital local- . 

density-approximation (LCGTO-LDA)", et fut mise a l'epreuve dans les calculs 

d'equilibre geometrique de l'eau. Les resultats du GX-SIC ont ete beaucoup plus 

precis que les resultats traditionnels du LDA. 

Des calculs utilisant la methode PCILO (Perturbative Configuration Interaction 

over Localized Orbitals) ont ete effectues afin d'examiner !'importance du choix 

des orbitales atomiques hybrides; contrairement ace que l'on admettait jusqu'ici, 

ce choix modifie sensiblement la goometrie d'equilibre prevue, et ce, jusqu'au 

troisieme ordre de perturbation. 
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I. Density Functional Theory 

1.1 Introduction and Background 

Density Functional Theory states that the ground state energy for N electrons in 

an external potential is uniquely determined by the electron density: 

E = E[p(r)] (1) 

This result was intuitively derived by Thomas (1926) and Fermi(1928); the re­

sulting Thomas-Fermi theory approximated the ground state density by that of 

a homogeneous electron gas. This semiclassical theory was hampered by a crude 

approximation to the kinetic energy term T: 

(2) 

derived from the kinetic energy density of a uniform electron gas (March, 1981 ); 

also, exchange was not considered. 

Dirac (1930), also assuming a uniform electron gas, introduced an exchange term to 

Thomas-Fermi theory derived from a uniform electron gas, which gave an exchange 

potential proportional to the cube root of the electron density: 

(3) 

in atomic units. This theory is called the Thomas-Fermi-Dirac (TFD) theory. It 

does not correctly predict outer-valence electron properties, such as ionization po-

tentials (Bethe and Jackiw, 1968); the major weakness is the statistical treatment 

of the kinetic energy term in eq.(2) (Teller, 1962). 

Slater (1951) using statistical arguments, replaced the nonlocal exchange term Vex 

in the Hartree-Fock one-electron equations 

{ h(r) + Vcoulomb(r) + Vex(r)} if>i(r) = fi 4>i{r) (4) 
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where 

{! 4>*(r')</>;(r') , } 
vu(r) </>;(r) = lr _ r'l d(r) </>i(r) (5) 

with a uniform-gas exchange potential VHFs: 

(6) 

where HFS stands for Hartree-Fock-Slater, as this theory is called; it closely re­

sembles modern density functional the9ries which make use of a local (electron gas 

derived) exchange potential. 

A proof of eq.(l) did not appear until Hohenberg and Kohn (1964) showed that for 

a given external potential v (for the case of atoms and molecules, vis the potential 

generated by the nuclei), there can be only one charge density. They showed further 

that the total energy E could be partitioned among expectation values of the kinetic, 

nuclear-nuclear, Coulomb, and an (unspecified) exchange-correlation energy: 

E[p(r)J =\kinetic+ nuclear+ Coulomb)+ Ezc (7) 

This result was used in a variational treatment by Kohn and Sham (1965), to derive 

the one-electron equations 

{kinetic+ nuclear+ Coulomb+ :p Ezc }tPi = ertPi (8) 

What is remarkable about equations (7) and (8) is that the kinetic energy operator 

can be rigorously assigned a single-particle form; the problem of finding the kinetic 

energy of correlated electrons is shifted to the Exc term, obviating that particular 

weakness of TFD theory. Eq.(7) is not limited to exchange-only formulations as is 

the Hartree-Fock theory; correlation effects can be accounted for by Exc· 

Hohenberg-Kohn-Sham density functional theory assumed that the density can be 

produced from, or represented by, a ground state antisymmetric wavefunction and 

2 
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an external potential v. Counter examples have been. found (Levy, 1982) which 

show that not every density is "v-representable". It has been shown (Parr,1989, 

and references therein), however, that the v-representable condition is more strin­

gent than necessary. A weaker, N -representable condition is sufficient: the density 

p( r) must be obtainable from an antisymmetric wavefunction. This removes the 

condition on the external potential v; the N -representable conditions, i.e. the den-

sity is non-negative, continuous, and 

J p(r)dr = N (9) 

is met by any reasonable physical density. 

In practice, the exchange energy from the uniform electron gas is used in equation 

(8), which yields an exchange energy equal to that in equation (3). To reconcile the 

difference between forms (3) and (6) (vrFD and VHFS), Slater(1972) proposed an 

adjustable parameter a: 

(10) 

where a takes values between~ and 1, respectively, for the TFD and HFS forms of 

the exchange potential; this is the X a form of density functional theory. The most 

commonly used a values were determined by Schwartz (1972), who found the value 

for each element which equalized the total energies of atomic X a and Hartree-Fock 

calculations. 

The electron gas correlation energy was obtained from Monte Carlo calculations by 

Ceperley and Alder (1980); Vosko, Wilk and Nusair (1980) fitted the Monte Carlo 

data to the functional form 

3 
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{ 
r., 

Vc(r.,)=A ln b r.;:-r.,+ vr.,+c 

2b _ 1 .j(4c- b2 ) 
+ tan 

.j(4c- b2) 2Jr; + b 

bxo [z ( Jr;- xo)2 

- n~~~=-~ 

x5 + bxo + c r 8 + bJr; + c 

+ 2(b + 2xo) tan_ 1 .j(4c- b2
)]} 

.j(4c- b2) 2y'T; + b 
(11) 

where 

(12) 

and the remaining constants are used for fitting. 

Expression (10) correctly reproduces the high (r, << 1) and low density limits for 

the electron gas correlation; it is referred to as the VWN correlation functional, and 

is the most commonly used form. 

The exchange and correlation functionals derived from the electron gas assume 

that over a small, local volume of space, the density p( r) is homogeneous; such 

functional forms are called Local Density Functionals (LDF). There is no known 

rigorous, systematic way to improve the LDF approximation; nevertheless, research 

on "nonlocal" functionals has proceeded in two distinct directions. One investigates 

functionals of the gradient of the density, F[\7 p]; the other uses orbital-dependent 

functionals, F[pi]. Gradient methods will not be addressed in this thesis. 

4 



0 Orbital-dependent methods: The Self-interaction Correction 

The LDF approximation contains self-interaction energy which is not cancelled ex­

actly (in contrast to Hartree-Fock methods) by the Coulomb self-interaction term. 

A practice introduced by Slater (1974), of removing half an electron from an or­

bital, then identifying that orbital energy with the (Koopman's theorem) ionization 

energy, was shown by Gopinathan (1979) to be a partial removal of the spurious 

self-interaction energy, 

Perdew and Zunger (1981) formally derived the one-electron equations which include 

a self-interaction correction term. The derivation proceeded from the fact that the 

total electron self-interaction energy must be zero, 

(13) 

where J and E% are the Coulomb and exchange energies, respectively, and Pi is the 

density of the ith particle. The sum of equation (13) over all i particles was the 

correction to the total energy; when the variational method was applied, this led to 

an orbital-dependent exchange functional v~. 

Because there is a different v~ potential for each one-electron wavefunction, the 

resulting wavefunctions are not orthogonal to one another. Further, since the orbital 

density Pi is not invariant to a unitary transform, then neither is the total energy; a 

localization transform, for example, will maximize the single particle self-interaction 

energy. Heaton (1982) and Pederson et al. (1983, 1984) proposed to make a virtue 

out of this feature by choosing the basis which produces the lowest total energy, 

but their approach has not been widely used or tested. 

5 
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Orbital-dependent methods: The Generalized Exchange 

Manoli and Whitehead (1988a, 1988b) derived an orbital-dependent exchange func­

tional, including a self-interaction correction, from density-matrix formalism; it was 

called the "Generalized Exchange" (GX) because standard LDF forms could be de­

rived as a limiting cases of the GX. The method was tested, for a variety of Fermi 

hole models, on calculations of atoms. 

The electron-electron interaction may be expressed in terms of one- and two-particle 

density matrices. The single-particle density matrix p(r) is defined as 

(14) 

and the two-particle density matrix as 

(15) 

where W is the total wavefunction for N electrons. The normalization conditions 

are 

j p(r)dr = N (16) 

and 

j p(r,r')drdr' = N(N- 1) (17) 

while 

j p(r,r')dr' = (N -l)p(r) (18) 

The quantity p(r, r') is the probability of finding a particle at r' when another is 

at r; when integrated, it gives the number of two-particle interactions. Equation 

(18) is the interaction between the electron density at r,p(r), and the other (N -1) 

electrons. 

6 
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The two-particle density matrix, allowing explicitly for spin, is 

Pu(r,r') = Ps(r)ps(r') + Ps(r)ps(r')fu(r,r') (19) 

for two electons of like spins. The first term on the right-hand side is the Coulomb 

interaction between the densities at r and r'; the second term is the exchange­

correlation function f 88 (r,r'), as yet unspecified. 

Manoli postulated an orbital dependent exchange-correlation function, /!8 ( r, r'), 

which was related to the total exchange-correlation by 

(20) 

Integrating the right-hand side of eq.(19), and substituting eq.(18), and f!s from 

eq.(20) gives, 

J Ps(r') dr' + J Ps(r') ~ /:8 (r, r') dr' =N.- 1. 
I 

(21) 

The one-electron density sum rule is 

j Pi(r') dr' = 1. (22) 

Substituting this value for 1 on the right-hand side of eq.(21 ), substituting from 

eq.(16) the value for N, and rearranging, gives 

J Ps(r') ~f!s(r,r')dr' + J Pi(r')dr' = 0. 
I 

(23) 

Multiplying and dividing the second term in eq.(23) by 

(24) 

gives 

(25) 

7 
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A single-particle sum rule may be deduced immediately by rearranging of eq.(25): 

J ( ')fi ( ')d , Pi(r) 
Ps r ss r,r r = Ps(r) (26) 

Although j 88 and J!, have not been given explicit forms, certain limits impose 

constraints on these functions limiting behaviour. 

In the limit when lr- r'l --+ 0, 

which implies 

that is 

Pu(r, r') = p,(r)ps(r') + Ps(r)p,(r') L f;s(r, r') 
i 

=0 

L J!,(r, r') = -1 
i 

=-
L:i Pi(r) 

Pe(r) 

f i( ')=-Pi(r) ., r, r ( ) 
Ps r 

Eq.(27) also implies that 

r 8 (r,r')--+ -1 

in the limit as the electrons coalesce. 

(27) 

(28) 

(29) 

(30) 

At the large separation limit, as lr - r'l --+ oo, the electron interaction does not 

change, and the exchange-correlation function f 88 goes to a constant value. While 

it is intuitively evident that the large-separation limit of the two particle density 

matrix is 

p(r, r') --+ p,(r)pa(r') (31) 

8 
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so that only the Coulomb interaction remains, Kutzelnigg et al. (1968) have shown 

that the proper limit is 

p(r, r')-+ p,(r)p,(r')- ~8 p,(r)p,(r') (32) 

1.e. 

(33) 

rather than 0. 

This same large-separation limit applies to ft', because the sum over all i must 

satisfy eq.(33). However, a crucial step in the derivation of the GX theory was 

setting each of the integrands of eq.(25), individually, to 0, which led to 

r' -+ _ Pi(r)pi(r') 
' p,(r)p,(r') 

which is consistent with eq.(33) only when 

Pi(r') _ _!_ 
p,(r') - N, 

(34) 

(35) 

Eq.(35) is valid for classical point charges only, and represents the primary approx-

imation of the GX theory. 

Because there was contention over this point in the original work (Manoli, 1986), 

it is useful to compare the GX exchange functional with the exact, Hartree-Fock 

form. 

The Generalized Exchange in the Hartree-Fock Limit 

The nature of Manoli's orbital-dependent exchange approximation may be illus­

trated by specifically using the Hartree-Fock exchange energy, for which the result 

is known. Consequently, 

E;!F = -~ ~ ninj j </>i(r)</>j(r')grr'</>j(r)</>i(r')drdr' 
I,J 

(36) 

where 

9 
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9rr' = -­

r- r' 

Equation (36) can be expanded (Slater, 1960), so that an exchange density U~F 

can be explicitly obtained: 

E HF 1 ~ ;· l:k if>k(r)if>k(r) .J.*( ).1.*( ') ,~. ( ).1. ( ') d .d ' (37) 
ex = -2 4--f nini l:k if>k{r)if>k(r) 'f'i r 'f'j r 9rr''f'j r 'f'i r r r 

a,J 

(38) 

(39) 

where the quantity in braces in eq.(37) is identified with a Hartree-Fock exchange 

density term U!tt. 

Treating the exchange energy by means of the two-particle density matrix yields: 

Ee:r: = ~ j p(r){j p(r')9rr' fu(r, r') dr} dr' (40) 

from which 

u:t/(r) = J p(r)grr'/u(r,r')dr (41) 

and 

!
HF( ') = _ Ei ni</>i{r)4>i(r') E; n;if>j(r')4>;(r) 
.u r,r p(r)p(r') (42) 

The limiting cases examined previously must hold for J}!F. In the limit of small 

separations, r - r', thus 

L if>i(r)if>;(r')- p(r) (43) 
i 

and 

(44) 

10 
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which is consistent with eq.(30). 

The total pair correlation function f:!F(r) may be partitioned into orbital-depen­

dent functions 

(45) 

by making the identification 

! HF,i( ') = _.J..~( ).J..·( ') 2:; ni<Pj(r')<Pi(r) 
88 r, r 'Ys r 'Ys r p(r)p(r') (46) 

As r-+ r', 

fHF,i(r, r)-+ _ Pi(r) 
88 p(r) (47) 

as in the GX derivation, eq.(29); summation over i recovers eq.(30) (or equivalently 

eq.( 44)). 

The large separation limit postulated by eq.(34) must also hold for f:!F,i: 

as lr- r'l -+ oo. 

This implies 

~ n . .J..*(r').J.. ·(r') 
-<fo~(r)<foi(r') '-'i J'Yj 'YJ -+ 

• p( r )p( r') 
Pi( r )Pi( r) 
p(r)p(r') 

-<f>i(r)tbi(r') L n;tbj(r')<P;(r)-+ -Pi(r)pi(r') 
j 

as lr- r'l -+ oo, which is not the case. 

(47) 

(48) 

The form of f:!F,i may be manipulated by multiplying the top and bottom of eq.( 46) 

by <Pi(r)</>i(r'): 

f HF,i( ')-_Pi(r)pi(r). {Ejni</Jj(r')<Pj(r)} 
88 r,r - ( ) 

p r p(r') <fo';(r)<foi(r') 
(49) 

To achieve the limiting case of eq.(34), the quantity in braces in eq.(49) would have 

go go to unity as lr - r' I -+ oo, which again is not the case. 

11 
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The GX thus employs a classical approximation to the charge at large distances: 

eq.(35). Guo and Whitehead (1991) have rederived the GX theory to remove this 

feature; however, in this work, the GX as derived by Manoli was implemented into 

molecular calculations. 
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1.3 Molecular Calculations: The Multiple Scattering Method 

I.3.1 Introduction and Background 

Multiple scattering theory includes a family of methods to solve the time-inde­

pendent Schrodinger equation, originating from the cellular methods of solid state 

physics (Wigner and Seitz, 1933), where a suitably normalized plane wave of the 

form 

(1) 

is substituted into the Schrodinger equation (Harrison, 1979). Slater (1937) intro-

duced the muffin-tin potential, where the potential in the vicinity of the nucleus is 

assumed spherical, and between atomic spheres the potential is assumed constant. 

Plane waves from the spherical regions are augmented (hence the Augmented Plane 

Wave ( AP W) method) by additional plane waves in the constant potential region, 

which match the spherical waves at the sphere boundaries. 

Johnson (1966) extended this concept to molecular systems, with the addition of 

an outer sphere boundary inscribing the entire system. The potentials V(r) are: 

{ 

vi ( ri)' inside the i atomic spheres; 

V(r) = V0 (r), outside the outer sphere radius ro 

V, otherwise. 

(2) 

As shown in figure 1, I refers to the atomic sphere region, II to the constant­

potential, intersphere region, and Ill to the region outside the inscribing sphere. 

The potential in region II is formed from an average of the atomic potentials, and 

is either spherically or arithmetically averaged. 

The Schrodinger equation for region I takes the form, in Rydberg atomic units, 

(3) 

15 
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Ill 

Figure 1. Muffin-tin potential regions in the MS-LDA method. Regions I, inside 

atomic spheres, with potential Vi(ri); region II, outside the atomic spheres but 

within the outer sphere, with constant potential; region Ill, outside the molecular 

outer sphere, with potential V(r). 
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(the Schrodinger equation for region Ill is similar); forregion II it is 

(4) 

where 

K
2 = (E- V) (5) 

The wavefunction ~I(r) is expanded in the form 

~(r) = L ClmRl(r)Yim(r) (6) 
lm 

where the coefficients C,m are determined; Yim ( r) are spherical harmonics. The 

solution of the radial equation for R,(E; r) is identical (in form) to that for atoms: 

(7) 

There is one such equation for each scattering centre (conventionally an atomic 

nucleus); the coordinate r is referred to that centre. 

Because there is no radial dependence in the potential for region II, the Schrodinger 

equation reduces to a standard wave equation whose solutions are spherical Bessel 

(or the related Hankel, modified Bessel or Neumann functions, depending on the 

value of E and the scattering phase). These are separated into the 'incident' and 

'scattered' wave components, in terms of a partial-wave expansion similar to eq.(6): 

tP~jc(r) = LBfmil(Krj)Yim(r), E<V (8) 
lm 

tP~ic(r) = L B{m i1( Krj) Yim(r), E>V (9) 
I m 

tPil(r) = L A{m ki1
>(Krj) Yim(r), E<V {10) 

lm 

tPtf{r) = L Afm nt(Krj) Yim(r), E>V (11) 
lm 
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where it(Krj) is a spherical Bessel function, nl(Krj) a spherical Neumann function, 

il(Krj) is a modified spherical Bessel function, and kp)(Krj) a modified Hankel 

function of the first kind. (Johnson, 1973; Weinberger and Schwarz, 1975). 

Standard boundary conditions hold for this system: the molecular wavefunction 

must be single-valued and continuous (i.e. matching first derivatives) at the sphere 

boundaries, and finite at large distance from the centre of the outer sphere. In 

addition, it is required that the incident wave at each scattering site equal the sum 

of all of the waves scattered from the other points and the outer sphere. These 

conditions allow certain of the partial-wave coefficients to be expressed in terms of 

others, and lead to the secular determinant: 

I 
[T-li~)]f~, 
-SL{,(E) 

(12) 

Expression (12) is written in a highly compacted notation; the terms are defined as 

follows: 

s{~. (E) = 411-i'-l' L i-l" lLv(L; L') X Jll•( KRjo) YL" (Rjo) ( 13) 
L" 

where 

L = lm, 

ILL' ( L; L') is an integral over spherical harmonics, j ll' ( KRjo) is the spherical Bessel 

function, and YL" (Rjo) is a spherical harmonic. 

The term tf (E) is defined, using Wronskian notation, as 

tf(E) = _[kp>(,.bo), Rf(E;bo)] 
[it(Kbo), Rf(E;bo)] 

(14) 

where, as before,k?)(Kbo) is the modified Hankel function of the first kind, and 

it( Kbo) is a modified spherical Bessel function. The expression Rf(E; bo) is the 
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radial function of equation (7). All of the components of tf(E) take arguments 

referring to the outer sphere. 

• •I 

The term [T-1(E)]fL' is defined as 

(15) 

• •I 

in which the Ojj' and SLL' are Dirac delta functions. The term GfL,(E) is a structure 

factor taking the same form as Sf~,(E) in equation (13); the term t{(E), similarly, 

follows the form of tf(E) as defined in equation (14). In both cases, the difference 

is that the functional arguments are referred to atomic rather than outer sphere 

boundaries. 

Equation (12) represents the system to be solved in the Multiple Scattering method; 

Zeros of eq.(12) correspond to the one-electron eigenvalues. 

Because the angular integrations (such as lLL•(L; L') in equation (13)) are products 

of Clebsch-Gordan coefficients, and the radial integrations are done numerically, 

the Multiple Scattering (MS) method is computationally efficient. Total times for 

computation scale approximately as N 2 , where N is the number of partial-waves 

in the basis (Salahub, 1987); this in turn is proportional to the number of atoms 

in the molecule. Beyond assigning an appropriate l value to the partial-wave set 

on each atom, there is no basis set choice as in LCAO methods. The partial-wave 

coefficients AL provide an unambiguous population analysis. 

The crucial weakness in the MS is the muffin-tin potential, with its sever approx­

imation of a constant-potential region. The discontinuity in the potential at the 

sphere boundary leads to a buildup of charge on the sphere surface (Grant and 

Whitehead, 1976). 

Muffin-tin sphere sizes themselves are not well defined. The MS equations are valid 

for overlapping spheres (Rosch et al., 1973), as long as the sphere does not enclose 
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another scattering site, and normalization is preserved, i.e. the total charge density 

is consistent with the total number of electrons. It was recognized early in the 

history of the method ( Johnson, 1971) that overlapping the spheres improved results 

dramatically, by reducing the effective volume of the constant-potential region, but 

the choice of sphere radii and the resulting degree of overlap is arbitrary. 

The most widely accepted technique for determing the atomic sphere radii was 

introduced by Norman (1976). This "Norman sphere" method partitions the charge 

among atoms by finding the point of minimum electrostatic potential (Srebrenik et 

al., 1975); since the resulting sphere is neutral, this is equivalent to choosing a sphere 

which encloses the atomic number Z of charge. As these radii tend to give to large 

overlap percentages, a reduction factor is uniformly applied to all atomic spheres: a 

reduction to 88% of the "Norman radius" generally gives overlaps between adjacent 

atoms on the order of 25%. 

Considerable theoretical effort has been extended to finding corrections to the 

muffin-tin approximation, and to removing it altogether. Williams and Morgan 

(1974) derived multiple scattering equations, from an integral equation (Green's 

function) starting point, which are more general than those outlined above; the for­

malism did not require muffin-tin spheres, and indeed the authors showed the muf­

fin-tin potential was a special case of their own. Scheire and Phariseau (1974a,b,c, 

1975a,b ), and independently, Eyges (1974), developed multiple scattering equations 

for cellular regions of arbitrary shape. Unfortunately, none of these approaches has 

been implemented in a computer program. 

In the following three sections, results are presented from Multiple-Scattering Lo­

cal Density Approximation (MS-LDA) studies on three different classes of com­

pounds. Section (I) treats the planar heterocycle series 2-imidazolidinenone, 2-

imidazolidinethione and 2-imidazolidineselenone. Section (II) contains results of 
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calculations on the planar aromatic heterocycles 2,1,3-benzoxadiazole and its sui­

fur and selenium analogues. Section (Ill) gives results from the metal-chalcogen 

compound 2,1,3-benzoxadiazole[Cr(CO)s]2· 
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1.3.3 Electronic Structure and Quadrupole Couplings of the 

Heterocycles 2-im.idazolidinenone, 2-imidazolidinethione and 

2-imidazolidineselenone by the MS-LDA Method. 

Abstract 

Multiple-scattering local-density-approximation (MS-LDA) calculations, with both 

Xa and Vosko-Wilk-Nusair {VWN) exchange-correlation functionals, were per­

formed on the ring compound 2-imida.zolidinenone and its sulphur and selenium 

analogues. Calculated ionization potentials were insensitive to the functional choice, 

and agreed better with experiment than previous studies by other methods. Nitro­

gen nuclear quadrupole coupling constants were computed; these were sensitive to 

the functional choice, the VWN coupling constant being consistently lower than 

the Xa coupling constant. The principle moment, qu, was in good agreement with 

experiment: the X a and VWN results bracketed experiment. However, the asym­

metry parameters T/ were not well predicted. Trends along the series paralleled 

experimental results. 

Introduction 

Substituted a.zolidines of the form 

NH NH NH 

)=se 
NH 

2-imidazolidinenone 2-imid:l:z:olidinetb:ione 2-irrridazolidineselenone 
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provide interesting variations in the 71'-electronic structt.p:e, particularly in the N-C­

X conjugation (where X= 0, S, or Se); the 71'-structure is interesting because these 

compounds serve as ligands in transition-metal complexes (Carlin and Holt, 1963; 

Devillanova et al., 1979, 1981 ). Valence and core ionization potentials have been 

correlated with calculated charge distributions (Andreocci et al., 1980b); nitrogen 

Nuclear Quadrupole coupling constants have been analyzed to elucidate the relative 

importance of the N+=c-x- resonance structure (Krause and Whitehead, 1973). 

Interpretations differ according to the calculation method used (EHT, CND0/2, 

ab initio) (Andreocci et al., 1980a), and between ultra-violet photoelectron spectra 

(UPS) and nuclear quadrupole resonance (NQR) results . 

The Multiple-Scattering Local-Density Approximation (MS-LDA) theory, with the 

Xa approximation to the exchange, has succesfully investigated the ionization po­

tentials and electric field gradients (EFG) of a series of nitrogen-containing planar 

ring compounds (Case et al., 1980). Several papers (Bowmaker et al., 1985a,b,c) 

demonstrated the efficacy of the Xa method for calculating the principal component 

of the EFG, though it does not always reproduce good asymmetry parameters 17, 

and works less well in charge-transfer studies (Bowmaker and Boyd, 1987). 

The major weakness of the MS-LDA method is the use of the muffin-tin poten­

tial: regions of a molecule are assigned different forms of the potential; spherically 

symmetric within spheres (of arbitrary size) around each atom, constant outside 

of these spheres but within a sphere enclosing the molecule, and spherically sym­

metric outside the molecular enclosure. The intersphere, constant-potential region 

is the least physically correct. Planar compounds thus present a problem for the 

muffin-tin scheme, because up to 85% (in the present study) of the molecular sphere 

volume is occupied by the constant-potential region. 

In this work, the MS-LDA is used with both the Xa and VWN exchange-correlation 
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potentials, and applied to the substituted azolidine compounds. The intention 

is threefold: to test the relative importance of the choice of exchange-correlation 

functional within a muffin-tin potential, to test the MS-LDA method when extended 

to systems containing two heteroatoms, and to give further chemical insight into 

the electronic structure of this homologous series. 

Computational Details 

The Multiple-Scattering Xo code of Case and Cook (1981) was modified (Berksoy 

and Whitehead, 1988) to include the exchange-correlation potential of Vosko, Wilk 

and Nusair (VWN) (1980). Experimental geometry was used for 2-imidazolidinethi­

one (Wheatley, 1953). For the oxygen and selenium analogues, the geometries were 

taken from urea and selenourea (Kromhaut and Moulton, 1955; Rutherford and 

Calvo, 1969); this procedure is supported by the close resemblance in structure be­

tween thiourea and 2-imidazolidinethione: the C-S bond distance is 1. 71 A in each 

case; the N-C-S angles are 122° and 124°, respectively (Kuncher and Truter, 1958). 

Since the sulphur ring compound is planar (C2v symmetry), a planar structure was 

assumed for the oxygen and selenium analogues. 

Atomic sphere radii for the muffin-tin potential were chosen by the Norman (1976) 

criterion, with a reduction factor of 0.88. N and H radii determined this way were 

1.62 and 1.16 A, respectively, close to the values of 1.60 and 1.20 found to be optimal 

in Case's study (1980). The outer sphere was positioned at the point on the C2 

axis which minimized the outer sphere radius. An option in the program to place 

the outer sphere at an unweighted average of atomic coordinates resulted in a much 

larger radius, and therefore was not used. 

Schwartz (1972) alpha values were used in the Xo calculations (alpha is 2/3 in the 

VWN). Calculations were performed at both the minimum partial wave basis, cor-
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responding to the occupied levels, with 1=3 on the outer. sphere, and a larger partial 

wave basis with each l value increased by one over the minimum basis. Geometries 

and atomic sphere radii are in Figure 1; sphere radii and overlap percentages are in 

Table 1. 

Valence ionization potentials (IP) were calculated by the transition state method, 

with half an electron removed from the highest fully-symmetric level (in this case, 

the 7a1 level). The highest IP (those whose experimental values have been reported) 

were also converged individually to their transition states. For core IP, the N 1s, 

S 2p and Se 3p levels (usually treated as frozen cores) were symmetrized, and the 

half electron removed directly from the level of interest. All calculations, SCF or 

transition state, were converged to less than 10-s in the potential. 

Nitrogen nuclear quadrupole coupling constants were found using the one-electron 

properties code included in the MS-Xa program (Case and Cook, 1981). The pro-

gram calculates electric field gradients; components qii of this tensor were con­

verted to coupling constants e2 qiiQ/h assuming a nitrogen quadrupole moment Q 

of 1.6 x 10-26 cm2 (Von Niesson et al., 1975). Atomic charges were determined by 

the charge-partitioning method (Case and Karplus, 1976), and include an allotment 

from both the inter and outer sphere regions of the muffin tin. Electric-field-gradient 

tensors were transformed from molecular to principal-axis frames with the aid of 

IMSL subroutines. 

26 



0 

0 

Results and Discussion 

1. Ionization Potentials 

Results for 2-imidazolidinethione IPs, comparing 4 different methods, (minimum 

and larger partial wave basis, X a and VWN exchange-correlation functionals) are in 

figure 2. The 0 and Se results are similar: the distinguishing feature is the similarity 

between the Xa and VWN results. Some middle levels are shifted downward in both 

methods by increasing the basis (e.g. 6a1 , 3bt, la2), but the effect is far smaller 

than that seen by manipulating, for example, muffin-tin sphere sizes (Case et al., 

1980). 

The transition state method of Slater identifies the IP of a given orbital with the 

eigenvalue of that level when half an electron is removed; this has been shown to be 

the equivalent of correctly removing the self-interaction energy (Gopinathan, 1979), 

and gives good numeric results. Separate SCF calculations are required for each 

IP. Some researchers have noted (Preston et al., 1976), however, that the values of 

the remaining, fully-occupied levels relaxed to close to their transition-state values; 

thus, only one SCF calculation need be done, with results independent (to ~ 0.1 e V) 

of which orbital was designated for half-occupancy. This economy is often practiced, 

and is particularly useful for investigating large systems or clusters (Arratia-Perez 

and Malli, (1986). 

This property of transition-state calculations did not hold for the compounds in 

this study. Figure 3 shows four first four IP of 2-imidazolidinethione as calculated 

with the VWN large basis in four separate transition state calculations: with the 

half-electron removed from the highest (by eigenvalue) occupied level (3b2), and 

successively from the highest b2 , a2, and a 1 levels (the next three highest occu­

pied levels). The highest-occupied transition state calculation, 3b2 , causes the 7a1 
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level to become the highest, ionization potential, in ~harp contrast to both the 

individually-calculated levels and experimental assignments. The IP calculated by 

the 7a1 transition state (column 4) reproduce the qualitative aspects of experimen­

tal assignments (column 5 ): a lone pair( n) and 7r orbital close in energy, followed 

by a 7r, followed after a larger gap by a a. In each of the 3b2, 2a2, 5bi calculations, 

however, the remaining orbitals do not relax to transition-state values, and indeed 

differ by as much as 2.4 e V. Further, the ordering changes according to the choice 

of half-occupied orbital; only the 7a1 (a) level giving results resembling both the 

full calculations and experiment. 

This difference among choices of level for the transition state may be explained as 

follows: in the SCF calculation of 2-imidazolidinethione, the 3b2(n) level has 0.75 

of the electron density concentrated in the S lone pair, making it the most highly 

localized state; removal of half an electron from so specific a region will not be ex­

pected to relax the delocalized states. The 2a2 and 5b1 levels are indeed delocalized, 

and correspond to 7r bonding, but have significant portions of their populations in 

the constant-potential region (through the charge-partitioning scheme). The 7a1 

level is both delocalized and concentrated in the atomic-sphere region; it yields the 

most useful IP if only one transition state calculation is done. Thus the highest 

fully symmetric occupied level, rather than simply the highest occupied level, is the 

best choice when only a single transition state calculation is done. 

Table 2 shows the IP for the oxygen compound, as calculated by ab initio, CND0/2 

and the present method, and experiment. The column marked (7a1) corresponds 

to the results for the 7al transition state; the column (each) gives the individually­

converged results. In this case, the 7a1 calculation happens to get better agreement 

with previous methods in the assignment of the a level; when converged individu­

ally, the oxygen lone pair no orbital ( 3b2) becomes slightly lower (more negative) 
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in energy. The MS-VWN results agree with those of ab initio and CNDO /2 in 

assigning 1r orbitals to the two highest levels. 

Results for the sulphur compound are in Table 3, which include in addition a 

CNDO /S calculation (Andreocci et al., 1980b ). As already nott::d, the 7at and 

individual MS-VWN results have the same ordering. There is disagreement, how­

ever, between the results of this work and the three earlier calculations as to the 

placement of the ns level; while the others place it, along with 1rcs, as one of the 

two highest, the MS-VWN assigns the two highest positions to the 1r levels (as in 

the oxygen compound), and puts the lone pair in third place. 

Table4 shows the selenium compound IP, along with the experimental and CNDO /2 

results. Again the MS-VWN calculation gives different ordering than CND0/2 for 

the 1r and lone-pair levels. 

In each of the compounds, the u level was given by previous calculations as ucx, 

the u bond between the 0, S or Se and the ring carbon. However, the MS-VWN 

results consistently give this 7a1 u as the C-H bond; the C-X u is at 5a1 . 

The core ls IP's, in Table 5, prove sensitive to inclusion of correlation. The nitrogen 

1s energy is significantly better by the VWN, both in absolute value, and more 

importantly, in the trend. Experimentally, the ls IP is higher (less negative) in 

2-imidazolinenone than in the other compounds, and the values in the S and Se 

compounds are similar. VWN calculations accurately reflect this pattern. The Xa 

values, in contrast, are not only several eV away from the experimental value, but 

worse do not follow the experimental trend. 

In the S and Se 2p IP, the choice of potential is less important. VWN does move 

the S 2p slightly closer to the correct value, but has no effect on the Se 2p; both 

potentials give reasonable values for Se 2p, but poor values forS. 
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2. Nuclear Quadrupole Coupling Constants and Charge Densities 

Components of the electric field gradient(EFG) tensor are calculated by the program 

in the molecular coordinate frame. The transformation to the EFG principal-axis 

frame is accomplished by finding the transformation matrix T which diagonalizes 

the EFG tensor; in the xz planar systems considered here, Twill correspond to 

( 

cos2 8 - sin2 8 0 2 sin 8 cos 8 ) 
T= 0 1 0 

-2sin 8 cos 8 0 - sin2 8 + cos2 8 

(Lucken, 1969) where 8 corresponds to the rotation angle about they axis through 

the nitrogen atom. This same matrix projects out contributions to the principal-axis 

components from any particular state. 

It is conventional in NQR to assign principal axes so that qzz > qyy > q;u;. With 

respect to the atomic positions shown in figure 1, qzz is out of the plane, while 

qyy is near the direction of the N-H bond; q:z;x is at right angles to qyy· Cou­

pling constants corresponding to these principal components for each molecule and 

calculation scheme, along with the rotation angle with respect to the molecular 

coordinate system, are listed in Table 6. 

The two compounds with reported EFG values (the -0 and -S analogues) were 

studied by solid-state methods which do not allow determination of either the sign 

of qzz, or the two smaller components. However, similar tri-coordinated nitrogen 

compounds have qzz in the 1r direction (i.e. perpendicular to the ring) and qy11 along 

the N-H bond; these calculations conform to that pattern, with the caveat that the 

y principal axis does not quite coincide with the N-H bond direction. 

The magnitude of qzz is moderately well predicted by the large basis with either 

Xa or VWN exchange potentials. The asymmetry parameter 
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is, however, poorly predicted; the relative values of the in-plane components q1111 and 

qz:r: are badly predicted, but in the correct order (i.e. q1111 > qu)i Case's 1\.'IS-Xa 

calculations on planar nitrogen-containing heterocycles encountered similar difficul­

ties, to the point where the relative sizes of q1111 and q:z;x were rever3ed compared to 

experiment. 

Large inaccuracies in the calculation of fJ reduce the predictive value of this method 

in Nuclear Quadrupole Resonance spectroscopy (where signal detection itself, espe­

cially of nitrogen resonances, is often difficult). For the nitrogen nucleus (spin = 1 ), 

qzz and fJ are related to the measured transition frequencies V± by (Lucken, 1969) 

The large partial-wave basis VWN calculation of 2-imidazolidinenone predicts v+ 

= 3.209, v_ = 2.144 MHz, compared to the experimental values v+ = 3.253, v_ = 
2.731; the v+ value is good, but v_ is too far off to be useful. 

In comparing EFG values between small and large bases, two features arise: the 

principal component qzz is reduced by about 20%, and the smallest component qxx 

is substantially reduced, by factors of between 2 and 10. The reduction in qzz is 

attributable to the inclusion of d partial waves on nitrogen; this allows some of 

the more highly directional p character to be diffused. The drastic change in qxx 

(and thus in fJ) is brought about by the addition of a p partial wave on hydrogen; 

while the hydrogen p component along the N-H bond should not introduce much 

change in the q1111 , as the charge distribution remains dominated by the s population, 

but qx:r:, the perpendicular direction, gains a p component that was not previously 

present, thus allowing the charge distribution to diffuse in that direction. The size 

of the muffin-tin sphere around H, also, exerts a large influence on the EFG values 

(Case et al., 1980), but tuning sphere sizes to fit a given parameter is pointless. 
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The difference between X a and VWN results is that the EFG 's are always reduced, 

though not uniformly, by the VWN exchange-correlation. To investigate the reason 

for this, the states with largest contribution to the EFG were isolated, along with 

the corresponding percentages of nitrogen p population; these values are in Table 7 

for the case of 2-imidazolinenone, and Table 8 for 2-imidazolidinethione. 

The nitrogen p populations are often, by themselves, sufficient to predict the EFG 

(the basis of Townes and Dailey (1949) theory); in this work, only those states with 

a large percentage of nitrogen p make any significant contribution. It is reasonable, 

then, to look for the Xa- VWN difference in theN p partial waves. 

Although the 8 (of 17 valence plus 8 core) states shown in Table 8 are the major 

contributors to the EFG, the effect of the others is far from negligible, and indeed 

the cumulative total from these 8 states is quite different. Nevertheless, shifts in 

these major components, between Xa and VWN calculations, are mirrored in the 

overall electronic totals. 

Figure 4 shows the difference (Xa - VWN) in contribution to the e2 qzz Q / h coupling 

constant, overlayed with the the difference in % nitrogen p contribution, for the 

b1 and a1 states. The correlation between the two is remarkable, though it is 

not obvious from this evidence just why the VWN functional should cause these 

particular shifts in the p population. 

Shifts in EFG reflect shifts in the electron density (the EFG is related directly to 

the Laplacian of the charge distribution (Array and Murgich, 1989)). Table 9 lists 

the gross atomic charges, as assigned by the charge-partitioning scheme. As with 

the IP, more change is caused by increasing the partial-wave basis than by including 

the VWN correlation. Nevertheless, the accumulation of small charge differences 

(e.g., from 8.68 to 8.37 for the charge on oxygen) significantly alters the molecular 

dipole moments, Table 10. 
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Dipole moment values showed much more sensitivity to the exchange-correlation 

functional in the large basis. The VWN results for minimum l are somewhat smaller 

than the Xa, but in the larger basis they are reduced more not only in absolute 

terms, but even more so relatively: the large l VWN dipole moments are half to 

two-thirds of the Xa. 

The shift of electron density between the two methods can more clearly be seen in 

a density difference plot. Figures 5a-5e depict the density differences, Xa - VWN, 

for 2-imidazolidinethione in the large basis, for the total density and some of the 

individual levels. The upper half of each figure is the contour plot for the in-plane 

density differences (the molecular orientation is the same as in Figure 1 ), while the 

lower plot renders the same information in three dimensions. 

Figure 5a shows the total density difference for all states contributing in the plane 

(b1 and a1 ). The in-plane slice does not necessarily reflect total charge distributions 

-the large spike on sulphur shows greater charge density in the Xa calculation, but 

in fact the total charge on sulphur is slightly higher in the VWN. In regions which 

can be identified as bonding - between the two carbons at the back of the ring, 

between carbon and nitrogen, nitrogen and hydrogen, and less so between carbon 

and sulphur, the density is higher in the X a calculation. 

The a1 states do not, in general, make a significant contribution to this. bonding 

region density difference. Figure 5b shows the 2a1 case, which is typical of the fully­

symmetric levels. Though much structure is implied by the two-dimensional contour 

plot, the contour values themselves are small, as shown in the three-dimensional 

graph. 

The 4bl density difference appears in Figure 5c, where the higher bonding density 

for Xa is clearly seen between the backside carbon and nitrogen. The 3b1 level, 

Figure 5d, likewise shows more bonding electron density between these atoms for 
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the Xa. Finally, in the 2bt, Figure 5e, there is an excess density along the N-H 

and N -C bonds in the Xa. 

These differences are reflected in the partial-wave populations for each state. Table 

11 lists the main partial-wave contributions for the 4bh 3bl and 2bt levels for 

the X a. and VWN electron populations. In each case, the partial waves involved in 

bonding are reduced by the VWN. The 4b1 N p and C p waves may be characterized 

as belonging to a ptT bond between those atoms; the N p character is reduced in the 

VWN. A similar bond may be identified in the 3b1 level; here, both p populations 

are reduced. In 2b1 , the largest partial-wave contributions turn out to be out of 

the plane, associated with the C-H bond, but here again the populations are lower 

in the VWN charge distribution. 

The effect of including the VWN correlation functional, then, is to reduce the 

charge buildup in high-density regions. In principle, accounting for correlation 

should disperse charge to lower the energy; this expectation is fulfilled in this study 

despite the severity of the muffin-tin approximation. 

3. Resonance structures 

In a Townes and Dailey analysis of Nuclear Quadrupole Resonance data, Krause and 

Whitehead (1973) found the ionic structure of 2-imidazolidinethione to be highly 

favoured, i.e., 

N-C=S 

I. 42% 

It was noted that the original crytallographic data (Wheatley, 1953) could be in­

terpreted to yield an even higher fraction (78%) of the ionic form. Replacing the 

sulphur by oxygen substantially decreased the ionic character. 

34 



c 

Ionic structures with decreasing positive charge on N along the series 

0-+ S-+ Se, 

were suggested by Andreocci et al. (1980a) from X-ray Photoelectron Spectra (XPS) 

and supported by evidence from the Ultraviolet Photoelectron Spectra of analogous 

compounds Andreocci et al. (1980b ). 

However, another XPS study (Takahashi and Yabe, 1968) found no evidence for an 

ionic form, and suggested that the N-C=S system was covalent. Calculations by 

CND0/2 and ST0-3G methods (Bossa et al., 1981) placed a small negative charge 

on nitrogen. 

In the present study, the total net charge on the nitrogen atoms varied from negative 

(more than the atomic number) to slightly positive, according to whether the small 

or large partial-wave basis was used (table 10). Of the four schemes, the VWN large 

basis is expected to be the most reliable. This large VWN basis assigns significant 

excess charge to the terminal heteroatom (-0.37 for 0, -0.40 for S, and -0.48 for 

Se), a slight charge deficiency on the nitrogen (about +0.1 for each compound), 

and a considerable net positive charge on the intervening carbon ( +0.57 in the 0 

compound, +0.42 for the other two). This distribution is much closer to a resonance 

structure of the form 

The CND0/2 calculation was in fact in reasonable agreement with this form: 

(though its authors chose to interpret the nitrogen in terms of a positive 1r charge, 

thus favoring structure II) the carbon atom did have significant net positive charge 

( +0.28 in the sulphur compound, +0.46 in the oxygen case). 

More interesting, still another XPS study (Sato et al., 1969) provided evidence (a 
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narrow SK,B line) of a highly ionic c+=s- bond character, in agreement with the 

proposed structure Ill. 

Trends in the total nitrogen charge follow those from experimental binding energies: 

less positive when oxygen is the exocyclic atom {thus lowering the binding energy), 

more positive, and similar to one another, for the sulphur and selenium cases. Again 

the CNDO /2 calculations· for the 0 and S compounds agreed, albeit shifting more 

charge (the nitrogen fractional charge was 0.075 electron less positive in the oxygen 

compound) than did the present calculation {0.04 electron when a large basis was 

used). 

When 2-imidazolidinethione and its selenium analogue are ligands in transition 

metal complexes, they are thought to coordinate through the sulphur or selenium 

atom; it was proposed by qualitative arguments that the coordination is through 

the ligand 1r system (Devillanova, 1981 ). Thus, in addition to the total charge on 

the exocyclic atom, it is pertinent to examine the total 1r charge. Table 12 li.sts 

the total electron population involved in 1r states for each of the atoms N, C and X 

(where X=O, S or Se), for the VWN large basis calculation on each compound. Of 

six valence electrons, oxygen, for example, puts 1. 71 of that population into 1r levels; 

sulphur and selenium contribute about 1.81 and 1.84 electron more. The pattern in 

this series, of changes between the oxygen and sulphur analogues, with little change 

in going from sulphur to selenium, is maintained here: the 1r populations shift on 

going from 0 to S, but the S and Se profiles are virtually identical. 

Because these are delocalized 1f states, nothing can be said directly about the 

"double-bond" character between carbon and oxygen as opposed to that between 

carbon and sulphur. Further, the closeness between the 1f populations on S and 

Se preclude definitive statements on the relative binding strengths of these two 

ligands, although the slight increase in Se 1f population does correlate with 2-

36 



0 

c 

imidazolidineselenone being higher in the nepheluaxetic series than its sulphur ana­

logue (Carlin and Holt, 1963). However, the reduction both in excess charge and 

in 1r population on the oxygen compound suggests that complexes formed with 

2-imid~olinenone will be less stable than those using the sulphur or selenium. 

Conclusions 

The inclusion of the Vosko--Wilk-Nusa.ir exchange-correlation potential in MS-LDA 

calculations in this series of planar ring compounds had no effect on the valence 

ionization potentials; it significantly improved the ls core IP, and gave lower but not 

necessarily improved values of nuclear qua.drupole coupling constants. Its inclusion 

is therefore recommended where core-level phenomena. are concerned, as for example 

ref. (Tse et al., 1989). The correlation functional moves charge out of high density 

reg1ons. 

The widely accepted practice, in transition-state calculations, of converging to only 

one half-occupied level (typically the highest occupied) can lead to erroneus results, 

and must be used with caution. Converging to the highest fully-symmetric occupied 

level is more reliable. 

The MS-LDA method yields good values for valence IP (particularly when compared 

with other methods) in these compounds, despite the severity of the muffin-tin 

approximation. 

An increased partial-wave basis is required to approach the experimental values of 

the principal component of the electric field gradient. Asymmetry parameters were 

not well predicted by any of the methods. 

The lower total and 1r charges on the oxygen atom, compared to sulphur and sele­

nium, suggest that 2-imida.zolinenone is a. less stabilizing ligand than the sulphur 

and selenium forms. 
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Table 1. Muffin-tin sphere sizes and overlaps for 2-:-imidazolidinenone (X = 0 ), 
2~imidazolidinethione (X = S) and 2-imidazolidineselenone (X = Se). 

X RH RN Re Rx Rout % C-X overlap % intersphere 

0 1.16 1.62 1.63 1.70 5.29 37 83 

s 1.16 1.62 1.61 2.44 6.61 25 85 
Se 1.16 1.61 1.55 2.67 6.96 37 81 

Figure l. Atomic positions and muffin-tin sphere sizes for 2-imidazolidinethione. 
The axes are scaled in intervals of 1 atomic unit. 
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Figure 2. Valence ionization potentia.ls, eV, of 2-imidazolidinethione calculated 
by the transition state method, and four different procedures: Xcx with minimum 
(small) and extended (large) partial wa.ve basis, and VWN with minimum (sma.ll) 
and extended (large) partial wave basis. 
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Figure 3. Ionization potentials, e V, of the four highest occupied levels of 2-
im.idazolidinethione, using the VWN potential and extended partial v.·ave basis. 
States shown on the horizontal axis refer to which state was half-occupied for the 
transition state calculation. 
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Table 2. Transition-state IP of 2-imidazolidinethione, using 
VWN with large partial wave basis. Comparison of separate cal­
cUlation for each level to single calculation on 7a1 level ( -e V). 

3b2 each ia1 expt[a] 

3b2(1i) 8.58 8.97 8.58 8.15 

2a2( r.) 9.43 8.98 9.20 8.15 

5bt(n) 9.60 9.02 9.24 9.46 

ia1 8.18 10.69 10.69 12.6 

Table 3. 2-imidazolinenone ionization potentials, several methods compared (-eV). 

abinitio(a) CND0/2(b) MS-VWN MS-VWN expt<a.) 

(7al)<c) (each) 

6.82(i.NCO) 12.05( iTN) 9.02 9.42( 1iN) 9.55 

i. 76( 1iN) 12.17(r.co) 9.62 10.18(r.Nco) 9.8 

7.8l(no) 12.93(no) 9.86(no) 10.90( 0') 10.16 

12.13( O'CO) 16.32( O'CO) 10.90(cr) l1.10(no) 13.6 

(a). Andreocci, 1980a 

(h). AndrMcr.i, 1980b 

(c). Whf!rP. no a."'l''ignment of level is list.ed, it is the same M the following column. 
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Table 4. 2-imidazolid.inethione ionization potentials, se,•eral methods compared 
(-eV). 

ab initio( a) CND0/2{b) CNDOjs<c) MS-VvVN MS-VWN expt(a) 

(7al) (each) 

4.06(ns) 9.78( 1rNCS) 9.14( ns) 8.97 8.58(r.Ncs) 8.15 

4.09(r.cs) 9.71(ns) 9.25(r.co) 8.98 9.20(r.N) 8.15 

8.72(r.N) 12.95( 7rN) 11.98(r.N) 9.02 9.24(ns) 9.46 

9.59(crcs) 13.73(crcs) 13.37(crcs) 10.69 10.69(cr) 12.6 

(a). Andl'flOr.r.i, 1980a (h). AndrP.Occi, 1980b (c). Guimono, 1Si4 

Table 5. 2-imidazolineselenone ionization potentials, several methods ( e V). 

CND0/2<a> MS-VWN Ms-·vwN expt(a.) 

(7al)(b) (each )(c) 

9.40(nsc) 8.54(T.NCSe) 9.14( 'irN) 7.45 

9.52(7rNCSc) 8.57(7rN) 9.47(nse) 7.74 

13.16(7iN) 9.26(nse) 9.57(r.Ncse) 9.47 

13.78(crcse) 11.15(cr) 11.15(cr) 12.1 

(a). Andrf!Or:d, 1980a (h). WhP.r~ no at;~~ignmP.nt oflP.vel i.'l liflt.P.d, it is thP. sa.mP. as t.hP. following column. 

(c). Tn thil'l work, T.N is2a2; 11"Ncx,3~; nx,5bl..;.cr, ia1 (X is 0, S or SP.). 
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Table 6. Core ionization potentials, eV, for the nitrogen 1s level in 2·imidazo­

lidinethione and its S and Se analogues, and the S 2p and Se 3p levels, by several 

calculation methods and experiment. 

X a VWN CNDO /2(a.) 'ab initio< a.) EHT(a.) expt(a) 

min 1 large 1 min 1 large 1 

N 1s, 0 397.5 398.9 393.6 393.9 393.9 393.3 394.3 393.9 

N 1s, S 398.0 399.3 394.1 394.8 395.9 395.6 396.6 395.9 

N 1s, Se 398.2 399.7 394.3 395.2 396.2 396.2 

s 2p 169.9 170.6 168.7 169.0 159.1 161.0 159.6 159.1 

Se 3p 159.1 159.7 158.9 159.3 161.2 

(a). Andreocci et al. (1980) 
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0 Table 7. Xa, VWN and experimental nitrogen nuclear quadrupole coupling 
constants e.2 9ii Q / h ( i = z, y, x) for each of the ethy leneurea analogues (MHz). 

X a VVVN experiment ( 4 ) 

min 1 large l minl large 1 

2 - imidazolinenone 

zz -5.309 -4.105 -4.904 -3.569 3.989 

yy 3.129 3.140 2.940 2.850 * 
XX 2.180 0.965 1.965 0.720 * 
17 0.179 0.530 0.199 0.597 0.262 

e 8 20 8 20 

2- imidazolidinethione 

zz -5.043 -3.792 -4.638 -3.366 3.624 

YY 3.471 3.517 3.267 3.229 * 
XX 1.572 0.275 1.372 0.137 * 
17 0.376 0.855 0.409 0.919 0.322 

e 10 16 10 15 c 2- imidazolidineselenone 

zz -5.053 -4.177 -4.653 -3.648 

YY 3.388 3.763 3.176 3.427 

XX 1.664 0.403 1.477 0.221 

17 0.341 0.807 0.365 0.879 

e 10 16 10 14 

(a). Krause &nd Whitehead, 1973 

c 
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Table 8. Electronic contributions to the coupling constants e2 qii Q / h ( i = z, y, z) 
by state for 2-imida.zolinenone, large 1 (MHz). The total N p-orbital contribution 
(normalized to 1) is indicated by % N p. 

state %Np zz yy zz 

X a VW'N X a VVVN X a v'"WN X a V'WN 
2a2 82 78 4.60 4.36 -9.19 -8.72 4.59 4.36 
2b2 20 20 1.18 1.04 -1.98 -1.71 0.79 0.67 
3b2 40 40 2.20 2.15 -4.29 -4.17 2.08 2.03 
3bl 48 48 0.79 0.73 3.07 2.99 -3.87 -3.72 
4bl 40 38 -4.23 -4.07 2.57 2.37 1.66 1.70 
4al 46 46 -1.04 -0.96 2.69 2.65 -1.65 -1.70 
5al 7 6 -0.70 -0.54 0.51 0.43 0.19 0.12 
6a1 38 38 -1.90 -2.15 2.39 2.42 -0.48 -0.27 

total: 0.90 0.56 -4.23 -3.74 3.31 3.19 
overall total: -0.32 -0.57 0.10 0.63 0.22 -0.06 
nuclear: 1.29 -4.20 2.92 
net: 0.97 0.72 -4.10 -3.57 3.14 2.85 
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Table 10. Atomic charges. C1 is the carbon bonded to the exocyclic atom; C2 

0 
refers to the carbons at the back side of the ring. Atoms in parentheses next to H 
i~entify those to which the hydrogen is bonded. 

X a: VWN 

min 1 large 1 minl large 1 

0 8.70 8.42 8.68 8.37 

c1 5.34 5.45 5.33 5.43 

N 7.19 6.95 7.17 6.91 

H(N) 0.82 0.92 0.82 0.92 

c2 5.80 5.69 5.80 5.69 

H(C) 1.04 1.11 1.05 1.13 

s 16.62 16.37 16.64 16.40 

c1 5.53 5.60 5.52 5.58 

N 7.10 6.91 7.08 6.87 

H(N) 0.80 0.92 0.80 0.91 

c2 5.80 5.75 5.81 5.76 

0 
H(C) 1.04 1.14 1.05 1.16 

Se 34.69 34.47 34.72 34.48 

c1 5.59 5.62 5.57 5.58 

N 7.09 6.92 7.07 6.86 

H(N) 0.80 0.91 0.80 0.90 

c2 5.79 5.73 5.79 5.75 

H(N) 1.03 1.13 1.04 1.16 
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Table 9. Electronic contributions to the coupling constants e2 qiiQ / h ( i = z, y, x) 
by state for 2-imidazolidinethione, large 1 (MHz ). The total N p-orbital contribution 
(normalized to 1) is indicated by % N p. 

state %Np zz yy XX 

X a VWN X a VWN X a VW'N X a VWN 
2a2 80 77 4.84 4.60 -9.64 -9.17 4.80 4.57 
2b2 38 35 2.09 1.89 -3.77 -3.40 1.68 1.52 
3b2 17 18 0.93 0.95 -1.79 -1.84 0.86 0.89 
3bl 46 44 1.04 0.75 2.91 2.74 -3.95 -3.49 
4bl 41 38 -4.70 -4.50 2.67 2.49 2.03 2.02 
4al 38 42 -0.07 -0.19 2.21 2.45 -2.13 -2.28 
5al 22 18 -2.25 -1.94 1.34 1.12 0.91 0.82 
6a1 22 26 -1.50 -1.89 1.61 1.75 -0.11 0.14 

total: 0.36 -0.35 -4.45 -3.83 4.10 4.18 
overall total: -1.13 -1.30 0.49 0.91 0.64 0.39 
nuclear: 1.41 1.41 -4.28 -4.28 2.87 2.84 
net: 0.28 0.14 -3.79 -3.37 3.52 3.23 
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Figure 4. Difference in the contribution to the nuclear quadrupole coupling 
constant e2q::Q/h, indicated by n, together with the differ.ence in % p population 
on nitrogen, indicated by x, between the Xa a.nd VWN calculations. Values on 
the vertical a.."rix are both MHz a.nd% p, those on the horizontal a.."cis are particular 
irreducible representations. 
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Table 11. Dipole moments, debye, for 2-imidazolidinenone and its S and Se 
analogues, by four methods: Xa and VWN potentia.is, minimum and extended 
(large) partial wave bases. 

X a VWN 

min 1 large 1 min 1 large 1 

0 5.25 2.36 4.42 1.31 

s 8.17 1.59 7.79 1.10 

Se 8.25 4.34 8.09 2.61 

Table 12. Major partial-wave populations for the 4bl, 3bl and 
2bl states of 2-imidazolidinethione, X a and VvYN calculations with 
large basis. 

state description X a VWN 

4bl Np 0.406 0.380 

Cp 0.250 0.250 

3bl Np 0.464 0.438 

Cp 0.346 0.292 

2bl Cs 0.375 0.346 

Hs+p 0.360 0.320 

Table 13. Total 7i popula.tions, after charge partitioning, for 
the N-C=X fragment, from the VWN large basis calculation. 

0 s ~ 

c 0.72 0.76 0.76 

N 1.44 1.37 1.37 

X 1.71 1.81 1.84 
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Figure Sa. Total electron density difference, between Xa and VVv'N calculations, 
for 2-imida.zolidinethione, in the plane of the molecule. Nuclear positions a.re ma.rked 
'+', and the orientation is a.s in Figure 1, with the sulfur atom on the right. The 
contour plot and the :>.dimensional plot below it represent the sa.me information. 
Plots 5a - 5e a.re all drawn at the sa.me scale. 
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Figure 5b. 2a1 electron density difference, between Xa and VWN calculations, 
for 2-imidazolidinethione, in the plane of the molecule. 
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Figure 5c. 4b1 electron density difference, between Xa and v\-VN calculations, 

for 2-imida.zolidinethione, in the plane of the molecule. 
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Figure 5d. 3b1 electron density difference, between Xa and VVVN calculations, 
for 2-imidazolidinethione, in the plane of the molecule. 
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Figure Se. 2b1 electron density difference, between Xa and VVVN calculations, 
for 2-illlida.zolidinethione, in the plane of the molecule. 
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0 1.3.4 Supplementary Material 

H 

b I 
Lab= 102° N 

~0 
a= 1.54 
b=l.46 Lb c = 112° 

a c = 1.33 L c d = 126° 
d = 1.26 L c c1 = 110° 
e = 1.00 N L c1 e = 124° 

\e 
H 

H 

b I 
Lab= 102° N 

a= 1.54 
b = 1.46 Lb c = 112° 

0 a }=s c = 1.32 L c d = 126° 
d = 1.71 L c c1 = 110° 1 e=l.OO N L c1 e = 124° \e 

H 

H 

b I 
N Lab= 102° 

}=~ 
a= 1.54 
b = 1.46 Lb c= 112° 

a c = 1.32 L c d= 126° 
d = 1.86 L c c1 = 110° e=l.OO N Lc1 e = 124° \e 

H 

Figure Al. Bond distances and angles used in the calculations for 2-

imidazolidinenone, 2-imidazolidinethione and 2-imidazolidineselenone. 
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Table Al. One-electron eigenvalues, au, for 2-imidazolinenone valence lev-

0 els, calculated by the MS-LDA method with X a and· VWN exchange-correlation 
functionals at minimum ("low") and extended ("large") partial wave bases. 

state xa low xa high vwn low vwn high 

7al -0.520885 -0.435400 -0.521303 -0.425524 

2a2 -0.426671 -0.422366 -0.442350 -0.430772 

3b:2 -0.446755 -0.454418 -0.480911 -0.478329 

5bt -0.449290 -0.462134 -0.486526 -0.488515 

2b:l -0.711174 -0.690952 -0.731536 -0.702211 

6a1 -0.719154 -0.751221 -0.740398 -0.756131 

4bt -0.807612 -0.783441 -0.808700 -0.771667 

la2 -0.970452 -0.929878 -0.939943 -0.867727 

5at -0.933633 -0.924287 -0.947434 -0.928184 

1~ -1.135651 -1.067207 -1.110615 -1.013979 

3bt -1.055013 -1.132340 -1.059349 -1.120026 

2bt -1.327540 -1.275082 -1.308712 -1.233771 

0 
4at -1.296532 -1.322427 -1.303574 -1.320469 

3at -1.341455 -1.363895 -1.358858 -1.344767 

2at -1.538224 -1.475540 -1.527032 -1.461535 

1bt -1.744429 -1.759902 -1.748326 -1.753361 

la1 -1.973882 -1.964366 -1.980129 -1.959659 
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Table A2. One-electron eigenvalues, a.u, for 2-imida.zolidinethione valence lev-
els, calculated by the MS-LDA method with Xa and VWN exchange-correlation 
functionals, at minimum ("low") and extended ("high") partial wave bases. 

state Xa min 1 Xa high 1 VWN min 1 VWN highl 

7al -0.520890 -0.435402 -0.521302 -0.425518 

Za2 -0.426682 -0.422365 -0.442345 -0.430759 

3~ -0.446755 -0.454418 -0.480871 -0.478328 

5bl -0.449288 -0.462135 -0.486480 -0.488517 

2~ -0.711181 -0.690952 -0.731521 -0.702203 

6a1 -0.719155 -0.751221 -0.740366 -0.756124 

4bl -0.807620 -0.783441 -0.808696 -0.771655 

la2 -0.970454 -0.929881 -0.939945 -0.867720 

Sa1 -0.933636 -0.924288 -0.947411 -0.928179 

1~ -1.135653 -1.067210 -1.110616 -1.013973 

3bl -1.055021 -1.132339 -1.059339 -1.120014 

2bt -1.327543 -1.275084 -1.308710 -1.233763 

0 4al -1.296540 -1.322426 -1.303565 -1.320458 

3al -1.341454 -1.363897 -1.358817 -1.344763 

2al -1.538227 -1.475542 -1.527022 -1.461530 

1bt -1.744437 -1.759900 -1.748318 -1.753347 

la1 -1.973889 -1.964365 -1.980117 -1.959646 
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Table A3. One-electron eigenvalues, au, for 2-imi~azolidineselenone calculated 

0 by the MS-LDA method, with Xo: and VWN exchange-correlation functionals at 
minimum ("low") and e."Ctended ("large") partial wave bases. 

state Xo: low Xo: high vwn low vwn high 

7al -0.537100 -0.476655 -0.539937 -0.438006 

2a2 -0.428290 -0.444049 -0.445786 -0.449792 

3b2 -0.421711 -0.421194 -0.464194 -0.464853 

5bt -0.421230 -0.421289 -0.466342 -0.468532 

2~ -0.701164 -0.694519 -0.722826 -0.705968 

6a1 -0.698700 -0.717323 -0.724876 -0.735527 

4bt -0.821364 -0.822345 -0.824956 -0.793653 

la2 -1.006954 -1.014420 -0.979206 -0.899317 

Sa1 -0.949527 -0.941286 -0.966804 -0.938138 

1~ -1.169138 -1.144931 -1.146420 -1.041868 

3bt -1.064725 -1.175145 -1.070866 -1.162950 

2bt -1.354978 -1.342521 -1.338061 -1.263279 

0 4at -1.271744 -1.276429 -1.301909 -1.308088 

3at -1.319792 -1.382431 -1.328066 -1.362900 

2al -1.554975 -1.511463 -1.542209 -1.452652 

1bt -1.755026 -1.797380 -1.760307 -1.791326 

1a1 -1.979776 -1.996018 -1.987353 -1.993149 
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1.3.5 Electronic Structure, Ultraviolet Transition Energies and 

Quadrupole Couplings of the Planar Heterocycles 2,1,3-benz­

oxadiazole, 2,1,3-benzothiadiazole and 2,1,3-benzoselenadia­

zole by the MS-LDA Method 

Abstract 

Multiple-scattering local-density-approximation (MS-LDA) calculations, using both 

the Xa and VWN e."<:change-correlation functionals 1 were performed on the planar 

heterocycles 2,1,3-benzoxadiazole and its sulphur and selenium analogues. Ioniza­

tion energies, first excited (ultraviolet) transition energies, dipole moments and 

nuclear quadrupole coupling constants were computed. The experimental photo­

electron spectrum of the selenium compound was assigned. The infiuence of corre­

lation and basis set size on these properties was examined. Partial wave population 

analysis was performed to help resolve ambiguities in the resonance structures. 

Introduction 

The electronic structure of the 1r system, of 2,1,3-benzoxa.diazole and its sulfur and 

selenium analogues is interesting because many possible canonical forms can be 

generated: 

N 

} 
N 

I II m 

(Weinstock and Shinkai, 1984). Additional ionic forms have been proposed: 
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+ N N 
'\ '\ 

X X 
~/ / 

N N 
• + .,.. 

TV V VI 

(Krause and Whitehead, 1973). Structure I shows the common representation of 

the series; by analogy to quinone, it is called the ortho-qci:loide form. 

Much experimental work has investigated the relative importance of the structures 

above. If the o-quinoide form predominates, tbe.."'e will be double~bond fixation 

and diene~like reactivity; otherwise, benzenoid characteristics should be observed. 

Evidence of both has been found, and none cf the structures pictured is consistent 

with all of the data. 

Nuclear magnetic resonance spectra were interpreted ( Cbeeseman and Turner, 197 4) 

as caused by through~ bond interactions, showing the importance of I a.nd Ill. Dipole 

moment measurements (Hill and Sutton, 1949) suggested a more benzene-like struc­

ture for the Se compound compared to the 0 and S analogues, while x-ray results, 

in contrast (Lu.zzati, 1951), suggested that the 0 compound bad the most benzene 

character. 

The importance for ground and excited-state spectra of both the overa.ll1r electron 

distribution, and the lone pairs on the n.itrogens or the terminal heteroatom, were 

addressed by several semiempirical studies (Ka.miya., 1970; Grunwell and Danison, 

1972; Clark et al., 1973; Bylina and Korobkov, 1974; Abu~Eitta.h et al., 1986) and 

a.b initio (Palmer and Kennedy, 1978) calculations. Other interesting properties of 

the substituted versions of 2,1,3-benzothia.dia.zole have been reported: they act as 
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radioprotective agents in organisms to reduce the dam~;t.ging effects of exposure to 

ionizing radiation (Vladimirov et al., 1983). The mechanism is not understood, but 

activity was correlated to electronic structure. The compounds also serve as lig­

ands in transition-metal complexes (Kaim and Kohlmann, 1985, 1989), coordinated 

through the N atom. 

Because the Multiple Scattering Local Density Approximation method has been suc­

cesful in treating electronic structure and properties in planar heterocycles (Case 

et al., 1980; Wrinn and Whitehead, 1990), calculations by this method were per­

formed to investigate some of the electronic structure ambiguities presented by the 

2,1,3-benzoxadiazole series. Also, features of the method itself were tested by vary-

ing both the size of the partial wave basis, and the choice of exchange-correlation 

potential. 

Computational Details 

Experimental equilibrium geometries were used for all three compounds, figure 1. 

There are conflicting sets of geometry data for 2,1,3-benzoxadiazole and 2,1,3-benzothiadiazo: 

Luzzati (1951) used x-ray crystallography, while Brown et al. (1970) interpreted 

microwave spectra, which involved making simplifying assumptions about the 6-

membered ring angles; the x-ray values were used in this study. 

The Norman (1976) criterion, with a reduction factor of 0.88, was used to determine 

the atomic sphere radii. The outer sphere origin was placed on the C2 symmetry axis 

at the point which minimized the total outer-sphere volume; the outer sphere radius 

was chosen to be slightly less (0.2 au) than the radius tangent to the outermost 

atomic sphere. Values for the sphere radii, along with percentage overlap of N-0 

(or N-S, N-Se ), and the percentage of intersphere volume, are shown in Table 1. 

The muffin-tin sphere radii are shown in three dimensions in figure 2, where both the 
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extent of overlap among the atomic spheres, and the size of the constant-potential 

intersphere region is evident. 

Calculations were performed with both a minimum basis of partial waves, with 1 

values only as large as the occupied atomic levels and l = 3 on the outer sphere, and a 

larger basis where each l value is increased by 1. Both the Xa (with Schwartz (1972) 

a values) exchange-only functional and the Vosko-Wilk-Nusair (1980) exchange-

correlation functional were used. 

Ionization potentials (IP) were calculated for the valence levels using transition­

state method , where half an electron is removed from the level of interest. Excited­

state absorptions were also calculated by the transition- state method, where one­

half an electron is removed from the lower level, and one-half electron placed in 

the higher level of the absorbance transition. In all cases, the SCF iterations were 

converged until below 10-5 in the potential. 

Nuclear quadrupole coupling constants for the nitrogen atom were found from the 

one-electron properties program of Case and Cook (1981). The program yields 

electric field gradient tensor components qii in molecule coordinates; these were 

converted to principle-axis components qii using standard LINPACK (Dongerra et 

al., 1979) routines, and the qii converted to coupling constants e2qiiQ/h assuming 

a nitrogen quadrupole moment Q of 1.6 x 10 - 26 cm2 (von Niesson et al., 1975). 
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Results and Discussion 

1. One-electron eigenvalues and charge distributions. 

In an earlier study, Palmer and Kennedy (1978) compared calculated one-electron 

energies across a series such as 

isobenzofuran -+ anthranil -+ furazan( 2, 1, 3 - benzoxadiazole) 

for the oxygen heteroatom and a similar series for the S case. They examined the 

one-electron energy trend as a function of the number of nitrogen adjacent to the 

heteroatom: no nitrogen, one, or two. The results showed that the one-electron 

levels decreased uniformly for nearly all levels as more N atoms were introduced. 

In this study, in contrast, the number of N atoms remained fixed at two, and the 

terminal heteroatom was changed from 0 to S to Se. The three compounds are 

isoelectronic in the valence levels, and have nearly identical energy ordering of the 

eigenvalues. Differences among the three are to be expected, however, from the 

large electronegativity differences among the three atoms 0 ( electronegativity of 

3.5 on the Pauling (1960) scale), S (2.5) and Se (2.4). Properties directly influ-

enced by electronegativity differences would show similarities between the Sand Se 

compounds, which together differ from the 0 heterocycle. 

The one-electron eigenvalues for the occupied and :first two excited states, calcu­

lated by low and high partial wave bases, and Xa and VWN exchange- correlation 

functionals, are shown in Table 2 for 2,1,3-benzoxadiazole; for the S analogue in 

Table 3, and for the Se compound in Table 4. 

A superficial inspection of the orbital energies shown in Tables 2, 3 and 4 reveals 

no obvious trend, corresponding to electronegativites or otherwise. The 2,1,3-ben­

zothiadiazole 2az (HOMO) level, for example, is closer to the 2a2 of the oxygen 
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compound than it is to that of the selenium (0.399, 0.394 and 0.378 au, for the S, 

0 and Se cases, respectively, for the VWN large basis calculation). To distinguish 

trends, it is necessary to look more closely at individual cases. 

The lb1 ('11') level corresponds to the traditional concept of a 11' bond between the 

heteroatom 0, S or Se and the two adjacent nitrogen. The partial wave popula­

tions of N and the heteroatom p for the VWN high case are shown in Table 5. 

No other individual atom contributes a significant population to this state, which 

provides the basis for structure 11, the benzenoid form with double bonds between 

the heteroatom and both nitrogen. 

Because the lb1 level is a direct interaction between the heteroatom and the ad-

jacent nitrogen, its one-electron energy trends unambiguously follows electroneg­

ativity trends over the three compounds: the eigenvalues are -1.097 au for 2,1,3-

benzoxadiazole, and -0.847 and -0.803 au for the S and Se analogues, respectively. 

The greater electronegativity of the oxygen atom is mirrored in the lower one-

electron energy; the similarities between sulfur and selenium atom electronegativi-

ties, slightly less for Se, is also re:H.ected in their lb1 values. The pattern here follows 

the observation by Hout et al. (1984), that an electronegative element will serve to 

lower the orbital energy . 

Gross population trends for the lb1 levels also follow closely on electronegativities. 

Table 6 shows the total heteroatom populations in each compound, as calculated 

by the large basis with VWN correlation. The values given are the percentage of 

the total, for a given level, contributed by all the partial waves centred on that 

nucleus and within the atomic sphere; it does not include any contribution from 

charge partitioning the intersphere or outer sphere regions. The total populations 

for this level are in the Table 0.523, 0.239 and 0.205 for the 0, Sand Se compounds, 

respectively- the trend observed in the eigenvalues. 
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For other levels, the correspondance between population and electronegativity is not 

shown so directly. The symmetry orbitals calculated in this study are delocalized, 

and take their nodal properties from the irreducible representation to which they 

belong (Cotton, 1971); unlike the 1b1 case cited above, they do not, in general, 

correspond to chemical bonds. 

Some relationships are still recognizable, however, between the total charges shown 

in Table 6 and the one-electron levels given in Tables 2, 3 and 4. In the remaining 

1r levels, in particular, the charges and eigenvalues follow one another closely: in 

the 2b1 level, there is increasing heteroatom charge in going from oxygen (0.082) to 

sulfur (0.200) to selenium (0.340). The corresponding one-electron eigenvalues are 

-0.651, -0.604, and -0.589, following the trend observed for 1b1 of decreasing eigen­

value for increasing heteroatom charge. For the 3b1 level, the sulfur atom takes 

more charge than do the oxygen and selenium (0.175 versus 0.057 and 0.003, re­

spectively), and the eigenvalues follow the pattern in that the 2,1,3-benzothiadiazole 

eigenvalue is raised with respect to the other two (-0.467 versus -0.475 and -0.476). 

However, the heteroatom charges in this case are much smaller than in 1 b1 and 2b1 , 

so the correlation between charge and eigenvalue is less strong. The la2 level, also 

1r, shows a similar correlation, though likewise reduced by the reduced total charge 

on the 0, S or Se. In the remaining 1r level, 2a2 , the heteroatom contribution is so 

insignificant (0.003, 0.006 and 0.003 for 0, S and Se) that it cannot influence the 

one-electron level; this 1r (LUMO) level has most of its population on the benzene 

ring. 

A few of the remaining states (6a~, 8a1 and 7~) follow this pattern, of increas­

ing heteratom charge giving a decreased eigenvalue, but they do not do so in an 

interpretively useful way. The delocalized symmetry molecular orbitals are useful 

in interpreting delocalized 1r levels, and when the heteroatom participates in the 1r 
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state, its charge distribution and electronegativity are important. 

The effect of correlation on these levels may be seen by comparing the Xa and 

VWN values at the same basis size. Table 2 shows the VWN eigenvalues to be 

uniformly lower (more negative) than the corresponding Xa values, in the range of 

0.010 to 0.015 au. This is consistent with both the pattern discussed above and with 

earlier findings: correlation drives charge out of high density regions (Wrinn and 

Whitehead, 1990), and a more dispersed charge gives lower one-electron eigenvalues. 

The effect of the partial wave basis size is more pronounced: the larger basis yields 

higher eigenvalues, shifted by as much as 0.070 au (for example, the 2b1 for both 

Xa and VWN in 2,1,3-benzoxadiazole). The shifts downward induced by correla­

tion, and the shift upward by larger partial wave basis, are consistent in all three 

compounds, as shown in Tables 3 and 4. 

2. Ionization Potentials 

Two conventions are practiced with regard to calculating transion-state ionization 

potentials (IP) with density functional methods: more rigorously, the half electron 

is removed from the level being calculated, and the resulting one-electron energy 

is identified with the ionization potential of that leveL Removing half an elec­

tron has been shown to be equivalent to removal of spurious self-interaction energy 

(Gopinathan, 1979), and gives results closer to experimental IPs than do Hartree­

Fock one-electron energies. The other convention is to remove the half-electron from 

the highest-occupied level, and assume that all other states have relaxed to their 

transition-state values, i.e., only one transition-state calculation is done. 

The latter method was examined critically by Wrinn and W4itehead (1990), who 

found that the approximation may not always be valid, and that further, if the 

approximation were made to use only one transition-state calculation, the best 
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choice was to remove the half electron from the highest fully-symmetric state, rather 

than the highest occupied. 

Figure 3 shows calculated IPs for 2,1,3-benzoxadiazole, using the VWN large basis, 

with the half electron removed successively from the highest a1, ~, b1 and a2 levels. 

The highest 17 valence levels are shown; the figure shows very little difference among 

the four calculations. The only significant shift is in the 7b2 level (the highest ~ ); 

when it is the state with half an electron, it moves downward enough to cross below 

the neighboring 10a1 • 

The effect of choice of level for the transition-state calculation is shown in further 

detail in figure 4, where the highest 6 valence states of 2,1,3-benzoxadiazole are 

shown, along with experimental values. Even at the expanded scale of this figure, no 

important difference is seen between the 2a2, 3bt and 10a1 columns. The calculated 

IPs are shifted higher than the experimental ones, and except for the crossing of 

the 2b1 level, follow the same order. 

Table 7 shows the results for 2,1,3-benzoxadiazole transition-state ionization poten-

tials, as calculated with the large partial wave basis and VWN correlation functional. 

Two columns of values are given for this calculation: the IPs as calculated for each 

state individually (marked "each" in the Table), and those resulting from a single 

transition-state calculation of the highest a1 level (marked "lOa1 "). Earlier ab initio 

results, and experiment, are also shown. 

The two sets of IPs, the individual ones and those approximated from the 10a1 

calculation, are remarkably close for almost every level. Except for an interchange 

of the lb1 and 6a1, the ordering of levels in each is identical. This behavior is in 

sharp contrast to the 2-imidazolidinone series of planar heterocycles (Wrinn and 

Whitehead, 1990), and means that the single a1 transition-state calculation is a 

good approximation for this series. 
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Accordingly, IPs for the other two compounds in the p~esent study were done with 

the half electron removed from the 10a1 level. Table 8 shows the results, along with 

ab initio and experimental values, for 2,1,3-benzothiadiazole. Table 9 gives the IPs 

from the present study, and experimental values, for 2,1,3-benzoselenadiazole. For 

both Tables 8 and 9, the values given are for VWN large basis, 10a1 transition state. 

The calculated ionization potentials are not simply shifted by a constant amount 

from the one-electron eigenvalues. For example, the 2,1,3-benzoxadiazole 2a2 IP is 

-8.0 eV, while the one-electron energy is -10.7 eV, a shift of 2.7 eV. In contrast, 

the 2b1 values are -17.7 e V and -11.6 e V for the eigenvalue and transition-state IP, 

respectively, for a shift of 5.1 eV. Nor is the shift by a constant percentage; the two 

values cited are shifted by 25% and 35%, respectively, of the one-electron energy. 

Many researchers using the Multiple-Scattering method, especially for calculations 

on large systems, have practiced the economy of identifying the one-electron energies 

with the ionization potentials; the assumption was made that each state would be 

shifted in energy by a nearly constant amount (e.g. Salahub, 1978; Eyermann and 

Chung-Phillips, 1984). The present study shows that this assumption is not always 

valid. 

The ordering of IPs is nearly identical for the 0, S and Se compounds over the 

entire valence range, as can be seen in Tables 7, 8 and 9. The only exception to 

this agreement is the reversal of the 1a2 and 2b1 energy orders on going from 2,1,3-

benzoxadiazole to the sulfur analogue; the 1a2 is higher than the 2b2 by 0.4 eV in 

the 0 compound, whereas that order is reversed for both the Sand Se compounds. 

This reversal is mirrored by the atomic populations of the terminal heteroatom for 

these states, shown in Table 6. The laz population from oxygen atom is 0.122; it 

drops to 0.026 and 0.011 for S and Se, respectively. The 2b1 population, on the 

other hand, is 0.082 for 0, but 0.197 and 0.340 for the S and Se. This pattern is 
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the same as observed for the 1r one-electron energies: increased charge contribution 

from the heteroatom corresponds to an raising of the energy of that level. 

The experimental IPs were measured by photoelectron spectroscopy (PES) for 2,1,3-

benzoxadiazole and 2,1,3-benzothiadiazole by Clark et al. (1973), who used the 

semi-empirical PPP (Pariser and Parr, 1953) method to aid in assigning peaks and 

interpreting band shapes. The PES experiments on these compounds, together with 

the Se compound, were repeated by Palmer and Kennedy (1978); they used a Gaus-

sian ab initio calculation with a minimal basis set to make the peak assignments. 

While there was general agreement between the two studies, they disagreed on the 

third band of both 2,1,3-benzoxadiazole: Clark assigned it to a nitrogen lone pair, 

while Palmer's study assigned it to the 1a2 ( 1r) level. Table 7 shows the MS-LDA 

third IP as la2, with very good numeric agreement with experiment (11.2 eV for 

the transition-state value, versus 11.5 for experiment), thus confirming the ab initio 

assignment of Palmer and Kennedy. 

The present results differ with Palmer's, however, in the ordering of the fourth 

ionization potential of 2,1,3-benzoxadiazole. The ab initio result was 7b2, a nitrogen 

lone pair (N- ). The present study found the fourth level to be 2b1 , a 1r level. The 

ordering of the two nitrogen lone pairs was also different in this study: the fifth 

level is 10a1 (N+), the sixth (7~ (N-)). This disagreement held also for the sulfur 

compound; as shown in Table 8, the ab initio result placed 7b2 as the 3rd-highest 

level, while the present results put 7b2 in the 6th position, with 1r levels occupying 

the four highest ionization potentials. As mentioned earlier, the IP orderings were 

identical for the Sand Se compounds, so 2,1,3-benzoselenadiazole also has the four 

highest levels as 11", and the 10a1 (N+ nitrogen lone pair) higher than the 7b2 (Table 

9). 

The relative positioning of the nitrogen lone pairs with respect to the 1r levels is im-
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portant in determining the role of <1 interaction with a ~etal, when this compound 

serves a ligand (Wrinn and Whitehead, 1991 ). The relative ordering of the sym­

metric and antisymmetric nitrogen lone pairs, N+ and N-, is important in gauging 

the relative strength of nitrogen interaction through the intervening C-C bond; a 

higher energy for N+ would indicate a stronger through-bond coupling ( Clark et 

al., 1973. 

The multiple-scattering local-density-approximation method has proven to be reli­

able in predicting ionization potentials ( Johnson, 1977; Case, 1982). The ordering 

of nitrogen lone pairs and 1r levels is consistent in this study over all three com­

pounds, despite very different Norman sphere overlaps between the nitrogen and 

the heteroatom (Table 1 ). These results suggest that the previous assignments of 

these levels need to be reconsidered; in light of the renewed interest in these corn-

pounds (Kaim et al., 1989), a more rigorous calculation should be done to resolve 

the discrepancies. 

3. Excited States 

Excited state transitions were measured in the gas phase for 2,1,3-benzothiadiazole 

(BTD) by Hallas and Wright (1969), who assigned the experimental peaks as 1A1 --+ 

1
A1 ,a strong peak at 306 nm, and 1A1 --+ 1B2 a much weaker peak at 328 nm. This 

transition is therefore 7l' --+ 1r*, polarized on the in-plane axis. 

The authors argued that the 328 nm transition was localized on the 6-membered 

ring, since little change was observed in the coarse vibrational structure upon re­

placement of sulfur by oxygen or selenium. 

Gordon and Yang (1971) repeated these measurements on single crystals, obtaining 

the same results. They did further measurements on deuterium-substituted versions 

of BTD, and concluded that the 328 nm transition could not be simply that of 
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perturbed benzene: the isotopic shift per deuterium ato~ was less then half of that 

of benzene itself. This led these workers to stress the dominance of the "o-quinoid" 

structure (1) over the resonance structure (2) 

A further set of measurements were done by Abu-Eittah et al. (1985), who aug­

mented their study with SCF -Cl calculations, and discussed the interpretation in 

terms of 11" -t 7r* and n--+ 1r* transitions. Transitions were identified as A1 -t B2, 

a B 1 transition polarized along the short axis of the molecule (perpendicular to the 

symmetry axis), and A1 --+ A1, 

In this work, the excited state transition energies were determined in two ways: by 

taking the difference between one-electron eigenvalues, and by Slater's transition 

state method. Using differences in eigenvalue energies is not strictly valid; the 

orbital eigenvalues are shifted from being the unrelaxed (Koopman's Theorem) one-

electron energies by the incorrect inclusion of self-interaction, as discussed earlier. 

However, taking a difference between two levels can result in cancellation of errors; 

the eigenvalues are often simply shifted upwards (to less negative energies) compared 

to the transtion state energies, retaining the same ordering and relative spacing. 

The transition state method for excited states removes half an electron from the 

ground state level, and places half an electron in the excited level; the excitation 

energy is then the difference between the two transition state eigenvalues (Johnson, 

1977). 

The valence levels in the ground state of each of the C2v, closed-shell compounds 

in this series are (a2)4 (bl)8 (b2 ) 14(ai)20 , A1 • The ground state should be a singlet 

1A1, but because spin-polarized calculations were not considered in this study, they 

will not be referred to in the discussion. Values for the ground state one-electron 

eigenvalues are given in tables 4.5, 4.6 and 4. 7, along with eigenvalues for the two 

lowest unoccupied molecular orbitals (LUMO). Because the LUMO belongs to the b1 
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irreducible representation, a HOMO-LUMO transition r~sults in a B2 state (Cotton, 

1971 ), that is a A1 -+ B2 transition. 

4. Nitrogen Nuclear Quadrupole Coupling Constants 

Two of the compounds in this series, the Sand Se analogues, were studied by solid­

state Nuclear Quadrupole Resonance (NQR) spectroscopy (Krause and Whitehead, 

1973), which measured room-temperature quadrupolar resonances of theN atom. 

Analysis of results in that case proceeded from assumptions about the hybridization 

(chosen to be sp2 on the N) and position of the in-plane principle electric-field 

gradient axis (chosen parallel to theN lone pair). TheN lone pair angle was chosen 

within a Townes and Dailey model (1949) to satisfy both the known reactivities and 

dipole moment, for the case of 0, or the NQR and electron spin resonance (ESR) 

results, in the case of Se. It was concluded for 2,1,3-benzothiadiazole that electron 

density was delocalized; structures IV - VI must contribute some (unspecified) 

amount to account for reactivity, and structure II is necessary to reduce the lone 

pair occupancy on N to satisfy the N QR and dipole moment results. For the Se 

compound, structures were assigned specifically as IV, 20%, VI, 20%, and II, 10%. 

Results for the MS-LDA calculations of N NQR coupling constants, asymmetry 

parameters, in-plane principle axis angles and the experimental results, are given 

in Table 4.4. With regard to the choice of method (low and high partial wave 

bases, Xa and VWN exchange- correlation potentials ), the pattern follows that 

found in the imidazolidine series: more reliable results are given by the larger­

basis calculation, the Xa and VWN values for the principle moment qzz bracket 

those of experiment, and the asymmetry parameter 'fJ is not well predicted. The 

qzz is correctly predicted to be perpendicular to the plane of the molecule, and the 

calculated values (for the VWN large basis) compare well to experiment: 3.62 versus 

3.42 MHz for the S compound, 3. 71 versus 3.41 for the Se. Equally important to 
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the numeric agreement is the trend: the two qzz values are very similar for both 

calculated and experiment. The calculated results for the 0 compound predict a 

much higher qzz value, 5.12 MHz, than in the Sand Se analogues; the experimental 

value is expected to follow this trend. 

Unlike the imidazolidine series studied earlier (Wrinn and Whitehead, 1990}, in the 

present compounds the N atom is directly bonded to only two other atoms; the 

in-plane principle axis q1111 is thus identified with a N lone pair rather than a bond 

direction. The "lone pair" angle () is shown in Table 12; it is the rotation angle 

required to diagonalize the electric field gradient tensor in the molecular coordinate 

frame (Lucken, 1969), and indicates the direction of the q1111 principle component. 

The 6 values for the 0 compound are smaller than for the other two: 71° in the VWN 

large basis, compared to 79° and 77° for the S and Se compounds, respectively. In 

all cases 6 is pointed slightly further away from the terminal heteroatom X than 

would be the case for a simple L X N C bisector. The angle () (and thus q 1111 ) points 

significantly more toward the heteroatom in the 0 case, and is nearly the same in 

the S and Se compounds; this trend is in conformity with the higher 0, and close 

S and Se, electronegativity values. 

5. HOMO-LUMO partial wave populations. 

The behaviour of these compounds as reactants, or as ligands in transition-metal 

compounds will be sensitive to the 1r electronic structure; 7r levels comprise both 

the highest occupied molecular orbital (HOMO), 2a2 , and the lowest unoccupied 

(LUMO), 4bt. The atomic partial wave contributions to these states is shown in 

Table 13 (for the HOMO) and Table 14. The scattered-wave method allows un-

ambiguous assignment of the population of atomic partial waves for a particular 

molecular orbital, and thus removes the need for any assumptions, about hybridiza-

tion. 
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In Tables 13 and 14, the labels C1 , C2 and C3 refer to. the three symmetry-unique 

carbon atoms, starting from the end of the molecule (C3 is the closest to the N 

atom). Because these are 1r levels, only the p and d partial wave contributions are 

shown. In the HOMO, 2a2, there is no p contribution from the terminal heteroatom; 

this level is dominated in all three molecules by 1r interactions between the benzene 

portion and the nitrogen atom. 

In the low partial-wave basis, the HOMO is dominated by the p population on 

c2; when d waves are included, c2 gains almost no d population, but cl and c3 

gain d contributions on the order of 2-3% in each molecule, whether the Xa or 

VWN hamiltonian. The larger basis also decreases overall population on N: from 

19.9 to 16.8 % in 2,1,3-benzoxadiazole, by similar amount in the S compound, and 

from 16.3 to 11.3% in the Se case. The larger basis increases the population on on 

C3: from 5.1 to 8.9% in 2,1,3-benzoxadiazole (VWN), from 2.5 to 6.5% in the S 

compound, and from 2.3 to 6.1 in the Se analogue. The overall effect of the larger 

basis set is a smoothing of the orbital density, reducing the population on the two 

most popoulated atoms ( C2 and N), while increasing it on the others. 

There is esentially no difference in these partial wave populations between the Xa 

or VWN results; they are either identical, as in the Se compound, or differ by a few 

tenths of a percent. 

Chemically, there is agreement again with the heteroatom electronegativity series: 

Ct in the 0 compound contributes 14% p character, while C1 in the S and Se 

compounds contributes 21 and 20%, respectively. TheN atom has a higher overall 

population, 16.8%, in the 0 compound than in the other two, 11.5 and 11.3%, 

respectively. The 0 compound is different from the other two analogues, which are 

similar to one another. 

The LUMO partial wave populations, Table 14, are characterized by a large p 
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population on the N atom, and significant p contributions from the other atoms in 

the ring. Only the N is sensitive to the change from low to high partial wave basis: 

the p contribution drops from 47.9 to 40.2% in 2,1,3-benzoxadiazole, from 51.9 to 

42.7% in the S analogue, and from 44.9 to 38.0% in the Se compound. The C atom 

p populations are unchanged by the change of basis, and the terminal heteroatom 

p contribution is slightly reduced. The larger basis does, however, change the net 

population on each atom through ad-wave contribution; the c3 atom, adjacent to 

the N, is particularly sensitive, gaining 4% in each molecule. 

As in the HOMO, LUMO populations are unaffected by correlation: the largest 

difference between the Xa and VWN populations is 0.8% in the S and Se atoms; 

the other atoms shift by only 0.1 %. 

The C2 and C3 populations follow the pattern of the 0 compound being different 

from the S and Se: C2 contributes 13.8% to the LUMO in 2,1,3-benzoxadiazole, 

but only 3.0 and 4.2%, respectively, in the S and Se analogues. The C3 total 

population is 10.7% in the oxygen compound, but 23.9 and 31.3% in the S and Se 

compounds. The populations of C1 and N, in contrast, were similar in each of the 

compounds, while the heteroatom 1r population was similar between 0 and S, 15.3 

and 17.2%, but different for Se, 7.5%. The important overall quality of the LUMO 

is the availability, for reactions, of an empty 1r orbital concentrated on the nitrogen 

atom but with significant delocalization over the entire ring. 

5. Dipole Moments 

Molecular dipole moments, calculated by minimum and large partial wave bases, 

and Xa and VWN functionals, are in Table 15, along with experimental values. 

The basis set size was extremely important to reproducing the correct trend in 

the values, with 0 > S > Se. The minimum basis set calculation, unlike exper­

iment, showed little difference between the S and Se compound values; the value 
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for the 0 compound was erroneous: 1.24 D for 2,1,3-benzoxadiazole compared to 

2.59 D for the sulphur analogue, when experimentally the 0 compound has a dipole 

moment more than twice the magnitude of the 2,1,3-benzothiadiazole. The large 

partial wave basis agrees with the trend of the experiment: a large dipole mo­

ment on 2,1,3-benzoxadiazole, a smaller one on 2,1,3-benzothiadiazole, and a still 

smaller dipole moment on the Se analogue. The absolute numeric agreement is not 

good: the calculated value underestimates the 2,1,3-benzoxadiazole dipole moment 

by 0.5 D, overestimates the S compound value by 1.0 D, and underestimates the Se 

compound by 1.2 D, enough to reverse the direction of the dipole with respect to 

experiment. Including correlation through the VWN functional resulted in small 

but not systematic changes in the larger basis calculation: the 0 compound was 

unchanged, the S compound was shifted by 0.6 D away from experiment, the Se 

compound shifted by 0.3 D towards experiment. 

Hill and Sutton (1949) interpreted their experimental dipole moments in terms of 

Pauling electronegativities (Pauling, 1960), which give estimated values of 2.96, 

1. 76 and 1.64 for the 0, S and Se, respectively. While the electronegativity trend, 

0 > S > Se, parallels that observed, their estimated dipole moment of 2,1,3-

benzoxadiazole was much less than the experimental, and that of the Se compound 

was much more. This was attributed to resonance structure IV: the negative charge 

on N would reduce charge buildup on the heteroatom, thus lowering the overall 

dipole moment), counteracted by structure 11: more charge is concentrated by the 

double bonds at the heteroatom end of the structure, thus increasing the dipole 

moment over that expected by naive electronegativity arguments. 

The dipole moment calulated for 2,1,3-benzoxadiazole is higher the electronegativity 

estimate, and close to the experimental value; this result suggests that ionic reso­

nance structures of type IV are not important, and that the double-bond fixation 
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of type II is present. 

Conclusions 

The 1r bonding structure was found to correlate well with the electronegativity of 

the heteroatom. Differential relaxation in Slater transition calculations of IP was 

found to be minimal, in contrast to that found in a previous study of heterocycles. 

The experimental IP of the Se compound in this series have been assigned for the 

first time. One-electron properties, especially quadrupole coupling constants and 

dipole moments, were much more sensitive to basis set size than to inclusion of a 

correlation functional. The LUMO, though concentrated on theN atom, was found 

to be delocalized over the ring, suggesting why these molecules have the flexibility 

to react with either benzenoid or dienoid character. 
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a= 1.43 
b = 1.43 
c = 1.43 
d = 1.43 
e = 1.35 
f = 1.20 

a= 1.42 
b = 1.29 
c = 1.46 
d = 1.41 
e = 1.34 
f = 1.60 

a= 1.42 
b = 1.30 
c = 1.42 
d = 1.46 
e = 1.30 
f = 1.83 

.~ 

Lab= 120° 

L b c = 120° 

L c d = 120° 

L de= 101° 

Lef=ll3° 

L ff1 = 112° 

Lab= 121 o 

L b c = 120° 

L c d = 119° 

Lde=ll4° 
Le f= 105° 

L ff1 = 102° 

Lab= 123° 

L b c = 118° 

L c d = 119° 

L de= 118° 

Lef=l04° 

L f f1 = 95° 

Figure 1. Bond distances and angles used in the calculations for 2,1,3-
benzoxa.diazole, 2,1 ,3-benzothia.dia.zole and 2,1 ,3-benzoselenadiazole (from 
Luzza.ti, 1951) 
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Table 1. Mu.ffi.n-tin sphere sizes. :>i - heteroatoi::n overlaps and percentage of 
~tersphere volume for 2.1.3-ben.zoxadiazole and its S and Se analogues. 

X Re Re Re Rv Rx Rout % N-X overlap % intersphere 

0 1.72 1.72 1.64 1 •• 
•• J;) 1.46 6.65 33 84 

s 1.68 1.68 1.64 :.58 2.11 7.43 25 87 

Se 1.67 1.67 1.62 1.71 2.39 7.79 19 87 

Figure 2. Atomic positions and muffin-tin sphere sizes for 2,1,3-benzothia.dia.­
zole. Solid spheres are for atoms, the wire-frame is the outer sphere; orientation is 
as in Figure 1. 
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Figure 3. Valence Ionization Potentials, e V, for 2,1,3-benzoxa.dia.zole, ca.lcu­
la.ted by the tra.nsition-sta.te method, with 'VWN excha.nge-correla.tion a.nd large 
partia.l wave basis. States shown along the horizontal a..-cis indica.te the irreducible 
representation to which half occupa.ncy was assigned. 
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Figure 4. Valence Ionization Potentials, eV, for 2,1,3-benzoxadia.zole, for the 
6 rughest occupied levels, calculated by the transition-state method, with VWN 
exchange-correlation and large partial wave basis, and experiment. Sta:tes shown 
along the horizontal axis indicate the specific level to which half occupancy was 
assigned. 
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Table 2. 2,1,3-benzoxadiazole one-electron eigenvalues, au, including the two ,.,.. 
lowest unoccupied levels, calculated by the ldS-LDA 'method with Xo: and V\VN '-" exchange-correlation functionals at low and high partial-wave bases. INhere the 
ordering between methods differs, V'WN high results take precedence. 

state Xo: low Xo: high VWN low VvVN high 

lla1 -0.15154 -0.13277 -0.18804 -0.17062 

4bl -0.24574 -0.20574 -0.26536 -0.22219 

2az* -0.42804 -0.37389 -0.45135 -0.39403 

3bt -0.51390 -0.45431 -0.53761 -0.47459 

1az -0.63670 -0.58209 -0.65804 -0.59960 

2bl -0.69989 -0.63015 -0.72386 -0.65072 

6bz -0.77950 -0.65531 -0.78750 -0.66799 

lOa1 -0.67787 -0.67010 -0.68979 -0.67413 

7bz -0.70940 -0.74660 -0.72622 -0.74308 

9al -0.78911 -0.74263 -0.80092 -0.74555 

5hz -0.90546 -0.86592 -0.91096 -0.86034 

8a1 -0.94444 -0.87024 -0.95582 -0.87212 c 7a1 -0.97840 -0.90906 -0.99182 -0.91350 

4bz -1.13637 -1.07532 -1.14623 -1.07496 

1bt -1.13360 -1.07975 -1.15558 -1.09731 

6a1 -1.15637 -1.11055 -1.17073 -1.11477 

Sa1 -1.20889 -1.14371 -1.22283 -1.15355 

4al -1.36970 -1.29631 -1.38020 -1.29829 

31>, -1.41133 -1.34810 -1.42128 -1.34874 

3at -1.59093 -1.49876 -1.60230 -1.50175 

2bz -1.56416 -1.52089 -1.57696" -1.52585 

2al -1.82461 -1.76013 -1.83657 -1.76474 

lbz -2.07568 -2.11936 -2.08912 -2.12387 

1a1 -2.78697 -2.79432 -2.79978 -2.79837 

* liighf!Rt occupied molP.Cnll\1" orbital (HOMO) 
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Table 3. 2,1,3-benzothiadiazole one-electron eigenvalues, including the t\vo 

0 lowest unoccupied levels, calculated by the MS-LDA method with Xa and VWN 
exchange-correlation functionals at low and high partial-'\\"ave bases. vVhere the 
ordering between methods differs, VvVN high results take precedence. 

state. Xa low Xa high VVVN low VVVN high 

lla1 -0.16553 -0.14546 -0.20495 -0.18335 

4bl -0.25251 -0.23524 -0.27849 -0.25459 

2a2* -0.42621 -0.37849 -0.45203 -0.39949 

3bl -0.49180 -0.44390 -0.52168 -0.46725 

2bl -0.63899 -0.57964 -0.67026 -0.60420 

1a2 -0.64053 -0.62373 -0.66568 -0.64170 

10a1 -0.66166 -0.65864 -0.67732 -0.66234 

7~ -0.72943 -0.71427 -0.81010 -0.72797 

9al -0.78982 -0.75911 -0.81263 -0.77315 

6~ -0.79908 -0.83571 -0.75191 -0.79618 

lbl -0.86561 -0.82339 -0.89654 -0.84709 

0 
Sal -0.83721 -0.83571 -0.86259 -0.85210 

5~ -0.91212 -0.86954 -0.92337 -0.86816 

7al -0.99460 -0.93533 -1.00786 -0.93759 

6a1 -1.03842 -0.97275 -1.05945 -0.98221 

4~ -1.06523 -1.04572 -1.08158 -1.04881 

Sa1 -1.20827 -1.14061 -1.22324 -1.14467 

4al -1.32324 -1.29048 -1.34172 -1.29655 

3~ -1.30879 -1.32198 -1.33119 -1.33303 

2b:z -1.55632 -1.50678 -1.56772 -1.50554 

3al -1.57043 -1.55037 -1.59125. -1.55688 

2a1 -1.71302 -1.65142 -1.72865 -1.65777 

1~ -1.83926 -1.87468 -1.85494 -1.87871 

1a1 -2.09768 -2.07307 -2.11904 -2.08296 

• Right'J'It occupied moiP.Cula.r orhiW (HOMO) 
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Table 4. 2,1,3-benzoselena.diazole one-electron eigenvalues, including the two 
lowest unoccupied levels, calculated by the MS-LDA.method with Xa and VVVN 
exchange-correlation functionals at low and high partial·wave bases. Where the 
ordering bet\veen methods differs, VVVN high results take precedence. 

state Xa low Xa high VVVN low VVVN high 

lla1 -0.17734 -0.14553 -0.21808 -0.18505 

4bl -0.26703 -0.22222 -0.29541 -0.24838 

2a2* -0.43191 -0.35408 -0.45969 -0.37844 

3bl -0.50418 -0.44392 -0.54054 -0.47557 

2bt -0.62426 -0.55290 -0.65944 -0.58916 

laz -0.67432 -0.62060 -0.70164 -0.64607 

10a1 -0.64875 -0.63146 -0.67491 -0.65001 

7bz -0.71197 -0.67848 -0.73864 -0.70379 

9at -0.77424 -0.71999 -0.79451 -0.73424 

6bz -0.81340 -0.78028 -0.82577 -0.77981 

lbt -0.83661 -0.77109 -0.86844 -0.80338 

c 5bz -0.94955 -0.86515 -0.96177 -0.86776 

8a1 -0.89909 -0.86175 -0.92585 -0.88487 

7at -1.01953 -0.92264 -1.03526 -0.93391 

6a1 -1.07658 -0.97068 -1.09900 -0.98503 

4bz -1.06599 -1.03370 -1.08724 -1.04641 

5al -1.23313 -1.12413 -1.24974 -1.13359 

3bz -1.27025 -1.19907 -1.29242 -1.22112 

4al -1.33488 -1.25893 -1.35597 -1.27188 

2bz -1.59149 -1.49327 -1.60377 -1.49507 

Sa1 -1.51706 -1.49233 -1.54957 -1.52556 

2at -1.73659 -1.61783 -1.75188 -1.62612 

lbz -1.92366 -1.93497 -1.93959 -1.94539 

la1 -2.06103 -2.04057 -2.08051 -2.05527 

• Highf'Jit occupiP.rl moiP.Culil.r orhiW (HOMO) 
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Table 5. Partial wave composition (percent) for the p waves of nitrogen a.nd the 
terminal heteroatom X(= 0, S or Se) in the 1b1 level·of 2,1,3-benzoxad.ia.zole and 
its S and Se analogues, as calculated with the VVVN high basis. 

N X 

2,1,3-benzoxad.ia.zole 0.112 0.516 

. 2,1 ,3-benzothia.dia.zole 0.156 0.230 

2,1 ,3-benzoselenadia.zole 0.163 0.199 
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Table 6. Total atomic populations in each valence level for the terminal het-,, .... , eroatom in 2,1,3-benzoxa.dia.zole ( 0), 2,1,3-benzothiadia.zole (S) a.nd 2,1,3-benzo-

"-' selenadia.zole (Se), before charge partitioning, as calculated with the V'WN large 
basis. 

state 0 s Se 

2a2 0.0031 0.0058 0.0032 

la2 0.1220 0.0263 0.0115 

3bl 0.0567 0.1749 0.0031 

2bl 0.0825 0.1971 0.3405 

1bl 0.5232 0.2390 0.2053 

7b2 0.0013 0.0653 0.1250 

6b2 0.0308 0.0044 0.0160 

5b2 0.0013 0.0012 0.0006 

4b2 0.0065 0.0354 0.0745 

3b2 0.0200 0.2498 0.2247 

2b2 0.0864 0.0136 0.0021 

c 1b2 0.4267 0.1087 0.0214 

lOa1 0.0300 0.0307 0.1578 

9al 0.0277 0.1746 0.1022 

8a1 0.0101 0.4046 0.2518 

7al 0.0643 0.0142 0.0828 

6a1 0.3741 0.0680 0.0618 
.. 0.1607 0.0131 0.0036 oa1 

4al 0.0741 0.0628 0.0435 

3al 0.0271 0.1853 .~ 0.5425 

2at 0.0893 0.1578 0.0429 

la1 0.5734 0.2635 0.0813 
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Table 7. 2,1,3-benzoxadiazole ionization potentials: ab initio, VWN with large 

0 partial wave basis, and experiment (eV). 

ab initio 4 assignment MS-VWN assignment expta. 
10at each 

9.78 2a2 8.04 7.99 2a2 9.5S 

11.90 3bt 9.11 9.0S 3bt 10.62 

13.39 1a2 10.94 11.19 1a2 11.46 

13.95 1h-z 11.57 11.56 2bl 11.7S 

14.09 10a1 12.10 12.10 lOa1 12.07 

15.12 9at 11.92 12.35 7b2 13.10 

15.43 2bt 12.99 13.26 9al 

15.78 6h-z 12.94 13.65 6h-z 13.91 

16.5S Sa1 14.63 15.23 5h-z 14.38 

17.76 5h-z 14.70 15.24 Sa1 15.47 

19.20 1bl 15.35 15.46 7al 16.3S 

19.33 7at 17.53 17.S6 4h-z 

0 
19.83 4~ 17.65 1S.69 1bt 

20.91 6a1 18.00 1S.19 6a1 

23.45 3~ 1S.57 19.13 5al 17.50 

23.47 Sat 20.56 20.73 4al 

25.76 4at 21.2S 21.49 3~ lS.S 

22.36 3at 23.31 23.64 3at 18.84 

22.5S 2~ 23.77 24.23 2~ 19.79 

23.86 2at 27.00 27.51 2at 22.94 

28.07 lln 31.91 33.14 lb-z 26.01 

28.12 la1 41.03 42.6S 1at 

;,.. Pa.lmt!r and Kennfldy, 1978 
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Table 8. 2,1,3-benzothiadia.zole ionization potentials: a.b initio, 

0 VWN with large partial wave basis, and experiment ( eV). 

a.b in.itioa. assignment MS-VWN assignment expt4 

lOa1 

9.14 2a2 8.80 2a2 9.00 

10.43 3bt 9.63 3bt 9.55 

12.10 7b2 11.43 2bt 10.71 

12.51 la2 11.78 1a2 11.32 

12.84 10a1 12.41 lOa1 

14.09 2bt 12.90 7b2 12.83 

14.65 9at 13.62 9at 

15.10 6b2 14.29 6b2 

15.29 8a1 14.46 1bt 13.55 

17.10 5~ 14.55 Bat 14.75 

17.30 lbt 15.20 5~ 

18.55 7at 16.11 
... 15.75 i a1 

0 
18.77 4~ 16.63. 6a1 

19.17 6a1 17.52 4~ 

18.95 Sat 

20.76 4at 

20.77 3~ 

23.79 2~ 

24.19 3at 

25.69 2at 

28.16 1~ 

30.88 1at 

1\. Pl\lmt'!r and Kcmnedy, 1978 

90 



Table 9. 2,1,3-benzoselenadiazole ionizatio~ potentials: MS-

0 VWN with large partial wave basis, and experiment ( e V). 

MS-VWN assignment expta 

7.56 2a2 8.81 

8.88 3bl 9.30 

10.43 2bl 10.55 

11.30 1a2 11.30 

11.47 lOa1 12.85 

12.12 1b2 13.4 

12.58 9al 

13.26 6b2 

13.39 lbl 14.67 

14.46 5b2 15.65 

14.66 8a1 16.5 

15.29 7at 

16.11 6a1 

c 16.96 4b2 

18.07 5at 18.44 

19.28 3b2 

20.02 4at 

23.11 2~ 

23.40 3at 

24.82 2at 

29.40 1~ 

30.80 la1 

1\. 'PI!.lmer Md K~nnedy, 1978 
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Table 10. 1A1 -+> 1B2 excited-state transition.energies, eV, for (a) 2,1,3-
benzoxadiazole (b) 2,1,3-benzothiadiazole and (c) 2,1,3-benzoselenadiazole calcu­
lated in this study by both ground-state eigenvalue differences, Llei, and the tran­
sition state method, SCF-CI and experiment. 

(a) 2,1,3-benzoxadiazole 

method .6.Ei transition state SCF-CI4 expt6 

Xalow 2.480 2.732 4.12 3.875 

Xa high 2.289 2.524 

VWN low 2.530 2.767 

VWN high 2.338 2.553 

(b) 2,1,3-benzothiadiazole 

method .6.Ei transition state SCF-CI4 expt6 

Xalow 2.363 2.748 4.26 3.780 

Xa high 1.949 2.358 

VWN low 2.361 2.741 

VWN high 1.971 2.349 

(c) 2,1,3-benzoselenadiazole 

method .6.e; transition state 

Xa low 2.244 2.543 3.483 

Xa: high 1.794 2.157 

VWN low 2.235 2.522 

VWN high 1.779 2.105 

11.. Ahu-F.itta.h et al. (1985) h. HA-Ila.c;~t~~d Wright (1969) 
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Table 11. 1A1 - 1A1 excited-state transition energies, eV, for (a) 2,1,3-
benzoxadia.zole (b) 2,1,3-benzothia.dia.zole and (c) 2,1,3-benzoselenadia.zole calcu­
lated in this study by both ground-state eigenvalue differences, .6.ei, and the tran­
sition state method, SCF -Cl and experiment. 

(a) 2,1,3-benzoxadia.zole 

method .6.Ei 

(a) 1At ..__ 1A1 

Xalow 3.649 

Xa high 3.383 

VWN low 3.704 

VWN high 3.434 

(b) 2,1,3-benzothiadia.zole 

method .6.Ei 

Xa low 3.256 

Xa high 2.839 

VWN low 3.309 

VWN high 2.893 

(c) 2,1,3-benzoselenadia.zole 

method .6.Ei 

Xa low 3.227 

Xa high 3.016 

VWN low 3.335 

VWN high 3.091 

transition state 

3.923 

3.612 

3.965 

3.644 

transition state 

3.440 

3.000 

3.489 

3.046 

SCF-CI4 

4.15 

SCF-CI4 

4.79 

transition state 

3.394 

3.167 

3.489 

3.235 

a. Ahu-F.it.ta.h et al. (1985) b. Hallas Md Wright (1969) 
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c Table 12. Xo:, VWN and experimental nitrogen nuclear quadrupole coupling 
constants e2 quQ / h ( i = z, y, x) for 2,1 ,3-benzoxadiazole and its S and Se analogues 
(MHz). 

property Xo: VWN experiment0 

min l large 1 minl large 1 

2,1 ,3-benzoxadiazole 

zz 5.605 5.110 5.417 5.108 

YY -4.667 -4.700 -4.631 -4.700 

XX -0.938 -0.410 -0.786 -0.407 

11 0.665 0.839 0.710 0.840 

(} 72 71 72 71 

2,1 ,3-benzothiadiazole 

zz 3.817 3.802 3.730 3.620 3.424 

yy -2.874 -3.141 -2.904 -3.149 * 
XX -0.943 -0.661 -0.826 -0.470 * 

c 11 0.506 0.652 0.557 0.749 0.140 

(} 77 79 77 79 

2,1 ,3-benzoselenadiazole 

zz 2.862 3.575 2.874 3.706 3.414 

yy -2.206 -2.415 -2.231 -2.431 * 
XX -0.657 -1.159 -0.643 -1.275 * 
11 0.541 0.351 0.553 0.312 0.112 

(} 81 78 80 77 

a. Krau~~P. a.nd Whitehead, 1973 
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c Table 13. Partial wave composition (percent) for the highest occupied molecular 
orbital (HOMO), 2a2, for selected atoms, of 2,1,3-benzoxadiazole and its S and Se 
analogues. 

c1 c2 Ca N X 

method p d p d p d p d d 

2,1,3-benzoxadiazole 

Xa low 15.7 59.6 5.4 19.3 

• VWN low 15.7 59.3 5.1 19.9 

Xa high 14.0 2.3 55.1 0.1 6.4 2.8 14.2 0.2 1.0 

VWN high 14.0 2.4 54.7 0.1 6.0 2.9 14.8 2.0 1.2 

2,1 ,3-benzothiadiazole 

Xa low 24.3 58.6 2.7 14.4 

V\iVN low 24.3 58.3 2.5 14.8 

Xa high 20.1 3.5 54.5 0.6 4.8 1.8 8.4 2.9 1.1 

VWN high 21.1 3.6 54.2 0.6 4.6 1.9 8.6 2.9 1.2 

c 2,1,3-benzoselenadiazole 

Xalow 22.9 57.5 2.4 16.1 1.1 

VWN low 22.9 57.3 2.3 16.3 1.1 

Xa high 20.4 3.6 53.6 0.6 3.9 2.2 11.0 0.3 0.8 

VWN high 20.2 3.6 53.5 0.6 3.9 2.2 11.0 0.3 0.8 

0 
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Table 14. Partial wave composition (percent) for the lowest unoccupied molec-
ula.r orbital (LUMO) 4b1 , for selected atoms, of 2,1,3-benzoxadiazole and its Sand 
Se analogues. 

Ct c2 c3 N X 

method p d p d p d p d p 

Xalow 14.3 13.1 7.6 48.2 16.8 

VWN low 14.5 13.8 7.0 47.9 16.9 

Xa high 14.6 1.4 12.2 1.1 7.1 4.0 40.7 1.7 i4.0 

VWNhigh 14.7 1.5 12.7 1.1 6.5 4.2 40.2 1.8 14.1 

2,1,3-benzothiadiazole 

Xa low 10.4 2.4 20.1 51.5 15.6 

VWN low 10.7 2.6 20.1 51.9 14.7 

Xa high 10.6 0.4 1.3 1.5 20.1 3.8 42.6 1.0 14.4 

VWN high 10.7 0.4 1.5 1.5 20.0 3.9 42.7 1.0 13.6 

2,1 ,3-benzoselenadiazole 

Xalow 14.4 3.6 26.2 44.8 8.3 

VWN low 14.6 3.7 26.6 44.9 7.4 

Xa high 15.1 0.6 2.1 2.1 26.9 3.9 38.2 1.6 6.5 

VWNhigh 15.2 0.7 2.1 2.1 27.3 4.0 38.0 1.6 5.7 

Table 15. Dipole moments, debye, for 2,1,3-benzoxadiazole (indicated by 0), 
2,1,3-benzothiadiazole (S) and 2,1,3-benzoselenadiazole (Se), calculated using MS­
LDA wavefunctions at large (indicated by large 1) and minimum (min 1) partial-wave 
basis, Xa and VWN exchange-correlation functionals, and experimental results. 

X a VWN expt4 

molecule min 1 large.l mini large 1 

0 -1.43 -3.54 -1.24 -3.55 -4.03 

s -2.44 -2.13 -2.59 -2.75 -1.73 

Se -2.04 +0.55 -2.28 +0.26 -0.94 

a. Hill ;md Suttnn (1949) 
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1.3.6 Electronic Structure of 2,1,3-benzoxadiazole[Cr(CO)sh 

by the MS-LDA Method 

Abstract 

Multiple-Scattering Local-Density-Approximation (MS-LDA) calculations were per­

formed on the binuclear complex of Cr(CO)s and the planar heterocycle 2,1,3-

benzoxadiazole. Nuclear quadrupole coupling constants, atomic charges, and orbital 

populations were computed, and compared to those in the isolated heterocycle. Sig­

nificant charge depletion was calculated for the heterocyclic oxygen on going into 

the metal complex, and the ring adopted a more benzenoid character. An attempt 

to speed SCF convergence by using converged fragments for the starting potential 

was not successful, suggesting large differences between electronic structure of the 

isolated and ligand heterocycle. 

Introduction 

The binuclear transition complex 2,1,3-benzoxadiazole[Cr(C0)5]2, where each Cr 

atom is coordinated to a nitrogen on the heterocyclic ring, is a member of a novel 

class of recently synthesized group of chalcogenide metal carbonyls (Kaim et al., 

1989). These compounds exhibit metal-to-ligand charge transfer, and form stable 

anion radicals, due to interaction between the metal and the 1r system of the ring 

(Kaim and Kohlmann, 1985). The heterocycle ligand in this compound has a highly 

delocalized 1r system (Wrinn and Whitehead, 1991 and references therein); metal 

interactions with such ligands is of interest for understanding problems as diverse 

as metalloenzyme mechanisms and conducting polymers (Zulu and Lees, 1988). 

The Multiple-Scattering Local-Density-Approximation (MS-LDA) method has been 

used successfully to investigate planar heterocycles involving both one and two (Case 
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et al., 1980; Wrinn and Whitehead, 1990) heteroatoms, and has also been used 

to study the electronic structure of the 2,1,3-benzoxadiazole ligand of the present 

compound (Wrinn and Whitehead, 1991). 

A preliminary investigation is made of the ground state electronic structure of a 

one of this family of compounds. Particular attention was paid to the response of 

the heterocycle to the transition from an isolated molecule to a ligand, and to the 

ground state interaction between the nitrogen and chromium. 

Computational Details 

Experimental coordinates of the compound were not available; for the heterocyclic 

part, the coordinates of the isolated molecule were used. Bond distances and angles 

for the Cr( CO )5 fragments were inferred from similar compounds. Several cases are 

reported of Cr-carbonyl complexes coordinated to a nitrogen in an aromatic ring 

(Batzel and Boese, 1981; Ries et al., 1984; Feldhoff et al., 1986) the N-Cr distance 

is in the range of 2.11 to 2.17 A. In these analogous compounds the CO group 

opposite the N atom was bound more tightly, and had Cr-C and C-0 bond lengths 

shorter then those perpendicular to the N-Cr axis. As well, the four planar CO 

ligands were not in the plane of the Cr, but moved slightly toward the heterocylic 

ligand. The planar CO were placed in a position staggered with respect to the 

benzofurazan. A schematic diagram of the molecular geometry chosen, along with 

bond distance and angles, are shown in Figure 1. 

Muffin-tin radii were initially chosen by the Norman criterion, with a reduction 

factor of 0.88. However, it was not possible to converge the calculation at this 

choice of sphere radii; the long distance between the N and Cr atoms meant that the 

Norman radii for each would not overlap. Accordingly, the Cr muffin-tin radius, 2.16 

A, by the reduced Norman method, was increased to 2.60 A. This distance allowed 
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for a small amount of overlap with the N sphere ( ~ · 2% ), without introducing 

an unreasonable amount of overlap between Cr and the other ligands. The outer 

sphere was centred on the axis of symmetry at a position to minimize the outer-

sphere volume; as in previous MS-LDA calculations of planar heterocycles, the 

intersphere, constant-potential region comprised a large percentage (84%) of the 

total intersphere volume. The sphere radii and overlaps are shown in Table 1; a 

3-dimensional plot of the muffin-tin and outer spheres is shown in Figure 2. 

The VWN exchange-correlation functional (Vosko et al., 1986) was used The partial 

wave basis used l = 0 on hydrogen, l = 1 on carbon, nitrogen and oxygen, l = 2 on 

chromium, and l = 3 on the outer sphere; it thus corresponds to a minimum basis. 

Frozen cores were used on all heavy atoms, resulting in a total of 94 valence levels. 

Point group symmetry ( C2v) was employed. 

It was extremely difficult to converge the self-consistent field (SCF) calculations. 

The close spacing of one-electron eigenvalues made it necessary to use a very small 

mixing factor (0.001) in the early iterations, and to check frequently that no levels 

had been skipped. 

An earlier MS-LDA study (Berksoy and Whitehead, 1988) of large metal-aromatic 

complexes had encountered similar convergence difficulties. In an attempt to mit-

igate this problem, the MS-LDA program was modified to accept potential input 

from molecular fragments; in this case, 2,1,3-benzoxadiazole and Cr(C0)6 • Each 

precursor molecule was converged at the same muffin-tin radii and partial wave 

basis as would be used in the larger complex. The resulting potentials (truncated 

to remove one CO ligand in the Cr( CO )6 case) were then used as the starting point 

for the large SCF calculation. For comparison, the SCF calculation was also run in 

the conventional manner, where the starting potential is a simple superpos1tion of 

converged atomic potentials. 
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Unfortunately, the "converged-fragment" method did not improve convergence be­

haviour. Not only was the process as unstable as the conventional approach, but 

when it finally did converge, it did so to an excited state. Convergence was achieved 

with the conventional method, to the level of 10-4 in the potential, after 250 iter­

ations. A graph of the convergence behaviour is given in Figure 3, where the both 

the total energy and the convergence factor (the largest change in the potential 

between successive iterations) are plotted against the number of iterations. The 

convergence was plotted logarithmically in order to fit it to the same scale as the 

energy; the important feature of Figure 3 is that the total energy is seen to stabilize 

long before the system is fully converged. The slope in the convergence increases 

(the convergence becomes more rapid) at a point just below half the number of 

iterations; this corresponds to the change in the SCF mixing factor from 0.001 to 

a larger value, and caused a momentary increase in the energy value. The spike in 

the convergence curve near the end of the SCF corresponds to another increase in 

the mixing factor. 

Ionization potentials (IP) were calculated using the Slater transition state method, 

where the system is converged with half an electron removed from the level of 

interest. An adiabatic technique (Guo et al., 1989) was used to obtain the transition 

state from the converged ground state: 0.1 electron was removed from the ionized 

level, and the SCF was run to convergence. This process was repeated in 0.1 electron 

increments until the half electron removal was achieved. This approach gave a 

smooth path between the converged ground state and the converged transition state, 

with none ot the difficulties encountered in obtaining the ground state initia1ly. 

The transition state was calculated only once, with the half electron removed from 

the highest a1 level; the remaining levels were assumed to relax to their approxi­

mate transition state IP values. This approximation is often employed in MS-LDA 
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studies, and has been shown to' be valid for the heterocyclic compound used in this 

complex (Wrinn and Whitehead, in preparation). 

Nuclear quadrupole coupling constants were calculated using the the one-electron 

properties program of Case and Cook (1981). 

Results and Discussion 

One-electron energies, Densities of States and Charge Transfer. 

The one-eleCtron eigenvalues for all valence levels, along with the ionization poten­

tials (IP), are shown in Table 2. As observed in the calculation of the heterocycle 

alone, there was not a complete agreement in the orderings of the eigenvalues and 

IPs; the 15b1 level was several steps higher in the lP calculation, and some closer 

interchanges occurred in the middle range. Overall ordering was in reasonable agree-

ment. The IP values were shifted downward much more uniformly (almost all are 

shifted by .11 au) than was the case in the heterocyle study, indicating that differ­

ential relaxation was not an important factor for this compound. The one-electron 

eigenvalues, though not strictly identified with physical energies in LDA theory, are 

thus suitable in this case for examining physical trends. 

The large number of molecular orbitals {MO) {91 valence levels, when the lowest 

unoccupied manifold is included) makes interpretation difficult by examining tabu­

lated values, or constructing traditional MO level diagrams. Density of states plots 

provide an alternate and more convenient presentation of results. 

The density of states at energy E, D(E), is defined as the number of states (orbitals, 

levels) between E and dE: 

D(E) = dN(E) 
dE 

where N(E) is the number of states with energy less than E (Raimes, 1972; Hoffman 
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1988). "When the number of calculated levels approaches a continuum, a plot of the 

density of states is more appropriate than a level diagram. 

Numeric calculation of densities of states (DOS)is a complicated procedure, usually 

performed ink space (Ladik, 1988). However, for purposes of visualization, qualita­

tive DOS plots may be constructed by placing a distribution function around each 

level. This method has been employed with both Gaussian: 

(Salahub, 1978) and Lorentzian distributions: 

(Baerends, 1978). In both cases the u value is assigned no physical meaning, but is 

scaled to enhance visual interpretation. 

The molecule in this work presents a case intermediate between the discrete energy 

levels of a small molecule and the quasi-continuum of a very large system; DOS 

plots thus provide a useful aid in visualizing orbital structure. The Lorentzian 

distribution was used in generating the plots. 

Figure 4 shows the total density of states for both the occupied energy levels and 

the first band of unoccupied MO; the Fermi (highest occupied) level is shown as a 

dashed vertical line. The gap between the "HOMO-LUMO" bands is immediately 

apparent. 

A closer view of density of states around the Fermi level is shown in Figure 5. A 

partial DOS is also shown; the dashed curve in the Figure depicts the 1r states. The 

unoccupied peak is seen to be dominated by contributions from 1r levels. This is 

important for metal-to-ligand charge transfer, since that mechanism is understood 

to be a donation of metal d electrons to an empty ligand 1r level. An unoccupied 1r 
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system is present, albeit at a higher energy; the distance between the HOMO and 

LUMO peaks is about 8 eV. 

Hiickel molecular orbital (MO) calculations have been performed on a similar series 

of compound, with W substituting for Cr (Kaim et al., 1987). A correlation was 

drawn between the MO coefficient on nitrogen in the 7r* orbital and the expected 

degree of metal-to-ligand charge transfer; a higher coefficient implied more charge 

transfer. 

This simple picture is not followed in the present calculations. Of the 6 unoccupied 

orbitals in the first unoccupied 1r manifold, only one has a significant contribution 

from the nitrogen atom. In that case, the 17 a2 (third-highest unoccupied a2 ), is 

6% nitrogen p; the chromium d contributes slightly over 1%. In this same state, 

however, the 3 carbons of the benzene component of the ligand form 82%; the 

26b2 level also has a very strong benzene-like contribution. In the remaining 4 

unoccupied 1r levels, the partial wave contributions from the heterocyle are well-

delocalized. Thus, while there is a 1r system available to the Cr for charge transfer, 

it spreads over the entire ring and is not attributable to a local interaction with the 

N atom. 

Charge Densities, Orbital Interactions and Nuclear Quadrupole Coupling 

Constants. 

The atomic partial charges for the metal complex, and for the heterocycle alone, are 

shown in Table 3. The first pair of columns in Table 3 show the charge assigned each 

atom during the SCF procedure, which does not account for the charge accumu­

lated in the constant-potential intersphere region. Because of the large intersphere 

volume, the total intersphere charge at convergence was 14.7 electrons; these were 

assigned to the atoms through a charge-partitioning scheme which scales to both 
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the atoms SCF charge and to the amount of atomic sphere surface in contact with 

the intersphere region (Case and Karplus, 1976) 

Both SCF and partitioned charges were in agreement in the overall trend; so no 

artifact is being introduced by the charge-partitioning scheme. Both cases show 

substantial reduction in the heterocyle 0 charge: by 0.7 electrons for the charge-

partioned values. Most of this charge has migrated to benzene fragment of the ring: 

the three symmetry-unique carbon atoms gain 0.150, 0.081 and 0.112 electrons, for 

a total of 0.686. The 0.807 excess charge on metal Cr comes at the expense of the 

carbonyl carbons, which are seen in the Table to be charge deficient. The nitrogen 

total atomic charge is the least affected of any atom, with only a 0.027 difference 

between the ring and metal complex. 

The overall migration of charge to the benzene portion of the compound was shown 

in the change of molecular dipole moment. The heterocyle itself was calculated 

to have a dipole moment of 1.24 D toward the 0; the metal complex dipole was 

computed to be 3.62 Din the opposite direction, toward the benzene ring. 

In the isolated heterocyde, total charge on 0 has been modelled as a competition 

between u acceptance and 1r donation (Palmer and Kennedy, 1978). The metal-

ligand interaction is also considered to be a u-1r balance, with the ligand acting as 

a u donor (Kaim et al., 1987). To examine change in u density between the metal 

complex and the ring alone, plots were prepared of both the total in-plane density, 

and the difference density between the metal complex and the isolated ring. The 

orientation of atoms in these figures (and the molecular orbital plots, below), along 

with the muffin-tin sphere radii, are shown in Figure 6, where the Cr and N spheres 

are seen to overlap, in contrast to the Norman sphere picture of Figure 2. The 

total density is shown in contour format in Figure 7a, and in 3-dimensional form in 

Figure 7b. The density difference plots are shown in the same formats in Figures 
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Sa and Sb. 

The total u density in Figures 7a and 7b shows strong interaction along the N­

Cr-C-0 axis, and significant involvement as well of the ring oxygen. This bonding 

is in direct contrast to the results found by Berksoy and Whitehead (19SS, 1991), 

for both aluminium-containing and diphenyl-Pb compounds; there the metal atom 

was found to have virtually no u interaction with its surroundings. 

When the isolated heterocyle density is subtracted from the total, Figures Sa and 

Sb, the strong u interaction between N and Cr is still clearly seen; even though the 

N lone pair density has been removed, there are still positive contours (visible as a 

hill in Figure Sb ). Other perturbations in the heterocycle density seen in Figures 

Sa and Sb are an increase in the H atom density in the benzene fragment, and 

an increase in the ring oxygen lone pair density. The N -0 u interaction has been 

decreased. 

The highest occupied u states do not involve metal-to-ligand interactions. Figure 

9 shows the orbital contour diagram for the highest-occupied orbital, 23b2 in the 

plane of the heterocycle ligand. The orbital is shown to be entirely composed of 

Cr d interacting with the carbonyls C and 0 p orbitals. The next-highest u level, 

25al , is similar. 

It is necessary to descend more than 0.5 au in energy, to the largest DOS peak in 

Figure 4, before finding significant metal-ligand bonding with the ring. Figure 10 

presents the orbital contours for 14a~, which show this orbital is highly delocalized. 

Not only are there interactions between between Cr and N, but between Cr and the 

closest C on the benzene ring. In the population analysis of this state, no individual 

atom contributes more than 6% to the total orbital density. 

Contours for the 13b2 level, Figure 11, do show direct Cr-N u bonding; Cr con­

tributes both p and d overlaps with the N p, which also overlaps with the 0 pin 
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the ring. As with the 14a1 level, however, this molecular orbital is delocalized. 

The 12b2 contours, Figure 12, show very similar interactions among the Cr, N and 

0, and similar delocalization. An interesting feature of this level is the interaction 

between a Cr d and the H in the benzene portion of the ring, suggesting that a 

Cr-H interaction may help to stabilize the complex. 

To visualize 11" interactions, contour diagrams were made from the orbital values 

in a slice 1 au above the plane of the 2,1,3-benzoxadiazole ligand. As with the u 

levels, the highest 11" MO, 14a2, shows no interaction between Cr and the ring, and 

is confined to the er-carbonyl fragments. 

The next-highest 11" level, 13a2 , is shown in Figure 13. This MO corresponds to a 

traditional model of metal-to-ligand 11" interaction, since the orbital overlaps between 

Cr and the ring are with theN atom only. The benzene 11" system is self-contained, 

supporting the charge analysis given above of a benzenoid resonance structure for 

the heterocycle. The ring 0 atom is not involved in this level. 

The l6b1 level, Figure 14, is primarily a stong 11" interaction between Cr and the 

carbonyl C, but does include a small overlap with two of the C atoms in the ring. 

TheN contribution to the state is of s character, but is not in phase with the small 

Cr-ring interaction. 

The 15bl contours, like those of 16b1 , show a strong interaction between Cr and the 

carbonyl C, but include direct bonding between Cr and N. Interactions for the ring 

C atoms are confined to the benzen portion. 

In the next 11" MO, 14bt in Figure 16, there is also direct Cr-N bonding; those two 

atoms' wavefunctions overlap only with one another. The benzene section is once 

again shown to be independent of heteroatom section of the ligand. 

The nitrogen nuclear quadrupole coupling constants, derived from electric field gra-
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client (EFG) tensor values, are shown in Table 4 for both the Cr complex and the 

isolated heterocycle. The orientation of the principle axis components remains con-

sistent between the free and complexed forms; Q zz is perpendicular to the plane of 

the ring. The () value given in the Table is the rotation angle to diagonalize the 

electric field gradient tensor in the molecular coordinate system according to the 

transformation (for the heterocycle in the yz plane): 

(

1 0 
T = 0 cos2 () - sin 2 

() 

0 -2 sin() cos() 

0 ) 2 sin () cos () 
:-- sin 2 

() + cos2 () 

(Lucken, 1969). The Q1111 component for N in the Cr complex is rotated 68° with 

respect to the horizontal axis, pointing precisely along the direction of the N-Cr 

bond. In the free heterocycle, Q1111 does not point exactly along the expected N lone 

pair axis. Values for theN Qzz and Q1111 are considerably higher in the Cr complex: 

more than twice for the Q zz oriented toward the 1r system, and more than 4 times 

for the Q1111 aligned to the N-Cr bond. Since the nuclear electric field gradient is 

dominated by p-orbital contributions, the higher Q1111 provides further evidence of 

N-Cr p- -a bonding. The assymetry parameter 'T/, defined as 

remain qualitatively the same for both compounds. 
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Conclusions 

The compound 2,1,3-benzoxadiazole[Cr(CO)sh was investigated for the first time 

using a local density functional method. Results suggest that in the heterocyclic 

substituent, there is a significant shift of charge away from the oxygen compared to 

the charge distribution in the isolated heterocycle. Strong evidence was obtained, 

both from charge distribution and molecular orbital contours, to show that the 

heterocycle adopts a benzenoid structure in this complex, in contrast to the partial 

· dienyl quality observed in the free state. 

Because of the use of muffin-tin potentials, and the lack of a known equilibrium 

geometry, these results must be regarded as preliminary. Indeed, the extreme dif­

ficulties encountered in SCF convergence suggest that the geometry used in this 

study is far from equilibrium; even the assumption, made by the earlier investiga­

tors, that the Cr coordinates through the nitrogen rather than the oxygen, may 

well be wrong, and bears reexamination. A more detailed study is in progress, us­

ing a more rigorous implementation of the local density method, with full geometry 

optimization. 
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Table 1. Selected muffin-tin sphere sizes (bohr) and overlap percentages. The 

Ca and 0 4 are the atoms "axial" to N; C, and O, are those planar to the Cr. 

Radius values are by Norman Norman criterion, except for Cr (see text). 

radius overlap %overlap 

Oa 1.64 Ca-Oa 50 

Ca 1.62 Ca-Cr 22 

o, 1.63 Cp-0, 51 

c, 1.62 Ca-Cr 17 

Cr 2.60 Cr-N 2 

N 1.54 N-0 33 

c 1.64 C-N 24 

0 1.46 
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Table 2. Benzofurazan[(Cr(CO)sh eigenvafues and ionization potentials (au), 

0 &.s calculated with the VWN exchange- correlation functional and minimum partial-

wave basis. 

state eigenvalue state ionization potential 

16bt -0.5627783 16bl -0.6722792 

14a2 -0.5836063 14a2 -0.6995301 

23~ -0.5929806 23~ -0.7094611 

25al -0.5940780 25at -0.7104952 

22~ -0.6185718 15bl -0.7274678 

24at -0.6186968 22~ -0.7342847 

15bt -0.6201341 24at -0.7343918 

13a2 -0.6658041 13a2 -0.7652722 

14bl -0.7693534 14bt -0.8694653 

12a2 -0.9943216 12a2 -1.0991614 

13bl -1.0154374 13bt -1.1175753 

0 
23al -1.0236493 23at -1.1237896 

21~ -1.0529599 21~ -1.1517978 

12bl -1.0547394 12bl -1.1642120 

lla2 -1.0552171 20~ -1.1643724 

22al -1.0552867 lla2 -1.1646242 

20~ -1.0554388 22at -1.1649475 

lOa2 -1.0681606 10a2 -1.1768178 

llbt -1.0688558 llbt -1.1774860 

19~ -1.0761876 19~ -1.1854988 

21a1 -1.0778462 2lat -1.1867532 

18~ -1.0856907 18~ -1.1945548 

9a2 -1.0867656 9a2 -1.1954044 

lObt -1.0869013 lObt -1.1955276 

20a1 -1.0869900 20a1 -1.1957047 

19al -1.1481493 19al -1.2531153 

9bl -1.1486779 9bt -1.2630056 
~~ 

~ continued ... 
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Table 2. Benzofurazan[(Cr(CO)s]2 eigenvahies and ionization potentials (au), 

0 continued (page 2 of 3) 

state eigenvalue state ionization potential 

8a2 -1.1500010 8a2 -1.2642663 

17~ -1.1541186 17~ -1.2684567 

l8a1 -1.1567263 l8a1 -1.2698048 

16~ -1.1729614 16~ -1.2832667 

17al -1.2220151 8bl -1.3531815 

16a1 -1.2399164 7a2 -1.3532836 

8b1 -1.2407304 7b1 -1.3555306 

7a2 -1.2408261 6a2 -1.3555706 

15~ -1.2420860 17at -1.3325192 

7b1 -1.2433085 16a1 -1.3459473 

6a2 -1.2433524 15~ -1.3515837 

14~ -1.2522480 14~ -1.3633494 

15a1 -1.2549860 15at -1.3670188 

c 13~ -1.2649834 13~ -1.3754105 

14al -1.2668219 14al -1.3808360 

12~ -1.2805475 12~ -1.3923972 

5a2 -1.2964866 5a2 -1.4176077 

6bl -1.2965037 6bt -1.4176223 

l8a1 -1.3604331 13at -1.4690645 

11~ -1.3889763 11~ -1.5062214 

12a1 -1.3940400 12at -1.5071132 

10~ -1.4478262 10~ -1.5482963 

9~ -1.4843962 9~ -1.5947104 

lla1 -1.4853091 lla1 -1.5956166 

4a2 -1.4896250 4a2 -1.5996536 

5bt -1.4900458 5b1 -1.6000576 

8~ -1.4921735 8~ -1.6022701 

lOa1 -1.4923915 lOa1 -1.6024240 

.,......, 

'-" continued ... 
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Table 2. Benzofurazan[(Cr(CO)s]2 eigenvalues and ionization potentials (au), 

0 continued (page 3 of 3) 

state eigenvalue state ionization potential 

9al -1.5588718 9al -1.6606987 

Sa1 -1.6645865 Sa1 -1.7662469 

3a2 -1.6826649 3a2 -1.7964259 

4bl -1.6826823 4bt -1.7964429 

7~ -1.6831621 7~ -1.7968999 

1a1 -1.6832098 1a1 -1.7969242 

6~ -1.7549263 6~ -1.8562016 

6a1 -1.8534427 6a1 -1.9567269 

3~ -1.8575460 3bt -1.9646923 

Sa1 -1.9792406 Sa1 -2.0837939 

5~ -2.0269633 5~ -2.1327379 

4al -2.3241228 4at -2.4301145 

4~ -2.8573930 4~ -2.9805423 

0 3al -2.8574408 3al -2.9806175 

3~ -2.8802011 3~ -2.9917026 

2~ -2.9346100 2~ -3.0589975 

2at -2.9346204 2a1 -3.0590081 

2a2 -2.9347491 2a2 -3.0591651 

2bt -2.9347638 2bl -3.0591788 

1~ -3.2437444 1~ -3.3773436 

la2 -3.2440454 lbt -3.3776763 

1~ -3.2440448 la2 -3.3776767 

la1 -3.5141604 la1 -3.6384515 

0 
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Table 3. Partial charges for atoms in the 2,1,3-benzofurazan ring alone, and the 

Cr complex. 

atom charge in SCF partitioned charge 

nng Cr complex ring Cr complex 

c 5.500 5.703 6.016 6.166 

c 5.472 5.614 5.972 6.053 

c 5.473 5.683 6.065 6.177 

N 6.418 6.552 7.069 7.096 

0 7.273 6.725 7.698 7.006 

Cr 25.703 26.807 

c 5.149 5.469 

0 7.619 8.065 

c 5.100 5.440 

0 7.453 7.832 

c 5.131 5.539 

0 7.496 8.006 

Table 4. Nuclear quadrupole coupling constants e2qiiQ/h (i = z,y,z), asym­

metry parameters fl, and principle moment axis e for the nitrogen atom in 2,1,3-

benzoxadiazole (ring) and in the Cr complex (ligand). 

nng ligand 

zz 5.417 13.014 

yy -3.129 -12.192 

zz -0.786 0.823 

f1 0.710 0.874 

e 72 68 
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c . 

distance value angle value 

a. 2.14 LONCr 123.4 

b 1.84 LNCrC1 180 

c 1.15 LNCrC, 88 

d 1.90 LCrC, 0 180 

e 1.14 

Figure 1. Bond distances (A) and angles for the Cr ligands. The four c,-0 
ligands form the corners of a. plane twisted 45° with respect to the plane of the 

benzofura.zan ring; the remaining C-0 is in the plane of the ring. 
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Figure 2. Atomic positions and muffin-tin spheres for 2,1,3-benzoxadia.zole(Cr(CO)sh· 

Solid spheres are atoms; the wire-frame represents the outer sphere boundary. Atomic 

sphere radii are drawn from 0.88 times the Norman criterion. 
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Figure 3. Total energy (au), and logarithm of the convergence factor, versus 

number of iterations for the SCF procedure for 2,1,3-benzoxadiazole[Cr(CO)s]2· 

Only the :S.nal digit of the total energy is drawn on the axis. Each tick mark on the 

horizontal axis represepts 5 iterations. 
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Fermi level 

T 

0 

-4 -3.5 -3 -2.5 -2 -1.5 -1 -0.5 0 

E (au) 

Figure 4. The total density of states versus energy for 2,1,3-benzoxad.ia-

zole( Cr( CO )s ]2. 
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Fermi level 

-0.8 -0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.1 

E (au) 

Figure 5. The density of states (DOS) versus energy for the highest occupied 

and lowest unoccupied bands of 2,1,3-benzoxa.dia.zole[Cr(C0)5]2. The solid line 

shows the total DOS; the dotted line below it shows the DOS of the 1r levels a.lone. 

121 

0 



0 

Figure 6. Nuclear positions a.nd muffin-tin sphere radii for 2,1,3-benzoxa.dia-

zole[ Cr( CO )s }2 in the molecular plane. The orientation shown here is that used in 

the following orbital a.nd density figures. 

122 



0 

' 0 

Figure 7a. Total electron density of 2,1,3-benzoxadia.zole[Cr(CO)s]:z in the 

molecular plane. 
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Figure 1b. Total electron density of 2,1,3-benzoxadiazole[Cr(CO)sb in the 

molecular plane; 3-dimensional representation of the same information as Figure 

ia. 

c 
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Figure Sa. Total electron density difference, Cr metal comple."t - isolated 

heterocycle, in the molecular plane. 
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Figure 8b. Total electron density difference, Cr metal complex- isolated hetero~ 

cycle, in the molecular plane; 3-dimensional representation of the same information 

as Figure Sa. 
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Molecul.a.r orbital contours for the 23b2 level, in the plane of the 
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Molecular orbital contours for 14a1, in the plane of the molecule. 

128 



0 

.............. 

0 

.-- : 

Figure 11. Molecular orbital contours for 13~, in the plane of the molecule. 
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Molecula.r orbital contours for 12~, in the plane of the molecule. 
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Figure 13. Molecular orbital contours for the 13a2 level, 1 au above the plane 

of the molecule. 

131 



. c 

c 

.. 

.. 

.. 

• 

. . 
' 

. . . 
' 

• 

·-· 

' . 
: : ~:~:· . ·. 

, 
,' 

. . . . . . . 
' . . . , . " ........ .... 
. . . 

\ ........... -~ ~ 

• 

• 

Figure 14. Molecular orbital contours for the 160,. level, 1 au above the plane 

of the molecule. 

132 



0 

c 

0 

.. 

.................. -· 
• I . . 

• 

• 

'". ~ . . . 
• ' f • 

' "' ' ' 
\. ............... ' ' ..... '' 

......... ~ 

Figure 15. Molecular orbital contours for the 15b1 level, 1 au above the plane 

of the molecule. 
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Figure 16. Molecular orbital contours for the 14bt level, 1 au above the plane 

of the molecule. 
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1.4 Molecular Calculations: the LCAO Method 

1.4.1 Introduction and Background 

The Ha.rtree-Fock approximation to the time-independent Schrodinger equation 

H\I! = E\I! (1) 

formulates the N-body wavefunction W as a single determinant of molecular wave­

funcions 1/;: 

(2) 

(Szabo and Ostlund, 1989). 

The Linear Combination of Atomic Orbitals (LCAO) method replaces the ith molec-

ular wavefunction, 1/;;(r ), by a summation over atomic functions: 

m 

1/Ji(r) = L:cpiXp(r) 
p 

(3) 

where the Cpi are coefficients to be determined, and the Xp( r) are usually Gaussian 

or Slater functions (Saluhub, 1987). The practical origins of the LCAO method are 

Hall (1951) and Roothaan (1951), who showed that this substitution, followed by a 

variational treatment of the total energy E, reduced the Ha.rtree-Fock equations to 

a system of coupled linear equations 

FC = SCe (4) 

where F is the Fock operator matrix, C is the matrix of coefficients Cpi, S is the 

matrix of overlap integrals between the X:p( r ), and e is the matrix of one-electon 

energies Ei (Hehre et al., 1986). 
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Equation (4) is solved by making the Fock operator Hermitian with the transform 

F' = s-! Fs-t (5) 

which yields the eigenvalue equation 

F' C' = eC' (6) 

After solution of (6), the coefficients Cpi which correspond to operator Fare recov­

ered by the transform 

c = s-+ c' (7) 

(Starzak, 1989); the elements of C are used to construct a new potential term in 

the Fock operator, and the process is iterated until self-consistency is achieved (i.e. 

the change in C between iterations falls below an arbitrary, preset threshold). 

The Fock matrix elements Fp, are made up of one- and two-electron integrals: 

N 1 
Fpv = H11 , + L P>.tr {(l'vllcr)- 2(1'llvcr)} (8) 

>.tr 

where H 11, describees the interaction of a single electron in the field of the atomic 

nuclei, and the terms after the summation describe the two-electron interactions: 

(9) 

are the density matrix elements, which are summed over all occupied states; 

(10) 

are the Coulomb repulsion integrals, and 

(11) 

\\ 
are the Xxchange" integrals. 
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0 An LCAO program using Gaussian type orbitals (GT.O) was modified by Sambe 

and Felton (1974) and later Dunlap et al. (1979a, 1979b, 1986) to include a local 

density approximation (LDA) to the exchange integrals: 

< x(r)lvezlx(r) >= c J x(r)pl(r)x(r)dr (12) 

This LCGTO-LDA program used Hermite-Gaussian functions for the atomic basis 

x(r). Hermite-Gaussian (HG) functions differ from the more standard Cartesian 

Gaussians by including the derivative in the functional form; a HG centred at point 

at point A is 

where, for example, 

(14) 

(15) 

and 

(16) 

(Zivkovic, 1968). 

Further details of the LCGTO-LDA program are given in the following section, 

1.4.3. 
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1.4.3 The Effect of Correlation and the Orbital Dependent 

Generalized-Exchange on the Equilibrium Geometry of the 

H 20 Molecule in the LCGTO-LDA Method. 

Abstract 

An orbital dependent generalized exchange was implemented as a post-SCF correc­

tion term within the LCGTO-LDA methodology. Equilibrium geometries of H20 

were calculated with and without a VWN correlation functional. The role of re-

laxation was examined by comparing result from a post-SCF correlation correction 

("unrelaxed"), and the result from the correlation in the one-electron Hamiltonian; 

the relaxed and unrelaxed results were nearly identical. The orbital dependent cor­

rection terms improved significantly the predicted bond length and angle compared 

with the simple LDA calculation, but increased the force constant foe, making it 

further from experiment. 

Introduction 

Within the Kohn-Sham (1963) theory with the local-density-approximation (LDA), 

the exchange energy is a functional of the total electron density p( r ): 

in atomic units, where 
3 6 

c= -(-) 
4 11" 

(1) 

(2) 

Functionals which depend on orbital densities Pi are outside the Kohn-Sham theory. 

The Coulomb and exchange self-interaction energies do not exactly cancel in the 

Kohn-Sham LDA, and the self-interaction-correction (SIC) to this failure yields an 

additional, orbital-dependent energy term (Perdew and Zunger, 1981): 

Es1c = ~ { -~ J Piu~~~t') drdr' + c /[Pi(r)Jl dr} 
1U 

(3) 
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where Pitr refers to the density of the ith orbital of spin u. 

This SIC Hamiltonian does not posses unitary transform invariance- the individual 

Pi {though not their sum p) are not invariant, so their energy contribution and 

the total energy are sensitive to the particular choice of basis, symmetry orbitals, 

localized orbitals or other hybrids. 

The conventional approach in molecular LDA ignores the self-interaction problem, 

and assumes that the exactly-calculated Coulomb self-interaction terms will cancel 

the exchange self-interaction to sufficient accuracy. Besides Perdew and Zunger, 

Harrison {1983, 1987) showed the importance of SIC in predicting atomic proper­

ties such as electron affinities. A series of small-molecule calculations (Pederson 

et al., 1984, 1985; Heaton et al., 1987; Guo and Whitehead, 1991) exploited the 

lack of invariance by finding the basis which minimizes the energy; for the SIC, a 

localization transform maximizes the negative integrals over the Pi functional. 

Another orbital-dependent Hamiltonian was introduced by Manoli and Whitehead 

{1988a,b,c), who derived a Generalized Exchange (GX) Hamiltonian from density­

matrix and limiting case arguments. The GX exchange energy is 

Ex[p(r)] = j p(r) { Uex(r)} dr (4) 

where 

U flX( ) __ 9 lim Ptr(r) + B1Pitr(r) 
, ex r - CQ 1 
' [Ptr(r) + B2Pitr(r)]"~ 

(5) 

and the constants alim, B1 and B2 are determined by the choice of Fermi hole 

model. 

Because there are orbital-dependent terms of opposing signs in the exchange and 

SIC expressions, a. localization transform will not in this case have such a large 

influence on the total energy a.s in equation (2); the GX-SIC Hamiltonian could be 

described as less non-invariant than the the simple SIC case. 

142 



In this work, the GX-SIC was implemented into a linear combination of Gaussian­

type orbitals local density approximation (LCTGTO-LDA) molecular program as an 

additive correction to the LDA energy. Additive energy corrections are a standard 

feature in Hartree-Fock ab initio programs, typically as a perturbation expansion 

term to provide correlation energy (e.g. MP2 corrections). An LDA correlation 

functional has been used as a post-SCF correction to Hartree-Fock calculations 

(Clementi et al., 1990). To investigate the differences between correlation energies as 

post-SCF corrections, an unrelaxed correlation energy, and as an intrinsic part of the 

SCF procedure by inclusion in the one-electron Hamiltonian, a relaxed correlation 

energy, calculations were performed in both ways with a Vosko-Wilk-Nusair (1985) 

(VWN) correlation functional. 

The H20 molecule was used as a test case, to calculate both the equilibrium geome­

try and force constant fee. Water is a well-studied system in theoretical chemistry; 

calculations span more than half a century: Van Vleck (1933) performed a vi­

brational analysis with a model potential; Yamaguchi (1980) did a large-basis ab 

initio calculation of vibrational frequencies; Zhao (1990) did a rigorous, correlated 

(MP4) study. Within the Local Density Functional approach, MS-Xa calculations 

were done by Connolly (1972), Mitzdorf (1975) and Baerends (1975), but geometry 

optimization was not possible due to the muffin-tin potentials used in the MS-Xa 

method. Krijn (1988) and Versluis (1989) have both performed water optimizations 

with a Slater-orbital version of the LCAO-LDA method. 
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Computational Details 

The Linear Combination of Gaussian Type Orbitals, with the Local Density Ap­

proximation (LCGTO-LDA) program of Sambe (1974) and Dunlap (1979a,b) uses 

an auxiliary set of Gaussian functions to fit the density in both the exchange inte­

grals. Four-centre Coulomb integrals 

< ilVcli > = j Xi(r) {j E~: XA:~'2 ~~ Xl(r') dr'} Xj(r) dr (6) 

J {! p(r') '} = Xi(r) lr _ rtl dr Xj(r) dr (7) 

are estimated by fitting the density p(r') to an a set of functions fm(r') which . 

comprise the charge fitting basis: 

(8) 
m 

The fm(r') are often chosen as a subset of the orbital basis, to minimize the number 

of primitives used in the calculation. 

There are two possible integration schemes to calculate the total Coulomb energy: 

over both orbital and fitting bases (a three-centre, single-fit quantity), 

Uc = L < ilVcli > 
i,j 

or over the fitting basis entirely (a two-centre, doubly fit quantity), 

Uc = j p(r)p(r') dr' dr 
lr- r'l 

U:::::: """'J Em amfm(r) En anfn(r') d 1 d 
c""" I 'I r r r-r 

144 

(9) 

(11) 

(12) 



c 

In practice, to minimize the error due to fitting, the total Coulomb energy Uc is 

calculated as a combination of the two schemes (Dunlap, 1979): 

- -Uc = 2Uc- Uc 

The charge fitting itself is carried out by minimizing 

subject to the normalization constraint 

j p(r)dr = l;ai J fi(r)dr = N 
1 

where N is the total number of electrons in the system. 

The coefficients ak are formally determined by the relation 

where 

a= s-1(t + ..\n) 

n = j fi(r)dr 

N-n·S-1 ·t 
A=---:--­

n·S-1·n 

ti = j p(r)fi(r') drdr' 
lr- r'l 

si. = J /i(r)/j(r') dr dr' 
J lr-r'l 

(13) 

(14) 

(15) 

(16) 

(17) 

(18) 

(19) 

(20) 

The fitting procedure requires that values of p(r) be selected on a grid of points. 

Dunlap (1986) and Jones (1988) have investigated the "noise" associated with three­

dimensional grid choices, and found the grid noise below that from other consider-

ations, such as basis set choice. The H2 0 molecule investigated in this work used 
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about 400 points in the fitting grid; a grid slice in the molecular plane is in Figure 

1. 

Coulomb self-interaction integrals arise from (1) and (la) when i = j = k = 1: 

(21) 

For the case of non-orthogonal basis functions (e.g. Hermite-Gaussian), the situ-

ation is more complicated; the number of self-interaction integrals over primitive 

functions (i.e. the orbital and fitting basis functions) is larger than implied by 

equation(lO). In terms of the molecular wavfunctions ui(r): 

ui(r) = L c!nx!n(r), 
m 

the Coulomb self interaction integrals are 

where 

Pi(r') = ui(r)ui(r) 

m n 

(22) 

(25) 

(26) 

Note that cross terms x!nx~ are included; Pi(r') is not simply the sum of all x!nx!n 
products. 

A self-interaction corrected (SIC) Coulomb energy would be written 

U~10 = L < iiVcli > -U~1 

i,j 
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Alternatively, the self-interaction is removed by not allowing an electron to interact 

with its own density. Rewriting the total density as the sum of all the orbital 

densities: 
occupied 

p(r) = L Pi(r), (28) 

and inserting this into equation (9), 

U -~~L:iPi(r)L:;P;(r')d'd 
c - L..J lr- r'l r r 

i 

(29) 

_ j L:i Pi(r) L:#i P;(r')d , d + L j Pi(r)pi(r')d , d 
- I 'I r r I ,1 r r r-r . r-r 

I 

(30) 

The second term in (30) is the self-interaction contribution; its cancellation is thus 

effected by 

u
0
sJc =Uc ~ j Pi(r)pi(r

1
) d , d 

~ lr-r'l r r 
I 

(31) 

(32) 

To apply the fitting procedure (8) to either of equations (24) or (32), it is necessary 

to fit Pi(r') in a manner analogous to equation (8): 

Pi(r') ~La;{ fm(r') (33) 
m 

By using the same fitting basis fm(r') for Pi(r') as for the total charge p(r'), the 

calculation of new integrals is avoided. 

SIC integrals, like their total charge density counterparts, can be calculated in either 

a singly or doubly fit manner; integral values over the primitives will be identical 

to those of equations (10) and (12), respectively. 

If the fitting procedure is sufficiently accurate, we should find 

-- ...... 
Uc=Uc (34) 

and 
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-SIC 
U-SIC _ U- . 

c - c ' (35) 

these identities provide a useful way to verify whether programming has been done 

correctly. 

The orbital-dependent GX terms (equation 5) were implemented with a procedure 

similar to that for the SIC. 

The Dunning-Huzinaga 9s/5p basis set was used on oxygen. 

Results and Discussion 

Each one-electron level, in an orbital-density dependent theory, experiences a dif-

ferent potential in the one-electron Fock equations. To show the difference between 

the GX potentials and the conventional local density approximation (LDA ), the 

potential difference LDA-GX is plotted in Figures 2 and 3 for the water la1 and 

1~ levels, respectively, in the plane of the molecule. Two choices of Fermi hole 

model are shown: the GWB (for Gopinathan, Whithead and Bogdanovic (1976)), 

which approximates the Fermi hole shape as a linear function, and the FEL (for 

free electron limit), a rigorous description for the electron gas case. 

The GWB and FEL models give nearly identical potential-difference plots for the 

la1, showing a much larger potential value compared to LDA in the region of 

the oxygen lone pair; the FEL is about 20% larger than the GWB. For the 1bt, 

the character is very different between the two models; the FEL again raises the 

potential in the 0 lone pair region, end reduces it, compared to LDA, in the region 

between the oxygen and the two hydrogen atoms. GWB, in contrast, shows a 

smaller difference to LDA (the magnitude of the GWB peak in Figure 3 is less 

than one-third that of the FEL), and of a very different character: the difference 

is centred on the oxygen nucleus, and there is no reduction in potential along the 

0-H bonds. 
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For the other occupied levels, FEL was consistently larger than GWB; as between 

the la1 and lbt, FEL maintained a consistent structure with respect to LDA. For 

the quantitative portion of this work, only the FEL potential was used. 

Because energy gradients were not available in this version of the LCGTO-LDA pro­

gram, equilibrium geometries were found by calculating many points on a potential 

surface, and fitting those values to a polynomial in E, r and 9. Force constants 

fse were found by fitting the available data to the expression (Szabo and Ostlund, 

1989) 

Values of the total energy at each point, and the resulting predicted values of r, 

9eqm and fee are in Tables 1 through 4. 

Table 1 compares the results of an exchange-only LDA calculation, a post-SCF 

correlation correction (LDA + VWN), an "exchange only" value that is derived 

from a calculation converged with VWN correlation in the one-electron equations 

but omitted from the final energy, and a self-consistent VWN correlation result 

(LDA/VWN). The unrelaxed (LDA + VWN) and relaxed (LDA/VWN) correlation 

results give identical geometries and essentially identical force constants, despite a 

consistent difference in the total energies. The self-consistent correlation has shifted 

the energy surface downward by a few millihartrees with respect to the post-SCF, 

but retained the minima and and shape. The VWN predicted bond length of 0.985 

A is closer to the experimental value of 0.958, but the VWN predicted bond angle 

of 107.2° is much further from the experimental value of 104.5° than is the LDA 

value of 105.5°. Finally, the VWN correlation improves the highly exaggerated 

LDA value of 2.538 md/ A for /tJs; the correlated value of 0.834 is much closer to 

the experimental value of 0.69 (Wilson, 1980). 
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Table 2 shows the results for GX as a post-SCF correction; the SCF was converged 

on the LDA Hamiltonian. The LDA values are repeated from Table 1, for compar­

ison. GX results with no SIC are also shown, to show the magnitude of the SIC 

energy for this case: GX total energies are shifted downward by more than 1 hartree 

by the spurious Coulomb and exchange self-interaction energy. 

The geometry predicted by the LDA+GX+SIC calculation is very good: 0.969 A 

for the 0-H bond distance, and 104.4° for the angle. The force constant is too high 

by a factor of 2, but is much better than the LDA result. 

The results from adding both the GX-SIC and the VWN correlation to the con­

verged SCF results are in Table 3. The correlation energy brings both the LDA and 

GX-SIC value for reqm closer to experiment, but the prediction for 8 moves further 

from experiment. The GX-SIC 8 value, however, is more stable than the LDA; it 

changes by 0.6°, while the LDA changes by 1. 7°. The force constant foo are lowered 

for both the LDA and GX-SIC, with the LDA moving closer to experiment. The 

GX-SIC /89 value is more stable with regard to correlation. 

The geometries for LDA and GX-SIC from relaxed (converged on VWN) correlation 

calculations, Table 4, show no change from the unrelaxed. 

The relative shapes and positions of the energy wells for both LDA and GX-SIC, for 

this correlated case, are in Figure 4. The 0-H bond distance was held fixed at the 

experimental value of 0.958 for the curve in Figure 4; this caused the GX-SIC to lie 

at a higher absolute energy than the LDA, but the qualitative features of the graph 

resemble those shown in Table 4: the equilibrium bond angle is closer to experiment 

in the GX-SIC case; the steeper parabola around the minimum corresponds to the 

larger force constant. 
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Conclusion 

Including a correlation functional in the SCF convergence procedure gave geome­

try results for water no different from using correlation as a post-SCF correction. 

The nonlocal, orbital-density dependent GX-SIC exchange functional significantly 

improved the equilibrium geometry predictions for water, and stablized the results 

with respect to electron correlation. Though this study examined only one molecule, 

with one basis set, the results suggest that further investigation into a molecular 

GX-SIC functional is required. 
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Table 1.·. Total energies (-au), equilibrium geometry and force constant fee for 
H20 by several schemes. Columns 1 and 2: values converged on the LDA exchange 
onlyi columns 3 and 4: values converged on the VWN correlation functional. 

8 roH(au) LDA LDA+VWN LDA exeh-only LDA/V\\•N 

lOO 1.78 75.22523986 75.88789091 75.22478847 75.88864027 

100 1.81 75.22893844 75.89086372 75.22849117 75.89162139 

100 1.84 75.23150047 75.89270586 75.23105661 75.8934 7127 

100 1.87 75.23254487 75.89301273 715.23210122 75.89378268 

100 1.91 75.22658917 75.89216168 75.23221432 75.89293673 

105 1.78 75.22766744 75.89028466 75.22721942 75.89103637 

105 1.81 75.23089916 75.89278328 75.23045218 75.89354004 

0 105 1.84 75.23248239 75.89361704 75.23203511 75.89437764 

105 1.87 75.23352540 75.89393508 75.23307513 75.89469686 

105 1.91 75.23327463 75.89272041 75.23282039 75.89348407 

110 1.78 75.22822271 75.89078004 75.22778250 75.89153890 

110 1.81 75.23110495 75.89292777 75.23066304 75.89368885 

110 1.84 75.22554354 75.89363235 75.23210752 75.89439228 

110 1.87 75.2314 7979 75.89349478 75.23269527 75.89425275 

110 1.91 75.23272216 75.89211401 75.23226097 75.89286905 

regm(A) 0.992 0.985 0.996 0.985 

Befm 105.5 107.2 107.4 107.2 ,, 2.538 0.887 0.695 0.834 
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Table 2·. Total energies ( ~au), equilibriwn geometry and force constant fsi for 
H2 0 by several schemes. Energies were converged using the LDA exchange only; 
no correla.tion is included. 

8 roH(au) LDA LDA + GX LDA+GX+SIC 

100 1.78 75.22523986 76.79551052 75.74610589 

100 1.81 75.22893844 76.79641971 75.74880201 

100 1.84 75.2315004 7 76.79621857 75.75011042 

100 1.87 75.23254487 76.79442158 75.74845722 

100 1.91 75.22658917 76.79083315 75.74485511 

105 1.78 75.22766744 76.79725963 75.74767457 

105 1.81 75.23089916 76.79783164 75.75053469 

0 105 1.84 75.23248239 76.79677455 75.75035553 

105 1.87 75.23352540 76.79502633 75.74900715 

105 1.91 75.23327463 76.79121435 75.74511596 
110 1.78 75.22822271 76.79901053 75.74746714 
110 1.81 75.23110495 76.79984587 75.74990236 
110 1.84 75.22554354 76.79813014 75.74883752 

110 1.87 75.28147979 76.79609245 75.74672288 
110 1.91 75.23272216 76.79221873 75.74243524 

rc,m(A) 0.992 0.969 

Be gm 105.5 104.4 

'" 2.538 1.424 
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Table 3. Total energies ( -au), equilibrium geometry and force constant !le for 
H20 by several schemes. Energies were converged using the LDA exchange only, 
but tb.e VWN correlation energy was calculated and added to the total. 

8 roH(au) LDA LDA + GX LDA+GX+SIC 

100 1.78 75.88789091 77.4&816157 76.40875694 

100 1.81 75.89086372 77.45834499 76.41072729 

100 1.84 75.89270586 77.45742396 76.41131581 

100 1.87 75.89301273 77.45488944 76.40892508 

100 1.91 75.89216168 77.45083592 76.40435788 

105 1.78 75.89028466 77.45987685 76.41029179 

105 1.81 75.89278328 77.45971566 76.41241881 

0 105 1.84 75.89361704 77.45790921 76.41149019 

105 1.87 75.89393508 77.45543601 76.40941683 
105 1.91 75.89272041 77.45066013 76.40456174 
110 1.78 75.89078004 77.45960433 76.41067723 
110 1.81 75.89292777 77.45921397 76.41239654 

110 1.84 75.89363235 77.45726940 76.41062570 
110 1.87 75.89349478 77.45451692 76.40782057 
110 1.91 75.89211401 77.44971068 76.40263560 

t'c9m(A) 0.985 0.963 
·s.,m 107.2 105.0 ,, 0.837 1.004 

,, 
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Table 4. Total energies (-au), equilibrium geometry and force constant fgs 
for H2 0 by several schemes. Energies were converged using the VWN exchange-
correlation functional. 

8 roH(&u) LDA LDA + GX LDA+GX+SIC 

100 1.78 75.88864027 77.46128645 76.40923843 

100 1.81 76.89162139 77.46147065 76.41119791 

100 1.84 75.8934 7127 77.46054946 76.41177703 

lOO 1.87 75.89378268 77.45800941 76.40935653 

100 1.91 75.89293673 77.45344747 76.40474533 

lOo 1.78 75.89103637 77.46801997 76.41080022 

lOo 1.81 75.89354004 77.46285591 76.41291740 

c 105 1.84 75.89437764 77.46104484 76.41196650 

lOo 1.87 75.89469686 77.45856169 76.40986000 

105 1.91 75.89348407 77.45377388 76.40495682 

110 1.78 75.891&8890 77.46276694 76.41122351 

110 1.81 75.89368885 77.46237118 76.41292817 
110 1.84 7o.89439228 77.46041490 76.41112228 
110 1.87 7o.8942o275 77.45764993 76.40828036 
110 1.91 75.89286905 77.45282681 76.40304332 

"•vm(l) 0.985 0.962 
s. 107.2 105.1 ,, 0.834 1.001 
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Figure 1. Grid points where the density p(r) is calculated for fitting to an 

auxiliary set of Gaussian functions, in the LCGTO-LDA method. Points shown are 

in the plane of the H2 0 molecule; the oxygen atom is at the 0,0 position, with the 

two hydrogen atoms to the left. Axes are in bohr atomic units. 
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Figure 2. Difference in exchange potential, LDA - GX, in the plane of the the 

H20 molecule, for the la1 orbital. Molecular orientation in the plane is as Figure 1: 

the oxygen is at 0,0, with hydrogen atoms in the foreground; the vertical dimension 

is the value of potential difference. The GWB Fermi hole is used in the top graph, 

and FEL Fermi hole below; bohr atomic units. 
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Figure 3. Difference in exchange potential, LDA - GX, in the plane of the the 

H20 molecule, for the lb1 orbital. Molecular orientation in the plane is as Figure 1: 

the oxygen is at 0,0, with hydrogen atoms in the foreground; the vertical dimension 

is the value of potential difference. The GWB Fermi hole is used in the top graph, 

and FEL Fermi hole below; bohr atomic units. 
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Energy versus bond angle for H20, 0-H bond length fixed at ex-

perimental value. The solid line is the LDA result, dashed line is GX-FEL. The 

experimental bond angle, 104.5°' is marked with an additional tic on the e axis. 
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1.5 Appendix: the Adiabatic Convergence Technique 

1.5.1 Introduction 

To calculate ionization potentials (IP) within the local density functional (LDF) 

framework, it is customary to remove half an electron from the level of interest, 

then repeat the SCF procedure until convergence is achieved. In cases where the 

system is difficult to converge, as in section 1.3.6 of this thesis, it was found to 

be advantageous to approach the half-electron state by small increments of charge 

from the converged, fully-occupied state. This "adiabatic" approach in convergence 

space can result in fewer overall iterations to achieve solution; in some negative ion 

cases, it proved to be the only way to reach self-consistency. 

LDF calculations of negative ions of the Noble gases and the actinide series had 

never been succesful, since the calculation would not converge; the stability of these 

ions, and their electron affinities, could not be predicted. The adiabatic convergence 

technique was able to induce convergence on the complete Noble gas series, and 

actinides, for the first time, predicting some of them to be stable; the details of the 

technique, and the results, are in the following paper. 

Recently a similar approach to SCF convergence of negatively-charged systems has 

been reported:* converge first with artificially increased nuclear charges, which 

contract and stabilize the excess electron charge, then slowly return the charges to 

their proper values. 

* Harrell Sellers, NCSA, private communication 
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ftvtree..Fock am calculation with RSC aad cornladoo 
eaeqy fuactiooal when the aeptive ioa electroD 
coalpratiOD.S were u 2np (a •5. 6, aacl 7) but DOt whea 
lbe coo.lsuratiOD.S were (a -l>dJu2• Tbe pndictioa or 

_ ~ aeptive ioDs for the alkalia~ elemeau wu 
lapponed bJ Ouo aacl Wbitebead1 aiD& I self'· 
iarenctioa corrected Jeneralized UCbaDIC local-spia• 
.. ty.ftmctioaal a..sD-GX.SIC) cakulatioD' llld a 
COl'nlCted statistical a:cbaoae LSD.QX10 calcuJatioa 
with relativistic aad. correlarioa correctiOD.S. 11,12 The 
lpeemeot between the predicted electroa al&niric:s ia HF 
lld LSD-OX theori11 was excellenL keceatly, Sea 
• cl. 0 preaeated the electron amaitie1 of actinides iD 
lfteraJ sell-iDtenetioa corrected quuirelativistic approa.· 
lmat.e deasity-fuactioaal theoriea. 14. 15 Some of the ac· 
tiDide resulu were m.iaina because there was ao coaver­
leace for tome aeptive ioas. 

. Tlae probability that stai)le aeptive iou exist for the 
1'11t pses hu been iavesrifated theoretically and experi· 
IDeataUy. l:uyatt et ol •• 1 calculated electron diuities 
Wldda ±o.03 eV for the rare pses from resoaaac:ea ob­
llhecl ia the elastic scatterina of electroas. ZoDwes17 a­
~ aesative electron dioities for the rare pses bJ 
~tal aaal)'lil. In CODtrllt the excited state or the 
l'lrl-ps ne,ative iou are predicted to be stable experi· r. IDd theoretically with respect t.o the excited 
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state of the correspoodiDa aeutral atoms. 17- 21 The eJec. 
troD dinity il 0.51 eV from He (b2.s JS) t.o He­
U.r2s22S). 

Tbe present work coDiidcn calcu1atioa ot the elecuoa 
dioitic:s for the rare p.- llld 10me actiaide eleme:au 
which were DOt previouiiJ CODiidcnd.. a.u The LSI). 
OX.SIC aad quasireJativisd LSD-OX.SIC theories with 
Oopiaatbaa·Whitebead·~ COWB) Fermi·hole 
exchanae parameters and Volko-W"dt-Nusair11 (VWN) 

c:omJatioa e:aeqy fu.lictiou1 are uecL ''·15 

D. ADWIADCCON'VIJtGI:NCI TECIINJQUE 

Staniaa with the coo~ pote:atial ot the De'lllnl 
atom from a HCI'IIIIIl-5kiJID calculatioa llld the e1ec­
troa codpntioa for tbe COI1'IIpOIIdiq aep.tiYe iDD. 
aeither pve coaverpd .,.._ for aay of the rare ...., 
aor for the actiaic:lea. Tbe -verpcl pote:atial ctmat. 
too mw:h from the raJ Depdve ioD poee:atial t.o be able 
t.o biad t.o aa extra e1ec:t1oa. Rowever.ltlttiq with the 
coaverpd poteatial aad ~ t*uoa codpradoa of the 
DeUti'IJ atom. lK. of ID lllctroD wu added iD eech fol. 
lowin& iteradoo 'IIDtiJ 1 lOCal of oae elecaoa wu iacluded 
ia the extra orbital; for die rare ..-, coaverpace wu 
tbcD achieved from tbi1 IIICiptiYe-ioD ltafC. ID tbe SCP 
proceues of actiaide aeptift ioal, addiJii lK e11ctroa 
iD the extra orbital ia the followiq IICb iteradoa tunaed 
out to be too bia for the sar procea t.o ltabiUze. ID or· 
der t.o increase the occupatiaa Damber of the extra ortlitaJ 
slowly aad ltOp the .iacrelle 11D00tbJJ • the tu.actioa 
0.051 X 1.05-1 iD which I il the itcratiOD D'IUllber WU 
used to add tbe aew fracdoaal electroa ia the 1nt It 
iterationa. Tbil slow • .._tic c:haaae t'toiD the aeutral 
atom allows the 1J1Um 10 n:maia ia ita pound state. 
Tbe mixture factor wu cbolea t.o be CU5 ror the nepcive 
ioas of the rare ,.., 10 that 75"' or eJectroa de:asity 
Crom the (l -1 )tb iteratioa and ~"' oC electroa de:asity 
from the ltb itcratioa were combiaed toaetbe:r aad used 
t.o calculate the new potential for the (I + 1 )tb iteradoo. 
Tbe mixture factor for the actiaide eleme:atl wu reduced 
to 0.05 for the neptive iou. Tbe SCF wu thea per· 
formed 11Dtil the •era:ICfl of the wave functioDJ be-
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TABLE 1. ibe ncpove of onc-e.lectroD aJe~~values (m ryd­
berp 1 of the utra electroas for tbe Dtfatlve 1oru of ran pset.· 

Z re/ LSD-GX·SIC Qlt·LSD-GX·SIC 

2 He 2.r 0.00738 0.007 3! 
10 Ne ls o.ooaos 0.00806 
IBAI 4s 0.0086: 0.0086S 
36 Kr Ss 0.0090ol 0.00919 
~ Xt 6s 0.00916 0.009 S7 
86 R.n 7s 0.009 32 0.01090 

tween the itb and the C i + 1 )th iterations were less than 
to-•. 

m RESULTS AND DISCUSSION 

The existence of the stable neaative ions or atoms iD 
nature is mainly caused by the quantum efl'ect; because of 
the neaative contribution of the e.xcbanae-correla.tion 
efl'ect of the electrons to the enerp functional, the neu­
tral system (neutral atom) can bind an e.xtra electron and 
form a stable system. The contribution of the nuclear at· 
traction to formin& the stable system is very sma11 he­
cause each electron panially tereens the nucleus from all 
other electrons. Furthermore, the e.xcbanp-correla.tioo 
potential is approximately proportional to tbe electron 
number, so that the e.xcbaa1e-eorrelation efl'ect increases 
with the number of electrons. The Coulomb repullioa 
between electrons, or counc., increases with the total 
number of electrons. The e.xcbanae-correlation efl'ect 
competes with the Coulomb repulsion; if' the excbanp 
correlation is biger than the Coulomb repulsion., the 
ne1ative ion is stable. 

Table I lists the nqative of the one-electron eiaenval­
ues of the extra orbitals for the neptive ions of rare p1e1 
in the LSD-GX..SIC theory, both aonrelativistic and 
quasirelativistic (QR.). The GWI e.xcbanae paramcten 
and the VWN eneriY correlation ftmctional were till· 
ployed iD both cases. Table 11 Jives the corresponcliaa 
electron aftinities. These tables sbow (j) that all the aep· 
tive ions or the rare cases are stable, the electron atlinities 
beina several miUirydberp. The stability or these acp· 
live ions ia caused by the correlation between the e.xtra 
electron and aD the other electrons. The Coulomb repul· 
sion is much biger than the cxcbanae-only efl'ect. Coo· 
scqucntly the e.xchanse-only term is not n:sponsibJc for 

TABLE Ill. ibc Deptive of one-oelectron ei,envalucs (in ryct. 
berpl of the e.xtra eJect.roos for the neaauve ions of 10me lie· 

tlnidcs. 

z . Ill LSD-GX-SIC QR·LSD-GX-SlC 

94Pu 6d 0.0710 0.00211 
95 Am 6d 0.0682 0.002 91 
97 Bk 6d 0.0473 0.00297 
91Cf 6d 0.0369 Cl.002 99 
99Es 6d 0.0267 0.00299 

binding the extra electron for these elements; (iil the rcla· 
tivistic e!'ect of the electrons increases the bindinJ CDCfiY 
and the electron affinity. This is the reverse of the reJa. 
tivistic contribution to the neptivc ions of the alkaliae­
earth elements• iD which the relativistic etrect c1ecra1es 
the bindina enerpes; (iii) the bindina mercies and eJcc. 
trOD dinities iDcreaae with atomic number, because the 
mcrease iD the e.xcbaale-correlation etrect is areater than 
the iDcrcase iD the Coulomb repulsion as the number of 
electrons increa.ses. 

Tables Ill and IV s1UDII'W'ize the n:sulu or some .c-.­
tinide elements for which no converged n:sults had previ­
ously been obtained. I.IJ 'lbcrefore the present results are 
compared with the estimated values obtained by eDCtiY · .· · 
extrapolation analysis. 11 Table ID lhows the one­
electrOD eiaenvalues of acptive ions for some ac1iaidc 
elements. The numbcn clccreuc iD absolute value with · -
the oc:cupation number ~ the 5/ orbitals in the LSJ).. 
GX..SJC theory, exc1udiq the relativistic el'ect. Wbea_ 
the relativistic elect is included the extra-electron ei,_. 
values are almost const&Dt for these oeptive iou. Tile 
electron dinities (or th• ICtiDide atoms are summa­
rized iD Table IV IIICl compared with the estimaled . 
values. The relatiYiltic elect biDda the utra electron for 
the neutral system and forms a &table neptive ion, evea if 
there is no contributioD trom the correlation comc:tioa. 
The preseDt pndictioD ~ the stability for the neptiw 
ions or these actinide demeatl is oppolite CO that by tbe . 
encrp-atrapolation ~ iD which the estimaled 
uncertaiDty is :t0.02l Jt.y iD the resalts. Previously, 1 the 
electron aftinities have been calculated for the elcctroD 
confipration S/*7s2 (N•7, 10, 11, ud 12 for pg-, 
at-. er, and Ea-, respectively> &Dd Jidded neptivc 
electron aftinities. ConscqueDtJy the utra elecU"'DD ill 
these neptive ious favor the 6d orbital and not the 5/ or· 
bital. 

TABLE U. Electron dinitia (in rydbupl ror tile rare pse:t calculaled by LSD-GX.SIC and Qlt· 
LSD-GX·SIC theories with VWN comc:tion. 

Conapratioa LSD-OX .siC 
z Atom Ion No correlation 

l He t.r2 Js22fl -0.0029 
10 Ne lp' lp'Jrl -0.0035 

Jl Ar ,. 3p'4fl -O.ocMO 
36 ICr .,. ..,.,. -0.0043 
54 Xe ,,. 5p'6rl -0.0043 
161ta "' ft'?.r• -0.0045 
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Qll·LSD-OX.SIC 
VWN No corrdaticm VWN 

0.0054 -o.cm9 0.00$4 
0.0061 -o.cms 0.0061 

0.0071 -0JI040 0.0071 
0.0079 -0.0043 0.0011 
0.0011 -0.0043 O.OOPJ 
0.0085 -0.0031 0.0126 

·~. 
~ ,. 

·=..:. _,..-.. -
··.;· 
,."=.! 
,'::::., . ....,. .. .,.,... 
ltto-' 

-~ 
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TABLE. IV Electron d\niues lin rydberpl for some ~eunides e&lculated by LSO·GX-SIC IDd QR.·LSO.QX.SIC theories W'ith 
VWN correc:uon 

ConfiJurauon LSO-GX·SIC QR.·LSO.QX-SlC 
z Atom lon No COrTelauon VWN No c:orTelauon VWN E.ltrapolated" 

94Pu Sj+7s: sr6d'7s 2 0.0063 
9S Am Sf17s: Sf16d '7s: 0.0036 
97 Bk Sr"ls 1 S/'6d'7s: -0.0165 
91 er st•"?sl st•o6d'7sl -0.0253 
99& st•7s1 5£n6d'7sl -0.0340 

•Esnma&ed vahaa. R.d'. 24. 

The reliability or the present relativistic correction is 
shown by Table V which lists the relativistic enerc con· 
tributions to the IU, np, and In -I )d el.ec:tron removal en· 
crpes, U're11QRl, in the QR·LSD.QX-SIC theory and 
compares these with the A£,.. obtained by the (lJ + 1 l 
weiahted Dirac·Fock <DF> results, U'm(Df}, and the 
A.Em from the relativistic penurbed HF theory, 
A.E,.,Ipcnl, for the alkaline mctaJs1'·16 and the elements 
iD Jt'OUp IIIB. 7 Table V shows that the QR·LSD-GX· 
SIC theory sliptly overestimates the relativistic contri· 

- butioo to the 1U el.ec:troo removal cuersies. except for Fr 
(6p'7s 1) and sliptly underestimated the relativistic con· 

-iribution to the 11p and C11 -1 )d electroos ucept Se 
f.., 24p 1 ). The aarcement betweeD the relativistic contri· 

-butions in QR·LSD-GX-SIC and OF ia comparable with 
that in the HF theory includina J.SC and the OF theory. 

- 'l'be relativistic contribution to the removal CDetl)' for 
-At 7s orbital of Fr, 0.0357 Ry, ia overestimated in this 

~ ;:--~ 

0.0596 0.0110 0.0212 -0.022 
0.0564 0.0195 0.0171 -0.022 
0.0316 0.0094 0.01'-4 -0.022 
0.0303 0.0011 0.0140 -0.022 
0.0217 0.0061 0.0101 -0.012 

theory, compared to the Dirac-Fock value of 0.0110 Ry. 
To check whether this contributioo came ltrictJy from 
the quasirelativistic efect, the Fr calculationa [i.e., Fr 
16p.,s 1> and Fr+ 16p6)} were repeated without any VWN 
correlation cnerc functional; the 7s removal cneqy iD 
that cue wu 0.0358 R.y. Thus tbe deviatioo of the re.mo­
val eneray for the 7J. orbital in the QR.·LSD.QX.SIC ud 
Dirac-Fock theories is DOt caused by the correlation aer· 
I'J functiooal. 'l'be ovcrcstimatioa may be caused by the 
waderlyiol 4/ orbital, which stronaJy d'ecu the 7s re.mo­
val eneqy in the QR.-LSD.QX.SIC theory for Fr; study 
of the iDtetactioa bctweea tbe I ud s orbitals ia needed. 

ID contrast with Fr. the electron dla.ity of b. Cor 
which the nqatiYe ioa ia of the II.IDe electrota 
codpratioD, ia probably overestimated by the QR.· 
LSD-OX-SIC theoey, but ill value should be biger than 
0.0085 R.y because of the positive coatdbutioa or relativ­
istic el'ect to the removal CDa'IY ot u 1 orbital. 

t --· • 
TABLE V. Compuiloa of the QR·LSD.oX.SIC relaOYil&ic 1D1tJJ coatnlludoas 10 till u, _,, ud 

,,. -1 w e~ectroe mDOYIJ •$ with the DF uc1 pettw'badon calculatioll ia ono. rzdb:re}· 
ElaDeau AE.., tQR)' U.., CDP) 6.., (pert)' 

111 elec:lroa 
JC o,•..., • > 0.0013 0.001~ O.COtl• 
R.b (y'sr'> O.OOS3 o.oo40 0.0041 
ea c5p'6r'> 0.0107 O.ooM 0.00'71 
Fr (6p'7s1) Q.03S7 0.011 

,., clec:troD 
Se ,...,a.., 1) -0.0011 -0.0010' -0.0010' -0.0012 
y f1r*5p•) -0.0030 -0.0034 -0.0034 -Q.OQJ2 
La (6sl6pl} -o.oo,. -O.OOSI -0.009 -O.oo54 
AI: f1s21p1) -0.0121 -0.0151 -O.OUl -O.Oll6 

"' -I )d elec:troD Se (3da...,a) -0.0134 -0.01~ -0.0140 -0.0136 
y (4d'1f2) -O.Gl95 -0.0316 -0.0316 -0.0310 
La (.5d16fZ) -0.()5;J7 -0,0,90 -0.0590 -o,o,n 
k (6d17s2) -0.11" -0.1324 -0.1324 -0.1222 

"This work. 
'R.crercnce 15 • 
'Jtd'erence 26. 
'Jtecerence 7. 
'Rcf'erence 7. 165 



0 

c 

BIUEF lt.EPOitTS 

1De present result& for the rate pses Ud 10me &C:· 

tinides ahow that theu DeJ&tlve ions are still atable., even 
wben the relativistic: cornction to the electroll removal 
caergy is overestimated for tbe rare Jue5 ud uncleres· 
tunated for tbe ac:tinicles as in the QR.-LSD.VX-SJC 
theory, except for tbe nqative tons of Bk, Cf, ud ~ 
Mtb electron CODiprations S/N7s 2• Further investiJ•· 
tion of the stability for the DCJ&tive ions of the rare rues 
ud actinides is needed experimentally and using perhaps 
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11. PCILO: Perturbative Configuration Interaction over Localized Or­

bitals 

11.1.1 Introduction 

The Perturbative Configuration Interaction over Localized Orbitals (PCILO) 

method calculates a zeroth·order approximation to the electronic ground state by 

solving Hall-Roothaan equations for molecular orbitals strictly localized to a bond. 

The "bond" in this instance corresponds to the traditional chemical representation 

of bonds and electron lone pairs. Delocalization and correlation energy are added 

to this description through terms in the perturbation expansion. 

The original form of PCILO (Diner et al., 1969a, 1969b; Jordan et al., 1969; Malrieu 

et al., 1969) used Epstein-Nesbet partitioning of the Hamiltonian, and solved the 

Hall-Roothaan equations with the semiempirical CNDO /2 Hamiltonian (Pople and 

Beveridge, 1970), and was limited at first to 2nd order in the perturbation. It was 

later extensively modified by Cullen and Zerner (1982). This version of PCILO, 

and its results, has been the subject of several reviews (Leroy and Peeters, 1975; 

Malrieu, 1977; Pulmann, 1977). 

For this work, the more recent implementation of Boca and Pelikan was used (Boca 

et al., 1975; Boca and Pelikan, 1978, 1980; Boca, 1980). This version of the theory 

uses the Moller-Plesset Hamiltonian partitioning, where the zeroth order Hamilto­

nian is the Hartree-Fock Hamiltonian (Szabo and Ostlund, 1989). Boca and Pelikan 

added the INDO Hamiltonian (Pople and Beveridge, 1970), and extended the per­

turbation series to 3rd order. 

Recognized by both groups as a potential influence but left unresolved was the 

influence on the choice of hybridization in the atomic orbitals used to construct 

the localized molecular orbitals. In the following paper, the issue of hybridization 
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ABSTRACT 

The localized orbitals from CND0/2 and CNDO/BW calculations were used to gen· 
erate hybridized atomic orbitals (HAO) for PCILO. The final third·order predicted bond 
lengths in PCILO showed poorer agreement with experiment than did the initial zero 
order calculation. No correlation was found between the quality of the HAO and the 
equilibrium-geometry predictions of PCILO. There is, therefore, doubt as to the validity 
of structures predicted by PCILO up to third order. 

INTRODt:CTION 

The PCILO method [1-8] for calculating molecular total energies is used 
by organic and biochemists to decide among possible conformations of a 
molecule. The method is computationally economic, and gives better results 
than either force field or extended Hiickel calculations [9]. 

PCILO uses a basis of molecular orbitals li>, localized to a bond: 

lz> = bi~o~IJ.L> + bwtv> 

li*> = biviJ.L>- bi$£1v> 

where li*> is the antibonding localized molecular orbital (LMO), J.l. and v 
are hybridized atomic orbitals (HAO), 

from the atomic basis Xa on atom A. The hybridization coefficients aA 
have to be dete~ned before starting the calculation; they are input to tli~ 
PCILO program. 

The zero- and higher-order energies, at least to 3rd-order, depend on the 
choice of the coefficients a~.a [10]. For the version of the PCILO program 
used here [11], the aA have been obtained previously by the EMOA [12] 
(extended maximumS'·~verlap approximation) procedure, and from sp 
hybridization. However, PCILO calculations done with these hybrids have 
given bond-length predictions further from experimental values than do the 

0166·1280/86/$03.50 () 1986 Elsevier Science Publishers B. V. 
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starting Oth-order approximations [ i]. To investigate the effect on this 
behavior of the choice of hybridization. another approach was taken to 
generate the coefficients. 

In this work, the aA were obtained from localized semi-empirical CNDO 
iJ.;}. 

SCF calculations. The CN'DOiBW [ 13] theory gives good predictions of 
experimental bond lengths. and its molecular orbitals have a well-established 
localizability [14. 15). CND0/2 calculations were also used, for comparison. 
If these coefficients improved the PCILO results for small molecules, they 
could be transferred to larger systems [ 16]. 

METHOD 

A series of small organic molecules were calculated by the CNDO/BW 
(with ZH = 1.0 or 1.2) and CND0/2 methods. with geometries fixed at the 
experimental equilibrium values .. The compounds were ethane, ethyl 
chloride, methylamine, methanol, hydrazine, formaldehyde and carbon 
monoxide. The wavefunctions were localized by the Ruedenberg method 
[17], which maximizes the sum, D, of orbital self-repulsion energies: 

D = L (<t>~i~t>~) 
n 

Gopinathan and Narasimhan's [18] program \Vas used and iterated until the 
difference in D between successive calculations was less than 10-4 eV. The 
localized wavefunctions were truncated to remove the small remaining 
delocalization, and orthonormalized with a Lowdin procedure [19]. Ethane 
wavefunctions are given in Table 1 to illustrate the procedure. 

TABLE 1 

Hybridization coefficients of C-H and c-c bonds in ethane: (a) localized CNDO/BW1.2 
wavefunctions; (b) the same wavefunctions after truncation and orthogonalization 

Atom C-H c-c 
I Px Py P;: • p" Py Pt. 

(&) c 0.388834 -o.276i36 0.4771)88 -o.212569 0.399436 0.000000 0.000000 0.581817 
c 0.018689 0.020941) -o.036282 -o.Ol2665 0.399436 0.000000 0.000000 -o.581817 
H 0.008580 0.025426 
H 0.008580 0.025426 
H 0.038621 0.025426 
H 0. 7021)71 0.025426 
H 0.031568 0.025426 
H 0.031568 0.025426 

(b) c 0.492538 -o.408249 0. 707107 -o.301229 0.521746 0.000000 0.000000 0.853101 
c 0.000000 0.000000 0.000000 0.000000 0.521745 0.000000 0.000000 -o.81S3101 
H 0.000000 0.000000 
H 0.000000 0.000000 
H 1.000000 0.000000 
H 0.000000 0.000000 
H 0.000000 0.000000 
H 0.000000 0.000000 
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RESULTS 

The resulting coefficients from each method lC~DO/BW 1.0, 1.2 and 
CNTI0/2). and for comparison the EMOA and sp hybridizations. are given 
in Table 2 for methylamine. These coefficients were used in PCILO. and 
the bond lengths were varied to give an energy minimum. Hydrogen atoms 
were fi.\.ed at their experimental bond distances and angle~. The bond 
lengths for both Eo and 3rd-order corrected (Eo ~ £ 2 + E3 ) energy minima 
are shown in Table 3. The total energies for each scheme at zero and third 
order, along with the C~D0/2 SCF total energies, are shown in Table 4. 

DISCUSSION 

Comparing the bond lengths in Table 3 to the experimental values shows 
the 3rd-order result to be worse than Oth-order in almost every case ( 34 of 
35; the exception, sp hybridization for N2H<~, moves only 0.005 A toward 
experiment), in keeping with previously reported results [7]. For the purely 
sigma-bonded molecules, 3rd-order results always give bonds shorter than 
Oth-order, which was close to experiment. For the two compounds with pi 
bonds, where the Oth-order bond lengtb is larger than the experimental one, 
the 3rd-order makes the bond length larger. 

The CND0/2 approximations were used in the PCILO Hamiltonian, 
therefore it is possible that the perturbation results will converge toward the 
C~T00/2 SCF results. Table 3 includes the SCF equilibrium bond lengths. 
The five sigma-bonded molecules do indeed move toward the SCF value, 
regardless of HAO choice, but CH20 and CO move away. Other workers 
have used the CNDO/BW Hamiltonian in PCILO, and report results that 
sometimes move toward, and sometimes away from the SCF result [23]. 

The three different sets of aA a generated from localized CNDO wave­
functions thus all yield the samt!'behaviour of PCILO: .the 3rd-order predic­
tions are further from experimental values than the Oth-order. This suggests 
that this behaviour is independent of the choice of hybridization. However. 
small differences in the HAO (the similarities between the different coef­
ficients in Table 2 for methylamine is typical of all cases) do lead to dif· 
ferent bond lengths in a variable way. For example, Fig. la shows the mini­
mum energies, E, and the corresponding bond lengths, r. for each order of 
perturbation and each set of HAO for ethane. The zero-order energies and 
distances are very similar, and by third order have become nearly identical; 
this molecule is insensitive to HAO choice. By contrast, hydrazine is quite 
sensitive; Fig. lb shows considerable variation in the zero-order N-N dis­
tance, and these variations, though reduced, are not eliminated by third 
order. 

Inspection of Fig. 1 shows that the second-order mono-electronic term, 
the delocalization energy, dominates the equilibrium bond length predictions, 
and that third-order terms have almost no influence. This was found to be 
true in all seven molecules, regardless of the sensitivity to HAO. 
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TABLE 2 

0 Hybridization coefficients for carbon and nitrogen· in methylamine for five different . 

schemes 

Method s P.~ Py Pz 

Carbon 
CNDO/BW 1.2 0.438897 -0.011468 0.020305 0.898235 

0.524172 0.815379 0.001975 -0.245757 
0.507589 -0.409181 0.708815 -o.269267 
0.524372 -0.409385 -o.705099 -0.245507 

CNDO/BW 1.0 0.42-1531 0.000775 0.019386 0.905206 
0.523821 0.815414 0.001411 -o.246394 
0.514629 -o.409233 0.708561 -0.256179 
0.529662 -D.409425 -o.705382 -o.232949 

CND0/2 0.486453 -o.007396 0.013098 0.873578 
0.507182 0.816616 -0.000214 -o.275508 
0.498791 -0.408050 0.706791 -0.291804 
0.507285 -D.408140 -o.707301 -o.275333 

EMOA 0.426945 0.007909 -o.013989 0.904135 
0.519816 0.816081 0.000735 -D.252592 
0.526663 -D.408586 0.707704 -o.234174 
0.519744 -o.408665 -0.706370 -o.252785 

sp 0.500000 0.000000 0.000000 0.866025 

0 
0.500000 0.816497 0.000000 -o.288675 
0.500000 -D.408248 0.707107 -0.288675 
0.500000 -D.408248 -0.707107 -D.288675 

Nitrogen 
CNDO/BW 1.2 0.465239 -o.051383 0.090897 -o.879005 

0.424871 0.374768 0.773916 0.282998 
0.424895 -o.856330 0.077928 0.283004 
0.650002 0.351580 -o.621867 0.259174 

CNDO/BW 1.0 0.457939 0.005110 0.085489 0.884852 
0.435703 0.383695 0.756609 0.300805 
0.465511 -o.848648 0.065934 0.242386 
0.619480 0.364075 -o.644893 0.260398 

CND0/2 0.509966 -o.025409 0.044950 -o.858644 
0.457462 0.394641 0.738762 0.298692 
0.457467 -o.836466 0.042792 0.298692 
0.566910 0.379390 -o.671103 0.290340 

EMOA 0.521984 0.065052 -o.ll5077 -o.842650 
0.572281 0.480318 0.587219 0.311389 
0.572281 -o.750807 -().108720 0.311388 
0.269299 0.448722 -o.79379o 0.309864 

sp 0.500000 0.000000 0.000000 -o.866025 
0.500000 0.408248 0.707107 0.288675 
0.500000 -o.816497 0.000000 0.288675 

~ 0.500000 0.408248 -o.707107 0.288675 

'-" 
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TABLE 3 

Equilibrium bond distances in A for Oth-ordcr (r 0 ) and 3rd-ordcr (r)) PCILO calculations with various IIAO. Hydrogen atoms are rixed 
at experimental positions 

Molecule Expt.• CND0/2 EMOA 
SCFb 

sp CND0/2 CNOO/DWl.O CNDOIRWI.2 

"• r, ro r, r., r, ro r, ro r, 

CH,-CH, 1.534 1.468 1.534 1.494 1.539 1.496 1.531 1.494 1.538 1.496 1.532 1.494 
CH1-cHaC1 1.594 1.462 1.530 1.490 1.639 1.494 1.532 1.492 1.537 1.493 1.532 1.492 
CH,-NH, 1.474 1.409 1.453 1.430c 1.459 1.434 1.457 1.433 1.474 1.434 1..170 1.438 
CH,-OH 1.427 1.374 1.393 1.385 1.401 1.392 1.411 1.396 1.422 1.406 1.420 1.400 
NH,-NH, 1.449 1.336 1.359 1.354 1.346 1.349 1.366 1.357 1.389 1.365 1. 38(} 1.364 
H 2C•O 1.208 1.248 1.263 1.268d 1.260 1.274 1.266 1.277 1.273 l.2RO 1.272 1.280 
C=O 1.128 1.191 1.183 1. 216e 1.165 1.195 1.183 1.203 1.193 1.208 

• Ref. 20. bThe SCF results here differ slightly from those of Pople and Beveridge [21), where the hydrogen honcl distanees ancl angh~s 
were optimised. cThe K parameter in the EMOA method for the C-N bond was not included in the PCILO program. The K value 
used. 104.3359. was determined by optimising it to the experimental binding energy or CH)NII, (22 ). dner. 11, test input. ener. 7. 
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TABLE4 

Molecular total energies, in -eV, for both experimental and minimum-energy hond distances, at zero- and third-nrder PCILO ralcula· 
tions for five different IIAO. The SCF result.& are included for comparison 

--~-· 

Molecule CND0/2 EMOA sp CND0/2 CNOO/BW 1.0 CNDO/BW 1.2 
SCF ·----

E. E, E. E, Eo E, E. E) 1':: u E 
' --

CH,-cH, Exp. 611.841 610.170 513.037 610.343 613.091 510.398 513.111 510.363 513.102 510.396 513.107 
Min. 512.039 510.170 513.112 510.344 513.158 510.398 513.183 5) 0.364 513.170 5) 0.396 513.182 

CH,-cH 1Cl Exp. 930.625 923.822 928.064 925.403 928.772 925.930 928.949 925.903 929.002 925.984 929.034 
Min. 931.370 924.004 928.535 925.564 929.207 926.117 929.403 926.060 929.442 92fi.173 929.491 

CH,-NH1 Exp. 614.064 611.640 614.582• 612.779 616.236 612.866 615.300 612.589 615.205 612.6H 615.774 
...... Min. 614.273 611.665 614.689 612.798 615.329 612.884 616.394 612.589 615.271 612.fi23 615.2RO 
-.J 

""" CH,OH Exp. 776.918 773.375 776.623 775.683 777.900 775.894 778.034 775.7Hl 777.983 775.799 778.005 
Min. 777.095 773.451 776.733 776.733 777.981 776.912 778.096 775.763 ns.ozn 775.802 778.052 

NH1-NH 2 Exp. 715.216 713.751 716.196 713.293 716.053 713.743 7 J 6.192 713.113 715.956 713.2()2 716.009 
Min. 716.038 714.328 716.782 714.101 716.714 714.249 716.746 713.366 716.405 71 :J.5M~ 716.473 

H,C•O Exp. 730.127 726.215 730.379 728.504 731.476 728.519 731.490 728.395 731.445 728.<112 731.447 
Min. 730.306 726.540 730.799 728.865 731.960 728.942 732.012 728.928 732.019 72H.n:w 7:42.017 

e-o Exp. 681.396 678.426 • 679.667 682.797 681.364 673.586 681.150 683.522 
Min. 681.964 • •b 677.768 683.417 681.884 684.392 681.827 684.405 

•see footnote (c) of Table 3. bThe E. eneray reported here Is the electronic energy given in rer. 7, less the calculated core repulsion 
energy. There la no defined way to ebooae K parameters for multiple honds, and no K values for CO have been reported. 
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Fig. 1. The total energy, -E (in eV), versus the bond distance, r (in A), for various orders 
of PCILO total energies. (a) CH,-cH,; (b) NH:-NH1 • The symbols indicate the energy 
minimum at the given order, i.e., 2m, 2b is the minimum of E0 + Efl +~.where m and 
b indicate mono· and bi-electronie terms; ET is the minimum of E0 + E2 + E,. Five dif­
ferent HAO schemes are represented: (::) EMOA, (o} sp, (<>) CND0/2, ( v) CNDO/BW 1.0 
and ( .,) CNDO/BW 1.2. 

The CND0/2-generated. coefficients gave the lowest zero-order energy for 
six of the seven molecules tested; CNDO/BW (Z8 • 1.2) coefficients gave 
the lowest £ 0 in the other case, CH3CH2Cl. However, these CND0/2 HAO 
were not the best choice in terms of matching either experimental or SCF 
bond lengths; for CH30H, for example, the EMOA third-order bond dis­
tance was closest to SCF, while the CNDO/BW (Z8 • 1.0) third-order was 
closest to experiment. 

To test the quality of the localization in the Ruedenberg scheme, a per­
centage of delocalization, d, is calculated: 

d = (1- f IP~LMO dr) X 100 

where 1/i TLM 0 is the truncated localized molecular orbital before normaliza­
tion or Lowdin orthogonalization. In the present CNDO method [24] 

d = < 1 - r c~ > x 1 oo 
i 1TLMO 

The values of d for the CND0/2, BWl.O and BW1.2 orbitals are given in 
Table 5. 

There is no correlation between the size of d and the bond length 
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TABLE 5 

Percent delocalization, d, and bond distances for nonorthogonal coefficients 

Molecule Expt. CND0/2 CNDO/BWl.O CNDO/BW1.2 
(A) 

d rJ d d 
~ 

ro ro rJ ro r~ 

CH,-·-GH 3 1.534 3.18 1.53-i 1.454 2.70 1.524 1.549 3.53 1.524 1.534 
CH,-cH:Cl 1.594 3.ii 1.534 1.430 3.75 1.524 1.744 4.86 1.514 1.694 
CH,-NH-. 1.474 2.92 1.402 1.419 2.51 1.464 1.549 3.43 1.459 1.499 
CH,-OH 1.427 2.54 1.367 1.3ii 2.58 1.417 1.432 3.56 1.412 1.407 
NH2-NH: 1.449 2.92 1.359 1.329 3.48 1.379 1.479 5.27 1.369 1.459 
H2C=O 1.208 1.74 1.263 1.258 2.89 1.253 1.198 3.55 1.268 1.228 

predictions in Table 3. In some cases, an intermediate or a higher value of d 
corresponds to a better prediction; in others each hybridization converges 
to the same value. 

The literature suggests using nonorthogonal wavefunctions to improve 
localized molecular orbital theory results [25-28]. These wavefunctions 
are not appropriate to perturbation theory, because the number of 2nd·, 
3rd- and higher-order terms proliferates. However, if the 1/1 TLMO are nor· 
malized, they are very dose to orthogonal; they overlap more than 99% 
with the orthogonalized orbitals {<l/lnonorthll/lortb>). Consequently, inserting 
them into PCILO should lead to only small errors. The bond length predic· 
tions for these nonorthogonalized coefficients are included in Table 5. As 
with the orthogonalized coefficients, there is no pattern of better agreement 
with experiment. 

CONCLUSION 

In the discussion, the quality of results were judged by their relation to 
experimental values. This may seem inappropriate, given that the PCILO 
was constrained to a CND0/2 Hamiltonian. However, the aim of this study 
was twofold: to test whether a set of HAO coefficients derived from 
experimental geometries could move the PCILO results closer to experi· 
mental values, and to test the stability of PCILO calculations with regard to 
different HAO input. For the former, experimental values are clearly per­
tinent. For the stability investigation, they serve as reference points. 

Though the differences in bond lengths between the various HAO are 
small, they can lead to significant cumulative effects in large structures (e.g., 
antibiotics [29] ); the final conformation will, therefore, depend on which 
HAO are chosen. 

Unfortunately, there is no unique way to choose among the HAO, neither 
the quality of the wavefunction defmed by the lowest E0 in PCILO, nor 
the measure of the localization of the starting SCF wavefunction, can 
reliably predict the equilibrium-geometry behavior at third-order. This 
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sensitivity to hybridization is reported to diminish once 4th-order is included 
[ 10, 30], but the bond lengths will still diverge farther from experiment 
than the Oth-order calculation, consequently there is no guarantee that the 
final predicted structure will correlate with the experimental structure 
desired. 
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Suggestions for Future Research 

1. MS-LDA 

Organize and implement a Green's function method to remove the need for muffin­

tin potentials. As long as the muffin-tin potentials remain, the MS-LDA method 

has severely limited utility. 

Recalculate the 2,1,3-benzoxadiazole[Cr(CO)sh compound and its experimentally 

known analogues {replace Cr with W, and replace 0 on the ring with Sand Se) with 

a more suitable method, e.g LCAO-LDA with gradients, to determine equilibrium 

geometries. Determine why Cr-to-ring bonding is more stable through the N than 

through Se, but W is more stable coordinated through Se. Can stacked chains 

of these these compounds be constructed, e.g. (2,1,3-benzoxadiazole[Cr(C0)4]) ? 
. n 

What is the effect on the HOMO-LUMO gap as substituents are changed on either 

the ring or the metal? 

2. LCAO-LDA 

An orbital-dependent exchange may be an important way to improve the local den­

sity approximation. Test this across a wider range of compounds and basis sets. 

Implement the functional self-consistently, and test the effect on one-electron ener­

gies. Investigate a variety of schemes to deal with the non-orthogonal wavefunctions: 

average the Hamiltonian over all states, or over each irreducible representation if 

there is point group symmetry; use symmetric (LOw din) orthogonalization on the 

eigenvectors before constructing density matrix. Test the dispersion of results be­

tween fully-localized and fully-delocalized bases: how wide for SIC alone, and is it 

narrowed when the GX is included? Does the newer version of GX, the "G-LSD", 

give improved molecular results? What are the relative merits of orbital versus 
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gradient corrections in the LDA? Can comparison of prbital Hamiltonians to the 

exact, Hartree-Fock exchange shed any light on how to systematically improve the 

LDA? 

3. PCILO 

Replace the semi-empirical CNDO and INDO Hamiltonians; the 2x2 Rootha.a.n 

equations on each bond can be solved with a Ha.rtree Fock or Local Density method, 

making irrelevant the hybridization issue studied in this thesis. Investigate the ef­

fect of a rigorous zeroth-order Hamiltonian on the Cl perturbation series, especially 

if some correlation is built into the ground state through a. Local Density Approx­

imation. Implement energy gradients for geometry optimization; PCILO has the 

potential, then, to be the fastest quantum chemistry computational method. Mod­

ify the method to exploit massively parallel computers; the local, bond-oriented 

approach of this theory makes it especially suitable to parallel architectures. By 

mapping one bond to each processor node, such a program could do quantum chem­

ical geometry predictions of molecules with a few thousand atoms. 
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Statement of Contributions to Original Knowledge 
l 1 

I. Demity Functional Theory 

1.1 Introduction and Background 

The demonstration, by using the Hartree-Fock form of the exchange energy density, 

of a classical approximation present in the GX local density functional. 

1.3 Molecular Calulations: the Multiple.Scattering Method 

The first application of the MS-LDA method, and the first calculation of nuclear 

quadrupole coupling constants, for heterocycles with nitrogen and one other het­

eroatom from the series 0, S, Se. The systematic comparison, in !.3.3 and 1.3.5, of 

the Xa and VWN exchange-correlation functionals, and of the partial wave basis 

set size. 

1.3.3 The demonstration that differential relaxation in the Slater transition state 

can profoundly alter the calculated ionization potentials; a common approximation 

used in LDA methods is therefore not always valid. The demonstration, through 

density-difference plots, of the effect the VWN correlation functional on charge 

distribution. 

!.3.5 The relationship between terminal heteroatom electronegativities and molec­

ular electronic structure, as shown in orbital populations, ionization potentials, 

dipole moments, and quadrupole coupling constants. The calculation of first ex­

cited states by ae and transition state methods. The proposed peak assignments 

for the photoelectron spectrum of the Se compound in this series. 

1.3.6 The implementation and testing of a "converged fragment" method in attempt 

to improve SCF convergence in a difficult system. The use of the adiabatic conver­

gence technique to calculate the Slater transition state ionization potentials. The 
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description of orbital interactions between the hetero.cyle and the Cr( CO )s frag­

ments, and the analysis, using density-of-states, of interaction between the Cr and 

the empty ring 71" system. The demonstration, through molecular orbital diagrams, 

that the heterocycle adopts a benzenoid structure in this complex. 

1.4 Molecular Calculations: the LCAO Method 

1.4.3 The testing, with H20 computations, of the difference between predicted ge­

ometries using the VWN correlation functional as a post-SCF correction term, and 

including it in the calculation self-consistently. The implementation of the GX 

orbital-density dependent local density functional into a LCAO molecular program 

as a post-SCF correction term, and the investigation of its effect, with and without 

correlation, on the predicted geometry and force constant of water. 

1.5 Appendiz: the Adiabatic Convergence Technique 

1.5.2 The technique of SCF convergence to a system in a difficult charge state by 

starting from the same system in a more-easily-converged state, and changing the 

charge slowly from one to the other, converging at each stage. In the co-authored 

paper, the technique was used to converge several negative ions succesfully for the 

first time. (The remainder of the original work in this paper was done by the 

principle author, Dr. Yufei Guo) 

II. PCILO: Perturbative Configuration Interaction over Localized Orbital_, 

II.1.3 The systematic investigation of the effect of atomic orbital hybridization on 

the predicted bond length of PCILO up to 3rd order in the perturbation. Two 

existing hybrid schemes were compared to two new ones (hybridization coefficients 

produced from localized, truncated, symmetrically- orthogonalized CNDO /2 and 

CNDO /BW molecular wavefunctions ); the hybrid choice proved important. 
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