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Short Title

A l\IATHEMATICAL MODEL OF HIGH-SPEED WHEEL MOBILITY ON SOIL
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Abstract

Motivated by the problem of aircraft and space-shlltt.1t' I:ulllin!!: on an nn<!,'rlyin!!:

unpaved soi! surface in an emergency. a time-dcpendl'nt. nmt.h'·lllat.ieal fOl"lnnlat.ion

of high-speed whcel mobility on soi! is dC\'clopcd and solwd Ily a "ontrol-\'ollllnl'

based finite element method. The whcel-soil cont.act. forces arc determine<! soldy on

the basis of the physics of the problem. Thus, none of the nSllal assllmpt.ions or

simplifications regarding the distribution of intcrfaciainorlllai :md/or sh..ar st.r..",'es,

albeit in the context of quasi-static whee! lllo1>ility, is made. Thl' IOl"llllllat.ion allows

for the incorporation of arbitrary soil constitutive eqnations. hencc st.rain-rate dfect.s.

Soil and wheel inertia are fully accounted for. Consideration is givcn 1.0 the po",'i1>lc

existence of a stick-slip phenomenon along the wheel-soil interface.

An object-oriented dynamic wheel-soil interaction C++ compnter prograrn IS

developed and validated. Predictions of soil drag and associated whecl sinkagc dllring

simulated aircraft landings are presented. The use of object-oriented programrning

allows for an easily re-usable and extendable code. Thlls the code devcloped hercin can

readily be specialized or generalized to solve other practical soil-strllct.llrc interaction

problems.

11
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Résumé

l\'!otivé par la problématique d'atterrissage de la navette spatiale ou des avions sur

des snl'faces non pavées en cas d'urgence, l'auteur présente nn modèle mathématique

ponr l'historique de la mobilité des roues sur sol à haute vitesse basé sur la méthode des

élément.s finis il basé de volume de contrôle. Les forces de contact entre la roue ct le sol

sont déterminées exclusivement en fonction des concepts physiques du problème. Ainsi,

aucune supposition n'est necessaire quant à la distribution des contraintes normales

ou de cisaillement, inhérente aux modèles quasi-statiques de mobilité des roues. La

formulation permet l'incorporation de relations constitutives générales des sols, et de

cette manière, des effets de vitesse de déformation. Les proprietés d'inertie du sol et

de la roue sont aussi prises en compte de même que l'existence possible du phénomène

de décollage à travers l'interface sol-roue.

Un logiciel orienté objet en langage C++ sur l'interaction dynamique sol-roue a

été développé et validé. Des prédictions sur la force de résistance horizontale du sol

ct sur l'affaissement de la roue pendant la simulation d'atterrissage sont presentées.

L'utilisation de la programmation orientée objet permet la création de code à réutili

sation ct extension relativement simple. Donc, le code dé\'eloppé ici peut être rapi-

• dement spécialisé ou généralisé po:ur l'étude des problèmes pratiques d'interaction sol

structure.

III



•
Acknowledgements

1 am dceply grateful to all those who, in one way or the othe." contribut.ed to the

successful completion of this thesis.

Professor RaY!!lCnd N. Yong, William Scott Professor of Ci"il Enginel'ring and

Applied l\'lechanics and Director of the Geotechnical Research Center at i\lcGil1 Uni·

versity, directed my graduate studies and supervised the thesis. His penctrating qnes·

tions, particularly during the early stages of the investigation, were very il1umi!lating

and truly invaluable. His encouragement, support and understanding are also mosL

appreciated.

Research graut for quasi-static wheel mobiliLy tests providild by the Dcfencc

Research Establishment Suffield, through contract arrangement with the Geotechnical

Research Center, is gratefully acknowledged. ,

Many thanks to Marcia King who proof-read the thesis and made rnany useful

comments and suggestions.

Finally, 1 thank my family for their constant support, moral and otherlvise.

il'



•

•

Table of Contents

Short Title
Abstract ..
Résnmé ..
Ackllowledgements
List of Figures.
List of Tables .
List of Symbols

1 Introduction
1.1 General .
1.2 Statement of the Problem
1.3 Literature Review . . . . .

1.3.1 Experimentation .
1.3.2 Empirical Mode1s .
1.3.3 Mathematical Mode1s .

1.-1 Proposed Mathematical Model .
1.5 Organization of Thesis . . . . .

References

2 Governing Equations
2.1 Soil Subsystem .

2.1.1 Momentum Conservation.
2.1.2 Mass Conservation . . .
2.1.3 Constitutive Equations ..

2.2 Whecl Subsystem . . . . . . ...
2.2.1 lVlomentum Conservation .
2.2.2 Mass Conservation . . .
??3 C . . E ._._. onstltutlve quatlOns ..

2.3 Boundary Conditions . . . . ...
2.3.1 Inter-Control-Volume Boundary
"3? Tr .. B d_.._ ansmlttmg oun ary.
2.3.3 Free-Surface.....
2.3.-1 Wheel-Soil Interface ..

References

v

l

ii
III

iv
\'iii

x
xi

1
1
2
3
3
3
4
5
ï

8

10
10
10
15
19
28
28
33
34 .
34
34
35
41
41

49



• 3 Discretization of Governing Equations
3.1 Control-\ 'olullll' Finitl' Ekllh'n! :'l"t h. ,,\
3.2 Domain Discretization .

3.2.1 Finitc Elements and Control Y"lunh'S .
3.3 Intcrpolation Fllnctions .
3..1 Numbcring Schcmc

3..1.1 Global.
3..1.2 Local..

3.5 Sign cOll\'cntion
3.6 Soil Subsystem

3.6.1 Momentum Conservation.
3.6.2 Time Intcgration . . . .
3.6.3 Mass Conservation . . . .
3.6..1 Constituitive Equations .
3.6.5 Strain-Displacemcnt Equations: Contour lntl'gral :'kl.h..d .
3.6.6 Hour-Glass Control . . . .

3.ï Wheel Subsystem .
3.7.1 Momentum Conservation.
3. ï.2 Time Integration . . ..
3.ï.3 Mass Conservation ...
3.ï.4 Constitutive Equations.

3.8 Boundary Conditions . . . . . .
3.8.1 Inter-Control-Volume Boundary
3.8.2 Transmitting Boundary .
3.8.3 Free-Surface.....
3.8.4 Wheel-Soil Interface ..

References

4 Dynamic Grid Generation
4.1 Introduction ...
4.2 Regular Domain. . . . .
4.3 Complex Domain . . . .

4.3.1 Grid-Generation Equations.
4.3.2 Boundary Conditions . . . .
4.3.3 Finite-Difference Discretization
4.3.4 Solution by Dynamic Rela.xation Method

References

5 Object-Oriented Program Development
5.1 Introduction......
5.2 Fundarnental Concepts

5.2.1 Encapsulation.

vi

58
GD
G2
G2
GG
7:!
-.)
1-

i5

"81
81
8l
8l
82
82
82
83
88
88

96

98
08
00

lOS
lOS
10ï
108
1I2

124

126
126
120
129



•

•

",.2.2 1"r;'·IIr1s .
0.2.:3 1III1<·rit.aH('(~ .

:;.2.·1 Virtll,Li FUlietiolis
0.2.5 PolyulOrphislll ..
:;.2.G Op('mtor O""rloadin}!;
.J.2. ï COlistrnct.ors and Destructors

:;.:l Progmlll D('\,e!0plllent .. . . . . . .
5.3.1 Ilitroduction .
5.3.2 Dyn;uuic l'vlemory Allocation.
5.3.3 Class Structure for Whccl-Soil Interaction

References

G Results
G.l lntrodnction .
G.2 Dyn,unic Grid Generat.ion

G.2.1 IIIc1ined Snrface ..
G.2.2 Sinusoidal Snrface .
G.2.3 CirculaI' Domain .
G.2'" TriangulaI' Domain
G.2.5 Discnssion.....

G.3 Simnlation of Aircraft Landing .
G.3.1 Problelll Parameters
G.3.2 Solution .

References

7 Conclusion
i.1 SUlllmary and Conclusion .
i.2 Rccommcndations for Furthcr Studics .
i.3 Cont.ribntions .

vii

130
132
135
13i
138
138
1.).0
1.).0
Hl
1.).6

150

151
151
1-·)::l_

1-?::l_

154
154
154
15i
158
158
159

196

197
19ï
199
200



•

2.1
2.2
2.3
2.4
2.5
2.6
?-_.1

2.8
2.9

3.1

3.2

3.3
3.4
3.5
3.6
3.7
3.8

4.1
4.2
4.3

6.1
6.2
6.3
6.4
6.5
6.6
6.7
6.8
6.9
6.10
6.11

List of Figures

Brcakdown of body into sub-hodi,'s (matl'riall"llill'oi \'OhIUh'S)
Timc-dcpcndcnt material voluml' and bouudinf\ surra\"\' ....
Thrcc-clemcnt visco-clastic modd l'or soil . . . . . . . . . . . .
Strain rate effect on stress-strain behavior or visco-dasl k luod..t
Forccs acting on whce1: dynamic equilibrium ..
Soil thrust, rolling rcsistance and draw-bar pull
Viscous modcl of transmitting boun<\:ll'Y ....
Normal and tangentialunit vcctors at wh,'e1-snil iutl'rraCl' .
Schematic of stick-slip phcnolllenou . . . . . . . . . . . . .

Discretization of computational domaiu iUlo: (a) tliau)',ulal' liuit.· "1,"
ments; (b) polygonal control volumes . . . . . . . . . . . . . . . . . . .
Discretization of computational domain iutu: (a) 'luadl'ilatl'I'al liuit.l·
e1ements; (b) polygonal control \'Ulu1l1es .
Global numbering scheme for nodes and cout.rol vohuu"s .
Global numbering scheme for quadrilateral finite clemeut.s
Local numbering scheme for nodes of quadrilat.eral e\em"ut.
Locallabelling scheme for controi-volulllc/finitc-elemeut. int.erseet.iou
Direction of positive stresses and coordinat.es. . . . . . . .
Hour-glass modes for constant-strain quadrilat.eral e1<ml"ut.

Packing function variation with intensity factor .
Rectangular-mesh generation with inteusit.y factor: (a) 0; (b) .2; (c) .4 .
Boundary conditions for x and y. . . . . . . . . . . . . . . . . . . .

Inclined surface domain with packing of grid tines rWar t.he s1II'face .
Inclined surface domain with packing of grid lines ue"r t.he s1ll'fa"" .
Sinusoidal surface domain with packing of grid tines ue"r t.h.; s1Irfac.; .
Sinusoidal surface domain with packing of grid lincs ne"r t.lu: surfar;,; .
Circular domain with no packing of grid lincs
Triangular domain with no packing of grid linr;s
Wheel approaching landing; init.ial soil grid .
Soil drag vs time: soil A
Soil drag vs time: soil B . . . . . .
Soil drag vs time: soil C . . . . . .
Polynomial-fitted soil drag vs time

viii

I~

1:\
~I

~;j

:\0
:\~

·111
·1:3
·1·1

S·l

103
10-l

111

15:~

153
IS5
155
156
156
164
165
166
167
168



•

•

G.I:! \\"11"1'1 ,illka~,' "S lill'" .
G.l:\ TralI'laliollal vl'locity of \\'1:<'1'1 vs 1ill'"
G.l,1 Trallslatiollal dislallœ of "'lied "s lime
G.I;j Rolaliollal \'l'locily of ",hed "s lime, ,
G.1 G \Vh..d -soil cOlllact Iloeles vs 1ime: soil .-\
G.17 \VI",d·soil contact lIodes "S lime: soil B
G.18 Wh..d-soil contact nodes vs time: soil C
G.I!! \Vhed-soil contact angle "s time: soil .-\ .
G.20 Whecl-soil contact angle vs time: soil B .
G.21 \Vhecl-soil contact angle "s time: soil C .
G.22 \Vhecl-soil contact force at lime 0.020 sec: soil .-\
G.23 Whecl-soil contact force at time 0.020 sec: soil B .
G.24 Whecl-soil contact force al. time 0.020 sec: sail C
G.25 Grid deformatioll al. time 0.020 sec: sail .-\
G.2G Grid defol'llml.ioll al. time 0.020 sec: soil B . . . .
G.27 Grid deformation at time 0.020 sec: soil C . . . .
G.28 Contonr map of "elocity of sail .-\ al. time 0.020 sec.
G.29 Contour map of "clocity of soil B at lime 0.020 sec.
6.30 Contonr map of velocity of soil C at time 0.020 sec.
6.31 3D plot of horizontal velocity of soil .-\ at time 0.020 sec.
6.32 3D plot of horizontal velocity of soit B at time 0.020 sec.
6.33 3D plot of horizontal "elocity of soil C al. time 0.020 sec.
6.34 3D plot of vertical ve\ocity of soil .-\ at time 0.020 sec..
6.35 3D plot of vertical velocity of soil B at lime 0.020 sec..
6.36 3D plot of vertical velocity of soil C at time 0.020 sec..
6.3i Elfect of wheel radius on soil drag: soil .-\ .
6.38 Elfect of whee\ radius on sinkage: soil A .

IG!!
170
1il
1-·),-
li3
1i ..
li5
li6
Iii
li8
li9
180
181
182
183
184
185
186
187
188
189
1(}0
191
192
193
19..
195



•
List of Tables

5.1 Object Oriented Program Design: \\lIPl'!·Soil Inlt'l':wtion

6.1 Elfect of tolerance le\"cl on COll\"er~l'nce rat.e
6.2 Sail Parameters . . . . . . . . . . . . . . . .

x

1·17

158
lGll



•

Latin

1/.

tI./'. fI!I

" " • fl,

.4.

c

Cu

l'fI

C.•

D

DB?

DOS

D.O.T

E

El, Ez

• f

l

List of Symbols

Acceleration \'Cctor

Components of ü in ;1: and y directions

l'ionnal and tangential components of ii

Area

Damping coefficient

Adhesion

Dilatational \Vaye yelocity

Shear \Vave yelocity

Soil drag

Dra\\'-bar pull

Direction of slip

Direction of traycl

Young's modulus

Young's moduli of viscoelastic model

Packing function in i direction

Force yector

xi



• Jr, Jy

Jn. Jt

9

§

9" gy

G

H

H(t)

ï

l

J

J

e

m

fi

n:t7 n y

p

Pz, Pu

P., Pt

P

Pr , Py

COmpOlll'lltS of l in .l' :\lld il ,lin'l'tillns

Normal and tangentiall'ompolll'nts of l

Packing fnnction in j direction

Gra\'itational accderation \'ector

Components of § in .r and il din'l'tions

Shear modulus

Soil thrust

Hea\'iside unit function

Unit \'Cctor in ;r direction

Moment of inertia

Unit \'ector in y direction

Jacobian

Length

Mass

Unit normal vector

Components of fi in x and y directions

Force vector along wheel-soil interface

Components of p in x and y directions

Normal and tangential components of p

Force vector on wheel a:de

Corr':~onents of P in x and y directions

xii



• ,. Radius of wltee!

I! Rolling rcsistancc

s slip

5 Scalc fact.or

5 Surfacc

r Unit. t.angcnt.ial vcctor

fJo. t.!J Compollcllts of Fin x and y dircctions

Timc

T Rc1a:l:ation time of viscoc1atic material

T Torque

li. Displacelllcnt vector

Ur. U y Components of ü in x and y directions

ij Velocity vector

'Ur, V y Components of V in x and y directions

V"' 'Ut Normal and tangential components of V

t'.• Slip velocity

F Volume

x Position vector

x Position vector

X.y Cartcsian coordinatcs

• X.Y Cartcsian coordinatcs (initial)

xiii



•
Greek

,13

(

7)1

9

9

,\

1/

p

Angular accclcration

Ncwmark timc-intcgration paramctcr

Ncwmark timc-intcgration paramctcr

Strain tcnsor

Componcnts of ê

Unia:'i:ial strain

Direction of slip paramcter

viscosity of viscoclastic model

Small change opcrator

Angle; Circumferential coordinatc

Rotation

Lamé elastic constant

Frictional coefficient

Poisson's ratio

3.1415926536 ...

Mass density

Stress vector

Components of ü in x and y.directions

Normal and tangential components of ü

xiv



•
(1

T

w

Calligraphie

:F

M

Mathematieal

Strf'SS tensor

Components of (1'

Uninxial stress

Timc

Stress rela..,ation function

Angular vciocity

Arbitrary function

Conformai module

•

,

1 1

1 1

E

00

Time derivative; for example, ù. = du/dt

Dot product

Derivative \Vith respect to its argument

.Absolute value

i Determinant

Subset

Infinity

Equivalent

x\"



•
Others

cs

cv

e

cs.C

cV.C

Control surface

Control volume

Finite clement

Control-surface linite-clcment intcl",,'etion

Control-volume linitc-clemcnt inl.<'rs,'ction

xvi



•
Chapter 1

Introduction

1.1 General

This thcsis has bccn motÏ\'atcd by the problem of aircraft and space-shuttle land

ing on an underlying unpaved'dcformable soil surface in an emergency. Aircrafts have

traditionally bcen designed to operate on paved concrete or asphalt runways. Thus,

the capability of an aircraft to successfully land on, or take-off from, an unpaved soil

surface cannot be taken for granted,

In on-soil landing, the aircraft tires would, at touch-down and during the subse

quent ground-roll, penetrate the soil surface and consequently be subjected to a drag

force which may greatly exceed that which would be encountered on a paved surface,

To insure the structurai integrity of the aircraft, and thus avert the potentially huge

cconomic and human cost of a crash, the landing-gear system must be designed t()

withstand the increased soit drag on the tires.

The primary consideration with regard to aircraft take-off from an unpaved soil

• surface is the capability of the aircraft power-plant to provide the thrust necessary to

overcome the soil drag on the tires and achieve the take-off velocity, subject tù such

1
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Thl' accuratl' prl',lictiou ,)f th,' soil drag is. without ,10ubt. a Ul'l'l'Ssary aud fuu

damental rcquirl'ment for the analysis and/or ,ksign of an aircrafl for 01H'rational

capability (Ianding, t,,-'ding or take-off) l'rom an unpawd soil t"tTain. lt. is not,'worthy

that, in C(lntrast with the low-speed long-distance steady-state driwn wh""1 mobility

characteristic of \'ehicle operation on sail terrains [1, 2, 3], aircraft ground operation is

essentially one of high-speed short-distance transient frec-rolling whet'! mobility.

Application of a predictive capablilty of high-spl'ed whet'! mobility on soil is not

limited ta t~e problem of emergency aircraft or space:shuttle landing. Ot.her applim

tians include forward-area milita.tJ· operations viS-À-vis t.roop and supply mO\'cment,

distribution of emergency relief aid to rcmote rcgions and prevention of "ircmft. graund

ing at war time due ta the bombing and cratering of the paved l'tmways.

1.2 Statement of the Problem

This thesis seeks ta develop a mathematical mode! for predicting the sail drag and

associated wheel sinkage during transient high-speed whee! mobility ou a sail terrain for

application ta the problem of aircraft landing and take-off from lInpaved soil surfaces.

Transient analysis of on-soil whee! mobility is a highly complex, COllpied moving

boundary problem. As the wheel advances, contact is established, maintained and

eventually broken with various material points (i.e. infinitesimal part.icles)·r.':ct.h-:soil

surface. The high speed typically encountered in aircraft ground operations makcs the

wheel and soil inertia as weil as the soil strain-rate important considerations.
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1.3 Literature Review

1.3.1 Experimentation

3

•

[n \0G·l, 130eing Company condueted a series of aircraft taxiing (i.e. uniform

speed) operations on the soil terrain al. Harper Lake, Califomia. The steady-state soil

drag and rut depth were measured al. various wheel speeds in the high-speed range

typically encountered in aircraft landing and take-olf operations. The experimental

data [4] indicates a rather complicated variation ofsoil drag and rut depth with aircraft

spe<..,,1. Further experimental studies under more controllable conditions in a soil bin

faeilit.y were commissioned by the National Aeronautics and Space Administration

(NASA) and the United States Air Force (USAF) in 196ï. The results [5, 6] confirmed

t.he test data trend obtained in the Boeing Company studies.

1.3.2 Empirical Models

Richmond ct al. [4J and Crenshaw [6] developed empirical models based on the

concept of dimensionlcss mobililty numbers for predicting soil drag and rut depth in

tenus of tire speed. Kraft [ï] presented linear least-square best-fit equations 1.0 available

experimental data on soil drag vs rut depth and rut depth vs tire load in the so-called

, rcgion 2 \'elocity range' where the drag ratio (soil drag/tire load) and rut depth are

rclativcly constant with speed. Pope [8, 9] proposed a model based on rate-controlled

plate-bearing tests. Results were, however, presented only for a narrow range of tire

spL'Cds.
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1.3.3 Mathematical Models

1

•

"lathematical mod"ls of high-sp""d wh""l mobilit~· on a soil surfan' ar,' f,'w. III

fact, many of the so-called mathematil'almod,'\s an' ,'ss,'nlially 'cnrn'-lits' of ,'xl",ri

mental data (e.g. Kraft [7], Crensha\\' [G]) or an' ba.'<'d on th,' plat.l'-p,'n,'tration analogy

(e.g. Pope[S, 9], Grahn [li]).

HO\'land [12] proposed a mathematicalmod"l 1.0 d,'t"l"I11illl' tlll' l'ontribntion of soil

inertia 1.0 the soil drag. Il. is based on the conl'l'pt of a soil w,'dp;" b"inp; "ontinllollsl,'

formed and accelerated in front of the whecl. O"gan and Tnlin [1:3] and Kar"liatlt

and Sobierajski [14] attempted 1.0 soh'e the dyn:uuic ,,<[nations of motion of a rip;id

plastic soil, subject 1.0 prcscribed whecl boundar:r conditions, nsing the nwthlll\ lIf

characteristics. The formulation of Oagan and Tnlin [13] only partially incorporatl's 1.\",

soil inertia while that of Karafiath and Sobierajski [14] rans into nnmeril'al dillklllt.i,·s

al. high tire speeds.

The Lockheed-Georgia Co. devcloped a tirc-soil model based on the c1mmderiy.:L

tion of the soil as a three-element viscoelastic solid (Crenshaw [10]). Corrcdiv" l."l"I11S

were, however, needed 1.0 match the qualitative beh:Lvior of the !)redict.ions wit.h t.h:Lt.

of the test data. In a fairly recent study, condllcted for the United St.:Ltcs Air Fore" by

Northrop Corporation, Pi, Yamane and Smith [IG] had 1.0 modify the Lockhced-Gcorgi:L

model in order 1.0 achieve compatibility between the tire and the soil. Incidentally, they

found the modified model 1.0 be rather sensitive 1.0 the inpnt pammetcrs and <:ons"

quently deemed il. inadequate. The need for a more advanced and l'l'Hable mode! was

highlightcd. Subsequcntly, Pi [15) presentcd a modcl, bascd on the qllasi-steady motion
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/lIt t"fJ,i1wt jUil

,,1' a 1il" l"lliul', al "ouslaul SI"'I'I1 oU a lill('ar viscoelaslic lay('r (soil J. llsiug a kemel

fllueliou rornlllialiou. lu lhis approaeh, the eoutaet pressme is expressed in terms of

t 1... nonna! and tanl',('ntia! k('me1 functions, defilled as the normal soil surface defor

lIIalions ,!ll<', r('sp('et.i\·e1y, 1.0 a unit-eont'Cntrated normal and tangentialload moving

al "(J"sllml sJl('('d. Then, through 'lU iteration process, the soil surface deformations

l'lllllpatible with the given tire load and speed arc determined. This mode! appears

10 1", the most. analyt.ieally adwulced of exist.ing models. Its major drawbacks arc t.he

f"llowi nI',:

1. whecl is constraine<l t.o travel al. constant speed.

2. convective soil inertia tenns are ignored.

3. arbitrary soil const.itutive models cannot be incorporated.

1.4 Proposed Mathematical Model

A comprehensive analyt.ical transient model of dynamic wheel-soil interaction is

proposed. Formulation is in terms of the underlying physical principles and laws as em

bodied in t.he equat.ions of mass and momentum conservation. (Isothermal conditions

are assumed wherenpon t.he energy conservation equation is identically satisfied.)

Soi! and wheel inertia arc included in full. The formulation allows for the incor

poration of arbitral1' soil constitutive models. Thus, soil strain-rate effects are readily

accommodated. Consideration is also given 1.0 the possible existence of the stick-slip

phenomenon along the whee!-soi! interface.
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The whecl-soil interface foret's an' ohrailll'd s')\"ly ou th,' hasis "f th,' l'h~'si,'s "f 1Ill'

problem. In other worels, ua assumptious re~ar,\iu!!, th,' ,listrihuti,'u of th,' iutt'rfaeial

shear and/or normal stress,'s are made. This is parrieularly si!!,uilil'aut iu li!!,hl of Ih,'

o\"Crwhelming proportion of researchers who, alb"ir iu th,' e'''tt ,'XI of '1l1a:-i·:-t at il' wh""1

mobility, presently rely on these simplifieel assumplions 10 ohtaiu a solllli'lIl.

The numerica! solution of the gO\"Cl'lling equatious is hy a eoulrol-\'olllmt··hast·,1

finite clement method (CVFEM). This methoel, whieh has rl'l"'iwd rhe m"sT al'l'lical iou

in the areas of computational flniel mechanics and heat Traus!'er, eujoys a ullml"'r of

ad\"antages o\"er the com'entional finite clement nwthoel 'Incl, in gen,·ral. yieltls mon'

accurate results.

An object-oriented programming (OOP) of the control-\"olllme-h:t.~t'Il linit.e cl

ement method is also proposed. The object-oriented approach is \":t.~t.ly supl'rior to

con"entiona! structured programming methods. It reslllts, for eX:L1uple. in the easy

re-use and extendability of functional code. Thus arbit.rar)' soil-sTrllcl.ure interact.ion

problems l'an readily be accommodated within the fr:unework of an ubject.-orient.ee!

code. "

The proposed model is restricted, without 10ss of generality, t.o a rigid wheel or

highly inflated treadless tire. This restriction has been imposed nminly t.o faeilit.ate

the formulation, Implementation and testing of the proposee! model witholtt incuring

the complexities and uncertainties of any particular tire model [li, l8J. Sail drag and

rut depth increase as tire pressure increases. Thus, a rigid whce1 would yield an upper

bound solution, hence a conservative prediction. It is intercsting to 11<)te, hfJwever,
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low-pn'SSlln'lirt' OB <L paved surface [19].

1.5 Organization of Thesis

This thesis is org"nizcd into s,,,'cn (i) chaptèrs as follo\\'s:

1 introduces the problem and rc\'iews pcrtincllt literaturc,

2 formu!ates the go\'erning cquations and boundary conditions.

3 discret.izes t.he gO\'erning equations and boundary conditions using a control·\"olume·

based finite clement mcthod.

4 discrctizcs the computational domain using body-fittcd grid gcncration techniques

within the framcwork of the dynamic relaxation method.

5 proposes an object-orientcd programming (OOP) of the \\'heel-soil interaction and

griJ·gcncratiou cquations.

6 presents results of numcrical computations.

7 summarizes and concludes, makes recommendations for further studies and ~tates

the contributions of the thesis.
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Chapter 2

Governing Equations

The momentum and m'ISS conser\<ttion laws. const.it.nt.ive "'lnatiuns and hunn<\al')'

conditions in dynan1Îc whecl-soil interaction arc presented.

2.1 Soi! Subsystem

2.1.1 Momentum Conservation

Consider a deforming body B occupying volume V( t) and bonnded by surface

Set), al. time t. Typically, the body is subject 1.0 the following forces:

1) gravitational force

r pgd'{
JV(')

2) damping force

- r pcüdVJve,)

3) surface force

r üdS
JS(')

10
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",1",1''' fJ is t.h" 111'1." c!t'llsity. c is t.he damping factor, 9 is the gravitat.ional aeeeleration

,·..dor. I~ is t.h" y.,jocil.y \'Cetol' and à is the stress veetor.

The mOIllPlltllm of the body is given by

r ptidV
JV(O

Il. folIo",s from Ne"'toll 's secoud law that

!!.. r ptidV = r P9dV _ r pciidV + r àdS
dt J\'(t) k(l) JV(t) JS(t)

Il. cau be shawn [4] that

dl 1 d5- p:FdV == p-dV
dt Vtt) Vtt) dt

(2.1)

where:F is an arbitrary scalar or \'ector function. Thus eq. (2.1) Illa)" be written in the

form

r pdIii d\!' = r pgdV _ r pciidV + r (fdS
JI'(t) (t JV(I) JV't) JS(tl

(2.2)

lu ElLlerian-differential formulations (e.g [ï, 12]), the partiele acceleration dii/ dt is often

replaced by the spatial acceleration aii/ ôt. Using the chain rule of partial differentia-

tion, one obtains the following relationship:

• dii aii _ <'7_
-=-+V'vV
dt ôt

(2.3)
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. i -

sub-bodies

l~

Figure 2.1: Breakdown of body into sub-bodies (mat.erial ront.rol \'o!tnn<'s)

where V is t.he di[erential vcctor operator, dei. Thus, t.he nse of ai;/ al. rat.her t.h""

dii/dt essentially ignores the convective inertia terms ii· Vii. The Ltlgmn!l.iun-ink!/1'tl1

formulation, eq. (2.2), incorporates the inertia terms in full.

Let us mentally break down the body B into n smaller, but arbit.rary, sub-bodies

B\, ... , Bi," ., En, as illustrated in Fig. 2.1. These bodies may be concept.nalil'.cd 'L<

moving or matcriai control-volumes. It will be recalled that in c1assical f1uid lllechanics,

one generally deals with spatial control-volumes which arc fixed in space. Let the

material volume and bounding surface, at time 1., of an arbitrary sub-body Hi be

denoted V;(t) and Si(t), rcspeetively, as illustrated in Fig. 2.2. The devc\oprrll:nt Ic"ding

to the momentum conservation equation (2.2) is applicable t.o each of t.he sub-bodies.

Thus,

•
for

{ p dii dV = { pfjdV - { pC1ïdV + ( ariS
lv.c.) dt 2 lv,c'l lV.e'l ls.el l

i =1,2, ... ,n

(2.4)
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Figure 2.2: Time-dependent material volume and bounding surface

n 1L :FdV = :FdV.=1 1.,(.) V(.)

â-ü dü_
:F = Pdt2 ' -pc dt' pg

(.) -)_..)

By virtue of Newton's Third Law-action and reaction are equal but opposite-the

inter-body stress vectors cancel out. Consequently,

t { (fdS = { (fdS
.=1 15;(') 15 (,)

(2.6)

•
Equations (2.5) and (2.6) constitute what is known as the conservative property. It is

desirable that the discretized consen'ation equations possess the consen-ative property,

as explained in the next chapter.

In il. two-dimensional formulation in the Cartesian xy plane, an arbitrary vector
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quamity i' lUay be expn'ssed in tll<' l'orlU

where i and Tare the unit "ectors along tll<' .1.' anll il a..'(l'S, 1'<'SI''''li\'l'ly, and

V,r - fi· i

,. - v·jy

1·1

(.) -)_..

(:l.D)

Thus, exprèssillg li and jj in the forlU of eq. (:l.i) and subslituting into e'l. (:lA), llne

obtains

{ /dV:dV= { pg"dV- { pev"r/\-" + { (["r/S
lv'('l t- lv'('l lv'('l 15,(1)

{ pddV~dV= { pgydV- { pevydV+ ( Gyr/S
lV;(tl t- lv,(tl lv,(tl 15,(1)

(:l.lO)

(2.11 )

Equations (2.10) and (2.11) are coupled through the lUass conservation and constitu..

ti"e equations.

Kinematics

The particle displacement ü, ve\ocity ii and acceleration li are rd'lted kinem'lti-

cally, as follows:

_ dü
v=-

dt

_ dii
a=-

dt

(2.12)

(2.13)
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TI", initi"l conditiuns for sO!\'ing eqs. (2.13) and (2.12) for i' and 17. in tenllS of li, arc

provi,It'd in the fOrIn:

i'(0) = Va

17(0) =170

TllP "ece!eration ,7 is determillcd from thc lllomclltulll COllSCl"\1ttioll cquation.

2.1.2 Mass Conservation

Thc mass of body B is givCll by

r pdF
lv(n

By thc law of conservation of mass

dl- pdF=O
dt V(/l

(2.14)

(2.15 )

(2.16)

(2.1 ï)

Reynolds' Transport Theorem [4, 3J states that for an arbitrary scalar or vcctor function

F.

•
dl 1 <IF -- FdV= (-+FV·V)dV
dt V(l) V(/l dt

(2.18)
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Thus. substituting p for F in eq. (~.IS). th,' l1la.~s ,"1I1s"r\"atillll "qnatÎ"1l (:!.17) llla~' 1,,·

expressed in the form

r «(dIP + p .ç . i') tiF = 0
11'(t) t

(2.19)

Clearly, the preceeding analysis is applicable to cadi of t.he bll,li,'s ]]\. ]]~..... ]]".

Thus,

j dp -(- + p'il·i')dF = 0
lat) dt

for

i = 1,2, ... , n

Equations (2.19) and (2.20) are identically satisfied by

dp -
-+p'il·ii=O
dt

It can be shown (e.g. [4, 3]) that

- 1 dJ
'il, v=-

J dt

where J is the Jacobian. Substituting eq. (2.22) into eq. (2.21), one obtnins

d(pJ) = 0
dt

(~.20)

(2.21)

(2.22)

(2.23)
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E'Illat.ioll (2.23) is a L"!Jran!Jùm-di[ferenti"! forIll of the mass eons('lyatioll "'lllation.

llltl")!,ratill)!, "'1. (2.23), one obtaillS

pJ = constant (2.24)

wher" J is the J"cobùm of the current coordinates .1:, y with respect to the initial

('oordillates X, Y. In symbolic notation,

It l'an be shown [1il that

Thus

.J
a(x, y)

= a(X, Y)

ax ax

a(x, y) ax ay

a(X,Y) -
ay ay
ax ay

a(x, y) a(x, Y)
a(x, Y) a(x,y) =1

(2.25)

(2.26)

(2.2i)

1 a(X,Y)
(2.28)

.J - a(x, y)

ax ax
ax ay

- (2.29)
ay ay

• ax ay
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Sllbstitllting

x = .1" - II r

)' = y-Uy

into eq. (2.29). we obtain

aUr aUr
1-- ay1 ax

J -
auy au

1 - ---..!- ax ay

= (1 _aur) (1 _aUY) _ aUr ail"
ax. ay ay ch:

If the initial displacement gradients are zero. that is.

aUr(0) = au" (0) = aUr (0) = au" (0) =0ax ay ay ax

l~

\~ .:Ill)

(~.31 )

(') 'l'»)_o' _

(2.33)

(2.34)

"

then J(O) = 1 and the 'constant' in eq. (2.24) eqllals the initial density plO) aud

plO)
p=

J

Substituting eq. (2.33) into eq. (2.35), one obtains

(0) [ (
aUr au" aUrau" au. au,,)}p=p 1- -+-+-- ---ax ey ey ex", ax ey

(2.35)

(2.36)
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If 1111' eiispi;II"'lIl1'lIl. 14raeii(,lIts ar(' small sneh that their prodncts are lIegligible compared

fo lIuity, 'l.S iu 'small sl.raill' th('ory, thell

Du,
€z:x =--Dx

_ _ Duy
eyy - ay

(2.3ï)

(2.38)

(2.39)

•

III t.he sigll eonvcntion used, strains arc positive in extension and negative in compres-

SIOI1.

2.1.3 Constitutive Equations

Momentnm and 111:lSS consel'\'ation equations are not suflicient 1.0 unique!y de-

t.ermine t.he response of a material 1.0 a given forcing function. This is evident from

physical as weil as mathematical considerations. The fact that different materials do

not have the same mechanical response 1.0 an identical forcing function dearly pro-

\'ides a physical basis for an additional equation. Mathematically, the conservation

eqnations are under-determined - there are more unknowns than equations. The ad-

ditional mathematical and physical requirements for a unique solution are met by the

constitutive, i.e. stress-strain, equation of the material.
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Soil is a non-linear watl'rial with l'ompkx st1"<'ss·slraill ehara.·ll'rislil's, ~Ltth

l'matical analyses of dynamics l'robll'ms arl' fnrthl'r eomp!il"1l1'<! hy th.' ratl'-.'tr.,.'h

often exhibited by soils. Thl're arc two gelll'rai view-poitlts 011 th., illl'orporal iOll l1f t I\l'

constitutive behavior of soils into a theoretical allalysis (Whitmall [Ir,]),

One \'iew-point calls for the dew'lopllll'ut allllllsl' of a ellmpr\'h,'usi\'l' tllall\l'Illat

ical strcss-strain model to ensure a complete alld acemall' aualysis. Th., eap. eriti.-:d

state, Lade's, nested yicld-surfacc. houllding-smfael' and l'lllhwhrou i<- lUI li 1..1s ([ l~. 1li])

fall into This category. In gcneral. these 'ad\~\lle"d mOLIds al''' llllt att.raetiw ti,r 11l11St

practical w<?rk beeause of their complexity and the l'l'lati""ly lar!!.e lll11ulll'r llf ;upnt

parameters required.

The other view-point is that a simple linearized model which simulal"s th., st1"<"'S

strain features of key importance for the partieular problem at h:uul 1", nS"l!. l'lU'

advantage of This approaeh is the case with which computatiolls cau hl' l'.,rformel!.

Furthermore, with mueh fewer input parameters. the engillccr 'luiddy de""I"I" a l'cd

for their signifieanee and roll'. In elfeet, the engiuccr's jndgem"ut 'l'Ii..kly 1""'olll"S ail

important part of the overall analysis. For these reasolls, the 'simph~ mode!' apl'roaeh

is more common among engineering practitioners. The simple modds oftell ns"d in·

clude the linear viseo-elastie model, linear hysteretie model. bilinear yieldiug rw,d.,l

(Whitman[15] ) and the hyperbolie model [18, 16J.

Kocher and Summers[10] and others have found that viseo-el'Lstic modds ,,,1"

quately deseribe the dynamie strcss-strain behavior of soils. Whilst \'arions forms of

viseo-elastie models are avaiIabIe, we opt for the three-element morlel cOllsisting of:
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Figure 2.:3: Three-element visco-elastic model for soil

1. a spring of modulus El in para.llel with a dashpot of viscosity Til, and

2. a spring of modulus E2 in series with 1.

This mode!. illustrated in Fig 2.3, is known as the standard linear solid and has been

used. in the context of wheel-soil interaction, by many researchers (e.g Pi[i], Oida[9],

Hiroma and Ota[25]). The model is relatively simple, conceptua.lly and implementa-

tionally. Model parameters may be determined using wave propagation theory [11, 10]

or in the manner presented by Oida[9].

The stress-straÏn equation of this model under unia.-..:ia.l, I.e. one-dimensiona.l,

conditions may be written as ([2. 9])

(2.40)
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denotes time dilferentiation.

Techniques for sol\"ing the first-order ordinary ditf,'n'ntial,'quati'l1I ( ::!.-l11) iudnd,'

the Laplace Transform and the integrating factor methods. Ir. is nut,'worthy that the

standard linear solid exhibits a non-Iinearstress-strain beh:wior. Cunsid,'r, for ,'x:unpk

a constant rate of straining, represented by the forcing function

•

ê(t) = il

ê - constant

Substituting eq. (2.41) into cq. (2.40), and re-arranging, one ubtains

An integration factor for eq. (2.42) is

e:<p (J El ~E2 dt) _ exp (El ~E2t)

_ e'IT

where

(::!.·11 )

(2.42)

(2.43)

(2.44)
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;"!u!tiplying cq. (2..12) by ,,'(l", one obtains

Integrnting eq. (2.45) with respect to t yields

where C is the const'Ult of intcgration. Thc initia! condition

0"(0) =0

yiclds

Substitnting cq. (2.48) into eq. (2.46), and re-arranging, one obtains

From eq. (2.41),

ë
t =-t

23

(2..15)

(2..16)

(2.4ï)

(2.48)

(2.49)

(2.50)
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\\"hich, on substituting iuto eq. (2.-19). yic1ds CT in tl'l'ms of ::

We note that

~·l

(~.51 )

1- E1T
'/1

> 0

The slope of the u vs ~ curve is given by

du { ( El') (ô) El }- = E2 1 - -T exp --. +-T
~ 7/1 T~ 1/1

The initial slope, at ô =0, is given by

du
-=E·)
~ -

Note that it is independent of t. We note also that as ê - 00,

(2.52)

(2.53)

(2.54)

(2.55)

A qualitative plot of the stress vs strain vs strain-rate relationship, eq. (2.51), is shown

• in Fig. 2.4. The stress corresponding to a given strain incrcases with the strain rate.
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Figure 2.4: Strain rate effect on stress-strain behavior of visco-elastic model

ln rate-controlled plate-penetrometer tests conducted by Grahn[31, 32], the pressure-

sinkage-velocity curves exhibit a similar trend to the viscoelastic model prediction

(Fig. 2.01). The strain rates 1,2 and 3 indicated in Fig. 2.4 are to be viewed as relative,

rather than absolute, quantities. To derive the constitutive relationship under general

loading functions, we consider the forcing function

if t < 0

otherwise

It is easy to show that

(2.56)

H(t) is the so-called Heaviside unit function and T, defined in eq. (2.44), is the Te-
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laxation time of the material. v( t )--rhe strcss-J'dllxllticllt fUlld ion is II", st l\'SS 1hal

must be applied to produee a stmin which chang"s al.. t = (1 thlln z,'ro III llnity and

remains unity thereafter.

By virtue of Bolt....mann·s Superposition Principlc (e.g [6. 1]). th,' str,·ss !'(I) ,Ill,'

to a given arbitmry strain history e(t) may be exprcssed as

f I lIe(7")
u(t) =I,('(t - 7") -- d7"

-00 di

Ou integrating by parts, eq. (2.5ï) takes the form

where

and e(-00) =O.

T.."(t ) _ E2 -(I-T)/TA -, --e
7)1

(2.58)

(2.59)

The corresponding stress-strain equations uuder plane-stmin conditions arc

E2(1 - //) { //
Uyy(t) - (1 + //)(1 _ 2//) eyy(t) + 1 _ // err(t)



•

where

E"G= 
2(1 + v)

(2.62)

(2.63)

is t.he shcar 1Il0dlllus. Pi[i] t.reatcd E2 , vaud G as thrcc illdcpendcllt paramcters

bccausc of the relativcly low G-value of the soil used. In the derivation of eqs. (2.60)-

(2.62), the timc-dependence of the volumetrie strain is ignored, i.e.. the \'olumetric

strain is assumed 1.0 be purcly elastic ([8, iD. The unloading behavior of the soil may

be 1Il0dclled by using a smaller value of E2•

The strains ô••• Ôyy and ô.y are assumed to be small. in accordance with the

lillearity requirement of the superposition principle. Thus, the infinitesimal strain-

displacclllcnt equations are applicable:

au.
(2.64)~.l:r - ax

• -
auy (2.65)~yy

ôy

• - ~ (élu, + éluy ) (2.66)~.y

2 ôy ax

We note, and emphasize, t1lat the wheel-soil interaction model proposed in this

thcsis is not constrained 1.0 the linear visco-elastic model but admits arbitrary consti-
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tuth"c models.

2.2 Wheel Subsvstem
~

2.2.1 Momentum Conservation

Consider a whccl undcrgoing simultancous translational aud rot:\ tiona! motion

on a soi! surface under the action of the following forcl' syst.em:

1) wheel-soi! contact stress

2) gravitational force

mg

3) a.-de force

4) a.-de torque

T

The linear momemtum of the whecl is

dii
m

dt



The "'1llatioll of lillear 1I101l1elltlllll conser\'ation (:'\ewton's Second Law). go\'t~rning the•
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tl':lllslat.iona!llIol.Îon of t.he wheel, is gi\'en by

dii l -dS - p-m- = U +rng+
dt S(ll

where Set) is the wheel-soil contact surface. In component form,

dv lrn-Y = uydS+rngy+Py
dt S(l)

29

(2.67)

(2.68)

(2.69)

The rotation of the wheel-about an a....ds perpendicular to the :ry plane-is go\'-

erned by the equation of angular ll10mentum consel'\"ation:

[dw
d

=r ( u,dS+T
t ls(t)

(2.70)

where r is the radius of the wheel, [ is the moment of inertia of the wheel about its

3.xis of rotation, w is angular \'elocity of the wheel and U, is the tangential stress:

Ut =(j. f (2.il)

where fis the tangential unit \'ector. The force system acting on the wheel and the dy..

namic equilibrium of the wheel, embodied in eqs. (2.68), (2.69) and (2.70), is illustrated

in Fig. 2.5. A superposed dot indicates time differentiation; for example, ür =dUr/dt.
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Py

p. __.l_\+---. m 9.1Tt) /
/

1

•

contact stresses

Figure 2.5: Forces acting on whecl: dynamic equilihrium

Let the direction of trave~ 0.0.1'. of the wheel be ï. l'hus, a 1/"iviIlY torque. brakillY

torque and free-rolling wheel are characterised by T greater than, less than .~nd equ.~l

to zero, respectively. The integral of /J'r over those points of the whœl-soil interface

where Ur is positive is refered to as the soiI throst H while the integral over those points

where Ur is negative represents the rolling resistance R or soii drag D. that is,

H fs urdS (.) -.»)- _.1 ...
S+(')

,

R=D - fs Ur dS (2.73)
S-(I)

where

• Ur > 0

(2.74)

(2.75)
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• CT, < 0 on 5-(1) (2.76)

CT, = 0 on 51)(t) (") --)_., 1

Th" tlmw-bar 1",11, DBP, is the force acting on the whecl :L,le, in the direction opposite

t.he direction of tmvcl of the whee!. Thus,

DBP = -Pz

tlvz= H - R - 1ll- + mgdt r

(2.ï8)

(2.ï9)

The draw-bar pull is Il measure of the amount of force that can be pulled along by

the whee!. If the wheel is tra\'elling :~t constant speed (vz =0) in the horizontal plane

(g, = 0), eq. (2.ï9) reduces to

DBP=H-R (2.80)

Note that the soil thrust, rolling resistance (soil drag) and draw-bar pull are ail aligned

in the direction of trm'e\ of the wheel, as illustrated in Fig. 2.6. The whee1 slip s is

defined as

rw-v
s = r X 100%

rw
(2.81)

•

Minimization of the wheel slip is crucial in traditionallong-distance off-road mobility .

where energy loss due to wheel slippages can be considerable.
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direction of travel

.'
;'

soü thrust

1

1draw-bar pull

\ . /
~ -o--

roUing resislance • soU drag

soil drag

Figure 2.6: Soil thrust, rolling resistancc and ,h·aw·bal· pull

Kinematics

The linear displacement ü. velocity vand acceleration à of the whcel arc rdatcd

kinematically, as follows:

_ dü
v=-

dt

_ dû
a=-

dt

(2.82)

(2.8:1)

The initial conditions for solving eqs. (2.83) and (2.82) for û and ü, in terms of à. arc

provided in the form:

•
v(O) =00

ü(O) - üo

(2.84)

(2.85)
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Tite ;l(:ed(~ratioll (7 is d(·tprtuiucd froIu the IllOIneutull1 conservation cquation.

Th" rotation (), augnlar vdocity w aud aU&111ar accclcration Q of ! he whccl arc

rdar."d kinelllaticnlly, as fo11ows:

d8
w=-

dt

dw
Ct=-

dt

(2.86)

(2.8ï)

The initi"l conditions for solving cqs. (2.8ï) and (2.86) for ",,' and IJ. in tenus of Ct, are

provid"d in the form:

w(O) - ""0

8(0) - 80

(2.88)

(2.89)

The angular acceleration Ct is determined from the conservation of angular momentum

cqllation.

2.2.2 Mass Conservation

By the law of mass conservation,

dm
0 (2.90)

dt -

m - constant (2.91 )

•
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2.2.3 Constitutive Equations

A rigid whed is considered. Acconlingly, a 7.c'ro ~lrain lc'n~or c'xi~t~, i.c'.

f:u = ~yy = :=.,ry = 0

The state of stress within the wheel is not nee<kd.

2.3 Boundary Conditions

2.3.1 Inter-Control-Volume Boundary

(::!.!)~)

An inter-control-volume bonndary necessarily lies inside the eolllpllt.at.ionai re

gion. Consider two arbitrary adjacent control-\'olnmes BI and B2 , hOllnded br SI and

52, respectively. Their common boundary, or interface, is denoted SI n 52, where n is

the usua! intersection symbol in set theory. At any point p E (SI n 52),

(2.93)

(2.94)

where 0" is the stress tensor (continuous acros.~ inter-control-volume boundaries) and

the subscripts 1 and 2 refer to 51 and 52, respectively. Clearly,

(2.95)
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so lhat

(:2.96)

which is in accorelancc with :"ewton's Thirel Law.

[n a two-,lilll"nsionai analysis, in the xy plane.

1
O'r ) (2.9ï)ii =
O'y

1
n r )ii = (2.98)

n y

["" "" ]q - (2.99)

O'ry O'yy

Thns

(2.100)

(2.101)

•

2.3.2 Transmitting Boundary

The complexity of wheel-soil interaction essentially prccludes the existence of

closed form solutions to practical problems. Consequentl)" one must resort to a nu-

mcrical solution procedure, such as the finite element, finite difference or boundary
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ecution time), the entire infinile domain cannot b,· aua\y/.ell. lt must I.e trllnl'atl'd

around the region of interest-the wheel-to yie!d a finile ù)mpulali"nal l'\'!\i'lI\,

The al'tificial boundary so obtained should be desi!\Ill"l. by IVay ,)1' b"lIlhlary

conditions, to tmnsmit the arrÏ\'ing IVaves, This is because the blllllldary is. in l'\·alily.

an internaI boundary and thus has no Wa\'c-l'cl1ccling capabilily. If IVaws ,\l't' rd\"l'l,'d

back into the computational domain, the mathcmatical mode! would be at odds with

the actual physical problem and erroncous results would be obtaiued uuless the tim,,·

duration of the problem is such that refiected wa\'cs do not gct. 'close' 1.0 the whee!,

It is worth noting that if the system is so heavily damped that WiLves iLrc csscutially

dissipated before arriving at the artificial boundary, then a static·typc an,tlysis "f the

boundary will suffice. For the solution of general whcel·soil interaction problems, a

transmitting (synonyrns: non·refiecting, radiating, silent) artificial boundary is necded,

Consider the one-dimensional problem of wa\'e propagation in an initially undis·

turbed, homogeneous, isotropic, elastic half·spacc generated by the application, on the

surface of the half-space, of an arbitrary time-dependent but spatially uniform forcing

function [13]. Let the half-space be defined by y ~ 0, the surface being y = 0, Dlle to

symmetry, lateral motion is inhibited, i.e., the displaccment, vclocity and .,cceleration

vectors may be expressed as

ü=uj'

v=vj



• fi = aJ

wherc Il, U ane! a arc fllllctiollS of y and t onl)", Le., IL = u(y, t), t' - v(y, t) and

a = a(y, 1). The shcar stress (Jry is identically zero.

The cqllation of motion, Le. conservation of linear momentllm, redllces to

(2.102)

if gravit)" and damping forces arc ignored.

The const.itntive equation is gi\'en by

where

ôu
ê yy ="vy

(2.103)

(2.104)

and t.he Lamé elastic constants .\ and G are, in tenns of Young's modulus E and

Pois:>on 's ratio v, given by

•

G -

.\ -

E
2(1 +v)

Ev
(1 + v)(1 - 2v)

(2.105).

(2.106)
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The l'article velocity l'and accl'kration 11. ,'xpn>ss,'<l in spatiall"llllr<linat<'s, 011'"

du Du Du
1'=-=-+1'-dt Dt Dy

dl' DI' DI'
a=-= -+1'-dt Dt Dy

Solving eqs. (2.10i) and (2.108) for v and Cl, in tcnus of u. on,' ohtains

v = (1- DU)-l DII
Dy Dt

[(1 Du)2 a
2
u ., ( au) au a

2
" (all)2 a2u) (1 Du)-:Ia= -- --+' 1-- ---+ - -- --ay at2 - ay at ayat Dt Du2 Dy

(2,lOi)

(2.IOS)

(2.109)

(2.110)

Using eqs. (2.103), (2.104) and (2.110) in eq. (2.102), the fol1owing nOIl-lincar w:wc

equation is obtained:

[
2 (au) 2) a

2
u _ ( au) 2a

2
u . ( au) Du D

2
'1lCd - - - - 1 - - -- + ~ 1 - - ----at ay2 ay at2 - Dy Dt DyDt

where

2 _ ,\ +2G
Çj-

p

Equation (2.111) admits a solution of the form

u(y,t)=I(t- ~)

(2.111)

(2,112)

(2.113)

as can be verified by direct substitution. Clearly, I(t - Y/Cd) rcprcscnts displac(:rncnt
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space, motion at allY point will be due solely to wa"es tr;t\'elling in +J direction as no

bOllndary-reflected wa"cs, propagating in the - J direction, would be encountered. Il.

is evident, therefore, that if the motion of partic1cs on an artificial boundary satisfy

eq. (2.113), that boundary will be a transmitting one.

On differentiating eq. (2.113) with respect to y and with respect to t, one obtains

au = f'
at

au -f'
ay =-;;;

(2.114)

(2.115)

where f' - af/a(t - Y/Cd)' On eliminating f' from eqs. (2.114) and (2.115), one

obtains

au au
-+Cd- = 0Dt ay (2.116)

Using eqs. (2.103), (2.104) and (2.109) in eq. (2.116), the fol1owing transmitting bound-

ary condition

(2.11i)

is obtained. If fi = j, then the required boundary traction is given by

(2.118)

Ifv « Cd, the one-dimensional form of the viscous boundary proposed by Lysmer



•
Go\"erning Equations III

soü surface
-co _0_----_------------- -.--- -" - +co

computational

domain

,
!

1 "1""1
l-~-' ~ '1

'-------.---- 1 ."-.

transmitting
boundary lli dashpot

Figure 2.7: Viscous model of transmitting bOllndary

and Kuhlemeyer [5] is recovered. (The viscous boundary of Lysmcr and Kllhlcmeyer

is undoubtedly one of the most acclaimed; other non-reflecting bOllndary modds can

be found in [14] and in references therein). The basic idea of a ViSCOllS modcl of a

transmitting boundary is the absorption of the arriving waves by dampcrs, rcprescntcd

by dashpots, as illustrated in Fig. 2.7. By virtueof eq. (2.118), we consider the following

viscous-type transmitting boundary condition for two-dimensional analysis:

•

-pc.v,17,=
(1 - v,fc.)

where Cd is as defined in eq. (2.112) and c. is

G"c2 =_
• P

(2.119)

(2.120)

(2.121 )
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1.',/ and c. arc the dilatational and shear wave vdocities, respectively. in the medium.

If v" « 1.',/ and v, « c.• or if the con"ective vclocity and acccleration tcrms

arc ignored, the bOllndary equations of Lysmer and Kuhlemeyer arc obtained. The

t.ransmitting bOllndary, characterized by eqs. (2.119 and (2.120), will be rcfered to as

il convective lnseolls boundartJ bccausc of the inclusion of thc con"cctive terms.

2.3.3 Free-Surface

Thc non-contact region of the soil and whecl surfaces constitutes a frce surface.

At each point on a frcc-surfacc.

{::H:) (2.122)

•

A non-zero traction duc, for example, to wind stresses may be applicable. If such is

the case, the zero stress vector in eq. (2.122) is simply replaced with the appropriate

value.

2.3.4 Wheel-Soil Interface

The wheel-soil interface is the link between the mobility of the wheel and the

associated sub-soil response. The determination of the stresses at the wheel-soil inteface

is the primary conceru, and most diflicult problem, in analytical wheel-soil interaction

studies. Many reseachers (e.g. Hiroma and Ota [25)) simplify the problem by neglecting

the tangential eomponent of the stress vcetor. Others (e.g. Yong and Foda-t2i)) make
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a priori assumpt.ions about th,' shape of th,' stl'l'SS tiistrilmtiou.

·1:.'

•

Cll'arly, it sl10uld 1", possible to comp1<-t"ly ti,'t,'rmiu,', l'rom th,' pl1ysics ,,1' th,'

problem, the normal and tangcntial collt.act stl'l'SS"S witl10ut :llIY assumptious lIr ""u-

straints on the shape or maguitud,' of th,' stl'l'SS"S. This is 'lIlI' lIbj",·t i\'\' t" tiPI'd,,!,

a purcly :umlytic:ù procedure ta determiue th,' "ontad stl'l'SS"S lin th,' basis ,,1' th,'

under!ying physiclù laws lUld principles.

Consider the dynlUuic contact between the whccl am! an arbitrary soi! surf,u'p

l'article. Let the wheel l'article and sail l'article at the contact point hl' dcnotcd /l'am!

s, rcspectivcly. The following conditions apply:

c -)- 0 (2.123)'U -v '11 -.. .
(ëi.. - ëi.) . ii - 0 (2.12·1)

(ü.. + ü.• ) . ii - 0 (2.12;')

(ü.. + ü.• )· f - 0 (2.12G)

where ii and f are the normal and tangential unit vectors, rcspectively, at the whed-soil

contact point (Fig. 2.8). Equations (2.123) and (2.124) ensure kinematic compatibility:

equality of motion in the normal direction. Equations (2.125) and (2.12G) clIforce

Newton's Third Law.

One more equation, in the tangential f direction, is reqaired. The b;L~is of the

additional equation is the stick-slip status of the contact point. The stick-slip phe-

nomenon was considered in a recent tribology-based quasi-static rnodcl proposed by
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,
-n

Figll1'e 2.8: Normal and tangential unit vectors at whecl-soi! interface

-13

Yong and Foda [2;]. A schematic of the stick-slip phenomenon is shown in Fig. 2.9,

where w and s denote whecl and soil particles, respectively. At a stick-point, the

tangential components of velocity and acceleration are identical:

v.·f - vw·f+rw (2.12;)

(2.128)

If the stick-point equations (2.12;) and (2.128) result in a shear stress in excess of the

shear strength of the interface at the point, slip is decmed to occur. The slip velocity

v. is given by

v. = v.. .f + rw - V• . t (2.129)

•
At a slip-point, the shear stress is given by the shear strength of the interface. The

simplest and most widely used interface model appears to be the basic Mohr-Coulomb
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Figure 2.9: Schernatic of stick-slip phenomenon

Il
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wherc

{1, = Ca + /l{1n

{1, = shcc:u' stress

{1n - normal stress

Ca - adhesion

J.L - friction coefficient

45

(2.130)

Experimental studies aimed at establishing the relationship between the interface

shear strength and slip velocity are, for themost part, contradictory and confusing.

For example, Payne [19] reported that the slip velocity had little or no effect on the

shcar strength; Stafford and Tanner [20] c"'lcluded that eq. (2.130) was valid, even

at high slip velocities, with the friction coefficient increasing logarithmically with slip

\'clocity but the adhesion remaining unchanged. The experimental results of Burchenko
,

et al. [30] suggest that adhesion increases with slip velocity up to 2.2-2.8 rn/s. Yusu

and Dechao [21], using statistical-mechanics-based rate process theory [28], derived the

following relationship between the shear strength and the slip velocity:

{1, =Ca + J.L{1n + A.ln v. (2.131)
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where

l'. = slip wlocity

.4. = material constant

·Il'

Equation (2.131) was validated in the speed range 0.3-1.7 mis, using a high,spl'('ll

direct shear device [29]. Equation (2.131) indicates that the uet adhcsiou (e" + ..\ lUI',)

increases logarithmically with the slip \'elocity while the friction coelficieut. is nnaf·

fected, in direct contradiction of the results of Stafford aud Tanner [20]. i\IcKyes [221

pointed to two drawbacks with eq. (2.131). First, the unit of the coc!ficient of A,

namely, kPa/ln (mis), is awkward. Second, there is the prohlem of the logal'itlullic

term, ln v, becoming negative at low speeds and potentially giving a pl'cdict.ioll of lIeg·

ative friction. In addition to providing very good lits te the experimellt.al data of Yusu

and Dechao [21], the modified equation

(2.132)

proposed by McKyes [22] also resolves the above-mentiened problems. YI1S11 and

Dechao [23], in their response to McKyes' comments, strongly defended the nonlin

earity of their original equation (2.131), noting that the general trend of 11 nonlinear

equation cannot be captured wit.h one linear equation and, furthermore, that t.he mod

ified equation (2.132) has no theoretical basis. To resolve the issues raised with r(:gard

to negative friction at low speeds and the awkward unit of .4, YI1S11 and Dechae [23J



• r"wrote their original e'luation in the forrn

a, = c. + /.lan + Ain (1 + ~:)

where "u is au ,u·bitrary constant.

4ï

(2.133)

Recent studÎ<.'S by Dechao and Yusu [24J revealed that, for a soil-soil interface,

the linen.r Mohr-Coulornb rnodcl, eq. (2.130), is not \-aIid at high slip rates. The)' found

that the rclationship betwel'n a, and an becornes increasingly non-linear as the shear

rate iucreases. Whether or not this finding applies to soil-solid interfaces needs to

be thorougl;ly investigated. Yong and Foda [2ï], in their tribology-based quasi-static

modcl, used a friction coefficient that decreases \Vith slip velocity. Pi [il and Ueno et

iLl. [26] used a rate-independent friction coefficient.

Peudiu5 the resolution of these conflicts and contradictions, we will, following Pi

[il and others, and without loss of generality, implement the Mohr-Coulomb model,

eq. (2.130), whose accurac)', to at least first order, is not in question. With reference

to the soil partiele at an arbitrary wheel-soil contact point. we rewrite eq. (2.130) in

the form

(2.134)

where

(2.135)

• is the direction of slip (DOS) parameter, ensuring that the shear stress aets in a diree-
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tion opposite that of thl' slip wlocity.

As the \l'hee! ad\"Ulcl'S, \'arions points on thl' soil smf,w,' ,'slahlish. lIIainlain and

e"el\t.nally break contact with the whel'1. Cont'\l"t is l'stahlishl'd lll'tw",'n Il,,, \\"h,'<'1 and

an arbitrary soil surface l'article i:-

l,,· -". 1 < ".".'l '·11'_ (~.l:\li)

wherc X.• and Xou arc the position "ceton; of the (inlinitesilllal) soil part.iel,' and 1'''1I1ITUf

the wheel, respectively; ,. is the radins of the whec1. Il. is prL'Snllled t.hat. t.he wh,'d-suil

interface has zero tensile strength. Thus, contact is broken, i.e. separation "'TIIl'S,

wheu eontinued contact. requircs a tensile normal stress:

8•. fi < 0 (2.1:m

•

In general, the stick and slip modes co-exist along the whee!-soil interface. A

detailed analysis of the coupIed stick-slip equations is prcsented in chapter 3.



•
References

[JI MASE, G. E. ThcoT"lJ and Problcms of Continuum Mechanics. ?\lcGraw-Hill, New
York, 19iO.

i21 CnUNG, T . .J. Continuum Mcchanics. Prentice-Hall, Englewood Cliffs, New .Jer
sey, 1988.

[3J MALVERN, L. E. Introduction to the Mechanics of a Continuous Medium.
Prentice-Hall, Englewood Cliffs, New .Jersey, 1969.

HI SERRIN, J. !vht.hematical Principles of Classical Fluid Mechanics. In Flügge, S.
(editor) Encycfupedia of Physics, Volume VIII/1: Fluid Dynamics 1. Springer
Verlag, Berlin, 1959.

[5] LYSMER, J. AND KUHLEMEYER, R. L. Finite Dynamic Model for Infinite Media.
J. Eng. Mech. Div. ASCE, 95:859-8ii, 1969.

[6] TSCHOEGL. N. W. The phenomenological TheoT"lJ of Linear Viscoc/astic Behavior.
Springer-Verlag, Berlin, 1989.

[il PI, W. S. Dynamic Tire/Soil CoIltac! Surface Interaction Model for Aircraft
Ground Operations. J. Aircraft,~~:1038-1044, 1988.

[8] GALIN, L. A. AND SHMATKOVA, A. A. Motion ofa rigid Stamp on the Boundary
of a Viscoelastic Half-Plane. PMM (J. App/. Math. Mech.), 32:445-453, 1968.

[9] OIDA, A. Analysis of Rheological Deformation of Soil by Means of Finite Element
Method. J. Terramechanics, 21:237-251, 1984.

[10] KOCHER, M. F. AND SUMMERS, J. D. Waye Propagation Theory for Evaluating
Dynamic Soil Stress-Strain Models. Trans. ASAE, 31(3):683-691, 1988.

[11] SHIBUSAWA, S. AND OIDA, A. Dependency of Observation Parameters on Soil
Dynamic Parameters in Unconfined Impact Compression Tests. J. Terramechan
ics, 29(3):289-306, 1992.

[12] ABOUDI, J. The Dynamic Indentation of an Elastic Half-Space by a Rigid Punch.
Int. J. Solids Structures, 13:995-1005, 1977.. .

[13] ACHENBACH, J. D. Wave Propagation in Elastic Solids. North-Holland, Amster
dam, 19i3.

49



•
Gon~rning Equations

[1-1] COHEN. ~...1. AND .J ENNINGS. P. C. Sikn! 13"llIl<lary :- kt hods f'lI" Transi..nt .\ nal
ysis. In BELYTSCHKO. T. AND HUGHES. T ..1. R. COlll]!lltatiollal .\1"'h"d.< for
Transient Analysis. Elsevier Science Pllblishl'rs. Amsterdam. Th,' ;\.·t I,,·rlands.
1983. pp 301-360.

[15] WHITMAN, R. V. Sail Dynamies. Lecture :\ot,'s. "la..~s:\l"hllssetts InstÎtlllt' of
Technology, Cambridge. Mass. 1981.

[16] DESAI, C. S. AND SIRIWARDANE, H. J. Constitutive L<I1vs for En!liTlcC7~Tl!l M'lte
riak. with Emphasis on Geologie 1\IIateriaL~. Prentice-Hall, Ellg\e,,"olld Clitfs. Ne,,"
Jersey, 198-1.

[1 i] HILDERBRAND, F. B. Advanced CalcullLS for .4.1l1JlicatioTl'<. Prentice-Ihll. Englc
wood Clins, New Jersey, 19i6.

[18] YONG, R. N. AND KO, H-Y. Limit Equilibrium. Pla.<ticity tlTl'1 GC1I'""Ii..:t:t1
Stress-Strain in Geotechnical Engineering. Proceedings of a Workshop hcld at
McGill University, Montreal, May 28-30, 1980. ASCE. New Yurk. 1981.

[19] PAYNE, P. C. J. A Field Method for i\Ieasllrillg Soil i\lct.al Frictiun. .J. Soil
Science, i:235-241, 1956.

[20] STAFFORD, J. V. AND TANNER, D. W. Elfect of Rate on Soil Shear Streng\h and
Soil Metal-Friction-II. Soil Metal-Friction. Sail Tillage Res.. 3:321-330. 1983.

[21] Yusu, Y. AND DECHAO, Z. Investigation of the Relationship Between SoiHliletal
Friction and Sliding Speed. J. Terramechanics, 2i(4):283-290, 1990.

[22] MCKYES, E. Discussion: Investigation of the Relationship Between Soil-Metal
Friction and Sliding Speed, Yao Yusu and Zeng Dechao, J. Terrarnec/umies,
2i(4):283-290, 1990. J. Termmechanics, 29(2):281-282, 1992.

[23] Yusu, Y. AND DECHAO, Z. Author's Reply: Investigation of the Relat.ionship
Between Soil-Metal Friction and Siiding Speed. J. Terramechanics, 29(2):283-28.5,
1992.

[24] DECHAO, Z. AND Yusu, Y. Investigation on the Relationship Between Soil Shear
Strength and the Shear Rate. J. Terramechanics, 28:1-10, 1991.

[25] HIROMA, T. AND OTA, Y. Analys:s of Normal Stress Distribution Under a Wheel
Using a Viscoelastic Model of Soils. Proc. 10th Int. Conf. ISTVS, Kobe, ..Japan,
1990.

[26] UENO, M., HASHIGUCHI, K., NOHSE, Y., KOYAMA, F., UCHIYAMA K. AND
IZUMI, H. Analysis of Soil-Wheel Interaction by Elastoplastic Finite Element
Method. Proe. 10th Int. Conf. ISTVS, Kobe, .Tapan, 1990.



•

•

51

[2ï] YONG. R. N. AND FODA. M. A. Tribology ~loclel for Determination of Shear
St.ress Dist.rillllt.ion along t.he Tyrc-Soil Interface. J. TC1TlLTncC!wIâcs. 2ï:93-114.
1000.

[28] MITCHELL, .1. K. Funthmcntals of Soil Behavior, pp 291-305. \Viley, New York.
10ï6.

[20] YAO, Y. S., ZENG, D.C. et al. Developing a High-Speed Direct Shear Deviee.
J. Beijing Agrie. Eng. University, 8:31-35, 1988 (in Chinese).

[30] BURCHENKO, P. N., FUMAROV, R. T. AND KASCHAEV, B. A. Determination
of Frictional Coefficient of l\-Iaterial in Contact \Vith SoiL Mcehanization and Elec·
trification of Socialistie Agrie., 12:49-50, 19ï1 (in Russian). English Translation
from Russian by U.S Dept. of Commerce, NTIS, PB-210, 366-T.

[31] GRAHN, M. The Influence of Penetration Veloeityon the Pressure Sinkage Rela
tionship. Pme. 4th European Conf. ISTVS, Wageningen. Netherlands, Vol I:3ï-44,
1989.

[32] GRAHN, M. Prediction of Sinkage and Rolling Resistance for Off-the-Road Ve
hides Considering Penetration Veloeity. J. Terramcehanics, 28:339-34ï, 1991.



•
Chapter 3

Discretization of Governing Equations

3.1 Control-Volume Finite Element Method

Thc basis of the control-volumc-based finitc clement. met.hod (CVFE1-.I) is the

strict enforcement of the conservation laws at. thc discrete le\"el by t.he direct dis-

cretization of the integral form of the governing conscrvation equations. The discretized

equations so obtained possess a direct physical intcrpretation. Consequently, bound-

ary conditions can be introduced with relative easc. Other advantages of the CVFEM,

over conventional finite element methods, include reduced computational times and in-

creased accuracy. The CVFEM may be conceptualizcd as a hybrid of the finite element

method (FEM) [3,4,5) and finite volume method (FVM) [li].

The CVFEM has been advantageously uscd for thc solution of a variety of fluid

flow, heat transfer and convection-diffusion problcms [l, 16, 2J. In this dmpter, the

CVFEM is applied 1.0 the solution of the dynamic whecl-soil interaction cquations.
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3.2.1 Finite Elements and Control Volumes

Thc first stcp in a control-volume finitc-clcmcnt analysis is the discretization of

thc computational domain into finitc elcments and control volumes. As in a com'cn

tional finitc clcment mcthod, considcrable fiexibility exists h the sclection of element

shapc, sizc and distribution. Control volumcs may he constructed around the grid

llodes in an L'SScntial1y arbitrary manncr pro\'ided ccrtain kcy conditions arc mct: (1)

thcy do not ovcrlap; (2) thcy completely fil1 the domain, i.e. there are no gaps, and (3)

control-volume boundaries do not lie along inter-element houndal"Ïes.

A control-volume finite-e1ement mesh based on 3-noded triangular e1ements is

shown in Fig. 3.1 and one based on 4-noded quadrilateml elements is illustrated in

Fig. 3.2. The alç;orithm for both meshes is as follows:

1. Discretizc the computational domain into finite e1ements (triangular elements in

Fig. 3.1 and quadrilateral e1ements in Fig. 3.2).

2. Discretize the computational domain into polygonal control volumes by joining

the centroid of each element to the midpoint of its sides.

Typical interior, boundary and corner control \'olumes are highlighted in Figs. 3.1

and 3.2. We note that the quadrilateral-element-based mesh, in contrast with the

triangular-element-based mesh, yields a control volume size distribution that varies

proportionately \Vith the element size distribution.
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(a)

(b)

•

Figure 3.1: Discretization of computational domain into: (a) triangular finitc
elements; (b) polygonal control volumes

The discretization of an arbitrary-shaped computational domain into quadrilat-

eral elements is considE·:ed in chapter 4. Triangular e1ements can be rcadily cOllstructcd

from the quadrilateral elements.

3.3 Interpolation Functions

Displacement, velocity and acceleration are defined at the nodes. Del1sity, strains

and stresses are defined at the element level. Strains and str<.'SSCS within an clement

depend on the assumed variation of the nodal displacements. A linear variation yields a

constant strain element, which is known to be computatiorially very efficient. However,
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Figure 3.2: Discretization of computational domain into: (a) quadrilateral fini te
elements; (b) polygonal control volumes
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there are some drawbacks. Constant strain triangulaI' Cklll<'uls ll'llliln Ill' 100 st ilr \\'hik

constant strain quadrilateral clelllent.s giYC rise 1.0 nl<'sh iuslabiliti,'s cOllllllouly r,of,'nl'l\

to as hour-glass modes. The source of thcsl' unwautl'l\ distort.ions is tlll' inability

of the clement forces deriyed l'rom a const.ult st.rain qu:ulrilat.l'ral l'1<'lll"Ut. t.o n'sist ail

the compatible modes of deformation. There arc t"chniqul's, hO\\'''\'"r, for n'liul'iug or

eliminating hour-glass modes (e.g. Last and Harknes.~ [18]).

In this thesis, constant strain quadrilateral clelllent.s arc uscd. Honr-gla,;s <,out.ro\

is discussed in section 3.6.6.

Continüity of stresses within clements, hence across inter-coutrol-voluul<' bonud

aries, ensures that the pro:;oscd CVFEM possesses the conservative property. This

means, in cs.<;ence, that Newton's Third Law will he enforced at. the iut.er-cont.roi-volullle

boundaries. As a result, if the di<;cretized momentuIll equations of au arbitrary ullluber

of control volumes are added, the inter-control-volume stresses will cancel ont. :md t.he

resulting momentum equation of the aggregate control-volnme will be free of streSSL'S

from within, as it should. The accuracy of a solution may be considerahly reduced in

the absence of the conservative property.

3.4 Numbering Scheme

3.4.1 Global

Nades are numbered (i,j), (i + l,j), (i,j + 1), (i + l,j +1) etc., as illllstmtcd in

Fig. 3.3.



J)ÎStTf.'I.J;,:;ttÎOll of Governing Equations .57

i+lj+l

1it1,j

1
o

~j+l

li,i
1
1
o

,
o

i-1.j+l

o
i i-l,j

1
o

,
,

_._- ..-- --------.0------<00--·----
i-1.j-l 'ij-l ,it1,j-l

1,

1

o

•

1

Figure :3.3: Global numbering scheme for nodes and control volumes

Elements are numbered (i,j), (i + 1,j), (i,j + 1), (i + 1,j + 1) etc., as illustrated

ln Fig. :3.4, such that an arbitrary element (i,jl is defined by nodes (i,j), (i + l.j),

(i,j + 1) and (i + l,j + 1).

A control volume is idelltified by the node which is located on it. Thus, the

llumbering scheme fol' control volumes parallels that of the nodes. The region of the

computational domain common to control volume (i,j) and element (i,j) is denoted

cv( i, j).e( i~j)

The bounding surface of control volume (i,j) is denoted cs(i,j) and the intersection

of es(i,j) and clement (i,j) is denoted

•
es(i,j).e(i,j)
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Figure :3.4: Global numbering schemc for qUiLdrilateml finite e\t'Illents

3.4.2 Local

The discretization of the goveming equations will, for sake of computational

efficiency and simplicity, be carried out element-by-element. The elemenl-by-e\t'Illent

discretization process is facilitated and the presentation clcarel' if conducLed in t.enns

of a local numbering system.

An arbitrary element (i,j) is denoted e in the local numbering system. The nodes

of the element are numbered 1,2,3, and 4 in a clockwise fashion (Fig. :1.5) wilh node

1 corresponding 1.0 node (i,j) in the global system. The centroid of ~he clement is

labelled O.

As in the global numbering scheme, a control volume is, in the local numbering

system, identified by the node located on il.. Thus, the control volumes associatcd with

nodes 1,2,3, and 4 are denoted cv(l), cv(2), cv(3) and cv(4), respectivcly, and t.heir
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Figure :\..1: Local numbering scheme fol' nodes of quadrilateral element

regions of intel'section with element e are denotcd

cv(l).e

cv(2).e

cv(3).e

cv(4).e

'i9

respecti'·ely. This is illustrated in Fig. :3.6. The bounding surface of control volumes

cv(l), cv(2), cv(3) and cv(4) are denoted cs(l), cs(2), cs(3) and cs(4), respectively,

and their intersections with (the boundary of) element e are denoted

cs(l).e

cs(2).e

cs(3).e

cs(4).e
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Figure 3.6: Local labelling scheme for cont.roi-vollllllc/finit.c-dclllcnt. int.,·rs(·ct.ioll

Wït.h reference t.o t.he int.er-controi-volume bollndM)" tmdions, the illtcg..ittioll

path cs(I).c, t.raversed in t.he clockwisc direction, gocs from t.he lIIidpoinl. of side 1

2 1.0 node 0 (centroid) 1.0 the midpoint of sidc 1-~. Considcring l.he l.ritnsillit.l.illg

boundary tractions on side 1-2, if applicable, the intcgration path cs( l )'''' I.ritvcrs,,1 in

the clockwise direction, goes from node I 1.0 the midpoinl. of side 1 2. The inl.egr:Ll.ion

paths for the other control surfaces associated with dcment " can he rcadily dcpicl.cd

in a similar manner.

3.5 Sign convention

The continuum mechanics convention wherein normal sl.resses arc posit.iv<: III

tension, and normal strains arc positive in extension, is followed. (This is contri,ry

1.0 the usual soil mechanics usage). Shear stresses and strains arc cOllsider"d positive

when they act in a positive coordinate direction on a snrface whos" ou 1.ward Ilorrnal is
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in " posit.ive direct.ion. For example, G ry is positive if il. acts in the +y direction on a

f,tCC whose out.ward normal is in the +x direction, as indicated in Fig. 3.i. Note that

A reet.angular cart.esian coordinate system in which the y-a~";s is oriented 90

degrces c10ckwise from the x-axis, as depicted in Fig. 3.i, is utilizcd. The x-axis is

p"rallcl t.o the soil surfacc so that for a horizontal soil surface, the y-axis points in

t.he direction of gravity. Rot.ational variables (e.g. angular coordinate, angular ve1ocity,

t.orque) increase in t.he clockw:se direction.
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3.6.1 Momentum Conservation

The momentum consen1\tion equations (2.10) an,l (2.11) ar,' 1" ho' 11i~I'l'l'tiZI',l

ovcr each of the control volumes. For an arbitrnry cont.rol \·,,111111" ""(i.)), t.h,' 111111I"'I1-

tum consen'ation equations are:

1 P9z clV -1 peer d\' +J fTr dS
Cl1{iJ) cl'{i.J) '"'''(iJ).. , . , .. ,

• •

(3.1 )

inertia

.
gravitation,ù dampil1g tract.!Oll

(3.2)

A term-by-term discretization of these ~'<luations follows.

Inertia Force

A "lumped mass" approximation of the inertia force yields

1 pdVr dV
",,(iJ) dt

= (,lVr
) 1 LV

dt "",,(iJ)P''.]
(3.3)

1 dv. dV (dV') 1 IVp-- = -- P'
",,(iJ) dt rit "",,(i.j)'.]

(3.4)

•
In words, the inertia force on control volnme (i, j) is apprm:irnat<:<l by t.he the prodl1ct

of the control-volume mass and the acceleration of node (i,j). The accelemt.ion \'eetor

will be denoted by dv/dt and à, interchangeably.
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Darnping Force

:\ "lllIllped mass" approximation of thc damping tcrm yiclds

1 PCVr dl'
cv(iJ)

(3.5)

(3.ô)

ln words, thc damping force on control "olumc (i.)) is approximated by the thc product

of the contl'ol·volu:7:.e mass, thc damping coefficicnt and vclocity of node (i.j).

Gravitational Force

The gravitationai acceleration vector 9 is constant. Thus the relationship

1 P9r dV - 9r1 pdV (3.ï)
cv(iJ) ct..{i,j)

L(iJ) P9y dV - 9y1 pdV (3.8)
cl'(i,j)

,
is exact.

Mass

The integral term on the right hand sides of eqs. (3.3)-(3.8) is the control volume

Inass, Le.,

e. 1 pdV = miJ
cc(iJ)

(3.9)



This integral is most efficienr ly determilled d"Ill,'nr· by,,·kllll'nt. \\ït h n-fel',·tll·'· t" 1h,'•
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localnumberillg system, it l'an be shawn that

ml = 1 pdF = p{(Y~ - Y.l)(,l'I - .1'0) - (.l'~ - .1'.1)(!ll - .'In)}/-l (:l.Ill)
CL'( 1)·c

m~ = 1 pdV = p{(Y2 - YO)(.l'1 - ,1'3) - (.l'~ - .1'0)(!11 - !1:d}/·l (3.11 )
.. Cl'(2)·c

m3 = 1 pdl/ = p{(y~ - y.d(:"o - .,,:,) - (.l'~ - .1'.dUlo - .'l'')} 1·1 (3,12)
CL'(3)'c

m4 = 1 pdV - p{(YO - y·d(xI - X3) - (:1'0 - ":.d(YI - !J3)}/4 (3.13)
cv(4)·e

for a unit width of control volume. It can easily be verilied that

•

Clearly then,

where

ml +m3 - m/2

(3.1·1)

(3.15)

(3.16)

(3,17)
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is 1.1", 11""" of .,11'11"'111. e. EI"II"'lI1. ,j,·nsil.y p is c!etermilled from the equat..ion of mass

Traction

A control-volume is subjected to surface force (traction) along its

1. illtt>r-control-volume boundary

2. free-surface, if applicable

3. wheel-soil interface, if applicable, and

4. transmitting boundary, if applicable

Discretizat.ion of t.he t.ract.ion term is considered in the section 3.8: boundary conc1itions.

Residual Force

The initial clement stress is taken to be the centroidal stress. Consequently, the

c1iscretized momentum conservation equation of an arbitrary sail control volume cv(i,i)

at time t = 0-, just l'rial' to the reference initial time t = 0, yielc1s, in general, a nodal

acceleration

different from that which actually exists. The result is a discretization-induced inertia

force gi\'en by

(3.18)



where ..l.a;.j(O-) is the discrL'tizl'd nodal accl'1,'rati"ll kss tlll' actllalll,,,lai ac,·t'1,'rati"n.•
Discft'tizMioll of GOI"<'rJlillg Equatiolls tili

This force, eq. (3.18). may he eoneeptualized as a l'l'sidu/ll 1"1"<'<:. Typi.-all~·. th,' s,)il

domain is at rest (veloeity = aecelemtion = 0) at tinll' t = 0-. l" r"tlll'dy th,' disl'l'l'j"

aney in the nodal aecelerations, the diseretization-indul'ed in,'rtia f,'n·,'. l''1' (3.18). is

added to the discretizeà control vohme force at ail times t ;::: O.

3.6.2 Time Integration

A variety of time Integration schemcs arc availa!>le for discretizill)!; 1Ill' kiill'tlla t i"

equations, rclating acceleration to velocity and displacenwnt. Wc consid,'r thn'l' of the

often uscd schemcs.

Central Difference Scheme

The central-difference explicit scheme [i, 8] may be expresscd in the form:

J;n =

d"+l/Z =

Jn+l/Z _ d"-l/z
bot,,+l/Z

(3.10)

(3.20)

where d, d and J. denote displacement ü, vclocity V and accclcration fï, rcsp',ct.ive1y;

the superscripts denote time-d" is the displacement at t.ime tn , f[n+1/2 is t.he velocity

at time tn+l/Z, etc., and

(3.21)
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(3.22)

(3.23)

:"\ot,~ that in eqs. (3.19) and (3.20), displaccment and aeceleration arc defined al. integral

tillle steps while \'elocity is defined al. half-time steps. The initial conditions J:l and

Ir' :Lre specilied :Lnd (fJ is c!etermined from the momentum conservation equation. The

'Ibo\'<' diff,'rence schellle is not "self-starting". At the initial timc (n = 0), eq. (3.19)

contains two llnknowns-rÏ1/ 2 'lnd ,i-l/2. One eannot, therefore, soh'e for rÏ1/ 2 on the

basis of eq. (3.19). A so-call..:d "starting formula", e.g.

n=O (3.24)

is needcd.

The momentum consermtion equation relates the acceleration al. a given time 1.0

the force al. the same time. The damping force, transm;.tting boundary force and the

",hecl-soil contact force arc vc1ocity-dependent. Therefore, computation of these forces

requires \'c1ocity al. the same times as the aceeleration, that is, al. integral time steps.

The following "extrapolation" formula

is conditionally stable.

may be nsed 1.0 determine vdocity al. integral time steps. The central difference scheme•
.. dn+1 _ ,in-l/2
dn=..,......_-:-_~

.6.tn + .6.tn - 1/2 (3.25)
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Newmark's Scheme

The gencral cqllatîons of :\'e,,"mark's tinll' intl'!\ratinn sdll'm,'[~)] ar..:

(3.:l7)

•

whcre ,6 and 1 are scalar constants that dctcrmine the stahility l"haral"tl'ristÏl's nf th,'

scheme. The values (J = 0.25 and 1 = 0.5 yicld an implicit sl"h"me, l"hara,·t,'riz..'\

by unconditional stability. The disadvantage of snch a schenll' is t.hat. t.he "qllal.Îons

becOlne spatially coupled, resnlting in il morc complex code. Th.. \'ahl"s /i = () and

1 =0.5 yield an explicit scheme, with conditional.;;t.ability. The rdati\'(' simplicity of

explicit schemes is quite attractÏ\'e, notwithstanding t.he limit.ation ou th" tiul" step.

A 'very explicit' scheme, produced by (J = "( = 0, was preseut.cd by Graut.[lll]. It.

required, howe\'er, that a fictitious damping term he intl'Oduccd to cOlll;~er-h:d:lIlcc the

inherent negative numerical damping.

Predictor-corrector

The predictor-corrector aIgorithm [l1J is an explicit scheme based on N'ewrnark's

equations. Il. predicts displacement and velocity al. time 1',+1 llsing the known accclera

tion al. time t", computes the acceleration at time t"+1 and then corrects t.he predicted

displacement and velocity using the acceleration al. time t,,+I. Fonnally. the :L1gorit.hrn
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-ri"+1 = ri" + ~t"(i" + (~t"f(1 - 23)d"/2

G9

(3.28)

(3.29)

(3.30)

(3.31)

whcrc -ri,,+1 and _Jn+l arc the 'predictor' values; d n+1 and Jn+l are the 'co:rcctor'

,·;tlues. The 1ll01llentulll consel"\<ttion equation is explicitly soh'ed for d"+1 using the

prcdictor vaines. This algorithlll is conditional!y stable.

Stability

Explicit schemes are, in general, conditionally stable. The stability limit, Le. the

t.illle step above which numerical instability occnrs, may be established from physical

,
as wel! as mathematical considerations. Physically, the computational time step should

not exceed the time il. takes the fastest travelling stress wave 1.0 completely pass through

the smal!est element. The element-wave transit time, for an arbitrary element, is given

by

•
~t ~ (~)

C min
(3.32)



•
Discreriz:trion of Go\"enliug Equarions

where c is fastcst wa"c Slll'cd throug;h th,- d,'m,'ut au,! ("';" is th,' llliuillillm h'u!',th ,,1'

the elcment . \\'e note that

(C) (min

~ min = -C,-u.-c.
(3.33 )

For simplicity, one may set C"'i" equal 1.0 the minimum int.er-nOl!al ,!ist.:mc,' all'! t.h,'u

impose a factor of safety. For an arbitrary quadrilat.cral dCllll'nt., th,' illt.,'r-t1Ol!al ,lis-

tances are simply:

(3.35)

(:l.3ï)

The speed of propagation, c, of a stress wa"e through a materia!may be expressed in

the form [13]:

C=J~d(}"
P dô

(3.38)

•

where dq/de: is the slope of the stress-strain curve of the m:ltcrial. Thr: dilat:llional

(normal) wave speed c" and the distortional (shear) wave speed c.• are obt.aiued from

the normal-stress/normal-strain and the shear-stress/shllar-strain curves, f',spcctiveiy.
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F"r aIl isotropie "'astic matcrial, thc s!opes da Id;; arc givcIl by

ca) = ,\ +2Gd;;
n

(da) = G
d2 .•

(3.39)

(3.40)

where the slIbscripts 11 and S rcfer to the normal and shear cnn'es, respectivcly. Thus,

Cn JÀ+
G

2G=
c.•

J2-2V- 1- 2v

(3.41)

(3.42)

Since 0 :::; v :::; 1/2,

(3.43)

That is, the e!astic di!atational wave trm'cls faster than the elastic distortional wave.

A perusa! of the viscoe!astic constitutive equations re\"Cals that (1) viscoelastic dilata-

tiona! wave is faster than \'iscoelastic distortional wa\'e speed, and (2) elastic dilata-

tiona! wave is faster than viscoelastic dilatational wave speed, i.e.,

cn(elastic) > cn(viscoelastic) > c.(viscoelastic) (3.44)

• Thus, the stability limit of an elastic material is less than that of a viscoelastic material

and, therefore, constitutes a consen"ative estimate.



In a contact-impact probl,'m, th,' "tability limit lllay 1", "i~llili<-alltl~' r,·,\tH','d•
Discrcrization of GOI"l'rning Equations -.).-

depending on the "pc,'d of the impactor/p,'n,'tratol". ln tll,' hi~h-"p""d wh,·,·\-""il in-

teraction problem considered hercin. the l"l'ductioll factor was d"!l-l'lllin"d hy 1II111H'ri..al

experimentation,

3.6.3 Mass Conservation

The mass conscn'll.tion equation, applied at t.he e1"lllellt Ic\"<'I. yil'lds 1h,' CU1Tl'nt

clement density:

.'la
(3..l5 )p = Po-,-1

= /llo/A (:1.·16)

where A. is the area of the clement and the subscript 0 rders to the iuit.ial valul'. The

initial density at the centroid of each clement will be llSSumed t.o l'revail throlll';hout.

the entire element.

3.6.4 Constituitive Equations

The integral terms in the cOI1stitutive equations (2.60)-(2.62) are of the f'mll

I(t) - L'X. J«(t - T)ô(T) riT

J' E·, ( l'r= ~ e- '-T) ô(1') riT
-'X. Til



• E, Il'1' JI l'T= --"e- c' ô(r) tir
1/1 -x

At timc t + ~t,

,3

(3.4,)

let + ~t)

(3.48)

Usillg the trapczoidal l'ule, the illtcgl'a! tenu in cq. (3.48) is discl'etized as [ol1ows:

(3.49)

Substituting eq. (3.49) into eq. (3.48), one obtains

E. ~/T E·,
let + ~t) = --"e- 1 [I(t) + ...(t) ~t/21 + -- ...(t + ~t) .6.t/2 (3.50)

1)1 1)1

!3ased on eq. (3.50), the constitutive equations (2.60)-(2.62) are discretized as [ol1ows:

•

E2c!-- v) { v
= (1 )(1 _.)) "'n(t + .6.t) + -=- "'yy(t + .6.t)+ v _v _ 1 v .

- IzzCt + ~t) + ~Iyy(t + .6.t)} (3.51)
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E~(l-lI) r. l' _

= (1 + v)(l - 2v) ryy(f + ~t) + 1 _ l' =rrl/ + ~t)

- lyy{t + ~t) + Urr(f + ~t)}

where

7·1

l 'I ".»).. .v_

(3.53)

ln(t + ~t)
E·) . /T E •

(3.5·1 )- .....:.e-~t [l,At) +"zAt)~t/21+ --"N{t + ~t)~t/2
1/1 III

lyy(t + ~t) Ez -~I/T [l () • () ~ /?J E~. ( ~t) ~ j') (:3.55)- -e yy t +Oy., t t _ +-0"" t+ .. t _rn . 1/1 ..

l,y(t + ~t) - Ez.,-~I/T [l,y(t) +"zy(t) ~t/2J + E~"ry(t + ~t) ;:;"t/2 (3.56)
1/1 '/1

The initial conditions

yield

(3.5ï)

(3.58)

•
Initial stresses Cf~:(O), O"yy(O) and 0"",;(0) are appended to the right hand sides of

eqs. (3.51)-(3.53), respectively, yielding
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E~(1 - /1) { /1
= Œyy(O) + (1 + /1)(1 _ 2/1) Ôyy(t + ~t) + 1 _ /1 ôzr(t + ~t)

- /yy(t + ~t) + ~/u(t + ~t)}

.) {_ , 3(1 - /1) ,}= Œ,y(O) + _G è,y(t +.21.) - 2(1- 2/1/,y(t + .2I.t)

3.6.5 Strain-Displacement Equations: Contour Integral
Method

li)

(3.59)

(3.60)

(3.61)

The contour integral method uses Green's theorem to express the deri\"ative in

an arbitrary-shaped region in tenus of ali integral around the boundary of the region.

For a region .4. bounded hy 5, Green's theorem says:

whcrc Il is an arbitrary function and i E {x, y}. lt can be shown that

(3.62)

•

rDu dA. _
1..\ Dx

rDud.4 _
lA Dy

fsudY

- rudx .ls .

(3.63)

(3.64)



If the gradients Du/D.r and Du/Du an' aSSlllll,'d ,",'lIstant in th.' r,'~i"n ,"kln"nl \. th..n•
Discr('fiz,~rian of Gan'fIlin,; Equ;lrions 7li

Du
~ lu dll l:U,t,)=D.r .·t s .

Dit
-~ lud.r (:l.GG)=Dy .-t s

Assuming that It \~tries linearly between clement uodcs, the iut,'grals in "qs. (:I.Gt.) '\llli

(3.GG) arc readily e\~luated:

Dit
Dx -

Dit
=Dy

(:l.G7)

Equations (3.67) and (3.G8) can be cast in the form:

(3.Gn)

(3.70)

where .4 is the area of the clement:

•
(3.71 )

The displacemeut gradients are substitllted into the strain-displaœrnlmt "'1s. (2.G4)-
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Figure :3.8: Hour-glass modes for constant-strain quadrilah'ral delll,'nt

(2.66) to obtain the strains ~xx, ~"" and ~ry'

3.6.6 Hour-Glass Control

Hour-glassing was introduced in section :3.:3. In this section, the l'anse of honr-

glassing is more closely examined and techniques of controlling hom-glass Illodes 'u', ,

presented.

A careful examination of the displacement-graJient equat;ons (:3.69) and (:\.70)

reveals that there are certain displacement fields, which are not rigid hody mot.ions,

that yield zero displacement gradients, hence zero strains and stresses. For eX:llnple,

if Su is added to UI and U3 but subtracted from U2 and u." as shown in Fig. :U; for

Su = SUx (x-mode) and for Su = SU y (y-mode), the displacement gradients 8u/dx and

8u/dy are unchanged. Producing no stresses (and therefore no forces), the presence of

such a displacement field is unresisted and l'an result in mesh instability. A rectangnlar

mesh would be distorted into a pattern of hour-glass shapes. The ahsence of stresses

implies zero energy. As a result, the terms spurious zero-energy or kinemntic morles
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The physicaj I,,",is for hour-gla."ing is that pr<,scription of a llniform strain field

throllghollt the f'\enlent results in an o\'er-determir.ed problem: thl're are eight inde-

p"'ldent displacenH:llt compollents pl'r clement (t\Vo at each node) but only six modes

of deformation (thrcc components of uniform strain and thrce rigid-body motions).

The remaining t\Vo modes arc realized as hour-glass modes.

:\ very innovative hour.glass control schcme \Vas rccently proposed by Last and

Harkncss[lS]. It is bascd on the recognition that 'l. truly uniform strain field exists

\Vithin the sub-clement formed by joining the mid-points of the sides of the clement.

Hour-glass modes are eliminated by requiring that the velocity field of the entire ele-

ment be consistent \Vith that of the constant-strain sub-element. Formally. \Vith ref-

crcncc to an arbitrary point 0 \Vithin the sub-element, the velocity at any other point

\Vithin the clement is related to the velocity at 0, by the chain rule. as follo\Vs:

ôv ôv
v=vo+ ôx(x-xo)+ Ôy(Y-Yo) (3.ï2)

It is computationally convenient to select the centroid of the element as the reference

point. Thus,

Yo - (YI + Y2 + Y3 +Y4)/4

(3.ï3)

(3.ï4)

(3.ï5)



• The nodal \·docitics. consist(,Ilt \Vith a Clltl:-;tant-:,tr.ùn l·lctllt'tlt. an' dl'tt't'1llit1l'd frlllll

eq. (3.72). It can be shown that

(:1.7t;)

where ~Vl is the difference. at node L betwl....·n the corn·ctl'd. hy l·q. (:1.7::!). :ulll tll\'

uncorrected "elocity etc. ~h represents the amplitude of the honr glass (,ol'rl'etit'" fol'

the element. The amplitude in the x-direction will. of course. hl' dilfel't'Ilt l'rom that III

the y-direction.

The change in momentum of the clement as a resuIt of the "l'locity correction is

given by

(:l.T7)

which. by virtue of eqs. (3.14) and (:3.76), yiclds

(:3.78)

Thus, the momentum of the element is conserved. Non-conservation of the clement

momentum would introduce a fictitious body force into the momentum conserval.ion

equation of the control volumes and, therefore, produce inaccurate results.

The nodal velocity correction scheme, eq. (3.72), pertains to the nodes of a single

element. Other than corner nodes, nodes are shared by more than one clement, with

each element requiring, in general, a different velocity correction. The global nodal



•
so

•

of t.11l' Il,,d .. t.o th.. ~Illli of tlll' local (i .... d"lllellt.-),;L,,·<1) ('hallges.

It. is ,·~s"llt.i,d thal. th.. hOllr-glas~ \"e\ocity corrections satisfy thc go\"ernillg bound

ar)' ('olldit.ioIlS. Thlls, al. a dispia.:emenl.-conl.rolled boulldary, nt' correction shoule! be

appli,'d. Howc\'er, at a Sl.rcss-controlled boundary, wherc ::cdcs are free to mo\'c and

Illll)' Illldergo hOllr-glass motions, hour-glass \"elocity corrcction is calice! for .



• 3.7 'Vheel Subsystem

3.7.1 Momentum Conservation

~l

Discrctization of the intcgral tcrnlS of the InOll1l'nt tlIn CllllSt"rvat.il)ll ('(l'lat ÎllllS

(:2.68), (2.69) and (2.70), i.e..

1 I7z C/S. 1 17" C/S, and 1 "'t.l5
S(I) S(t) S(t)

is considered in section :3.8-Boundary Conditions.

3.7.2 Time Integration

The time integration schemes of section 3.6.:2 arc applic..ble to the line..r as weil :L'

to the rotational motion of the whecl with 0, w and Cl< replacing d, li ..nd IÏ, respectivc!y.

3.7.3 Mass Conservation

The mass of the whecl is specified and remains constant, i.e.,
"

m=ma

where ma is the initial (specified) mass of the whee!.

(U9)



• 3.7.4 Constitutive Equations

.-\ zero strain-tensor pre\'ails~'spatiallyand lcmporally-for a rigid whec!. The

stress slate within thc whec! is not nccdcd.

3.8 Boundary Conditions

3.8.1 Inter-Control-Volume Boundary

For comput.ation:!.l cfficicney and simplicity. the int.er-control-\·olllme boundary

tractions are detcrmined c!ement-by-c!ement:

1 !1z dS = !1u (Y'1 - y~)/2 - !1zg(X.1 - .7:2)/2 (3.80)
c...( 1l·('

1 ugdS = U.g(Y.l - Y2)/2 - Ugy (X.l - x2)/2 (3.81)
(".,,( 1}'C

1 u.dS = Uu(Yl - Y3)/2 - U.y(.7:1 - x3)/2 (3.82)
c~(2)·~

1 uydS = U.y(Yl - Y3)/2 - Uyy (.7:1 - .7:3)/2 (3.83)
c...(2)·('

1 u.dS = -1 u.dS (3.84)
<..(3)'< ""(1)'<

1 uydS - -1 uydS (3.85) .
<..(3)·< ",,(1)·<

1 u.dS = -1 u.dS (3.86)
c~(-t)·c ",:1(2)·('

• 1 uydS = -1 U dS (3.8i)
C.1I(.1).(' c...(2).c SI



•
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per unit \\'idth of control volun1L'.

3.8.2 Transmitting Boundary

We rewrite the transmitting boundary tractions. <''1s. (:2.11~)) '"111 (:2.I:2lJ). in th.·

form

" fou
(:I.S8)Un = -PCd 1- Url

., Vr
(:1.89)u, = -pc: --_-

1 - Vt

where

_ Vn
Un =

Cd

_ V,
Ut =

C.

Then making use of the binomial series expansion.

1 2 3--=l+x+x +x + ...
l-x

We cast eqs. (3.88) and (3.89) in the form

(:I.!JO)

(:3.91)
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Hl't.aiuiug ouly t.l'mlS IIp to 2ud order, we have

<7" = -pc~ (vn + ï'~) (3,95)

,> (3,96)= - PCdV" - pv~

., ( ") (3.9i)<7, = -pC; v, + vi

= -Pc.•v, - pv; (3.98)

The tl"<lusmittiug bOlludary tractions are c\'aluated elcment-by-clcmcnt:

ll2 ,/2 .,1 <7" ds - -PCd fa v"ds - p fa '~'~ds (3.99)
cs( 1).('

ll2 '/2 .,1 <7, ds - -pc. fa v,ds - p fa vids (3.100)
c.'\I(l ).('

1 <7" ds - - pCJ l' v"ds - pl'v~ds (3.101)
cs(2)·c ll2 ,/2

1 <7, ds = -Pc.l
l

v,ds - pII v;ds (3.102)
c.'l(2)·(' l/2 (/2

The intcgrals on the right hand sides of eqs. (3.99)-(3.100) are determined as follows.

A linear \'ariation of ve\ocity between adjacent nodes yields

• (3.103)



• Whl'l"C { is the kngth of si<.ie 1-:2 and ... is tht' llbtauCl' llh':lSIlt"cd al\lllg l '2 f\\llll 1 tu '2.

Thus.

l!n = [(1-7) i'1 + 7i'~1"; (3.10·1 )

[( "') "' 1 -t', - 1 - ë i't + 7i'~ . r (3.10[,)

where ii and ï arc the normal aud tangcntiailluit \"l'dors. n'sp,,,·ti\"l'ly. !Ilt,'v,rat.ioll of

eqs. (S.10-l) and (S.105) yields

JVn d5

J~', d5

_ [(5 - 52) i't + ,,~ f..}. ,; + C
2e 2e -

_ [(5 - 52) Vt + ,,2 ,;..}. t-+ D
2e 2e -

(:\.10G)

(3.lOi)

where C and D are integration constants. Evaluating the above intcgmls bctwccll the

applicable limits, we obtain

el2 e
10 Vn d5 = 8" (:3Üt +Ü2) .,; (3.108)

10'/2 e(S- -)- (3.10n)o v, d5 = - VI + V2 . t
8

Le Vn d5 e(S- -)- (S.llO)= '8 V2 + Vt • TL
el2

Le Vt d5 eW -)- (S.lll)- '8 '112 + VI . t
el2



• \\'c lloW cOllsidcr II,,: :211d nrder lcmlS. A simple algcbmic Illallipulatioll yiclds

., ., ( S) 2 (s s2) ., s2
1I~ = (;;1' Ji)" 1 - fI +:2 (;;1 . Ii) (V2 . ii) ë - (! + (;'2 . Ii)" (!

86

(3.ll2)

Illt.cgmt.ion yiclds

J .,
vi ds

3 ( .2 3 )= -~ (VI' ii)2 (1 _:.) +.) (Vl . ii) (i:',. 'Iï) ::.. - .!....-
3 C - • 2C 3e!

3

( - -)' S C+ 1)2' 11. • 3C~ +

- -i (i:'l . 02 (1- ~r +2(Vl' 0(1'2' 0(;~ - ;~)
2 S3

+ (i:'2 . 0 3(~ + D

(3.114)

(3.115)

whcrc C and D arc integration constants. Evaluation of the 2nd ordcr integrals between

applicablc limits yiclds

(/2
([-C -)' 4C -)(- -) (- -n10 v~ ds = 24 ' VI' n - +' VI' n V2' n + V2' n - (3.116)

10(/2 ,
2(4 [i (VI' D2+ 4 (VI' D(V2 .D+ (V2 .D2] (3.11i)o Vi ds -

[, 2~ [i (V2' iif + 4 (VI' ii)(V2' ii) + (VI' iif] (3.118)v~ ds -(/2

• [ v~ds ( [2 2]= 24 i (V2 .D+ 4 (VI .D(V2 .D+ (VI .D (3.119)(/2



•
Discrerh:atioll of Con'fniIlg E<lllatilHl:-;

The lellgth. r. ,)f ,;i<!l' 1-:2 i,; gi\"l'Il by

The unit normal and tangcntial \'Cctor,; arc gi\'C1l hy

where

(3.1:21)

(3.1:2:2)

1
(:l.I:2:l )tE = ë(;c2 - :rI)

1
(3.1:2·1 )ty - e(Y2 - .ljIl

n r = ty (:l.12.5)

-
n y - -tr (3.126)

It can easily be shown that

• J(1y ds - nyJ(1,. ds + tyJ(J, ds

(3.127)

(:U28)
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~.8.~ Free-Surface

\\', , "ol1sid,'r a slr'·ss·fn"· surfa... ·. r..sulting in no contribution ln the control-

vol Ut"'· traction. As indicat..d prcvionsly, a strcssed surface can be readily aCCOlllmo-

d:II.pd. <hl" situp!y intcgratps th.. givcn snrface stresses along the appropriate control-

\"0111111e hOlludarips.

3.8.4 Wheel-Soil Interface

In the cnsuing development of the whecl-soiI contact eqnations, the whecl is

considered the 'driver' or 'master' and the contacting soil-surface control-volumes arc

relegated 1.0 the position of 'passengers' or 'slaves'. In other words, kinematit.: compat-

ihility is enforeed by the whccL

Let. Cll(i) denote an arbitral)' soil surface control volume and let the contact

surface between Cl'( i) and the wheelw be denoted

cs(i) . 10

The force exerted by the wheeI on cs(il, given by the integrai of the contact stress

"eetors ovcr the contact surfacc cs(i) . 10, is discretized as follows:

where Pi acts al. node i, located on cs(il. The discretized momentum conservation•
1 iids=Pi

Co'(i)'W
(3.129)



•
where iii is the unit outward norlllal Yl','tor, with n'sp",'t to th,' wh",,!. al, nod,' i: .r: js

the SUlll of a11 forces, acting on control yolulll" CI'(i), l,'ss th,' wh""1 ,'onta.. t. 1'''1',''' l',:

m., is mass of control yolullll' cl'(i) and ni is acc,'krat.ion or n"d,' i.

The nornuù accclcrat.ion of nodc i equals t.hat. of t.hl' wh"l'l hy yirt.lll' ,,1' kill"lllat.i..

eompatibility:

where li," is the aeceleratioll of the whee!. Substitutillg cc[. (3,131) int.o (:l.l:lll), \VI'

obtain

relating the nonnal contact force on node i to the whecl acccleration. Eqllat.ioll (:1.132)

is applicable to all contact nodes, regardless of their stick-slip condition.

The integral of the interface slip constitutive equation (2.134) ov<:r t.l", mnt.:u:t.

surface cs(i) 'W, i.e"

•
1 (j. [ds = 1 ((Ca + 1117 • Ti) ds

a:(i)'1lJ r..,(i).w
(., [""').,J ••.J.,)



•
l à. Ids = jj" Ï;

..... ( i)·IV

1. ((Ca + 1'17 • li) do = (;( Cari + l'li; . Iii)
1"'•• ( 1 l-IL'

ao

(3.13.. )

(3.135)

wllt'rl' C, is the length of cs( i) . w; (. is direction of slip (DOS) parameter at node i: Ï; is

tall!!,l'ntialnnit \wtor at node i. Snbstituting eqs. (3.13.. ) and (3.135) iuto eq. (3.133).

wc ohtain

(3.136)

:\ node in stick condition is subjected to the same acccleration as the wheel. i.e..

(3.13ï)

where 0'," is the angular acccleration of the wheel (a w and a"' will be used inter-

chaugeably) and r is the radius of the whee\. The discretized momentum conservation

equation of control volume cL'{i). in the tangential direction Ï;. is now wri.ten in the

form:

(3.138)

The linear momentum consel'\'ation equation of the wheel is gi\'en bl'

(3.139)
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- '" -l'IL' = - L-l'i

We express Pi in the form

and substitute eqs. (3.140) and (3.1·H) into eq. (3.139) to obtain

m,iiw =he - I: [(Pi' ii;)iii + (ii;. t;)j - I: [(/Ji' ,ii);;; + (p;' ~)~]
iEstk i.~AI'

(:I.I·Ill)

(:1.l41)

(:3.1·12)

where the notation i E stk and i E slp refer to nodes in st.ick and slip llIodes, resl"'c-

tÏ\·eIy.

Similarly, the equation of angular momentum of the whccl is cast in the forlU

Ir.Y.w =T - r I: Pt . t; - r I: [Ji' t;
it; ...tk i€."'p

where 1 is the moment of inertia of the wheel;

\Ve express li,., in component form as

(3.143)

(3.144)
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and 11l,I.l' ,liat.

(3.1-15)

w!tere P, and Py are the applied 1l.'l:le wheelload in the x and y directions respectivcly;

T is t.he applied w!tee! torque; Wz and lVy arc t.he wheel weight in t.he .r and y directions,

respect.ive!y.

SlIbst.itllt.ing eqs. (3.132), (3.136), (3.138), (3.1-1-1) anel (3.1-15) into eqs. (3.1-12)

and (3.1-13), wc obt.ain, after some lengthy algebra,

:Hn i\lzy ~'lx: n'" P, + F, + I·V,r

:\Iyr :Hyy Aly: fI'" = Py+Fy+1Vy (3.1-16)
y

l\l:z :\J:y :\1" et'" T+F:

where

1'vlzz
I: ?, I:') (3.14i)- m", + m,(n; + t;), + m,(n; + j.L(tzn,),

iE3tk iE31p

Jl,ry - I: m,(n,ny+ t,ty), + L m,(nrny+ j.L(trny), (3.148)
iE.·tk iE:dp

~'1.r: - I: rrni(tr ), (3.149)
ie"tk

:Hyr - I: m,(nynr + tytz ), + L m,(nynr + j.L(tynr)i (3.150)
ie~tk ie.slp

}lyy - m w + I: m,(n; + t;)i + I: m,(n; + j.L(tyny), (3.151)

• ie"tk ie,,'p



• .\l", = L 1"1",(1., )i
lt. .• t/..'

.\Iu = L rmi(t,li + L /·/II.(II(",)i
iE:ttk ÎE.·'"

.\l,y - L rmi(t")i + L rlllil/I("y)i
Î€ .• tk iE .•lp

,Urr 1+ L .,- r-nli
iE.!Irk

(3.15·1)

(:\.155)

can be constrned as mass matrix coefficients. and

Fz - L [!z(n; + t;) + !"(II,II" + t,l" l] i
ie,:lltk

+ L [!;(n; + Jt(nzt,)i + !"(n,lI,, + II(t,l/y)]
iE:tlP.. 1

L ((C.etz)i (3.156)
i€~lp

F" - L [fz(nzn" + tzt,,) + !,,(n; + t;)].
iE"tk 1

+ L [fz(nzn" + f.l(nzt,,) + !,,(n; + II(n"t,,)].
iE3fp 1

L ((c.et,,), (;~.15ï)

ie"lp

Fr - L (rf<); + L (rjl(f,,), - L (r(c"C), (3.158)
ie.stk iE"lp i€:JlI'

represent the soil-imposed forces. The unit normal and tangential vcctors arc givcn by

nr - (x, - x,.)/r

n" - (y, - yw)/r

(3.159)

(3.160)
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(3.161)

(3.162)

where x,v and y", denote the coordinates of the center of the whee!. The direction of

slip pamllleter (; is given by

(3.163)

where D.• is the slip vclocity:

(3.164)

Solving eq. (3.146) for a';, a~ and et'" in terms of {P~, Py, T}, using the row

reduction method, we obtain

et'" =
D:Nyy - DyN:y

(3.165)
lVyy~V;: - JVy::1V::y

a'" =
DyN:: - D:Ny:

(3.166)y IVN-!V!V
A !/y.::,: .. y::" ::y

a'" - (P~ + F~ + W~ - JVI~ya; - M~:etW)/lvI~~ (3.16ï)
~

where

•
(3.168)

(3.169)
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•
and

Dy - Myz(Pz + Fz + lFz ) - Mu(Py+ F.. + Il'.• )

D: - M:z(Pz + Fz + lYz ) - MzAT + F:)

(:\.1711)

(3.171)

(3.172)

(3.173)

The wheel accelerations are, finally, snbstituted into the applicable e<[nat.ion (st.ick or

slip) to obtain the wheel-soil interface nodal forces. Wc begin wit.h t.he l'remise t.hat. ail

contact nodes are in stick mode and solve for the contact forces. Those no,!L'S which

fail the 'stick test', Le. violate the ma.,imum shear stress criterion, arc re-classificd as

slip nodes and the solution process repeated.

vVe note that in the absence of wheel-soil contact, lvlu = 1\1yy = 111."" A1:: = l,

Mzy = Mz: = Myz = My: = lvI:z = "vI:y = 0 and eqs. (3.165), (3.166) and (3.167)

reduce, respectively, to

Q'" - Tfl

a; - (Py+ Wy)fm",

a: - (Pz + Wz)fm",

(3.li4)

(3.175)

(3.176)
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Chapter 4

Dynamic Grid Generation

4.1 Introduction

This chapter is concerned with the discretization of the computational domain

into quadilateral clements. The construction of control yolumes, as detailed in the chap

ter 3, is trivial once a suitable finite-element mesh has been generated. An arbitrary

shaped computational domain may be discretized into quadrilateral elements by using

any one of a number of body-fitted grid generatioll techniques, the most common of

which is based on the numerical solution of a system of coupled second-order partial

differential equations (Thompson, Warsi and Mastin [1], Mobley and Stewart [2], Kang

and Leal [3J, Ran~valla and Munson [4]).

Many of these approaches are derivee!, directly or indirectly, from the concept of

conformal mappings. The primary drawback with conformal mappings is the require

ment that scale factors be equal in all directions, resulting in equal-sized elements.

Clearly, it is desirable, for sake of accuracy, that smaller-sized elements be placee!, or

equivalently that grid lines be concentrated, in regions of expected rapid changes. Dif

ferences in existing grid-generation procedures are centered, for the most part, around

98
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the manner in whici. gridjl'ien!l'nt concentration i~ adli"""ll. It i~ d,'~il'a1>l,'. in wh"l'l-

soil interaction. that clements be concentrat,'d l!l'ar rh,' ~oil ~urfal'" wh,'I"', as tll<' wh""1

tra"els, the most rapid changes arc expeeted to ,w,·ur.

The term 'dynamic grid generation' as u~ed h,'rein rd,'l's I,) Ill<' d,"ualui,' relax·

ation formulation and solution of the grid-generatinl!: "'luation~,

4.2 Regular Domain

A regular domain, such as a rectangle. t'an be rpadily disel'dizl',1 1>y all!:,'hmic

interpolation techniques. "Vith reference to the node lIlullberiug ~cheme outlin,'d iu

chapter 3, a rectangu/ar computational domain is discretized into n:cta71.glL/ar fiuite

elements with nodal coordinates

x(i,j)

y(i,j)

_ x(O, 0) + x(im"x,j~,,,,) - :r(O, 0) J(i)
l'm:Lx

_ y(O, 0) + y(imax,j",.'",) - y(O, 0) yU)
lm.lX

(-l.l )

(4,2)

where J( i) and g(j) are monotonically increasing functions of their arguments, and

J(O) - 0 (4.3)

J(imax) - lm"" (4.4)

g(O) - 0 (4.5)

g(jm,,,,) - Jrmuc (4.6)
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The uodes (0,0) aud (i",,,,,j,,,,,,) are diagonally opposite COrIH'rS of t.he rectangular

("Olllpll tat.ioual dOlllaiu. The fllnct.ious f( i) aud g(j) control t.he packiup; of t.he uodes

aud will he referred to :~s l'<leki7l!J Jnnetions.

To couceut.rate t.he uodes smoothly towards the soil surface (j =0), the packing

fllul't.ion g(j) Illllst satisfy the condition

dg. dg.
-d'(]) < -d'(] + 1)

'J 'J

for ail j. Consider the (nonlinear) hyperbolic sinh function

gU) = .4.sinh(Bj) + C

wherc

(4.ï)

(4.8)

(4.9)

and .4., Band C are constants, to he determined. Imposition of the boundary condi-

tions (4.5) and (4.6) yields

C - 0 (4.10)

.4. - (4.11)

•
Thus, eqn. (4.8) becomes

(4.12)
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packing and will bc referred to a.~ th,' illft:lI$ity JI/dol'. l'hl' inll'lI,ity <lI' th., pa"kill~

(towards the surface j = 0) increa,;es with the (absohlll') "all1l' nI' [J.

'The packing fUllction g(j) is illdeterl1linate for [J = U:

g(j)
j'll'L,Sillh(O)

= sinh(O)

0
(·1.13)= 0

According·to l'Hôpital's mie [8], if F(a) = G(u) = 0, ail,i if. ;L~ t approadll" fi, t.he

limit of FI(t)jG/(t) exists, then

1· F(t) l' F'(t)nn -- = 111l-
1-" G( t) 1-" G/( t)

(.1.14)

where prime 1 denotes the deri"ative with respect to the argul1lcllt t. Using l'Hôpital's

mie, eq. (4.14), we obtain
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TIIiIS 1111' 1I1l'sh approacill's 1I11ifOrIlIily, iu the j-direction, 'L' B approaches O. To gen-

"I,lI .. 1l 1111iforlll lIwsh in 1.111' j-directiou, the linear function

y(j) = j (4.1G)

is cOlllput1ltiou1llly lIlore efficieut th1ln settiug B = 0 in the nonliuear equat.iou (4.8).

A uuirorlll spacing of t.he grid liues iu the direction of travcl (D.a.Tl of the wheel

appCafs logica!. This is at.t.ained with the linear packing fuuction:

f(i) = i

Notice t.hat. eqn. (4.1 ï) satisfies t.he boundary conditions (4.3) and (4.4).

(4.1 ï)

A schemat.ic plot of the packing function (4.12) is shown in Fig. 4.1 for differcnt

int.eusity fact.ors B: 0, 0.025, 0.05 and 0.1. (jmax = 90).

Figures 4.2(a), 4.2(b), and 4.2(c) show rectangular meshes obtained with the

packiug fnuctions

y(j) = J

y(j)
jmaxsinh(O.2j)- sinh(0.2jmax)

y(j)
jmaxsinh(O.4j)-
sinh(O.4jmax)

• respectivcly. In ail cases, f( i) =i, imax =21 and jmax =Il.
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4.3 Complex Domain

4.3.1 Grid-Generation Equations

For an irregularlr-shapcd complltational domain. Wl' l'nnSilkr th,' "rt h"~"llal ~rid-

gcneration equations of "-Jobler and Stcwart[~J:

Ir = 0

I" = (]

where

a·, a" a û·X :! -x F J; '~G;I:

Ir - a..,+<5 a··,- -a·- Il '-a'
1- r 1 J

where

(·I.IS)

(.I.I!))

(4.~O)

(-1.21)

fJ - Sf'(i) (4.22)
g'(j)

F
J"(i)

(4.23)- f'(i)

G -
g"(j)

(4.24)
gl(j)
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f(iJ "ud y(j) are th" packiu~ fUllctious aud the symbol prime' deuotes diff,'rcmiation

\Vith r"sl"'ct 1.0 its ar~ument.. The constant S is known ;cs the scalc fact07' and is rplated

1.0 t.he mufonlutl mor/ule M of the domain [2, -1]:

M = S'.In
"-'

lnu\..'(
(-1.25 )

Equat.ion (·1.25) is a neccpssary condition if the:r and !I coordinatps of the four corner

nodps (Il, 0), (i",,,,, 0), (0, j",,,,) and (i",,,,,j,,,,,,) are 1.0 be specified. The conformai

module of a rectangular domain is. by definition, the ratio of its length 1.0 its width:

len~"th
M - 0

rect - 'dthWl
(4.26)

For asimple irregu!ar domain, the conform'Ù module can be determined analytically [2].

In general, howe\'er, the analytical determination of the conformai module of a complex

domain is very difficult. Cons~quently, a numerical approach is utilized (section 4.3.3).

Wc note that eqs. (-1.20) and (4.21) may be cast in the form

(4.2ï)

(4.28)

of the equations gO\'erning heat conduction, seepage and torsion.

We seek 1.0 solve eqs. (4.18) and (4.19) for x(i,j) and y(i,j), respectively, al. each
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of the nodal points (i.j).

4.3.2 Boundary Conditions

Ill7

The boundary of the comput~tional domain is ,!iscl"l·tiz,·d into l'ouI' s<"!~Ill"nt'

corrcsponding to i = O. i = i m...,. j = 0 and j = jm~" Ont' honndal')" "ondition fol'

sol\'ing cq. (·1.18) for x and one boundary condition for sol\"ing (''1. (.l.l~l) fol' Il ill'"

required on cach of the segments. The Neumann houndary cOllllit.ion

âx .Ôy

ai = bâj

or

(.I.:!!l )

(,1.:10)

produces orthogonal grids. While orthogonal grids are not essential. they arc genel'al\y

desirable, particularly in curvilinear finite-difference schemes [4•.'5. 6J for a number

of reasons: (1) easy application of Neumann boundary conditions (2) simplifications

in the finite-difference algorithm and (3) improved accuracy. Notice that eqs. (4.2!J)

and (4.30) reduce to the Cauchy-Riemann equations whcn é = 1. A necessary second

boundary condition', provided by the geometric equation of the boundary:

•
x = x(y) (4.31)
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!J = !I(.r)

IDS

(-1.32)

At the corner:; (0,0). (i""", , 0), (O,jm.",) and (im.""jm,,,,) of the computational domain,

t.he miues of x and !I arc specified. The Neumann condition. eq. (-1.29) or (-1.30), and

t.he Dirichlet condition, eq. (-1.31) or (-1.32), arc applied inll complementary mllnner at

('ach boundary segment, 1lS illustmted subsequently. At each bonndary. a combina';ion

of one Nl'um:ulIl and one Dirichlet bonndary condition is applied. \Ve note that the

generating equations (-1.18) and (-1.19) arc coupied throngh the boundary conditions.

4.3.3 Finite-Difference Discretizati.on

Grid-Generating Equations

The solution domain. characterized by integral ,'alues of i and j, is uniformly

spaced \Vith tli = tlj. We therefore take advantage of the relative simplicity and

efficiency of the finite-difference method in handling such problems. At an arbitrary

node (i.j), the central finite-differnce discretization of eqs. (4.20) and (4.21) yields

•

Jr = (Xi+l,j - 2Xi,j + Xi_l,j) + of,j (Xi,j+l - 2Xi,j + Xi,j-tl

Fi (Xi+l,j - Xi-I,j) /2 - of,jGi (Xi,j+l - Xi,j-tl /2

JI' - (Yi+l,j - '2Yi,j +Yi-I.i) + of,j (Yi,j+l - 2Yi.i +Yi.i-tl

Fi (Yi+l.i - Yi-IJ) /2 - Of.Pi (Yi,j+l - YiJ-tl /2

(4.33)

(4.34)
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Boundary Conditions

Discretization of th,' bOllndary l"ülI,litiün (.1.30) yil·lds

50 that

(·1.35)

Yi-1J - Yi+1J + e5iJ (XiJ+l - XiJ-I)

Yi+1J = Yi-1J - e5iJ (XiJ+l - ;f;J-l)

i = 0; 0 <.i < j",.., (·1.36)

. . 0 . / . (·1.3ï)1 = 1 111O\X; <.J .... JIllOlX

j = 0: 0 < i < in,,,, (.1.:18)

j = j",..,; II < i < i",,,, (4.3!J)

The boundary condition (4.29) can be trcatcd similarly. Recall that x and .'1 are known

(specified) at the four corners of the domain. Complcmcnt.ing t.hc N'Clllll;UllI bOlllldary

conditions (4.36)-(4.39) are the Dirichlet boundary conditions:

y = bo(x)

i = 0; 0 < j < j""",

i = imô'x; a< j < jmllx

j = 0; 0 < i < i,,,,,,,

(4.40)

(4.41)

(4.42)
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(4.-13)

The functional forms of "0, "1> IJ.! and b3 are completely arbitrary. The system of

boundary condit.ions applied to the solution of eqs. (4.18) and (4.19) is illustrated in

Fig. 4.3. The surface y =bo(x) couId represent, for example, a rough (i.e. uneven) soil

surface.

Scalc Factor

The scale factor S may be obtaincd from eithcr of thc Neumann conditions,

eq. (4.29) or (4.30), by intcgrating along a non-boundary line of constant i or j. In-

t.egrat.ing eq. (4.29) with respcct to i, from i = 0 to i = ima, lùong an arbitrary

non-boundary j-line:

we obtain

fo
'm.. ,ax ._ fo'mu ,ay .

9 a' dl - S fa' dl
DIO 1

(4.44)

(4.45)

Numerical integration of the denominator in eq. (4.45) by the trapezoidal rule[9] yields

•

fo
'mu ,ay. Lli [( ,ay) ( ,ay) . ,..... -1 (,ay) ]f -. dl =? f -. + f -. + 2 L f -.

o al - al O' al·· . 1 al· ..J lm.. .) ,= ~,]

where Lli =1, and by the central difference approximation,

ay
aj = (YiJ+l - YiJ-tl /2

(4.46)

(Hi)
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4.3.4 Solution by Dynamic Relaxation Method

Introduction

TIlt' dis<T"tized grid-generation cquations Ir = 0 and I. = 0 with Ir and I.

givcon by coqs. (.1.:1:1) and (·1.:34), respectivcly. each constitute a set of simultaneous

,·quat.ions. TIll'se simultaneous finite·differcnce equations may be solv('d iteratively by.

for example. t.he tri·diagonalmatrix algorithm (TDMA) (e.g Patankar[7]. Lawal[6]) or

directly by. fol' example. Caussian elimiuation.

Herein. we consider the dy"amic relaxatio" method-a technique commonly used

for the static solution of structural mechanics problel~1s. In this method. an equivalent

damped dynamic problem. rather than the original static equation, is solved. The static

solution corresponds to the steady·state solution of the dynamic problem. Dynamic

rela.xation is an explicit iterative method. Ils main advantage is that it circumvents

the need to sol\'e a set of simultaneous equations. Thus, it is relatively simple and easy

to program. In addition. the core storage requirement is much less than that required

by 'static' fini te difference algorithrns.

Formulation

The dynamic rela.xation method is based on the equality of the solution of the

'static' problem

Ir - 0

I. - 0
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and the steady-state soin! illn of t ht' 't!yn:llnic' l'rlll>lt-Ill

illY + qi = fy

l·IAS)

l·l.·ID)

The (!ictitions) parameters c and m denote, respectÏ\'dy, the dalllpin~ fact"r and ilia.,.

density (discussed in a later section). The \~u'iables f. and fy lIIay Ill' coucl'l'tualizl'd

as forces acting in the x and y directions, respccti\·dy. Initial \~tlnes of .r alll! !/' at

time t = ()., arc rcquired. Note that initial \"alucs arc reqnired of it,'rati\'e llleth"ds iu

general and so do not constitnte an additionalreqnirl'lIIeut fol' th,' dYll:llui,' n'l"xatioll

method. The boundary conditions for the static prnhlt-m are also "Pl'lieahlt, to thl'

dynamic problem.

Initial Conditions

The initiaI coordinates x, y have a notable effect on the ulllllber of iteratiotls

required to reach the converged, statie state. Obviously, the closer the iuitial condi

tions are to the solution, the fewer the number of iterations that will be rcquired. In

this thesis, wc deterrnine the initiaI coordinates by a packing-function-bascd algcbraic

interpolation, much like the algebraic discretization tcclllliqlic for a rl'gular ,lornain

(section 4.2). Formally, the initiaI coordinates are given by:
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;L'(i,O) = x(O,O) + x(im""O) - ;L'(O, 0) f(i) (-l.50)
'm.LX

!J(i,O) = bll(x(i,O)) (-l.51)

:r.( 'i, j Ill;LX) = . (O' ) + x(im.."jm",) - x(O,jm,",) f(') (-l.52)x ,1nHLX . l
1tIl:L.'<

y( i,jnm.x) = b2(x(i,j",,",)) (4.53)

!J(O,j) = (0 0) + y(O,jmnx) - !J(O. 0) (') (-l.54)!J , . 9 J
Jmnx

x(O,j) - b3(y(0,j)) (4.55)

y(im.." , j) (' 0) + y(im""jm",) - y(im"" 0) (") (4.56)- Y lm"" . 9 J
Jm",

x(imnx,j) = b1(y(im""j)) (4.5i)

for 0 < i < i mnx and 0 < j < jmnx:

x(i,j) = x(O,j) + x(im""~) - x(O,j) f(i) (4.58)
lm""

y(i,j) (' 0) + y(i,jm",,) - y(i, 0) C) (4.59)- Y l, . 9 J
Jm""
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Zero initial vclocitit's are pl"t'seribt'd:

Time Integration

.r = 0

il = 0

(Hill)

(Hl! )

\\'e \\Tite the dynamic eqnations cq. (-1,48) ;\lul (·1.·1~). al au al'hit l'al'Y lillll' 1". in

the compact form

where

mxn + e:i:n = 1"

1 - J fr ll fy

• = 1: l

(·I.(2)

(·I.(3)

(-I.G-I)

and the superscript n refers 1.0 time tn • The central diffcrellcc discrd.iz..r.ioll of the

temporal derivatives is expressed in the form

•
ii;n _

:i:n+l/2 _ :i:n - 1/ 2

tn+l/2 _ tn-l/~
(4.G5)

(4.GG)
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t"+l/~ = (t" + 1',+1 )/2

t,,-I/~ = (t"-I + t")/2

\Ve cOllsider a COllstant time illcrelllent ~t:

~t = t"+1 - tn

by \'irtue of which eqs. (-l.G-l) ane! (-l.65) become

11G

(-l.Gi)

(-l.G8)

(-l.69)

(-l.iO)

ii:" =
X"+1/2 _ Xn- 1/2

~t
(4.il)

(-l.i2)

•

The value of z" is obtainee! by linear interpolation:

(4.ï3)
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rl'uee forlllula

1Il/':::"t-c/'2 ',,_1'" f"-':-:---"""" x 1 - + -'--'---':"C
III /':::"t + c/'2 III /':::"t + "/'2

l·1. ;-·1 )

The solution proecss simpl)' eutai!s t.he dirl'et su!>stit.ntiou of x al :11\' Ill,,·\·i.>lIS lilll" ln

obtaiu the cnrrent \-alne. \Ve note, ho\\'e\'er, that. l'q. (·1.7-1) ,'auuol Ill' us,'d 10 slarl Ih,'

iutegration siucc the \'l'loeit)':i: is known at tiuw t", uot al I-I/~. TI... iuilial .."udilious

arc of the form

•

Snbstituting eq. (4.77) into eq. (4.73), we obtain

:i:- 1/ 2 = _:i:1/2

which on substituting into eq. (4.74) al. tirne tO yields

(·1.7G)

(.1.77)

(4.78)

(4.70)
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()!''''rYl' that tl1l' dalilpill}\ ('oefliri"lIt (' docs Ilot ..liter illta the stal'tillg forlllula (4.79).

To sllllllllariz.. , th.. tilile-Illarchillg s('hemc is as follows:

for 71 =0:

for Il # 0:

for Il 2: 0:

. 1/" fa~t
x -=--

2111

m/~t - c/2 :ï:,.-1/2 + f"
m/~t+c/2 /II/~t+c/2

(4.80)

(-1.81)

(-1.82)

\Ve now scck the \'alues of c and ln which yicld the fastest convergence towards the

steady-state, hence static, solution and the value of ~t which ensures stability as weil

as accuracy of the results.

Time Step

Exprcssing eq. (-1.62) in terms of x, wc obtain. for n # 0,

•
(4.83)
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FreIn pll\'sical considerations. an inerea:,t''' in XII. :'\hOllld l't'suit in au ilhT('~\.""l' in X,f',t 1
• 1.) v

and vice \'ersa, Thus, the coefficil'lIt of x;J lllllst Ill' l'l)sit\'l':

2 [Ill - (1 + Ôi)(.:ltf]

III + c.:lt /2

That is.

For n = 0, wc obtain

>0 (·1.8·1 )

(·1.8G)

The coefficient of xiJ is positive if

Thus, the same time step limitation applies for ail n :::: O.

Damping Factor

(-1.8G)

(·l.8ï)

The damping factor is the primary vehicle for reducing the motion of the dynamic

problem to zero, yielding the static solution. \Vhilst many valu~'S of the damping

factor will suffice, the value which attenuates the motion most rapidly, known ;LS the



t:l,itical dalllping factor, is sought. A damping factor greater than the critical (an ovel'

dm/I]}(:d prohlclIl) yidds a solution which converges to the statie solution asymptotieally.

Thus, a small diffcrence bctween successive values of x does not neceessarily indicate

that the truc solution has been reached. On the other hand. if a damping factor

Jess than the cdtica! is used (an undcr-darnpcd problem), the oscillations decay with

successively smaller amplitudes. This provides a useful tool for monitoring and checking

the convergence of the soultion to the static one.

The critie:ù damping factor is a function of the fundamental (lowest) f"equency

of the undamped problem. It is shown [18, 16] that

•
J)YllallJi(' Grirl G/'Ilf'rarioll

Ccritical :::::: 2tJ.,'o

120

(4.88)

where Ccritical is the critical damping factor and Wo is the fundamental frequency. Note

that in [18], the d:mlping factor is normalized with respect to the mass, hence the

apparent dilference betweeen eq. (4.88) and the corresponding equation therein. The

analytical determination of the fundamental frequency is not trivial. A numerical

technique, which has been successfully used in structural mechanies [19] and seepage

[16] problems, is considered. From the solution of the undamped (c = 0) problem, the

fundamental frequency Wo may be obtained in one of two ways. In the first method,

the oscillations of x at a representative node are monitored. If the number of iterations
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takcll to complctc one cycle is .Y. Ih,'n

~'o =:?::j'y':;'t

and the critical dlUuping factor, eq. (-1.88), is

Ccrit;',,,l = -I..mjNf:;.t

l:?l

l·I.SD)

(·I.DO)

In the second method, the total kinetic energy is monitored. If th,' nnlllber of it.l'l'at.ions

taken to reach ma."dmum kinetic energy is M, then

""0 = 2. j -\A;f f:;.t

and the critical damping factor, eq. (-1.88), is

Ccritical = "m/ lllfb.t

(·1.91)

(4.(2)

From eq. (4.91), we see that the number of iterations taken to attain the ma:<Ïmnm

kinetic energy corresponds to one quarter (1/4) of a cycle of the fundamental mode.

The kinetic energy KE is given by

KE =n::: m:i:·:i: (4.(3)

An alternative dynamic rela.'I(ation method based on the un,lILrnped <1ynamic prob-



• "'III is pn'St'IIt.l'd ill [1 il. This approach makcs use of rhe fact t hat a \·ibrat.ing body

att.aillS 1I1:lxillllltll killetic ellergy :lt :l static equilibrum position. Implementation is

rel:lt.ivcly simple. The tot:l! kinetic energy is monitored and when it peaks, all the

llod:ù \'elocities are set to zero. The process is repeated until convergence is attained.

Fur a system vibrating in one mode, no iteration is, theoretically, neccessary. In

practicc, howcver, a few iterations may be required. It is noted in [1 il that in the

cOll\·cnt.ion:l1 <!:unping :lpproach, d:lmping forces may induce a path-change in path

depcndent-proccsses and thus render the solution suspect. Herein lies a major adv<Ln

tagc of the damping-independent method. There is also the advantage of by-passing

the detcrmination of a damping factor.

Mass Density

The mass density m is a fictitious parameter with no physical significance. A

reduction in m to a value which does not violate the stability criterion, eq. (4.85), l'an

rcsult in an appreciable increase in the rate of convergence. Re-arranging eq. (4.85),

(4.94)

For a constant mass density m, the optimum time step, eq. (4.85), will \'Ury with

time because of the time-dependent parameter o. Similarly, for a constant time step

~t, the optimum mass density, eq. (4.94), ....ill be time-dependent. To maintain the

• relative simplicity of the constant time-step algorithm, we will keep the time-step fixed
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a sufficient margin of safety ag,ânst nunll'rÏl'al illstahility. th,' mass tlt-Ilsity lllay lit'

increased by a factor Q, tha.t is,

where Q ;:: 1.

Convergence

(·I.DG)

Convergence to the statie solution is deemed to have occurred when t.he l'ollowinf(

quantities become ~'aIlishingly small (Le. fa.1l within a. prescribed to\emnce le\'d):

1. difference between successive values of :z:

2. force f

In theory and practice, these conditions will be met almost simnltaneollsly alld so only

one of the conditions needs to be monitored.

Results

Sorne results of computations conducted are prcsented in chapter 6.
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Chapter 5

Object-Oriented Program Development

5.1 Introduction

Object-oriented programming (OOP) is the latest de\'e!opment in software design

philosophy, with seemingly limitless potential. By way of introduction, we consider two

rather basic and fundamental questions:

(a) what is object-oriented programming?

(b) what are its benefits?

The first of these questions (what is OOP?) has no definitive answer, as evidenced by

the following characterizations1:

"My gness is that object-oriented programming Will be in the 1980's what

structured programming was in the 19ïO's. Everyone will be in favor of

ie. Every manufacturer will promote its product as supporting it. Ev

cry manager will pay lip service to it. Every programmer will practice it

(differently). And no one will know just what it is." - Reutsch [2J.

'compiled, in part. by Nelson [GJ

126
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"Object-orientecl is weil nn its way tn bl'l'nlllin~ th,' hnzzword or th,' l~l~I)'S,

Snclclenly l'verybocly is nsing il., but with sndl a ran~,' nI' r:\llkally ditr"l\'nl.

meanings that no one seems 1.0 know exactly what thl' nt hl'r is sayin~,"

Cox [1].

"Object-orientecl has become a buzzworcl that implil's '!\nnll' pn,!\r:ul\-

ming." - Stroustrup [3],

"I haye a cal. named Trash. In the current politic~ù climate, il. wonld Sl'em

that if l \Vere trying ta sell him (al. least ta a compnter scientist), 1 wonld

not stress that he is gentil' 1.0 hum~ls and self-sufficient, IÏ\'in!\ mnst.ly nn

field mice, Rather, l would argue that he is objcct.-oricnt.ecl," - Kin!-\ HI,

"A complete definition of what il. means 1.0 be object-oriented is therefore

not possible, though we l'an perhaps judge when one language is more

object-orientecl than another." - Niestrasz [5].

\ ,'-_.

This lack of a universal definition as 1.0 what makes a program object-orientecl stems,

in part, l'rom the temptation 1.0 single out and herald that attribute of OOP that is

most relevant 1.0 one's need and application. Regardless of one's clefinition, however,

there is a general consensus that OOP l'l'presents a considerable improvement over the

traditional programming approach and is weil on its way 1.0 becoming the ri" facto

standard.

The second question (what are the benefit~of OOP?) is much less controversial.

The superiority of OOP is based essentiallyon two powerful concepts: encapsulation



•
128

alld Îllheritauce. Elwapsn!ation n·f"t." 10 th" process of combining bath t'ode and

dal a into a sing!<' ,'ntil)' to fonn a ne\\" data type called class ",hile inheritancc is the

1lll'dIanisin of deri\'ing a 11<'\\' d;",,", from an existing one. Ellcapsulation and inheritancc

<'nahl" eo,les to he more readi!y reused, speci,ùized or generalized ta solve ne'" problems.

Ih'ns<' of existing ende is a very efficient way to reduce the time and cost of software

d<,wlopment. In addition, the tools of OOP ,ùlow for greater control over a prognun's

struetnre and llIodn!;u·ity.

The primary dilferencc between the object-oriented philosophy and the tradi

t.ional approach lies in the m;umer in which the functions ami data variables arc or

ganized and implemented. In OOP, data \'al'iables and the functions that operate on

t.hcm arc grouped together as a unit and implemented as such while in the traditional

appmach, fnnctions ;uld \~triables arc treated as separate entities. The OOP approach

is based on the recognition that data \wables and the codes that operate on them are

mlltually dependent and co-exist. Clearly, object-oriented program design requires a

radical change in the thought proccss.

Object-oriented progranlming of the dynamic wheel-soil interaction problem is

highly desirable in view of the extensions, e.g. to incorporate tire f1exibility and tread

pattern, that will be required in the future. We also note that the validation of the

code will greatly facilitated by the organization of the program into self-contained

mini-pl'ogl'ams (classes) that can be independently tested.

In the l'est of this chaptel', the fundamental concepts of OOP are highlighted and

applied to the devclopment of an object-oriented eontl'ol-volume-based finite element
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10. II, 12, 13] i~ employe,1.

5.2 Fundamental Concepts

The fnndamenta! concepts of objcct-oriented pl'ogramming. nanwly ,'ncap~nla

tion, friends, inheritance, virtnal fnnctions, polymorphislll. operatol' o\"l'r1oa<ling. ù'n

strnctors and destructors are described.

5.2.1 Encapsulation

Encapsulation, also known as data abstraction, is the combining of fnnctions

and data variables into a sclf-contained single entity to form a ne\\' ,lata type. This ne\\'

data type is called a class and a class variable is called an object. The rclatiollship

between a class and an object is analogons to that between a data type and a variable.

The member functions of " class are known as methods and the data variables arc

called instance variables. The term member will he used as a generic term !.O

denote a member function or a da!.a variable.

Each member of a class has full access to any other member of the cl,lSS. Access

to a member by a non-member of the class can be unrestricted, restricted or denied,

depending on the spccified access privilege. Each mcmber within a class is dec1ared

public, private or protected. A private member can only be accessc:d by rnernbc:rs

within the same class. A protected member can be accc:ssed only by membc:rs within



1.1", S;UIlt: cl;css and mt:III!",rs of c!;c"ses derived from titis cl;css2.•-\ public member can•
(JI)j"cr -Orit'IJ tt-ri p[D~r;llIJ Dt:\'(·lo[JIlJ('IJ r 130

he aC''''ssed by any Il,,,mher of any cl;c'iS. Tite general sy"ta.x for cla-"s declarat ion is:

class name

{

private:

Il private members are declared here

public:

Il public members are declared here

protected:

Il protected members are declared here

};

The double slash / / is a one-line comment symbol - e\'erything 1..0 the right of il..

is ignored. Members arc prÏ\-ate by default. Thus, the access specifier private is

optional. Usually, data members are made prh-ate while the member functions are

made public, so that the data members can only be accessed by the member functions

of the c1ass. This data-hiding capabilty is a very attractive and useful feature as il..

guards against accidentai or inadvertent corruption of data by external members.

5.2.2 Friends

Access 1..0 the private members of a c1ass by a non-member of the c1ass may be

• obtained through the friend function mechanism. A member that seeks access 1..0 the

'deri\'cd classes are discusscd in scction 5.2.3



• pri--atl' nll'mbl'rS nI' a dass is lkdarl'\l a fri,'nd,)f th,' dass wilh th,' l'rd',,,·,, fri"I"1. in

the following manner:

class classl

{

public:

int datal;

void funcl0;

};

class class2

{

private:

float data2;

int fune20;

friend void classl::funcl();

};

It makes no differenee whether a friend function is dec!arcd in the private or publie

section of the c\ass. In the above dec!aration, the mcmber functioll funcl of c!fL'iS

elassl is given access to the private members of C!a~s class2, namely th" ,lata rnembflr

data2 and the member funetion func2. The friend function funel is mcrely il. friend,

not a member, of the the elass2 family.
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• Ail th" l'WIIl),,,r fuuc1.ious of ou" c!<css mm' ),e made fril'ucls of ano1.her class by

(h'd"riu~ 1.1... c:u1.ir" d;css ;cs " frieue! of the desired class as illustrated belo\\':

class class2

{

private:

float data2:

int func20;

friend classl;

};

A11 the private members of class2 are now accessible to any member of classl.

Friends functio'ls can be cOll\'eniently used to pro\'ide privileged access to more

than one c\ass. Friend functions are particularly useful for providing quick fixes to

t:'e implement\ttion details of a c\ass. The concept and use of friend functions is,

however. a rather controversial one since they break through the encapsulating wall

that is built around the private members of a class. As a general rule, a recurrent need

to use friend functions is a strong indication that the object-oriented structure of the

program is weak and needs re-organization.

5.2.3 Inheritance

Inheritance is the process of creating a new c\ass from an existing one by adding

• new members, overloadi!lg existing member functions, modifying access privileges, etc.

The ne\v class is known as a derived c\ass while the original class is refered to as the
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base class. Throllgh inheritancc. a \\"cll-t",reti eo,lt' ean \". 'l"'l'Ïali:"',i ,Ir ~"n"rali:"',i

to solve ne\\" problems. A deri\'cd cla....s is dedared in the forlll:

class derived: private basel, public base2

{

Il declaration of new members

};

In the derived class declaration, each base class is prefaccd by t.he access specifier

public or private. the latter being the default. The aecess specifier d,ws not. aher t.he

access status, within the base class, of the base class Illembcrs. The ace,'ss sl'ecilier

pertains 1.0 the base class members inherited by t.he deri\'ed cla......~.

\Vith a public access specifier, the public and protect.ed nwmbers of t.he base

class are public and protected members, respecti\'eiy, of t.he derived c1;c";s. The l'ri\·at.e

members of the base class remain privat.e to the base clas:; and arc not. accessible t.o

the derived class.

\Vith a private access specifier, on the other hand, the public and protected

members of the base class become private members of the derived class. The private

members of the base class, however, remain private 1.0 the base class and are inaccessible

1.0 the derived class.

Note that the private members of the base class l'an only be inherited by the

derived class through the mechanism of friend fllnctions.

In sorne instances, il. may be desirable 1.0 alter t.he access statns of a b;iSe class

member within the derived class. Suppose, for example, a base class mernber is tmns-
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11Iit.lcd 10 a dcri\"l'd ch~s ;L~ a pri,·ate mernber. This Illay be cO!1\'crtecl ra a pllblic or

protcckcl Illcml",r of the clcri\'ecl cl;L'>S as follows:

elass base

{

private:

void funeOO;

proteeted:

int func10;

public:

void func20;

float fune30;

};

elass derived:private base

{

proteeted:

base: :funcl 0 ;

public:

base: :func2 0 ;

};

In the above code, the p!otected and public members funcl0, func20 and func30

of the base class base are transmitted to the derived class derived as private members
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(funcOO is not translllitt,'d at all). \\"ithin th,' dcri\"l'd dass. funcl0 is <""Ilvl,rt",l

ta a protected lllembcr while func20 is con\"l'rlL'd to a pllh1i<- ml'ml",r: func3() is

not converted within the derived cla..o;s and so rcmains a l'rival<' m,'mlll'r. III a simi1ar

manner, base class rnembers transmitted to a dl'ri\'ed da..,,-' as pllhli<- ml'm1ll'rs l'all

be com'erted to private or protected melllbers. This llll'chanism is known as access

declaration.

5.2.4 Virtual Funetions

It is permissible to declare, in the derived class, a llll'mber fnnetioll with an

identical name, ~turn value and argument list as a base cla..o;s melllber. The lIlechanism

of ...irtual functions is provided to invoke ~he dcsired member dyn:uuically, i.e., at l'tm

time rather than at compile-time. The synta., calls for the prcfacing of t.he base class

member with the keyword virtual. This declaration (virtnal) is not reqnircd in t.he

derived class member:

class base

{

public:

virtual void func();

};

class derived:public base

{



• public:

void funcO;

};

The desired fnnction is selected at rull-time USillg pointers, as illustrated below:

int mainO

{

136

base

derived

base

ptr = &:b;

b'•

d;

*ptr;

}

ptr -> funcO;

ptr = &:d;

ptr -> funcO;

Il executes base::func();

Il executes derived:func();

•

We note that the keyword virtual is necessary if the selection of the desired function is

to be done at run-time. This process is known as late or dynamic binding. Without

the virtual key;vord, notwithstanding the use of pointers, the selection will be made

at compile-time - a process known as early or static binding. Dynamic binding

consumes less memory than static binding. Virtual functions are used to efficiently

im'oke dilferent versions of a base class function.
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5.2.5 Polymorphism

1·,-,"

•

The tenu polymorphism is a<!apt<'(\ fn'lIl Gn'l'k au<! Uh'aus 'h:\\"illp; lIlallY

shapes'. In OOP, pO\YlIlorphislll (a\so kuowu a.~ fllllction overloadillp;) is tIh' ilS"

of the same lUuue for two or more lIlemb.'r fUlldious of th.' s:uu,' l'!ass. The flltlt"t iOllS

must be distinguishable by the lltllllber mId/or type of their :lrglllueuts «'allillp; l'ar:uu-

cters). Traditional progralllluing lmlguagcs, il. will be rccalled, requin' that. a <!ilf,'n'llt.

nalUe be used for l'very function. Clearly, il. is preferable, frolll the st~,ud[loilltof l'!arity

and robustncss, to use the salUe nmne for functious that. perform silllilar adiollS ou

different types of variables. The following code segment. illustrat.es t.he use of t.he sai""

function nalUe abs for the absolute value of ml illteger, a single-precisiou rcal lI111ul",r

and a double-precision number:

class absolute

{

public:

int abs (int);

float abs (float) ;

double abs (double);

};

The appropriate function, dependent on the calling paramctcr, is alltomatically sc!cc;t.cd

by the compiler. Polymorphism is often used to provide alternate constructors:l to a

3constructors arc discusscd in section 5.2.ï
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dass.

5.2.6 Operator Overloading

Operator overloading is the use of tbe same operator (e.g. +, -, *) to eonduet

similar operations on dilferent data types. For example, the use of the + operator for

integer as well as realnumber addition constitutes operator overloading. Using operator

overloaeling, matrix multiplication lUlel addition, fol' eXlUuple, ClUl be implemented by

the familial' notation:

A=B*C+D; Il A, B. C and D are matrix objeets

•

The synta:'i: for operator declaration is:

matrix operator*(matrix& A);

matrix operator+(matrix& A);

matrix operator=(matrix& A);

5.2.7 Constructors and Destructors

A constructor is a member function with the sanle name as the class it belongs

to. Unlike normal member functions, however, a construetor is not explieitly ealled.

Rather, it is automatieally in\'oked when a class variable, i.e. objeet, is declared. Con

sequentl)', it is a eonvenient, and often used, method for initializing data members, as

illustrated below:

elass nodes
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{

int M. N;

node (int M. int N);

};

nodes::nodes (int m. int n)

{

M= m;

N = n;

}

The constructor could, equivalently, be defined in-lïue, alongside its dcclarat.ion, :L~

follows:

nodes (int m. int n) {M=m; N=n};

The following object declaratioll

void mainO

{

nodes x(SO. 30);

}

assigns the values 50 and 30 1.0 the private data members Mand N, respectively, of

object x of class nodes. Constructors, like other member fuuctions, cau be overloaded.
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:\ d..stnll'tor is also a Illl'Illher fllllctioll with the saille naIne as the c1ass il. bdongs

'0 hut.. ulllik.. a COllstl'llctor, il. is prefaced hy a tilde -, \Vhen an object goes out of

St'Ol"', tlll' COllstl'lle\.or is autolllatieally illyoked, Useful lUld conunoll applications of

d..stl'lle\.ors ille1ud.. d..allucatioll uf dynaInic Illel\lory lUld c10sing of files al. program

t'Illi. Whilst COIlStructOl'S and destructors have many of the characteristics of normal

11I('lllher fUllctiollS, they do have some unique features, for eXlunple:

1. Th..y du Ilot have retul'll \.tlues, not l'ven void.

2. They l'anIlOt be inherited, though a derived class l'an invoke a base class' con

structor and dcstructor,

3. Constructors cannat be vil'tuai but dcstructors l'an,

-1. COllstructOrs and dcstructors are automatically invoked when objects are created

and dcstroyed, rcspectivcly.

5.3 Program Development

5.3.1 Introduction

The journey towards an object-oriented \Vorld of computational mechanics has

begull. In a l'l'cent paper entitled Object oriented progmmming in scientific computa

tions: The begining of a new l'm, Filho and Delvo [14] presented a (preliminary) sketch

of the framework and basic clements of their proposed object-oriented finite element

program. Il. consists essentially of base classes element, materia! and matri.x which de-
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fine, in sume,,"hat gencral tt'nns, tht' basÏl" ingredi"llts llf a tinitt, ,'h'llll'lll allalysis_ Th,'

frame,,"ork pertains, sp,'citica11y, 1.0 th,' "Oll\"t'Iltillnal tillil,' ,'km"llt m,'lhm\' wh,'r"ill

matril.: maniplllation (:1.~Sl'mhly, sollltioll) ,'onstitllt"s ail illtt'gml cllml""ll'Ill.

Hcrcin, wc deyelop :Ul ohjcct-orient,'d "tllltrol-\'ollllll,'-bas,"! tillilt, <'l''llll'nt pr,\

gr:Ull for the solution of soil-structul"C interactioll problems, in g"lll'ra\' aud dYllamÏ<'

wheci-soil interaction problellls, ill particular. A ne"es.~ary alld \"t'ry impllrtaut tirst

step in the deYeloplllent of ail ohject-oriented progr:ull is the design llf a <'Ias.~ st.1'nctlll\'

for the problelll, Desirable attributes of a d:1.~ stmetnn' are simp!it'Ïty :md Ikxibilily.

Our proposed c1ass structure consists of two sets of d:1.~es, The lit"'t s"t pertains tll

the run-time allocation of storage space for the nodal, elemelltal :mcl eontrnl-\'o1tmll'

based -variables, The second set of c1asses constitutcs the fllllet.iolls and as.~oei;üecl

data for solving dynamic sail-structure interaction problellls within the fr:unework of

the control-volume-based finite element method.

5.3.2 Dynamic Memory Allocation

The heap provides, relative to the st.ack, a huge reservOlr from whieh large

amounts of storage space can he drawn dynamica11y, i.e. at run-time. In a fillitc e\elllellt.

analysis, where the data requirements are often considerable, dynalllic lllclllory a11oea

tion is extremely useful. Run-time memory allocation yiclds, relative ta compile-time

allocation, a smaller code size.

Dynamic memory for the nodal, elemental and control-volullle-b:JSed variables is

allocated by c1ass nodes, c1ass elements and c1ass l'volumes, respectivcly. Nodal
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\'ariablcs are coordinat es, displacements, \'elocities and accelerations. Elemental \'ari

ables are stres.,es, straills, dellsity and mass. Control-\'olume-based \'aI'iables arc mass,

forces and hour-glass momentum.

The methods and structure of classes nodes, elements and c\'olumcs are \'ery

similar. Thus, wc will discuss, in some dctail, class nodes, listcd below:

/* two-dimensional dynamic memory allocation for nodes */

#define type float

class nodes

{

protected:

type** p;

int sl. s2. lb1. lb2. ub1. ub2. i. j;

public:

nodes (int M. int N=l. int imin=O. int jmin=O);

-nodes 0;

typek node (int i. int j=O);

void initialize (type value);

};

nodes::nodes(int M. int N. int imin. int jmin)
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{

51 = M"•

52 = N;

lb1 = imin;

lb2 = jmin;

ub1 = lbl+51-1 ;

ub2 = lb2+52-1;

if C! Cp = nell type* [52) ))

{

cout « "In5ufficient memory for nodes. Reduce Mand/or N \n";

exit(l);

}

for (j=O; j < s2; j++)

if (!Cp [j) = nell type [51)))

{

cout « "In5ufficient memory for node5. Reduce Mand/or N \n";

exit (1) ;

}

initialize (0.0);
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}

nodes: : -nodesO

{

for (j =0; j < s2; j++)

delete p[j] ;

delete p;

}

type& nodes::node(int i. int j)

{

if (i < Ibl Iii > ubl Il j < Ib2 Il j > ub2)

{

cout « "Illegal array index (" « i « "." « j « ,,) " «

"sent to nodes::node(int. int) \n";

exit(l) ;

}

return (p[j-lb2] [i-lbl]);

}

void nodes::initialize (type value)

1.J.J
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{

for (j = 0; j < s2; j++)

for (i = 0; i < s1; i++)

p [j] [i] = value;

}

#undef type

Class nodes consists of constructor nodes, destructor -nodes atHl lIlt'ml",r fun,·t.ioll~

node and initialize. The required array size and 10ll'er bound a!Tay indict'~ an'

supplied 1.0 the constructor. Using the mechanislll of default values. a ,lt-fault. loll'l'1'

bound of zero is set. This feature provides considerable flel'ibility to t.he prcgr:unlll'·r.

Memory is allocated within the constructor nodes and deallocatcd by th" destruc\.or

-nodes. An arbitrary object x of c1ass nodes, created by

nodes x(M.N);

allocates dynamic memory for a two-dimensional aITay of size M by N for nodal vitriithl.·

x, with the array indices taking on the default lower bound (0,0). (The upper bouml

is, of course, (M-I,N-I)).

The member function node references the values of t.he array eielll''''ts. For

el'ample, the variable x.node(i.j) identifies the value of x at node(i.j), A check

is made 1.0 determine whether the indices Ci. j) lie within the range supplied to the

constructor.

Member function initialize is used 1.0 initialize the array clements. The 1'01

lowing statement
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x.initialize (2.0);

will 'L",i).\11 t.he :l\unlwr 2.0 t.o ail t.he array clement.s of x.

The prc-processors #define and #undef are used 1.0 allow for an ~asy incorpora

tic>ll of the desired ,"ariab!e type (e.g float for single precision, double for double pre

cision, int for integer). lf#define type float is rcplaced by #define type double.

for examplc, we obtain a double-precision dynamic array.

übjcl'ts of dasses clement.s and c,"olumes are created and referencc(1 in a similar

1l1:Lllller:

elements sigxx(M,N);

cvolumes mass(M,N);

sigxx.elem(i.j) = 0.0;

mass.cvol(i.j) =5.3:

5.3.3 Class Structure for Wheel-Soil Interaction

The framework of our proposed class structure consists of base classes GRID,

ELEMENT, lNTERlOR. TRANSMlTTlNG, BOUNDARY, COR1'-iER, NE\VMARI\:,

WHEEL. PRINT and PLOT. These classes and their functions are presented in tabular

form in Table 5.1. Aiso shown are the memory allocation classes nodes, elements

and cvolumes, discussed in the previous section.

The wheel-soil interaction classes are further discussed 'below.

1. C!ass GRID discretizes an arbitrary-shaped computationa domain into quadri

lateral finite clements. using the dynamic relaxation algorithm.
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Table 5.1: Object Oriented Program Design: Whcd-Soillntcraction

CLASS FUNCTION
1nodes Allocates dynamic memory for

nod:ù mriables
cvolumes Allocates dynamic memory for

control-volume-based variahles
elements Allocates dynamic memory for

element-based variables
GRlD Generates finite clement mesh
ELEMENT Computes element-based variables and clement

contribution 'to associated control volumes
INTERlOR Motion and hour-glass control of interiOl' nod,·s
BOUNDARY Boundary conditions and hour-glass cont.rol of

boundary nodes
COfu'ŒR Corner conditions and hour-glass cont.rol of

corner nodes
TRANS)oIITTING Transmitting boundary forces and cont.ribut.ioll t.o

associated control volumes
NEWMARl~ Time integration scheme

1WHEEL Wheel-soil contact forces
PRlNT Prints solution to a file

1PLOT Plots solution on the screen

1·l7
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2. Class ELE:-'I E:\T compntes. the clement-by-clement, the clement-based \'ariables

(i.f~. stresses, strains, density, mass) as weil as clement contribution to the mass.

internai traction and hour-glass momentum of the associated control ,"olumes.

3. Class INTERIOR comput.es the motion and hour-glass ,"elocity correction of the

intcrior nodes.

-1. Class TRANSMITTING computes the transmitting boundary forces exerted on

the associated control ,"olumes. It is used in association with class BOUNDARY,

wherc applicable.

5. Class BOUNDARY consits of four classes, namcly BOUNDARYl, BOUND-

ARY2, BOUNDARY3 and BOUNDARY4, corresponding to each of the four

boundaries of the computational domain. Each of these BOUNDARY classes

supplies the applicable boundary conditions and computes the forces on the as-

sociated control ,"olumes or the motion of the boundary nodes (depending on

the bound'lry conditions). Also computed arc the hour-glass ,"elocity corrections,

if applicable, of the boundary nodes. This format, in conjunction with that of

class CORNER, discussed below, allows for the easy incorporation of any desired

boundary condition and makes the code readily adaptable to the solution o~ a

wide \'arÏety of soil-structure interaction problems.

6. ClasS CORNER consits of four separate classes, namely COR.NERl, COR1\'ER2,

COR.:'\'ER3 and CORNER4, corresponding to each of the four corners of the

computational domain. Each of these CORNER classes supplies the applicable
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motion of the corner nodl' (dl'JlL'nding on thl' L'onH'r l'l)nditi,'US). Corn"r t\'r,·,·s

computed within the BOUNDARY classes are silllJlly JlaSsl'<i ou th,' COHNEH

c\ass. Also compllted are the honr-glass \'('Iocity correction. if applienhl,,, of th,

corner node.

ï. Class NE\VMARK is the time integration scheme uscd to int.cgrat<' t.hl· e'lllat.ious

of motion.

S. Class \VHEEL is pro\'idcs the funetions for determinillg the \\"hœl-snil cout.act.

forces. It is used in associat.ion \\"ith the surface bOlllld:lry.

9. Class PRINT prints specified results. e.g., soil drag, whcc! siukage. cout.act. forces

and their stick-slip status, translational velocity.

10. Class PLOT plots specified rcsults on the screen. This is p:trticularly uscful for

\'isualizing the deforming soi! grid during wheel passage.
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Results

6.1 Introduction

The dynamic wheel-soi! interaction and the grid-gcneration equatillns wen' Cllded

in the C++ programming language, using object.-oriented struct.me, in t.h,- lIlann"r cie

tailed in chapter 5. Borland C++ compiler was used. COIllJlutations \Vere eonclut'led on

486-microcomputers in the Ch'il Engineering and Applied Mechanics lvlicro-CoIllJlut.ing

Facility.

The grid generation program was implemented as a stand-alone so il. can he used

independently of t.he wheel-soil interaction problem. The wheel-soil int.eract.ion cocle

was tested, and successfully validated, in the context of a variety of transienl. problcrns,

including dynamic punch indentation [1], dynamic soi! compaction [21, transmitting

boundary effectlVeness [3] and hour-glass control [4J.

In this chapter, results are prllSented, lirst for the grid generation ancl t.h':n for a

wheel-soil interaction problem simulating aircraft landing on a soil-surfacc rnnway.

151



• 6.2 Dynamic Grid Generation

•

Four complex (i.e. irregularly-shaped) computational domains were used as test

ca.""ps. TIH'se an~:

1. incliued surface

2. siuusoidal surface

3. circular

4. t.riangular

The rcsult.s prcscntcd hcrcin werc 01)taillCd using the undamped dynamic re1a.,ation

algorithm. Thc damped algorithm yielded essentially the same results. In all cases, a

tolcrancc Ic\"c1 of 10-\ a time incremcnt b.t =1 and a mass deusity factor a: = 1 were

uscd.

6.2.1 Inclined Surface

Thc inclincd surface dom:l.Îns, \Vith surface slopes 1/10 and 3/10, are shown in

figs 6.1 and 6.2, rcspecti\"ely. The grid lines are packed near the surfaces with a packing

intcnsit.y fact.or Bj =0.2.
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• 6.2.2 Sinusoidal Surface

The siuusoidal surface dOlllaius arc shown iu Figs G.3 aud G.-I with the siuusoidal

surfaces dcfiued by

21inx
y = R(l- cos--)

L
(6.1 )

•

wherc R = 1, n = 3 iu fig 6.3 lUld R = 10, n = 1 in fig 604. The grid lines are packed

uear the surfaces with a packing intensity factor Bi =DA. A sinusoidal surface could

he used ta simulate a rough (i.e. uneven) sail terrain.

6.2.3 Circular Domain

The circulaI' domain is shawn in Figs 6.5 with no packing of the grid lines. The

circul1u' domain could be used, in future extensions, ta model a deformable whee! (i.e.

tire). A similar grid, generated for modelling fiuid fiow and heat transfer through a

circulaI' duct, l'an be found in Lawal[5J.

6.2.4 Triangular Domain

The triangulaI' domain is shawn in Figs 6.6 with no packing of the grid lines.

A similar grid was generated by Lawal[5] for modelling fiuid fiow and heat transfer

through a triangulaI' duct.
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6.2.5 Discussion

Effect of time step

Numerical experimeutation l"l'wakd that nl'Îther th,' nUllll'rica! stahility (lI' th,'

algorithm nor the accuracy of the results nor the rate of C(lll\·,'r~"lll'l' is al!',·"t.",l hy

the time increment !>.t. This is entire1y consistent with our formulati(lll wh,'re'in t.h"

stability ofthe numerical scheme is embodied, not in the tillll' st.ep as is llsllally t.h,' C:L"',

but in the mass density. The reason for this, il. will be recalled, W'L~ 1.0 enable the ilS" (lI'

a time step that is independent of the e\'oh'ing solution field and thus t.ake ;ul\oUltap;"

of the relative simplicity of the constant-step central-difference t.inw int.,'p;r:ttor.

Effect of mass density

The mass density can be modified through the fact.or of safdy " (the m:L~S d"l1

sil.Y varies linearly and proportionally with 0:). It was observed that the theorctic:d

optimum 0: \'aIue of l was indeed the most. computationally re1iable.

Effect of tolerance level

The tolerance level had a significant effect on the rate of convergence, as depkt.ed

in Table 6.1 for the triangular domain. The sharp increase in the number of time stcps

taken 1.0 reach convergence as the tolerance level is decreased was charactcristic of a1l

the domains tested. As expected, the degree of orthogonality of the grid linr,s iIlCI"f"L~CS

as the tolerance level is decreased. Results obtained with tolcrancc levcb of 10-4 aml

10-5 were practicaUy the same.
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Tabl.. G.l: EH'"rt of to!crancc lc\'c! Oll con\'crgcncc ratc

t.olcrancc t.imc steps

10-1 16

10-2 132

10-3 33i

10-.1 i06

10-5 1311

6.3 Simulation of Aircraft Landing

6.3.1 Problem Parameters

l5S

•

Thc main gear tirc of a Bocing 36i-SO aircraft touches down on an unpaved soil

slll'facc, with a \'c!ocity of 42.4 mis (95 miles per hour) at an angle of 13,9 degrees

from t.he horizont.aL Thc tire radius and width are 23 in (0,584 m) and 16 in (0.406

m) rcspecti\'c!y. A \'crtical load of 9300 lb (41.366 kN) acts on the tire, A tire-soil

frictional cocfficicnt of 0.33 is assumed. These tire parameters were adapted from Pi[6].

Thc tirc is considered to bc highly inflated, i.e., rigid. The ground-roll operation is

onc of frcc-rolling whecl mobility, Le., no external torque is applied to the wheel a.'C!e

(T = 0). Thc soil may, and is expected to, exert an interfacial torque on the wheel

cansing it to rotate as it tra\'els alollg the soil surface. A wheel mass of 10 lb (4.536

kg) is used.

Thrcc diffcrcnt soils, adapted from Pi[6] and whose properties are listed in Ta-



•
R("sulrs

strength or. equivakntly, d,'('r,'asin!:\ (kfol"lnahility. Th,' 'ù'un!:\'~ m,,,lultl~. l'<li~~"u'~

ratio and shear modulus are consider,'d ta h,' thn',' ind,'p,'n,knt paran\l't,'r~ l"'('au~,'

of the relati\'e1y low value of the shear modulus dl't.'rmin,'d for th,' ~oils. T!ll' ,'<ln"

index CI, averaged over a 6 in (152 mm) penetration depth is abo indieat",\. Th,' ('\ln,'

ir.dex is defined, by the Waterways Experinl<'ntation Station (\\'ES) of th.· II .S. C'<lrp~

of Engineers, as twiCl' the l'orel' ùeeded to push a 30-,kgn',' con,' havin!:\ a ha~,' at','a <lI'

0.5 in2 (322.6 mm2) into the soi\. The conc index is, of cour~", a fun,·ti,'n of t.lll' .kpl h

of penetration.

The eomputational soil domain, shown in Fig. 6.ï, is 12 ft (3.658 m) lon).\ and

4 ft (1.219 m) wide. The discretized domain consists of 450 nodes and 396 dellll·nt~.

There are 45 equal-spaced vertical grid lines (i = constant), unmhered 0 t.hwngh ·1·1,

along the direction of travel of the whee1 and 10 horizontal grid linL'S (j =cOllstaut.),

numbered 0 through 9 starting l'rom the soil surface. The horizontal grirl lines arc

concentrated towards the soil surface with a packiug intensity factor Bj =0.3. The

whec! touches down on soil surface node 11, that is, node (11,0).

6.3.2 Solution

•

Results are presented for the time evolution of (1) soil drag, (2) whed sin!mge, (:l)

contact nodes, (4) contact angle (length), (5) translational ve1ocity, (C) translat.ional

distance and (i) rotational velocity of the whee!. Also prescnted is a snap shot., at. flll

arbitraI)' time 0.02 sec., of (8) the nodal contact forct'S and their stick-slip st.at.lIs ami
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Table 6.2: Sail Parameters

l'A RA:VI ETER U?\lT A B C
CI l'SI 80 120 160

:\1 Pa 0.552 0.82ï 1.103
E~ l'SI 1600 2500 4800

;'vlPa 11.03 1ï.23 33.10
v 0.185 0.186 0.18ï
G pSI 300 300 300

MPa 2.069 2.069 2.069
E~/EI 1 1 1
E~/7/1 l/s O.ï O.ï 0.8

p Ib-sclin' 0.000114 0.00012ï 0.000138
Mg/m" 1.218 1.35ï 1.4ï5

1

(a) the Yelocity field within the sail domain. Finally, the effeci of wheel radius on soil

drag and whœl sinkage is considcred. The computations were carried out until the

maximnm sail drag and whecl sinkage had, al. least, been reached.

Fignrcs 6.8, G.9 <tlId 6.10 present the time ~'aI"iation of sui! drag ratio, defined as

soil drag/wheel load, for aircraft landing on soils A, Band C respectively. In these

Iigllt"cs. soil drag represents the resultant horizontal force exerted on tbe wheel by the

soil and is considered positive in the dire!·.tion opposite that of the wheel trave!. The

lInet.nations in r.he soil drl'g predictions are due, in part, 1.0 the stick-slip phenomenon

and. in part, ta the discrele nature of the mathematical model wherein new node

contact and nodc detachment are accompanied by finite nodal force addition or remova!.

Fig. 6.11 shows a third-order polynomial fit 1.0 the soil drag data. Given the increase of

soil drag with soil strength, one is tempted 1.0 e.xtrapolate and infer that in the extreme

case of a paved rigid surface, a higher drag would be encountered. With no sinkage
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or surface n1otion" a diffcrent frktional coeffkicnt, poillt~l"l)ntal"t lot l"., snell a ll('lluet illll

would c1early be unju~tifi,'(!. \Yhat i~ partÎcnlarly ~ip;nitkanl in th",., r,·'t,lt, i, Ih,' hi!-',h

\'alues of ~oil drag enconntered.

Figure 6.12 show~ the time variation of ,inkag" ratio (wh,'\,! 'inka!-',.'/w\ll·d radin,)

for ail tlll'ee soils. These are the actualnumerical resnlts, i."" Ill' ,lata-,nl..."1 hin!,: was

perfonned. The ma."i:imum wheel sinkage and the time at which it i, "brai""d in''1".'as.,

as soit strengrh decreases. The sink.'lge v,tlues are also high but not int"\l'rabk. Ckarly.

such high values l'an be expected in view of the high impact spl'ed :Uld wh,'d I",u!.

Figure 6.13 1s a plot of the translational vclocity of the whee!. The whec! nn

dergoes the most reduction in translational vclocity on soil C until about n.n:!ï second

when the velocities on soils C and B coincide. Between 0.03; and 0.055 second, the

velocity is least on soi! B. However, the deceleration at time 0.055 second is grt'atcst

on soi! A, so that, subsequently, the wheel vclocity becomes lea"t on soil A.

Figure 6.14 shows thai the wheel tra\'el distance is greatest on soil A O\'cr 1.1", tin",

range of the numerical computations. The differcnccs arc, howcvcr, not sniJstantial.

Figure 6.15 presents the rotational velocity of the whcc!. The whcel rotates fastest

on soi! C until about 0.02 second after which the angular vclocity is grcatcst 011 soi! 13.

The angular velocity on A is increasing faster than, and ultimatcly surp:l.'iSes, that 011

B.

Figures 6.16, 6.1 ï and 6.18 depict, fOi'soils A, Band C rcspcctivcly, the s',il

surface contact nodes as a fUllction of time. The pattern of nodal contact formation

and detachment is c1early visible. At time 0.01 second, for examplc, nodes 13 thwngh
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1aof ,,,il A are ill "olltact 'l'il h the whec!. l3y tillle 0.03 secone!. these nodes have ail

eldac!lf'c! from the wlwd allel mll!ac!. has bccll established with Iloe!es 21 !hrongh 29.

Tb, contact region. el'pressce! in !enns of the angular coordinates of the bounding

cOlltact. Ilodes, is portrayed in Fig. G.19, 6.20 and 6.21 for soils A. Band C respectivcly.

Whecl-soil angular coordinate 0 is measured clockwise with points dircctly below thc

center of the circl" ascribed an angular coordinate of 90 degrccs. Figures 6.16, 6.1 i

and 6.18 arc complcmcntary ta Figs. 6.19, 6.20 and 6.21, respectÏ\·ely. For el'ample,

Figs. 6.16 m.d 6.19 show that the angular coordinate that corresponds ta contact node

13 of soil A at timc 0.01 second is 113 degrees. \Ve note that the wheel-soil contact

rcgion dccreases with sail strength.

The normal and t.angential contact forces el'erted by the wheel, at time 0.02 sec.,

on the sail-surface contact nodes arc given in Figs. 6.22. 6.23 and 6.24 for soils A, B

and C respectivcly. The contact force ratio is delined as the ratio of the contact force ta

the whecl load. Also indicated is the stick-slip status of each contact node. A negative

value of tangential force indicates a force acting in the counter-clockwise direction with

respect ta the wheel center. Thus, the contact node e:"erts a clockwise tangential force

on the whee!. As would be el'pected, the nodal contact force distribution peaks ta

the right of the \'ertical center-line of the whee!. We also note that in contrast with

the tribology model of Yang and Fada [i] whercin it was implicitly assumed that the

stick and slip regions are continuous. the present analysis reveals that the stick and

slip zones can indeed be discontinuous with stick nodes occnrring between slip nodes

and vice versa.
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A, Band C respeetiwly. On do,,' ,'xamination or th,"" ti)!.\ll"<". '111<' tind, that th..

bottom transmitling boundary i, displac,'el the most in th,' ,til!",'r ,,>il C and th,' I,'ast

in the softest soil A. The reason for This lies in the ~t l',',,, "',\W propa)!.at ion "1"""1s

withb the soils. The dilatatioual stress wave speeel is gr,':\t""t. in "oil C and !l'ast. in

soil A. Aeeordingly, the st.ress wa\"Cs arrive at the bonndary of "oil C mo"t fn''1Il,'nt.ly

and henee cause the greatest distortion.

Figures 6.28 through 6.36 port.ray. lU contour mappin)!. and t.hn',··dinll'nsional

for:nats, the horizontal and vertical components of the vd,wity lh-Id ",ithin soils A,

B and C at time 0.02 second. The three-dimensional plot.s illllstrat." '111itt· \'i\'idly

the effect of the different wa\'e propagation speeds. The soil-s1ll'faee dist1ll'ilanl'l's, for

c.'i:anlple, ean be seen to be most extensive on soil C and least on A.

Figures 6.3ï alld 6.38 show the effect of wheel radius on soil drag and whed

sinkage, respectivdy. Clearly, soil drag as weil as wheel sinkage decrease ;L~ t.he whcd

radius inereases. This would suggest, therefore, that a low-pressure tire wo,lI<1 perfol'ln

lUuch better than a rigid wheel, in so far as minimizing soil drag and whed sinkagc an:

coneerned.
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Figure 6.3ï: Effect of wheel radius on soil drag: soil A
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Chapter 7

Conclusion

7.1 Summary and Conclusion

This thesis has de\·c1oped a mathematieal mode! for predicting the high-speed

transient mobility of a wheel on an unpaved deformable soil surface. Motivation for

t.his investigation was pro\·ided by the problem of aircraftjspace-shuttle landing on an

Ilndcrlying soi! terrain in an emcrgcncy.

The proposcd control-volume-based finite clement model incorporates the salient

features of the problem. notably the wheel and soi! inertia, soi! strain-rate effects and

stick-slip behm·ior of the wheel-soil interface.

Constant-strain quadrilateral clements are used, in conjunction with polygonal

control volumes, in view of the resulting simplification in the discretization of the

momentum consen-ation equations. Hour-glass or so-called kinematic or zero-energy

modes, characteristic of constant-strain quadrilateral elements, are suecessfuIly con

troIled by ensuring that the velocity field within each element is consistent with the

lIniform strain-rate of the element. Although constant-strain triangular elements do

not lIndergo hour-glass deformations and would be equaIly simple 1.0 implement, they

19ï
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Conclusion

do have the disad\'alllage of being unduly stitL

The discretization of an arbitrary-shap,'d computati,)nal,l')lIlaiu illt" quadriiat

eral clements. using body-litted orthogonal grid-generation t,'chniqu,'s, is PI\'s,'n!<'d.

The goveruing equations <lIe solwd by th,' nll'thod of dyn:unÎ<" r,'I:L'i:ation.

\Vave-absorbing boundary conditions are imposcd along the art.ilicial bllundary ,,1'

the truneated semi-inlinite computational domain 1.0 pre\'cnt th" rellcc\.Ïon of ineid,'nt

\\':I\'es back into the interior. The viscous-type boundary conditions. desiglll'd t.o abs"rb

the incident waves, are modilied 1.0 account for the con\'ective inert.ia t.enns.

The wheel-soil contact forces, hence soil drag, arc determin,'d sold~' on the l",sis of

the physics of the problem, i.e., no assumption regarding the distribution or Illagnit.ud,'

of the interfacial stresses is made.

Although a viscoelastic constituti\'e soil mode! is implement.ed, the pl'OpOSI'c\

mode! l'an incorporate any user-supplied stress-strain relationship,

An object-oriented program (OOP) of the control-volume-based finit.e clelllellt

mode! is developed. An important attribute ofthis new programming philosophy is t.hat.

code l'an readily be generalized or specializcd 1.0 solve other problems. Thus, a variet.y

of soil-structure interaction problems of practical importance l'an, with relat.ivcly litt.le

effort, he resolved within the framework of the code developed herein.

Results of numerical computations indicate that a rigid wIICe!, 011 illlpaeting a

deformable soil surface al. high speed, would encounter a rather signilicant. soil drag

and undergo appreciable sinkage. Both soil drag and whcel sinkag(; decre;,sed wit.h

increasing wheel radius, However, becausc of the obvious constraint.s and limitations



011 llll' wlll"'1 size t hat cali be uscel. it woulel appear that a rigiel wheel or highly

illflaled lin' Illay Ilot be suitablc for aircraft landing on soil-a low-pressure tire must

1". ellllsidcred.

•
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7.2 Recommendations for Further Studies

1. In view of the excessive soil drag and sinkage encounterd by a rigid wheel, it is

reconunended that tire f1exibility be incorporated into the proposed mode!. A

low-pressure tire would no doubt encounter much less drag and sinkage. The

magnitudes, of course, need to be determined so that a proper design of the

aircraft landing-gear system can be effected.

2. The effect of soi! surface roughness should be investigated because of the high

probability that an unc,'en soil surface profile \Vould be encountered in an actual

field situation.

3. It is also suggested that an experimental program be initiated to verify the ac

curacy of the proposed mode!.



•
COll c1 m;joll

7.3 Contributions

The follo\\'ing an' consi<!.'r,'<! to \'" 1h.' primary cont rilllil ions ,,1' 1his 1\,,'sis:

~Ilil

•

1. Devdopnll'nl of a conlrol-vol\1ln,'-b:\..~"ll linill' l'l,'ml'nl mo<!<'1 of 1mnsi"111 high

speed whedmobilily on sail for applkal.ion 10 ain'raft lan<!ing :I\H\ lak,'-,,11'.

2, Determination of the whed-soil contact. forces on t.ll<' basis of t.IH' physks of 1h.,

problem, i.e., without auy a priori assnlllptions r,'gar<!ing the spat.ial variali"n "1'

magnitude of the interfacial stresses,

3. Developrnent of a rational basis for the :umlysis an<! computer illlpl,'nH'nt.alion ,,1'

the stick-slip phenomenon along the whed-soil int.erfal'l.'.

4. Introduction of convective inertia tenus into the "iscous boun<!ary "lIl1dilillns

imposed on the artificial boundary of a trnncated semi-infinit.e dOlllain.

5. Application of the dynarnic rela.,ation method 1.0 the generat.ion of bo<!y-fit.t."d

orthogonal cUl;;linear !,'Tid over an arbitrary-shaped computational domain.

6. Developrnent of an object-oriented control-volume-based finit.e clement. e<Jmpnt.er

code (in C++) for the solution of the dynamic whecl-soil interaction and ~rid-

generation equations. Thus, using the mechanism of inheritance, a variet.y of

practical soil-structure interaction problems can readily he solved.

~

ï. Presentation of previously unavailable results on transient. high-speerl wl,,:d IllfJ-

bility on sail. This, il. is envisaged, will provide future researc:hers the data h;L~"

for validating their modcls.




