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ABSTRACT 

( 

Understanding the structure of speech variabili ty lS necessary to 

advance the technology of verbal man-machine eommunleation. Hovevez<:" 

empir~cal studies of var~ablllty require large, phanetically labelled 

speech databases. To allow automatic generation of such databases, a 

technique is investigated for automatic phonetlc aegmentahon and 

labelling of speech, assuming i ts orthographie transcr~ptlon lS giv en. 

A synthehc reference 18 flrat ereated from the given transcription. 

Phonetic segmentation and labelllng information for the syn thetic 

utterance is lcnown. By using dynamic time warping to align the synthetic 

and natural utterances, segmentation and labelling information is mapped 

onto the natural utterance. 

Automatically generated segmentations are eompared vith manual 

segmentations for twenty test sentences. Boundary locatlon error rate lB 

found to be 45 percent (N-659). Al though the method gives good global 
, 

alignment, it doea not reliably align short- time acoushc events. The 

resul ts refleet limi taUons in bath the synthetic speech quaLi ty and the 

dynamic Ume warping allgnment procedure. 
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RESUME 

Afin de falI'e avancer les techniques de communica'Üon verbale entre 

l'homme et l'ordinateur.". il -est important de comprendre la nature de la 

variabill. t~ de la parole. Les études empl.nques sur la variabilité 

eXlgent de grandes bases de données phonétiquement étique tées. L' obj et de 
,/ 

la prtisente étude est d'évaluer une tecHnique automatlque de segmentatl.on 

et d'~tiquetage phonétique de la parole pour des énoncés dont la 

transcription orthographlque est connue. 

On crée d'ab<:rrd un modèle de référence en utilisant un système de 

synthèse qUl converti t le texte orthographique en discours sonore. Ce 

mod~le de référence synthétique étant déjà doté d'une segmentation et d'unv1 

~tiquetage phonétique, il s'agit alors de transférer ces informations à 

l'énoncé naturel en utilisant un algori thm d'anamorphose temporelle pour 

aligner les deux énoncés. 

On a comparé, pour vingt phrases, les segmentations automatiques 

ainsi produites à des segmentations manuelles. Le taux d'erreur de 

positlonnement des frontières est de 45 pourcent eN 659), et varie selon 

le type de frontière. Bien que l'alignement global soi t bon, la méthode 

pr6sente une faiblesse au niveau des évenements acoustiques de courte 

1 
durée. 
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Chapter 1: SCOPE OF THE PROBLEM 

Automatl.c segmentatlon of natural speech lS a complex problem slmllar 

ln Many respects ta other segmentahon problems encountered ln artlflclal 

lntelllgence. The slgnal to be segmented lS the surface representatlon of 

an underlYlng complex process whose detalled structure lS not dlrectly 

arcesslble. It lS the dlfflCUlty of the general segmentatlon problem that 

has forced MOSt rurrently employed continuous speech recogm tlon technAues 

tn replace slmphstlc segment- recognl ze recognltlon parad 19ms by 

hlerarchlc sequences of hypotheslze and test operat10ns. The segmentabon 

problem as formulated here probes the adequacy of uSing our lU01 ted 

knowledge of speech generat10n to ass1st the analys1s that May be requ1red 

for recogm tlon. 

SOIVlng the problem of -automatlc phonemlc transcrlptlon of speech 

would solve the problem of automabc speech recognl tlon. Phonemes are 

def1ned as the abstrac t segments represen tlng leXlcal 

d 1stlnc hons. Unfortunately, the mapplng from phoneme stnng to acoustlc 

slgnal lS hlghly varlable, maklng the phoneme decodlng problem extremely 

dlfflcult. The purpose of thlS study lS ta develop a tool for studJl-ng 

the structure lnherent ln thlS mapplng, both w:1 thln a slngle speaker and 

ac ross speaker populatlons. It 1S expected that a more com pIete 

understandlng of the structure of speech variablllty wl1l facill ta te a 

Solutlon to the speech recognltion problem. 



( 

Phoneme boundarles are not well deflned ln the speech slgnal. 

Phonet1.c features assoclated Wl th underlYlng phonemes are ldentlflable, 

but those features tend to spread out, coexlstlng .nth the features of 

adJacent phonemes. Nonetheless, d1stlnct segments can be observed ln 

sound spec trogram s of speech. l wl11 refer ta these as ' phonetlc 

segments' . Phonet1.c segments correspond to Fant's (1973:21-23) sound 

segments, "the boundanes of WhlCh are deflned by relative dlst1.nct 

changes ln the speech wave structure ... These boundanes are related to 

sWltchlng events ln the speech productlon mechanism such as a Shlft ln the 

primary sound source, e. g., from VOlce ta n01 se, or the openlng or closlng 

off of a passage W1 thin the vocal cav 1 hes, the lateral and nasal pa thways 

included . Less distlnct sound boundarles may be deflned from typical 

changes ln the pattern of formant frequencles." 

The purpose of the proposed speech analysis tool lS to segment speech 

automatically lnto phonetlc segments, glven the underlYlng lexlcal strlng 

correspond 1ng to the slgnal. The proposed tool would al sa label each 

• phonetic segment using labels from a flnlte set of 'phones', or phonetlc 

segment classes. A rellable analysis tool of thls sort would facilitate 

large scale statlshcal studies of speech variation and posslbly lead to 

improved models of speech variatlon. 

2 
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1.1 Appraaches ta Au tomatic Segmentatlon and Labelllng of Speech 

The automatic segmentatIon and labellIng method investIgated relies 

on a comblnatlan of speech s~hesIs from text and dynamIc tlIDe warpIng. 

A synthetic utterance correspondlng ta the glven word string is first 

synthesIzed uSlng a text-ta-speech system. The synthetic speech lB then 

temporally allgned WI th the natural utterance uSIng dynamic tune warp~ng. 

Assum~ng the segmentatlon and labelllng of the BynthetIc utterance are 

known, they May be mapped onto the natural utterance uSIng the temporal 

Fillgnment obtalned by dynamlc time warpIng, thus lnducing a segmentation 

and labelling of the natural utteran~e. ThlS technIque is termed 

'synthesize-and-warp' . 

Many other technIques have been used ta segment and label speech 

au toma tically. Since MoSt of these vere intended for use in speech 

recognl tion systems~ th9J do Dot assume the underlying stnng of words is 

known. Goldberg (1975) investigates a class of phone-level segmentahon 

and labellIng algorlthms vh~ch place segmentatIon boundaries according ta 

an acoustic change function. Labels are then assIgned by computing 

dIstances from the segment to Fi set of segment templates. Gdl et al. 

, (1978) describe the ZAPDASH segmentatIon algonthm used ln the Harpy 

speech recognltIon system. ZAPDASH uses a recursive strategy, employing 

time-domain acoustic parameters. Tt segments into the following segment 

types: silence, unvolced fricative, aspiration, low am pl i tude vOlced 

segment, maximum of the peak to peak differences of smoothed signal, 

3 



mInImum of the peak to peak differences of the smoothed sIgnal. 

Mermelstein (1975a) proposes a sequentlal, rule-based approach ta phonetlc 

segmentatlon and labelllng, uSlng acoustic cue detectors. Cohen (1981) 

segments speech uSlng Markov modelllng, where .... a spectral simllarity 

measure together Wl th statIstlcs on segment duratlon are used ta flnd the 

maxImum llkllhood set of boundary pOSl tlons. 

Recently, a few expenments have been performed ln WhlCh the 

underlJlng word stnng or phoneme strIng of speech to be segmented lS 

known. Sargent and Malcolm (1g7Q) and Sargent (1982) descnbe an ald for 

the deaf WhlCh allgns orthographic syllables Wlth speech syllables. The 

method lS slmllar ta that of Mermelsteln (l~b) ln that It uses the 

energy contour to perform a syllable segmentatIon. However, Sargent also 

uses lnformatlon about the erpected degree of energy dip between syllable 

boundaries of dlfferent kinds and about expected vOlclng dunng those 

dips. For example, he notes tha t vowel-llquld-vowel syllable boundarles 

have a 0.3 probablilty of no energy dlP, a 0.5 probabl1lty of a dip of 

less than 10 dB durlng whlch vOlclng lS malntalned, a 0.1 probabllity of a 

larger than 10 dB dip dunng WhlCh vOlclng lS malntalned, etc. 

Another system for segmentlng a known utterance 18 that of Wagner 

(1981 ) . Wagner' s algorl thm ftrs t uses the parameters 0 f energy, VOle lng, 

III 

and fundamental frequency to segment the utterance lnto vOlced, unvolced, 

and BIlent segments. Dynamlc programmlng lS th en used to allgn substrlngs 

of theee labels W1th the glven strIng of phonetic labels. Néel et al. 

(1983) flrst locate "~table Instants" ln the speech slgnal and then use a 

( 
4 
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dynam1c programnnng algon thm to allgn these vi th the Imown phoneme 

strlng. Each phoneme lS represented by one or more templates, each 

cons1stlng of a slngle spectrum. The C1ty block (flrst order Minkovskl) 

dlstance determlnes the dlstance between a spectral template and a "stable 

1nstant." 

Segmentatlon and labelllng systems des1gned ta work on a Imown 

utterance can be classlfled lnto two groups: those WhlCh use a variant of 

the top-down syntheslze-and-warp technique employed ln thls study (Bndle 

and Chamberlaln, 1 Q83; Lennlg, 1983; and Le Salnt-Milon and Stella, 

1983) and those WhlCh use partlally bottom-up technlques (Sargent and 

Malcolm, 1979; Wagner, 1981; Néel et aL, 1983). Apphcations cited for 

segmentatlon and labelllng of a Imown utterance lnclude alds for the 

handlcapped (Sargent), tralnlng a recognl t10n system (Néel et al.), 

creat1ng a dlct10nary for dlphone synthes1s (Le Sa1nt-M11on and Stella), 

improvlng quallty of syntheslzed speech (Bndle and Chamberlaln), and 

generation of a phonetically labelled database (Wagner, Lennlg). The 

clted studies on segmentat10n of unknown utterances were dlrected toward 

speech recogn1tlon. 

5 
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1 .2 Assumphons Underlying the Synthesize-and-Warp Technique 

The appeal of the synthes1ze-and-warp technique is tha t i t makes use 

of knowledge already encoded in the text-to-speech system about the 

.... 
relahonship between the underlying phoneme string and the acoustic 

signal t requir1ng no additional source of knowledge. Thus, to the extent 

that the synthes1zed speech 18 an acceptable production of the underlying 

phoneme string, the d1ffe-rences between synthehc and natural productions 

are comparable to the differences between natural productions by different 

speakers. Furthermore, alignment techn1ques found useful to line up 

different natural produc tiqns should al so suffice to allgn syn thetic 

productions to natural productions. However, the following crucial 

assuptions must hold if the synthesize-and-warp technique is to produce a 

correct segmenta hon and labell1ng: 

, 
1. The phonemic string underlying the natural utterance corresponds 

to that employed by the synthes1Zer. 

2. The synthesizer reproduces the acoustic detail s of fluent speech 

sufficiently accurately to be used as a model in the , 

synthesize-and-warp procedure. 

3. The segmentation of the synthetic speech is correct and reflects 

the desired level of analysie. 

" 
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4. The local distance measure used ln the time warping algori thm to 

calculate the dissimilarity between speech frames is relatively 

sensi t1ve ta phonetic dlfferences while being relatively 

insensit1ve ta 1nterspeaker differences. 

5. The dynamIc time warp1ng algori thm adequa tely compensa tes for 

durational dIfferences between synthetic and natural segments. 

The fIrst assumptlon made by the synthesize-and-warp technique ls 

that the phonemlc strlng underlying the natural utterance corresponds wi th 

that used by the synthe91zer. This 19 only roughly the case. The 

synthesizer always employs the sarne lex1con, letter-to-sound rules, and 

phonological rules, whereas na tural u tterances produced by various 

speakers dlffer considerably in dlalect, style 1 and emphasl s. Bridle and 

Chamberlain (1983) bypass this source of variablllty, using hand 

speciflcahon of the phonemic lnput ~ to the synthesizer, resul ting in 

enhanced alignment. Because our goal lS to develop an automatic system 

capable of worklng from text Input, no hand speciflCation 1s performed in 

the present study, yieldlng poorer, but more representative, results. 

The second assumpt10n IS that the synthesized speech be realist1c 

enough to serve as a rellable model against which to time warp the natural 

utterance. Although the gross acoustic features of speech are modelled by 

the text-to-speech synthesizer, Many less salient features of fluent 

speech are not modelled at all. It 1s immediately obviou8 when listening 
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to the synthetic speech that lt was not produced by a human speaker. Lack 

of accurate reproductlon of some aspects of fluent speech May adversely 

affect the detalls of the warp allgnment wl.th the natural utterance. 

Slnce the preclse allgnment lS cruclal to obtalnlng a correct segmentatlon 

and labelllng of the natural utterance, ~naturalness of the synthetlc 

model lS a potentlal source of error ln the syntheslze-and-warp method. 

The thl.rd assumphon lS that the lmpllclt segmentatl.on used ta 

generate the synthehc speech lS correct. Thl.S lS not necessarlly the 

case, Slnce the requlremenrs of the text-to-speech system dlffer from 

those of an analysls system. A flner level of segmentatlan, correspondlng 

to phonetlc segments, may be deSlrable for the analysls system, whereas 

the syntheslzer May use phoneme-Slze segments. Boundar.es between the 

syntheslzer' s segments tend to be deflned arbl tranly, whlle for the 

analysls system, lt lS deslrable for the user to be able to speclfy 

boundary deflnl. tions. A sol uhon ta thls problem lS proposed ln Chapt. 3. 

A fourth assumptlon lS that the local dlstance measure, used to 

calculate the disslmllarl.ty of speech frames, lS relatlvely sensltlve to 

phonetlc (lnterphone) dl.fferences whlle relahvely lnsensl tl ve to 

interspeaker dlfferences. If thlS assumptl0n does Dot hold, distances 

between Slml1ar phones ln the natural and synthetlc utterances May be 

larger than distances between dlfferent phones ln the natural utterance. 

This would lead to mlsallgnmeot 10 the tlme warplng algon thm. The 

distance measure uSêd 10 thlS study lS known to be sensltlve ta 

interspeaker dlfferences, especially for vowel-llke sounds. The lnabl11ty 
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of the distance measure to dlstingulsh between phonetlcally relevant and 

phonetically Irrelevant differences lS another source of alignment error. 

Even if the synthetic phoneme strIng is correct, phonetic segments of 

the natural speech will certaInly dlffer in duratlon from those of the 

synthetic model. The fifth assumption of the syntheslze-and-warp method 

lS that the dynamic tlme warping algorithm wlll adequately compensate for 

durational dIfferences between synthetlc and natural segments. The 

dynamic tlme warping algorlthm utlllzes mlnlmum and maxlmum slope 

constralnts and slope penaltIes to prevent exceSSlve time dllation or 

compression, whlle stlll allowing needed temporal adjustments. However, 

Slnee constralnts and penaltIes are applled uniformly aeroes the tlme axis 

of the speech, they Ignore varlability in the elastlcity of speech 

(Kozhevnikov and Chistovlch, 1965), allowlng exceSSIve elastlcity for 

certain events while Dot enough for others. 

The success of the syntheslze-and-warp approach is therefore 

predieated on at least rough satisfactlon of the above assumptions. The 

investlgations focus on segmentation performance based on these 

requirements and ln turn shed llght on the extent that improvements to 

speech synthesis and comparison techniques are required before acceptable 

segmentation can be atta~ned. 
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'.3 Overview of the Present Study 

Chapter 2 lS a discussion of preliminary experlments with the 

synthes1ze-and-warp method. The segment lnventory and boundarles used 

were those deflned by the text-to-speech system. ThlS segment lnventory 

and set of ad hoc boundary deflnltlons, although SUl table for the 

synthesizer, were determined ta be unsatlsfactory for the generation of a 

phonetlcally labelled database, motlv a tlng the development of a rule- based 

segmenter for the synthetlc speech. The I.rule-based segmenter, described 

ln deteil ln Chapt. 3, segments the parameter stream used ta dnve the 

termlnal analog syntheslzer. Because of the regularlty of the synthetlc 

speech and errorless estlmates of the acoustlc parameters, the rule-based 

segmenter is able ta achleve preclse segmentatlons of the model synthetlc 

utterances. The phone lnventory lS modlfled to SUl t the need s of a 

phonetically labelled database. 

Productions of a sentence from four speakers are warped against the 

rule-segmented synthetlc model ln Chapt. 4. This lS compared ri th the use 

of a hand-segmented natural model. The natural model, while g1vlng 

somewhat better segmentatlon performance than the synthetlc model, atlll 

gave rise to a slgn1flcant number of segmentatlon errors. Th1s leads to 

the concluB1on that the contradlchon of Assumptlon 2 (that the 

synthesizer produces sufflclently natural speech) lS not the maJor source 

of error in the synthesize-and-warp procedure. Chapter 4 also addresses 

the problem of how to evaluate the correctness of a segmentation, where 

( 
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the requ1red precision ~n boundary placement depends on the nature of the 

boundary ~ tself. 

Chapter 5 descnbes the ma~n exper~ment. The experiment consists of 

applY1Dg the rule-based segmenter to tan synthetlc sentences warp-align1ng 

the synthetlc utterances W1 th natural productions by two speakers. An 

analys~s of the results indicates that brief segments are less likely to 

be correctly segmented than longer segments and that boundaries involv~ng 

segments that are acoustlcally different are more likely to be correctly 

segmented than a boundary between acoustically similar phones. 
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CHAPTER 2: PRELIMINARY EXPERIMENTS USING MITALK SEGMENTATION 

The alignment method used in thlS study requires a segmented and 

labelled model utterance. The utterance for WhlCh 8 segmentatlon and 

labelllng 18 deSlred (the test utterance) lS tlme-warped against the model , 
utterance. Segment boundarles and labels are th en mapped from the model 

utterance onto the test utterance, across the warp path, Inducing a 

segmentatlon on the test utterance. 

In Chapt. 1, five critlcal assumptlons were set forth. Two of these, 

Assumptlons 2 and 3, are speclflcally almed at the quallty of the model: 

The synthetlc speech must be of sufflclent quality and the segmentatlon 

and labelllng must be correct. Tvo more, Assumptlons 4 and 5, dea~ wIth 

the fidellty of the allgnment procedure, speclflcally, the sensitivlty of 

the distance metrlc and the fleXlblllty of the dynamlc time warping 

algorl thrn. Assumptlon addresses the Issue of segmental congruence 

between the model and unknown. In thls chapter, we examine the 

consequences of naively of acceptlng the rlve crItical assumptions of 
.; 

Chapt. 1. 

This chapter reports a preliminary experiment employing model 

utterances syntheslzed uSlng the MITalk-79 text-to-speech system [1 J. 

[1] The MITalk-79 text-to-speech system lB used Wl th permisslon of MIT. 
We have made minor modifications ta the onginal system, ln particular, by 
using a polynomial pul se (Rosenberg, 1971) in place of the original 
filtered pulse train. 
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Appendix A gives the set of ten phonetically balanced sentences (IEEE, 

1969) which were used. MITalk-79 takes standard English orthographic 

input produces a synthetlc speech signal. The first step that MITalk 

performs lS ta standardlze the text format, spelling out numbers and 

abbtevlatlons. The next few steps convert English orthography to a 

phonebc representatlon expressed ln a computer-readable phonetlc alphabet 

(Append1X B) slmllar to the ARPABET (Shoup, 1980). Subsequent steps 

8ss1gn ta each phonetic segment a duration and one or two fundamental 

frequency targets. A phonetlc s module uses these segmental and 

suprasegmental data ta generate one frame of acoustlc parameters every 5 

ms. The parruneters control am pl 1 tudes of various types of excitation, 

fundamental frequency, formant frequencles, band nd ths, etc. , of a 

senes/parallel tenD1nal analog syntheslzer (Klatt, 1980). 

The existence of phone durations as input to the phonetics module 

implies a nominal segmentatlon of the synthetlc speech. The phoneticB 

module actually uses these nominal boundarles to provide anchor points 

around WhlCh to smooth the acoustlc parameters. Each phoneme has a set of 

target parameter va~ues, ..tlnch are affected by its phonological 

env lronment. Different smoothing rules are used depending on the nature 

of the segments forming the boundary. Therefore, the segment boundary 

locations are not absolute in 80y sense, but are only meaningful in the 

context of the specific targets and smoothlng rules used in the phonetics 

module. 1 
1 
'f 
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2.1 Nature of the Segmentatlon Used in MITalk 

Because of ltS easy avai1ablllty, the segmentatlon lmpllclt ln the 

MITalk te:xt-to-speech system was used ln an lnl tlal set of experllllents to 

test the automatlc allgnment procedure. In this sechon, we examine the 

propertl.es of thls segmentatlon by lookl.ng et spectrogrems of synthetlc 

speech ShOWlDg 10catJ..ons of MITa lk' S lmpllC l t pho ne boundanes. 

Figures 2-1 through 2-4 are spectrogr8.JIIs of synthetlc produchons of 

sentences through 4, showlng the locatlon of MITalk's lIDpllclt segment 

boundarl. e 8. Segments are labelled uSlng MITalk's phonetlc 8ymbo1s 

(Append1X B). The tune 8X1S (absc1saa) of each spectrogram 18 labelled ln 

UDlts of 5 ffillllseconds and the frequency aX1S (ordlnate) in Hertz. In 

general, the segmentation 8eems to be a reasonable, phoneme-1evel 

segmentat1on. Sorne detal1B of the segmentatlon are as followB: 

(i) Stop bursts are somet1mes consl.dered part of the stop, as, for 
examp1e, ln the [G] of goose and ln the [K ] of market, of 
sentence 1, but sometimes partla11y belon~ to the stop and 
partial1y ta the vowel, as for exemple ln L T AH] of stubborn l.D 
Sentence 3. 

(ii) Boundarl.es between vowe1s and fncatl.ves are somewhat 

( 11i) 

1ndeterminate: in the [lN SJ of goose (Flg. 2-1a) the boundary 
cou1d just ss Justiflab1y be 10c8 ted a few frames to the 1eft in 
the rriod where formants and frl.catl.on noise coeX1St. In 
[UV S MITalk places the boundary a t the end of fo marl t 
excltatl.On, while in the [AH Z] of was the boundary lB near the 
onaet of frication. 

In the 
boundary 
frication 

[T S] sequence in _b_r_o~u~g~h-t~s~tr-a-l.~g~h--t (Flg. 2-1 b) the 
preeumab1y separa tes the burst of [T] from the 
of [SJ. Since these are not acoustles11y 
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distingu1shable, the location of thls boundary reflects only a 
convention of the synthesis system and lS meaningless from a 
speech analysls pOlnt of view. 

(iv) L1quld-vawel and gEde-vowel boundarles are placed in BUch a vay 
tha t MOSt a11 of the transi tianal po rtlon lS idenhfied vi th the 
vowel. Examples are ['Il AH] in was, [R AO] in br~ught, and 
[R EY] ln str81ght. 

(v) An lndeterminacy eusts lit vowel-vowel bounda!"ies, sueh as 
[IY OW] ln the old (Fig. 2-1 c). In this example, the baundar~ 
1s placed so that the entire transition is 1ncluded ln the [OWJ 
segment. 

Slmilar phenomena are abserved in the MITalk segmentatlons of the other 

sentences. 

2.2 Segmentatlon of Natural Speech: Prellmlnary Expenment 

Sentences 1 through 10 vere spoken by the author (speaker ML) and 

time-aligned wlth their syn thetle coun terparts uSlng a symmetrie, 

unconstra1ned, d eClmated-grid dynam le time warping algari thm (Hun t, 

Lennig, and Mermelstein, 1983). Cast penalties vere imposed for verhcal 

and hOrlzontal transi tl0ns of one half the destination local d iatanee. 

The resul ting warp path was used to map the MITalk segmentation of the 

synthetic utterance onta the natural utteranee, induclng a segmentation of 

the latter. Induced segmentations in natural sentences 1 through la are 

shown in Figs. 2-5 through 2-14. As 1n the previous figures, the time 

axis (abseissa) af each spectrogram ia labelled in uni ts of 5 mil li seco,nd S 
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and the frequency aJClS ~n Hertz. 

One of the difflcul tIes encountered ln thlS prehmlnary expenment 

was the evaluat10n of segmentatlon resul ts. Exannnatlon of FlgS. 2-5 

through 2-14 Ind1cates that whlle MOst segmentatlon boundanes can be 

eas11y classlfled as correct or lncorrect, there also eXlst a large number 

whose status lS queshonable. Sorne boundar~es are Obvlously misplaced and 

can be readlly ident~f1ed as gross errors; others are almost rl.ght, but 

not exactly where thls author would have placed them. Most boundarles 

appear correct. In F~g. 2-5a, for example. the [G] of go(}se lB segmented 

correctly. AB in the model utterance (Flg. 2-1a). the burst is considered 

aa part of the [G]. Vowel trana~tlons, on the other hand, are considered 

part of the followlng vowel, as ln the Modele The [VI AH] boundary in was 

occurs sl~ghtly earher than we would have preferred: The automatlc 

segmentat10n lnd~cates A completely v01celess [WJ. ThlS lS the k~nd of 

m1nor error that lB d~fflcult to evaluate: Should the [W AH] boundary be 

cons~dered correct or incorrect? 

Certain types of errorB are senous enough that there can be no doubt 

that a segmentatlon lS wrong. This type of gross erraI' occurs sentence 2 

(Fig. 2-6b) in the [NG rH N WH rH] of th1ng ln which. Here the [NG] ~s 

extremely short and [ IH] beg~ns where [NG] should. From about halfway 

throu~ the actual [NG] to the end of [NG], the [N] label lS attributed. 

The [WH] label ie incorrectly appi ied ta the ac tuaI [IH] of wh~ch. The 

[rH] label of which ia lncorrectly applied to the actual sequence 

[N WH rH]. The alignment appeare to have become desychron~zed, caus~ng 
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gross errora in several consecutive segments. At [CH] of whieh the 

segmenter regains synchronlza't10n, al though 1 t st111 places the [SH W'J 

boundary of vhich ve too far to the left. (Note that [SH] lS the ... 
fricative part of the flnal affrlcate of the word whleh.) 

2.3 Segmentation Errora 

Gross errors lnvolving desynchronJ.zatlon occurred ln the following 

sen tences: 

• Sen t. 2: [ NG IH N W'H IHJ thing ln WhlCh (Fig. 2-6b) 

Sent. 3: [u IŒ rH F AX V] a Wh1ff of (Fig. 2-7a) 

Sent. 6: [ER SIL W' AX Z ] cruiser was (Fig. 2-10b,c) 

Sent. 8: [DH AJ.. L AO T K] the lost cause -- ---- (Fig. 2-12c,d) 

Sent. 10: [N DH IHJ on this ( Fig., 2-14b) 

The [requent occurrence of deaynchroniza tion errora 18 cause for some 

coneern • However, we will see in Chapt. 4 that many gross errors of type 

can be eliminated by the use of local slope constraints on the varp path. 

Several other minor errors oecurred, affectlng only individual 

segment boundanea. Boundary errors other than desynchronl. za tion errora 

are listed below. Doubtful cases have been omi tted 80 that ooly clear 

errora are included below: 
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Sent. 2: tS IHj slnk sll.ghtly early (Fig. 2-6a) 

SH 'fi whl.ch we much too early ( Fig. 2-6b) 

( 
KP y] late (Fig. 2-7b) Sent. 3: cure 
DH AX] the early (Flg. 2-7b) 

M O'fl] most Sllghtly early (Fl.g. 2-7b) 

T S] most stubborn early (Fig. 2-7c) 

ER N] stubborn early (Fig. 2-7c) 

Sent. 4: 
fAX FJ 

the faets late (Fig. 2-8a) 

F AE facts much tao late (Fig. 2-8a) 

T SJ facts late (Fig. 2-8a) 

Sent. 5 : [D Z] pa rad es late (Flg. 2-9d) 

Sent. 6: fAX F] the fleet late (Fig. 2-10d) 

F L] fleet early (Fig. 2-10d) 

Sent. 7: [F T] left late (Fig. 2-11 c) 

Sent. 9: r Rl sEing late (Fig. 2-13c) 

IH NGJ spring late (Fig. 2-13c,d) 

R AEJ grass early (Fig. 2-13d) 

Sent.' 0: [p O'fl ] .Est early (Fig. 2-14a) 

In the above list of errors, l have only llsted boundanes WhlCh l 

consider to be indisputably incorrect: doubtful cases have been omi tted. 

For example, the [T S] boundary of brought stralght ln sentence appears 

to be too late: the algonthm has consldered a portlon of the [SJ as the 

stop burst, but tha t portlon appears too long. Since we have not defined 

any preclse cri terla for JUdglng whether or not this transcription lS 

correct, we have not listed lt above as an error. 
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Sorne errora are much larger, 1n terms of number of frames, than 

others. For example, the [S IH] boundary of aink (sentence 2) ia only 

about two frames too early. The resson we are able to liat this as an 

error i8 that the [s rH] boundary is sharply deftned by the onset of 

voicing. An example of a segmentation vh1ch we vere tempted to 01as8ify 

as Incorrect but did not lS the [R Ar] boundary of right in sentence 4. 

It seems about flve frames too early. Hovever, unless we define more 

preclsely vhere llquid-vowel boundarles should be placed, we cannot 

justlfy Classlfylng thlS as an error. 

2.4 DiscussIon of the Prelimlnary ExperIment 

Several conclusions vere drawn from the prelimlnary experiment 

described above vhich guided the subsequent course of this york. The 

dIScussion is divided 1nto two sections. The first section discussea the 

segmentatIon of the synthetlc model sentences themselves. The second 

section focusses on the segmentatIon induced on the natural sentences. 
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2.4.1 Impllcit segmentatlon of the synthetic model 

Examining the impllclt segmentation of the synthetlc sentences (Figs. 

2-1 through 2-4), it vas noted that the synthesizer's analysis, although 

plausible, does not necessarily reflect the level of segmentahon or the 

segmentation conventlons requlred for a particular klnd of phonetlc 

analYS1S. For example, in words llke market (Fig.2-1d), [AXE] 18 

consldered to be a single segment. Certaln klnd s of analyses may W1sh ta 

separate thlS sequence into two segments. Similarly, for certain 

applications, lt may be deslrable to conslder dlphthongs as two segments 

rather than one. Our flrst conclusion lS, therefore, that in arder to 

employ the segmenter for a wlde varlet y of tasks, the user must be able to 

control the level of segmentatlon. This is not possible if the 

syntheslzer' s 8egmen ta tian is adopted dlrec tly. In other words, 

Assumptlon 3 (Chapt. 1) may not hold: the model's segmentation does not 

neceesarily reflect the desired level of analysis. 

Boundary positions in the syntheslzer' s segmentahon are defined not 

by theoretical considerations of apeech analysls but by the need to 

provide a convenient framework for the genera hon of acoustlc parameters. 

This leads to a lack of conslstency in the placement of certain 

segmentation boundaries from the pOlnt of view of phonetlc analysis. For 

example, while the stop burst is normally cODsidered part of the stop, as 

in [G] of goose (Fig. 2-1a), it is occasionally segmented 8S if it vere 

part of the folloving segment, e.g., [B] of brought (Fig. 2-1b). The 

, 
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placement of certain boundaries in the syn thetic model, al though not 

incorrect by any objec"tlvè cri terion, seemed arbi trarily skewed. This vas 

particulary noticable between sonorant segments (see items (iv) and (v) in 

Sec tion 2. 1 ) • 

Since, from the point of view of an analysis system, the model itself 

IS sometimes Incorrect in its segmentation, one cannot expect consistency 

ln the segmentation of natural speech. In other yords, Assumption 3 of 

Chapt. does not hold. Chapt. 3 describes a rule- based system for the 

segmentation of the synthetic model. This system is found to produce a 

segmentation for which Assumption 3 holds. In addi tian, the proposed 

rule-based system alloys the experimenter to speclfy segment boundary 

defini tions and to speclfy the level of segmentation desl red . 

2.4.2 Induced segmentahon of the natural utterance 

An important insight gained in this preliminary experiment from the 

evaluation of automatic segmentation of natural utterances is an 

appreciation of the difficul ty of such an evaluation. As noted above in 

Section 2.2, amb1.guitles, indeterminacies, and inconsistencies make 

reliable evaluation problematic. Quantitative scoring is necessary in 

order to choose among var1.OUS segmentation procedures. However, as noted 

in Section 2.3, one segmentation error of tvo or three frames may be more 

serious from a phonetic analysis point of view than another segmentation 
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error of flV~ or ten frames. For example, lf an automatlcally aegmented 

databaae is uaed ta study the spectra of stop bursts, which have a 

durations of the order of ten mIlllseconds, then a boundary placement 

error of the same magnitude would severly dlatort the resulta. On the 

other hand, an error of ten milllseconds ln the posItlon of a boundary 

betveen a liquid and a vowel lS benIgn since the transltlon between these 

segments la contlnuous and relatlVely long. These conald era tlons argue 

agal.nst a quantI tahve error cn tarlon basad purely on deviatlon from a 

glven norm. In Chapt. 4, we propose a Solutlon to the evaluahoD problem. 

Although the maJorlty of the segment boundaries are correct, the 

segmentatIon results are lnsufflclently rellable: Nlne out of ten 

sentences contaln at least one segmentation error. The errors are 

attrlbutable to the fact that none of the flve cntlcal assumptlons 

dlBcussed ln Chapt. 1 ho ld s compl etely. 

\ 
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CHAPl'ER 3: THE RULE-BASED SEGMENTER 

One source of segmentation error ln the prelimlnary experiment 

described ln Chapt. 2 was the model segmentatlon ltself: The implicit 

segmentahon used for synthesls does not aahsfy Assumption 3. In this 

chapter, a rule-based system lS descrlbed for segmentlng the synthetlc 

model. The rule-based segmenter allows the user to deflne the rules uaed 

for aegmenting the synthetlc model. Theae rules are deflned 10 terms of 

the stream of acoustlC parameter frames which drive the termlnal analog 

synthesizer. The resul ting segmentation satlsfles Assumption 3. 

A disadvantage of the automatic segmentation system used for the 

prellmlnary expenment descnbed in Chapt. 2 ia that the level of 

segmentation produced by the system cannot be cootrolled by the user. As 

described ln Section 2.4.1, the user has 00 choice but to consider 
". 

vowel .... [rJ sequences, diphthongs, and stops as indivlsible segments. One 

of the purpoees of the rule-based segmenter descnbed in this chaptèr ls 

to free the user of boundary deflni tion constralnts lIDposed by the 

text-to-speech synthesis system, allowlng him to deflne l! level of 

segmentatlon appraprlate to his purpose. 

Of course, 1 t would be preferable to apply the rule- based segmenter 

dlrectly ta the natural speech. ThIS would ellmlnate the additlonal 

computation and error associated ri th the dynamlc tlme warping step. 

However, desigm.ng a rul e- based segmenter ta perform successfully on 

natural speech ls a significantly more difficult task. Three fac tors 
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accoun t for the lncreased dlfflcul Cl. Flrst, estimating acoustlC 

parameters from the natural speech upon WhlCh to base segmentation ruies 

ia an lnherently errorful procedure, whereBs ln the case of synthetlc 

speech exact para.meter values are obtalned from an lntermediate step in 

the synthesls algonthm. Secondly, many secondary cues are absent from 

synthetlc speech WhlCh IDakes it eaSler to segment based on primary cues. 

Flnally, although synthetlc speech models phonologlcally conditioned 

vanabillty lt does sa ln a deternnnlstlc manner; thus, for the sarne 

lnput sentence, lt always glves the seme output. Nevertheless, the 

segmentation of synthetlc speech provldes useful lnslghts for the direct 

rule-based segmentatlon of natural speech. Dlrect rule-based segmentation 

W1.ll be the focu s of fu ture wo rk. 

ThlS chapter lS nrganlzed ln flve parts. In Sect. 3.1, we deflne a 

notatlonal devlce: a computer phonetlc alphabet more flexlble than the 

W1.dely used ARPABET. In Sect. 3.2 we descnbe the functlonal structure of 

the rule-based segmenter and lts varlOUS components. Section 3.3 

descrlbes the set of rules we have lIDplemented, tncludlng the lev el of 

segmentatlon chosen and the segmentatlon rules themselves. Section 3.4 

glves resul ts of applpDg the rule- based segmenter to a set of eynthetic 

model sentences. Finally, Sect. 3.5 discusses rule-based segmentation 

from a general polnt of Vlew and speculates as to its applicability to 

na tural speech. 
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3.1 Machlne-readlble phonetlc alphabet 

We have devised a computer-readable phonetlc alphabet (CPA) that is 

designed ta resemble the International Phonetlc Alphabet (IPA) as closely 

as possible. CPA can be used Wl th consistency for bath Engllsh and French 

transcnptlon. Wi th certaln extensions, CPA can be adepted for use ri th 

other languages. Table 3-1 lists the CFA symbols used ln this study, 

together ;nth thslr IPA equlvalents and keywords lllustratlDg their use in 

English. For a complete list, including the additional symbols neeessary 

for transcnblng French, see Lennlg and Brassard (in preparahon). 

3.2 Funchonal. Structure of the Rule-Based Segmenter 

The rule- based segmenter conslsts of four components: 

1. Determination of segment label sequence 

II. Application of phonologiesl rules 

III. Determination of locally determinable boundaries 

IV. Determinatlon of other boundaries. 

These four components are applled in sequence to the synthetic utterance 

to produce a segmentation of i t. 

( 
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TABLE 3-1. CPA symbols used ~n thlS study. 

CFA keyword IFA CPA KEYWORD IPA 

i cream 1 nJ E.ip n 
l b~t l g~ ] S~~ 

r) 

e bait e f foe f 
E bet E v :!...ery v 
@ bat il! T thin e 
A father Q D they j 

but Il s si t 8 

u boot u z ~ip z 
U foot u S chute J 
0 boat 0 Z vislon ~ 
0 caught :l h h1t h 
• syn th.!si ze e p .El t P 

aJl bL ajl b bond b 
aw cov o.w t tea t 

~l 
b~ :lJ d ilp d 
yank ;1 :1

1 

cake 

;il vic le ~lve 

hW] WhlCh hW] tS cheek 

:l 
!ap 

~l 
dZ -teep d~ 

.,::ap - ] silence) 
~ap 

(SILENCE: appended to stop ta indicate closure portion) , 
(BURST: appended to stop symbol to lndlcate burst portion) 

Campement l lS a set of rules for determlning the sequence of segment 

labels to be associated vi th the synthetlc utterance. In the preliminary 
, 

experiment in Chapt. 2, the ARPAbet representation ~nternal to MITalk W8S 

used directly as the segment label sequence. Flexibil i ty is gained by 

allowing the user to specify a set of rules to apply el ther to the MITalk 

representatlon or to the on.glnai ward strlng ta determine the stnng of 

symbols that will be al~gned with the synthetlc speech signal. Since we 

, (l 
'. 
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are ~nterested in a phonetic segmentahon in th1s study, ve use the 

ARPAbet representation ~B ~nput to comp<ment 1. A set of rules, described 

ln Sect. 3.3, are appl~ed to thIS MITalk representation to derive a CPA 

representation. The CPA representation ie not a simple one-for-one 

translation of the MITalk transcriptIon: CPA and MITalk representations 

use d~fferent leveis of segmentatIon. 

Component II ~nvolves the applIcatIon of phonologieal rules to the 

output of eomponent 1. Phonologleal rulee delete and insert segmenta in 

the segment label sequence based upon segmental context. The output of 

component II ia a modlfled segment label sequence. It is the actual 

sequence of segments tha tWIll be loeated ln the syn thetic model 

utteranee. 

Component III takes as input both the segment label sequence produced 

by componen t II and the sequence of parameter frames produced by the 

text-to-speech system. The purpose of eomponent III ~s to loeate segment 

boundaries which are detenD1nable from lopeal prad iea tes defined on the 

acoustic parameters of two or three consecutIve parameter frames. For 

example, the predicate iarge-bandwidth-change ia true iff the sum of the 

absolute dlfferences in formant bandwidths between the preced1ng and 

current frames IS greater than a fixed threehhold. Component III 1e a 

fln~te state machine in vhich states represent classee of segments and 

predieates are aSBoeiated with transitio~s. 
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Certa~n k~nd8 of boundane8 cannat be deternllned locally, that ~s, by 

pred~cates on twa or three parameter frames. For example, the boundary 

betweeen two vowe18 is no t charac tenzed by a well def~ned acoushc event. 

Nonetheless, we may W~ sh ta define vowel-vowel boundaries at sOrne agreed 

upon place, such as at the frequency m~dpolnt of a formant transit~on. In 

order to locate such a boundary, l t may be necessary to know flrst where 

the second vowel ends. The purpose of comp<ment IV lS flnd boundanes 

Wh1Ch are Dot locally determlnable but depend on the locatlons of extenor 

anchor pOlnts. ~en component III encounters a segment translt10n for 

which lt has no segmentatlon rule lt defèrs boundary placement and 

continues searching for the nex t locally segmen table boundary. ~en the 

latter boundary 18 found, the deferred sequence, contaln1ng two or more 

non-Iocally segmentable labels, ~s passed to component IValong with its 

end po lnts. Component IV appl~es global rules WhlCh search for minima and 

maxima of parameters ta deterID1ne segment boundaries 1111 thin the sequence. 

Finally, lf no rules are available ln component IV to segment a particular 

sequence of two segments, the sequence 19 arbitrarily d~vided at its 

temporal midpo~nt and a warning message ~s printed. 
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3.3 Segmentatlon Level and Rules Used in the Present Study 

The preVlOUS sectlon descnbed the functional structure of the 

rule-based segmenter. Y/e now turn our attention to the specifie 

segmentahon Mlles used ln the present study. Y/e first present the level 

of segmentatlon we have chosen. ThlS 18 determined by the rules in 

corn ponen t I. The phonolog lcal Mlles of ln component II are then 

presented. Next, Mlles govermng the placement of locally determlnable 

boundar1.es are dlscussed. Finally, we dlSCUSS rules gaverning the 

placement of non-locally determinable boundanes. 

3.3.1 Level of segmenta tlon 

.. 
The level of segmentation we have chosen uses somewhat sm al 1er 

Begmen t B than the im plie i t segmenta tion u sed by MITal k. Stops are 

segmented into two parts: the stop cloaure and the stop burst; 

vowel + [r ] sequences are segmented as two uni ts rather than as a s1.ngle 

unlt as lS done ln M:ITalk; the phoneme [hW] is descnbed as two segments, J 

l 
whereas MITalk uses a slngle segment. 1 

,l 

-1 

1 
Component l conSl sts of the Mlles given in Table 3-2, which are used 

to translate from a MITalk phonetic transcription into a phonetic label 

sequence. Most of the rul es are a simple translation from the , 

ARPAbet-like transcription of MITalk into CPA, however, several rules 
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~nvolve more than Just a one-for-one subst~tuhon of symbols. All symbols 

on the left side of rules represent s~ngle segments. Output sequences 

conta~n e~ther one or tvo segment labels. In a fev cases, more than one 

MITalk 9ymbol 19 mapped ~nto the 9arne CPA symbol. 

TABLE 3-2. Component 1: Rules used ln component l ta deteI"llllne level of 
segmen ta t i on. 

WB ---) h v IXR ---) ~ r Y ---) J 
SIL ---) ER ---) r TI ---) j 
IY ---) ~ EXR ---) E r YI ---) v 
IX ---) l AXR ---) A r L ---) l 
rH ---) l aXR ---) a r U ---) l 
EY ---) e UXR ---) u r R ---) r 
EH ---) E V ---) v RX ---) r 
AE ---) @ DH ---) D H ---) h 
AY ---) aJ Z ---) z P ---) P 
AW ---) av GP ---) g T ---) t 
AA ---) A G ---) g CH ---) tS 
AH ---) ZH ---) Z TQ ---) t 
il. ---) • F ---) f !CP ---) k 
AU ---) h TH ---) T K ---) k 
Aa ---) a s ---) s Q ---) k 
ay ---) a J SH ---) S B ---) b 
OW ---) 0 M ---) m D ---) d 
aH ---) a N ---) n DX ---) d 
UW ---) u NG ---) g HX ---) h 
YU ---) j u EM ---) m J ---) Z 
UH ---) U EN ---) n 

The rules listed abov'9 are appl~ed by component 1. Ev en though ve 

defined the level of segmentation to include separate segments for stop 

closure and stop burst, the distinctlon does not appear in the output of 

30 

~ 
i 



•.. , 

( 

the rules given ln Table 3-2. These WIll be inserted by the phonological 

component, WhlCh lS described ln the next section. 

3.3.2 Phonologlcal rules 

The phonological component presently implemented contains only tvo 

mIes: stop burst lnsert10n, WhlCh translates stop consonants 1nto a stop 

closure followed by a stop burst, and stop burst del etion, which deletes 

stop bursts before sibllants, nasals, and stops. The rules of component 

II are listed below ln Table 3-3. 

TABLE 3-3. Component II: Phonological rules of burst insertion and burst 
deletion. 

Burst insertion ruIes: 

P 
t 
k 
b 
d 
g 

---) 

---) 

---) 

---) 

---) 

---) 

p- p! 
t t' 
le k' 
b b l 

d dl 

g- gl 

Burst deletion rule: 

Delete any of the folloving: 
before any of the folloving: 
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Table 3-4 lllustrates the appllcation of threeo processes descnbed 

above to the text lnput of sentences 1 through 10. Flrst, the text 18 

translated by the MTTalk letter-to-sound converSl.on rules lnto MITalk 

phonetic symbols. The MITalk representatlon serves as lnput to component 

I, which translates it lnto a CFA transcrlptlon of the desired level. 

Flnally, component II applles phonologlcal rules of burst inSertlon and 

burst deletlon to the output of component l to yleld the final segment 

label sequence to be used for automatl.C alignment. 

TABLE 3-4. Result of applylng MITalk letter-to-sound mles to lnput text; 
CFA transc rl ptian resul ting from applylng component l to 
MITalk output; effect on CPA transcription of applying burst 
insertlon and burst deletion rul es (component II). 

Sentence 1 

te:xt: The goose W8s brought straight from the old market. 

MITalk: SIL DH AX G mi S 'fi AH Z B R AO T S T R El T FRAI M DH il O'fl 
LX D M UR K AX T AXP SIL 

comp. l 

comp. II: 

D*gusw 
.. t h 

zbrOtstretfr*mDi61dmArk 

D * g g' U 8 W A Z b b
' 

rOt s t t' r e t t' f r * m 
Dio l-d m A r k k! lf t t

' 
h 

-' 
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tex t: 

MITalk : 

comp. 1: 

comp. II: 

tex t: 

MITalk: 

Comp. 1: 

comp. II: 

text: 

MITalk: 

comp. 1: 

comp. II: 

( 

'" 
Sentence 2 

The sink la the th1ng ln which we pile dishea. 

SIL DH AX S IH NG K IH Z DH AX TH IH NG IH N WH IH CH SH W IY 
P AY LX D IH SH IH Z SIL 

D * s l g- k l z D * T l gIn h w l t S w i p aj l dIS 
l z 

D * s l g- k k' l z D * T l gIn h w l t S w 1 p_ p' aJ 
ld d'ISIz 

Sentence 3 

A Wh1ff of it will cure the most stubborn cold. 

SIL AX WH IH FAX V IH TQ W IH LX KP YY UXR DH AX M OW S T S 
T AH B ER N K OW LX D AXP SIL 

* h w l f * vIt w l l k J u r D * m 0 a t s t A b r n k 0 

l d h 

• h w l f * vIt t' w l l k k! j u rD· m 0 8 t a t 
t' A b b' r B k k' 0 ). d_ d' h 

Sentence 4 

The facta don' t alwaya show who is right. 

SIL DH AX F AE K T S D OW N TQ AO LX W EY Z SH OW HX UW IH Z 
R AY T HP SIL 

D • f @ k t s don t 0 l wez S 0 huI z r aj t h 

D • f @ k t s d d' 0 n t t' 0 l wez S 0 huI z r aj 
t t! h 
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( 
tex t: 

MITalk: 

comp. 1: 

comp. II: 

text: 

MITalk: 

comp. 1: 

comp. II: 

tex t: 

MITalk: 

comp. 1: 

comp. II: 

Sentence 5 

She flapa her cape as she parades the street. 

SIL SH IY F L AE P S H ER !CP EY P AE Z SH IY P AI R EY D Z DH 
AX S T R IY T HP 

Slfl@pshrkep@zSlp*redzD*strith 

S i f l @ p_ a h r k k ' e p_ p' @ z S i P_ Il' * r e d z D 
lr a t t' rit t' h 

Sentence 6 

The loss of the crul.ser 'oias a blow to the fleet. 

SIL DH AX L AO S AX V DH AI K R UW Z ER SIL W AH Z AX BLOW 
T AX DH AX F L IY T AXP SIL 

h 

D * l 0 a * v D * k k' '1" U Z r 
D * f l 1 t t~ h 

w • z * b b' lot t' * 

Sentence 7 

Loop the braid to the 1eft and then over. 

SIL L UW P DH AX B R ET D T AX DH AI L EH F T AIP SIL AE N DH 
EH N OV V ER SIL 

1upD*bredt*D*lEfth @nDEnovr 

1 u p_. p! D * b b ' r e d t t ! * D * l E f t t' h 
DEnovr 
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text: 

MITalk: 

comp. 1: 

1 

comp. II: 

text: 

MITalk : 

comp. 1: 

ouput: 

text: 

MITalk: 

comp. 1: 

comp. II: 

.- ---~--~.rlo../l 

Sentence 8 

Plead with the lawyer to drop the lost cause. 

SIL P L II D li IH TH DH AX L AO TI ER T AX D R AAPDHAXL 
AO S T K AO Z SIL 

pli d w 1 T D * l o J r t * d r A p D * l o s t k o z 

P p' l 1 d d' w 1 T,Y" l 0 J r t t' * d d' r A p- p! D 
l.- lOs t k k' o z 

Sentence 9 

Calves thrive on tender spring grass. 

SIL KP AE V Z TH R Aï V AO N T EH N D ER S P R IH NG G R AE S 
SIL 

k @ v z T r aJ vOn t End r s p r l g - g r@ s 

k k' @ v z T r aj vOn t 
g_ g' r @ s 

Sentence 10 

t' End d' r s p_ p! r 1 g 

Post no bills on thia office wall. 

SIL P OV S T N OV B rH LX Z AO N DH rH S AO FAX S V AO LX 
SIL 

postnobIlzOnDls0f*swOl 

p_ p! 0 s t n 0 b b 'II z 0 n DIs 0 f * s w 0 l 
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( 3.3.3 Placement of loçally determlnable boundarles 

Many boundaries can be determined by observing locally deflnable 

events ~n the parameter stream. By locally deflnable events, we Mean 

boolean-valued functlons of at Most three consecutIve parameter frames: 

the preced Ing frame, the current frame, and the following frame. 

Boundaries WhlCh are not locally determlnable wlll be dlscussed in 

Sec t. 3.3.4. 

Segments are classified into 16 acoustlC categorles. Assoclated with 

each possible transItIon from one category to another IS an event expected 

ln the parameter stream. For those category transltlons whose boundaries 

are not locally deteI'IDlnable, the event is simply specified as deferred. 

Table 3-5 shows the 16 acoustlc categorIes and thelr member segments. 
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TABLE 3-5. Acouatic category definitlons 

~ 

CATEGORY NAME MEMBER 

silence 
vowel l l e 
voiced-aibilant z Z 
voiced-nonSlbilant v D 
voiceleaa-sibilant s S 
voicelesa-nonsi b 11 an t f T 
nasal m 0 g 
glide J w 
llquid l r 
voiceleee-asplrate h 
voiceless-stop p t k 
voiced-stop b d g 
vOlced- stop- clo sure b d 
voiced-stop-burst b' d' 
vOlcelesa- stop- cloaure p- t 
vOicelesa- stop- burst p' t' 

SEGMENTS 

E @ aw A 
. * 0 0 u U aJ 

g-
g' 
k 
k' 

Application of the locally determinable segmentation rules cao be 

thought of as a fioite state machine io WhiCh each segmental category 

corresponds to a state. Symbole on arcs, which the finite state machine 

must consume to make a transition, are locally determinable avents in the 

parameter stream. A special event, deferred, causes a transi tion to occur 

immediately vith 00 segmentation boundary being generated. Tbe boundary 

will be located by a subsequent process vhich ie alloved to make use of 

global patterns. Deferred segmentation is treated ln detail in 

Se ct. 3.3.4. 
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Table 3-6 glves the 120 mles for perfonDlng locally detenDlnable 

segmentatlon. Each rule lS specifled by glVlng lts state of orlgln, which 

corresponds to the current segmental category, lts destlnatlon state, 

VhlCh corresponds to the segmental category of the next segment in the 

input strl.ng, and the acoustlc ev ent requl red by the mie. Deflnl tlons of 

the acoustle events themselves are glven ln Table 3-7. 

Rules vere determlned ln a heurlstlc manner. They resul t in a 

correct segmentatlon of the ten phonetlcally balanced sentences used in 

thlS study, but are not guaranteed to work on new material. l t 1 S 

expected that lf segmentatlon of a slgnlflcant quantlty of new materlal 

vere attempted, a small number of addl tlons or modlflcahons to the rules 

would be requi red . 

TABLE 3-6. Component III: Rules used for locally detennlnable 
segmentatlon of syntnetlc speech. 

TRANSITION 

vovel --) vovel 
vovel --) liquld 
vovel --) glide 
vovel --) nasal 
vovel --) voiceless- slbilan t 
vovel --) voiceless-nonsibilant 
vovel --) voiceleas-aspirate 
vovel --) voiced- aibilan t 
vovel --) voiced-nonsibilan t 
vovel --) voiced- stop-clo sure 
vovel --) voiceless- stop- clo sure 
vovel --) glide 
vovel --) silence 

38 

deferred 
deferred 
deferred 

EVENT (see Table 3-7) 

large- band wid th-change 
av-->O 
av+avc--)(45 
source-->aperlodic 
source--)aperlodlc 
source-->very-aperiodlc 
av-->O 
av-->O 
source--)aperlod lC 

av+ af+ ah+ avc--) <30 
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llqU1.d --> vowel 
llqu1.d --) hqu1.d 
liqu1.d --) ghde 
llqu1.d --> nasal 
llqu1.d --) voic ed- s1.b 11 an t 
llqu1.d --> voiced-nonsibllant 
liquid --) vOlceless-s1.bilant 
liquid --) voic el ess- nonslbilan t 
liquid --) vOlceless-aspirate 
liquid --) vOlced- stop- closure 
liquid --) voiceless- stop-closure 
liquid --> sllence 

gllde --) vowel 
gllde --> liquld 
glide --) glide 
glide --) silence 

nasal --) vowel 
nasal --> llqUld 
nasal --) glide 
nasal --) vOlcel ess- sto p-closure 
nasal --> vOlced- stop-closure 
nasal --> V01C ed- sibilan t 
nasal --) voic ad - nonsib il an t 
nasal --> vOlceless-sibilant 
nasal --) V01C e l ess- non Sl b 11 an t 
nasal --) v01celess-asplrate 
nasal --) sllence 

voiced- sibilant --) vowel 
voiced- sibilant --) vOlced-nons1 b 11 an t 
v01ced- sibilant --) voiceless- sib ilant 
vOlced- sibilant --) vOlceleaa-nonsl bilant 
v01ced- sibilant --) v01ced-atop- closure 
voiced- sibilant --) vOlceless- stop-c~osure 
vOlced- sibilan t --) silence 

voicele ss- slbil an t --) liquid 
vo1celess- sih il an t --) vowel 
voiceless-sibilant --) glide 
voiceless-sibilant --) nasal 
voiceless- sibil an t --) voiced- sibilant 
voiceless- sib il an t --) voiced-nonsibilan t 

deferred 
deferred 
deferred 
large- band wid th-change 
source- -) a pe nod ie 
source-- >very-ape rl0d lC 
source--) aperiodic 
source--) aper10d1c 
av--><35 
av--)O 
av-->O 
av+af+ ah+ av c--> <30 

deferred 
deferred 
deferred 
av+af+ah+ av c--> <30 

large- band wid th-change-delayed 
large-bandwidth-change 
large- band rid th- change 
av--)<35 
av--)<35 
large-bandw1dth-change 
large-bandwidth-change 
large-bandwidth-change 
large-bandrid th-change 
large- bandwid th-change-delayed 
av+ af+ ah+ av c--) <30 

source--)periodic 
avc--»50 
av--)O 
av--)O 
av--)O 
av--)O 
av+af+ ah--) <40 

av--)poaitive 
av--) po sitiv e 
av+avc> af+ab 
av--)positive 
av--)positive 
av--)posi tlve 

voiceless- sibilant --) voicelesa- stop-cloaure af+ ah) 20--) af+ ah-a 
voiceless-sibilan t --) voiced- stc p- clo sure af+ ah) 20--) af+ ah-a 
voiceless-sibilant --> voicelesa-aspirate af> ah--) af< ah 
voic el ess- aib il an t --) silence av+ af+ ah+ av c- - > <30 
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voiced- nonsi bllan t --) vowel 
voiced-nonSl b llant - -) liquid 
vOlced-nonsibilant - -) nasal 
vOlced- nonsi bilant --) vOlced- sibilan t 
voiced-nonsibilant --) vOlced-nonSlbllant 
vOlced-nonsi bilan t --) vOlced- stop- clo sure 
vOlced-nonsi bilant --) vOlceless- stop-closure 
vOlced- nonsi bilant --) sllence 

voiceless-nonsibilan t --) llquid 
voieel ess-nonsi bilan t --) vowel 
voieel ess- non si b il an t --) glide 
voiceless-nonsibilant --) nasal 
voiceiess-nonsibilant --) voiced- sibllant 
voiceiess-nonsibliant --) voiced - nonsi b il an t 
voicel ess-nonslbilan t --) vOlcel ess- sto p- cIo sure 
voiceless-nonslbliant --) vOlced- stop- cIo sure 
voiceless-nonslbilant --) silence 

voiced- stop-closure --) 
voiced-stop-closure --) 
voiced- stop-closure --) 
vOlced- stop-closure --) 
vOlced- stop-closure --) 
vOlced-stop-closure --) 
vOlced- stop-closure --) 

nasal 
vOlced-slbilant 
voiceless- 9th 11 an t 
voicei ess- sto p- cIo sure 
voiced- sto p-clo sure 
anything 
sllence 

vOlcel ess- stop-clo sure --) 
vOlceless-stop-closure --) 
vOlceless-stop-closure --) 
vOlceless- stop-closure --) 
voiceless-stop-closure --> 
voiceless-stop-closure --> 
vOlceless-stop-closure --> 
voieeless-stop-closure --) 

nasal 
vOlceless-slbllant 
vOlceless-nonslbllant 
vOlced- slbilan t 
V01C el ess- sto p- cIo sure 
vOlced- stop-ciosure 
anythlng 
sllence 

voiced- stop- burst 
voiced- stop- burst 
voiced- stop- burst 
voiced- stop- burst 
voiced- stop- burst 
voiced- stop- burst 
voieed- stop- burst 
voieed- stop- burst 
vOlced- stop- burst 

--) vowel 
--) gl1de 
--) liquld 
--) nasal 
--) vOlced-nonslbilant 
--) vOlced-stop-closure 
--) voiceless- stop- cIo sure 
--) voiceless-asplrate 
--) silence 

40 

source--) pe rlod lC 
source- -) pe rlod lC 
source--)perlodlc 
deferred 
deferred 
av-->O 
av-->O 
av+af+ah--><40 

av--) po si tiv e 
av--> po si tiv e 
av+avc) af+ah 
av--> po sitiv e 
av--> po si tive 
av--> po Sl tlv e 
af+ ah) 20--) af+ ahœO 
af+ ah> 20--) af+ ah"O 
av+af+ah+avc--) <30 

av-->posltlve 
af~O--> ar> 40 
af=O--> ar> 40 
deferred 
deferred 
af'"0--)af>40 
av+ af+ah+avc--) <30 

av--> po si tiv e 
af=0-->af>40 
af'"0--)af>40 
af"0--)af>40 
deferred 
deferred 
af=0-->af>40 
av+ af+ah+av c--) <30 

af) 40-- > af=O 
av - - > po Sl tl v e 
af)40-->af'"'0 
af)40-->af'"0 
av--> po sitiv e 
af>40-->af"0 
af)40-->af"0 
af) 40-- > af'"O 
av+ af+ah+av c--> <30 
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v01.celess- stop- burst --) vowel 
v01.celess- stop- burst --) l1.qul.d 
voicel ess- stop-burst --) gl1.de 
voiceless- stop-burst --) nasal 
voiceless- stop- burst --) v01.ced-nonsibilant 
voiceless- stop- burst --) voiceless-nonsibilant 
vOl.celess- stop- burst --) voiceless-aspirate 
voiceless- stop- burst --) voiced- stop-closure 
voiceless- stop- burst --) v01.celess- sto p- clo sure 
v01celess- stop- burst --) silence 

voiceless-asp1.rate --) vowel 
voiceless-aspirate --) l1.q u1.d 
voiceless-aspirate --) gl1.de 
v01.celess-aspirate --) s11 ence 

s11ence --) vowel 
s1.lence --) liquid 
s11ence --) gIlde 
silence --) nasal 
silence --) v01.ced- Sl b 1.180 t 
silence --) voiced-nonsibilant 
silence --) voiceless-sibilant 
silence --) voiceless- nonsi bilan t 

af)40--)af-0 
af)40--)af-0 
af>40--)af-0 
af> 40--) af-O 
av--)posi tive 
ab--)posi tive 
af) 40--) a~O 
af>40--)af-0 
af>40--)af-0 
av+ af+ah+avc--) <30 

BOurce--) periodic 
source--) periodic 
source--) periodic 
av+ af+ ah+ av c--) <30 

av-->posi tive 
av--> positive 
av-->posi tive 
av-->posi tive 
av--> positive 
av--> po si tive 
af+ ah<50-->af+ah) 50 
af-0--)af>40 

Table 3-7 defines the acoushc ev ents used 1.n the rul es defined in 

Table 3-6. Event def1.nlt1.0nS are 1.n terme of the acoustic parameters used 

to control MITalk's tenunal analog synthesizer (Klatt, 1980). Acoustic 

events are boolean-valued functlons deflned on the acoustic parameters of 

the synthesizer. Numerical values assocuted wi th amplitude parameters ~r~~ 

(av, ab, af, ah, avc) are in declbel uni ts. 
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( TABLE 3-7. Defini tions of acoust1C events used ln local segmentat10n 
mIes. 

ab-->poai tive 
Amplitude of bypass ln preY lOUS frame va8 zero and ln current frame la 
greater than zero. 

ar> ah--) af< ah 
In the current frame, amplltude 6f frlcatlon 18 greater than amplitude 
of aspirat1on, while ln the next frame amplltude of fr1cat1on lS less 
than or equal ta amplitude of asplrat10n. 

ar> 40--> af'"'O 
Amplitude of frlcation ln prev10ua frame vaa greater than 40 and 
amplitude of fricatlon ln current frame lS zero. 

af-0--)af)40 
Amplitude of frlcatlon ln the current frame 18 zero and in next frame lS 
greater than 40. 

af+ah>20--)af+ah-0 
Sum of amplitudes of frieat10n and asplratlon ln the eurrent frame ia 
greater that 20 and in next frame lS zero. 

af+ ah<50--) af+ ah> 50 
Sum of amplitudes of frieation and aspiration ln the eurrent frame is 
less than 50 and ln next frame 18 greater than or equal to 50. 

av-->O 

\ 

Amplitude of vOlclng ln previous frame was posi hve and in current frame 
is zero. 

av--><35 
Amplitude of voicing in current frame ia greater than or equal to 35 and 
in next frame is less than 35 • ... 

av - - > po si ti v e 
Amplitude of voicing in eurrent frame ia zero and in tollowing frame is 
greater than zero. 

av+ af+ah--> <40 
Sum of the ampl i tudes of voie lIlg, fricatlOn, and aspiration in current 
frame la greater than or equal to 40 and in next frame i8 les8 than 40. 
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av+ af+ ah+ av c--) <30 
Sum of the amplitudes of voicing, fncation, asp1rabon, and sinusoidal 
voiciD8 ln current frame is greater than or equal to 30 and ln the next 
frame is less than 30. 

av+avc--) <45 
Sum of the amplitudes of V01Clng and sinusoidal voic1ng ln current frame 
18 greater than or equal to 45 and in the next frame lS less than 45. 

av+avc> af+ah 
In the current frame the perlod1c excltatlon (voiclng plus sinusoidal 
VOiC1D8) is less than or equal to 45 wh1.le ln the next frame periodic 
excltatl0D lS less than or equal to 45. 

av c--» 50 
Amplltude of 81nuosoldal vOlclng 10 the current frame lS les8 than or 
equal to 50, whlle ln the next frame lt lS greater than 50. 

deferred 
ThlS lS Dot an aeoustlc event, but rether e signal to defer the boundary 
placement declslon to the nex t stage of processiog, d lscussed in 
Se et. 3. 3.4. 

large- bandnd th-change 
The SUIn of the absolute dlffereoces ln the bandwidths of formants one 
through three between the eurrent frame and the next frame exe,eeds 50. 

large- bandwid th-ehange-delayed 
This event lS true one fre..me after lerge-bandndth-change is true, i.e., 
when the sum of the absolute bandndths differenees betweent the 
previous and eurrent frames exeeeds 50. 

Bource- - > a period ie 
The SUIn of the ampll. tudes of frication and asplration lB grea ter than or 
equal to the amplitude of voicing for this frame and less than the 
amplitude of voiciD8 for the next frame. 

Bource--> periodlc 
The SUIn of the amplitudes of fricahon and aspiration is less than the 
ampli tude of V01C1Dg for this fre..me and greater than or equal to the 
amplitude of voiclng for the next frame. 

source-->very-apenodie 
The SUIn of the ampll tudes of fneation and aspiration ia lesa than 10 
plus the amplitude of voieing for this frame and is greater than or 
equal to 10 plus the ampli tude of voicing for the next frame. 
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'rie now describe the opera tlon of component III, WhlCh performs 

locally deterullnable segmentahon USlng the rules in Table 3-6 and the 

acoustic avents ln Table 3-7. Sentence 1 series as an illustratlon. At 

each stage of segmentatlon, the state of the segmenter 18 represented as 

three lists. The lnput llst contains the llst of segment labels ta be 

associs:ted vith the lnput sentence. The current llst contalns the item(s) 

currently being segmented. The output llst con tains segmentation labels 

ri th thelr associated startlng and endlng frame numbers for the portion of 

the sentence for which segmentation has been completed. 

For sentence 1, the inihal state of the segmenter ia as follows: 

OUTPUT : 

CURRENT: 

INPUT: D • g_ g' U 8 W A Z b 
l d m A r k k' • t 

b' rOt 
t' h 

B t t' r e t t' f r * m D 1 0 

The segmenter ia trying ta find a boundary between silence, [_J, and the 

segment [nJ of the ward .. the." Sinee [n] lS ln the class 

voic~d-nonsibilant (see Table 3-5), the rule which applies (see Table 3-6) 

ia the one for segmenting silence followed by a vOlced-nansibllant. ThlS 

rule requires that event av--)positive occur. Startlng with frame of 

the parameter stream as the current frame, the segmenter checks the truth 

value af av-->positive and finds lt lS false. The current frame is 

incremented ta 2 and again av-->posltive lS false. This lS contlnued 

until frame 6 ia the current frame, at WhlCh point av-->posltlve 1S true. 

When this happens, the baundary beheen [J and [D] has been found. [] 
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1s moved to the output list and 1 te start1ng and end1ng frames, and 6, 

are assoc1ated vith 1t. [n] becomes the nev current segment. 

OUTPUT: (1 6 

CURRENT: n 

INPUT: * g_ g' u s W A Z b 

d m A r k k! * t 
h' rOt 

t' h 
s t t' r e t t' f r * m Dio l 

Nex t, a rul e 19 found to deterDllne the boundary betveen a 

vo1ced-nonsibilant and e vovel. The event the segmenter will look for 19 

source--> penodlc. The cu~rent frame lS mtially frame 7, the beg1nnlng 

of the vovel [*], and la incremented until source--)per1odic. In this 

example, 90urce-->perlodlc et frame 17, Wlth the following result: 

OUTPUT: (1 6 (7 17 n) 

CURRENT: * 

INPUT: g_ g' u a v A z b 
d m A r k k' * t 

b
' 

rOt 
t' h 

a t t' r e t t' f r * m D 1 0 l 

The nex.t rule vh1ch appliea 1a vovel --) voiced-stop-closure. The 

correapondiIl8 avent 1s av--)O. The current frame 1a 1nlt1ally frame 18. 

It la incremented unt11 at frame 29, av--)O becomes true: 
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OUTPUT: (1 6 (7 17 D) (18 29 *) 

CURRENT: g_ 

INPUT: g' u sv' z b b' rOt s t t' r e t t' f r * m D l 0 l d m 
A r k k' * t t' h 

The nex t fev steps are similar to tho se desc rlbed so far: 

RULE: voiced- sto p- clo sure --) anythlng 
EVENT: af-O--> aD 40 

OUTPUT: ( 1 6 ) (7 17 D) (18 29 *) (30 40 g-) -
CURRENT: g' 

INPUT: u s v z b b' r 0 t s t t' r e t t' fr*mDlol d m A 
r k k' * t- t' h 

RULE: voiced- stop- burst --) vovel 
EVENT: aD 40--> af'"'O 

OUTPUT: ( 1 6 (7 17 D) (18 29 *) (30 40 g-) (41 45 g') 

CURRENT: u 

INPUT: s v z b b! rOt s t t' r e t t! f r * m Dio l d m A r 

RULE: 
EVENT: 

k k! * t t' h 

vovel --) voiceless-sibilant 
8V-->0 

OUTPUT: (1 6 _) (7 17 D) (18 29 *) (30 40 g_) (41 45 g') (46 85 u) 

CURRENT: s 

INPUT: 

RULE: 
EVENT: 

v • z b b' rOt s t t' r e t t' f r * m Diol d m A r k 
k! * t t! h 

/ 

voiceless-sibilant --) glide 
av+svc> af+ah 

OUTPUT: (1 6 ) (7 17 D) (18 29 *) (30 40 g_) (41 45 g!) (46 85 u) 
(86 107 s) 

CURRENT: w 
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INPUT: 

RULE: 
EVENT: 

À Z b b' rOt s t t' r e t t' f r * m D ~ 0 l d m A r k 
k' * t t' h 

gl~de --) vovel 
deferred 

At thia point, since the required "event" def<&rred, no 

segmentation is attempted. Instead, the [À] is moved from the input Hat 

to the current liat and the rule vovel --> voiced-aibilant ia applied: 

OUTPUT: (1 6 ) (7 17 D) (18 29 *) (30 40~) (4145 g!) (46 85 u) 
(86 107 a) 

CURRENT: w \, 

INPUT: z b b' rOt s t t' r e t t! f r * m Dio l d m A r k k' 
* t t' h 

RULE: 
EVENT: 

vovel --) vOlced-slbllant 
source--)aperiod ~c 

The current frame is ~nitlally frame 108. It ia incremented until 

sourc,-->aperiodlc. Th~s occurs at frame 127, defining the boundary 

betveen [A] and [zJ. The segmenter now has avallable the information that 

the sequence [w"'] begine at frame 108 and ends at frame 127. This 

information, (108 127 (w A»), ie aent to component IV for further 

segmenta tion • Component IV is diecussed in detail in Sect. 3.3.4. After 

component IV has applied, i ta output ls added to the output liat: 
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OUTPUT: (1 6 ) (7 17 D) (1829 *) (30 40 g ) (41 45 g') (46 85 u) 

(86 107 s) (108 1 17 w) (1 1 8 1 27 4)-

CURRENT: z 

INPUT: 

RULE: 
EVENT: 

OUTPUT,: 

CURRENT: 

INPUT: 

b b' rOt s t t' r e t t' f r * m Dio l d m A r k k' * 
t t' h )-

voiced- S1 b Uan t --> v01ced- stop-c1osure 
aVT"->O 

(1 6 ) (7 17 D) (18 29 *) (30 40 g ) (4145 g') (46 85 u) 
(86 107 s) (108 117 w) (118 127 4) T128 136 z) 

b 

b' rOt s t t' r e t t' f r * m Diol d m A r k k' * t 
t' h 

The process conhnuea in a s:unilar manner, performing locally 

determinable segmentahons immediate1y and deferring ~obally determ1nable 

ones. In some cases, several consecuhve segments are deferred. When the 

input and current 119ts are empty, segmentation i9 final1y complete: 

OUTPUT: 

CURRENT: 

INPUT: 

(1 6 ) (7 17 D) (18 29 *) (30 40 IL) (41 45 g!) (46 85 u) 
(86 107 s) (108 117 w) (118 127 A) (128 136 z) (137 150 b ) 
(151 152 bl) (153 169 r) (170 197 0) (198 205 t ) (206 223 s) 
(224 232 t ) (233 238 t') (239 257 r) (258 278 e) (279 285 t ) 
(286 290 t!) (291 309 f) (310 315 r) (316 321 *) (322 333 m)­
(334342 D) (343 368 i) (369394 0) (395 4121) (413 421 d ) 
(422 437 m) (438 449 A) (450 470 r) (471 479 k ) (480 485 k!) 
(486 499 *) (500 509 t_) (510 513 t') (514 523-h) (524 692 _) 
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The next section descnbes the function of component IV, vhich :i.e 

ca11ed upon by component III to segment sequences whose boundaries are not 

locally determlnable. 

3.3.4 Placement of 10ca11y indetermlnable boundaries 

In the previous sechon, we descrlbed hov component III flnds 10eal1y 

determinable boundanes and mentioned tha t deferred boundanes, sueh as 

the one between [w] and [A], are determined by component IV. In this 

section, ve diseuss how deferred boundaries are determined. 

~ examining Table 3-6, we eao see that the following segmentation 

rules are deferred: 

vowel --) vovel 
vovel --) liquid 
vowel --) glide 

liquid --) vovel 
l1quid --) liquid 
liquid --) glide 

glide --) vovel 
glide --) liqu:i.d 
glide --) glide 

voieed- nonai b il an t --) voiced- sibilant 
v 0 iced- nonSl b il an t --) voiced-nonsi bilan~ 

voiced- stop- clo sure --) voiceless- stop-closure 
voie ed- stop- elo sure --) voiced- stoJr closure 

voiceleee- stop-clo sure --) voiceless.o. stop-elosure 
voiceless- stop- clo sure --) voiced- stoJr cIo sure 
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The firet ni ne of the se mies refer to segmentatlon of vowels, 11quids, 

and glides. Slnce no discrete event occurs at Such boundaries, component 

IV uses global mies based on maxima and mlnlma of formant frequencles. 

The remaining su rules refer to 8egmentahon of vOlced frlcatlves and 

segmentatlon of stop closures. The latter are clearly not segmentable by 

rule: the segmenter uses the heurlstlc of placlng the boundary at the 

temporal mld pOlnt of the sequence. The srune heurlshc 18 used to segment 

voiced fricatlves, although concelvably it would be posslble to segment 

voiced-nonslbllant/volced-sibilant sequences on acoustlC grounds. The 

relllainder of this section descnbes the rules used to segment vowels, 

liquida, and gIldes. 

Vovels, llquids, and glides are assigned the acoustic features shown 

in Table 3-8. In addition, the feature anythlng i8 aS8igned to a11 

segments. 

TABLE 3-8. Features assigned to vovels, liquide, and glidea. 

SEGMENTS 

l 
r 
j 1 l e 
v u U 0 

aj av 

50 

FEATURES 

lo-F1 hi-F3 
lo-F3 
hi-F3 
lo-F2 
rising-diphthong 



Rules glven ln Table 3-9 are speclfled ln terms of these features and 

Ind1cate global acoust1C events used to determlne the segment boundar1es. 

Global events d1ffer from local events ln that thelr scope lS the ent1re 

range of the deferred subsequence rather than Just three frames. The 

rules are tned ln order. The first rule whose context lS satisfled lS 

used to perform the segmentat10n. 

TABLE 3-9. Rules spec1fylng global acoustic events used for segmenhng 
vowels, llquids, and glides. 

FEATURE OF FEATURE OF 
FIRST SEGMENT SECOND SEGMENT EVENT ---

lo-F2 lo-F3 decreaslng-F3 
lo-F2 h1-F3 1ncreasing-F3 
lo-F2 anythlng increaslng-F2 

hi-F2 10-F3 decreasing-F3 
hl-F2 anythlng decreas1.ng-F2 

lo-F3 10-F2 increasing-F3 
lo-F3 hl-F2 increasing-F3 
lo-F3 anything increaslng-F3 .. 
hl-F3 lo-F2 decreasing-F3 
lo-Fl hi-F2 decreas1.ng-F3 
lo-Fl anythlng decreaslng-F3 

rising-diphthong hl-F3 Increasing-F3 

anything 10-F1 decreasing-Fl 
anythlnB 10-F2 decreasing-F2 
anything hi-F2 Increasing-F2 
anything lo-F3 decrea81ng-F3 
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We now descrlbe the global acoustlc events, of WhlCh Increaslng-F3 lS 

an example. Each one conslsts of a dlrectlon, lncreaslng or decreas1.ng, 

and a parameter,!..!.., F2, or F3. If the dlrectlon lS lncreaslng, the 

segmenter wlll search for a local maXlmum of the parameter follow1.ng a 

local mlnlmum. ThlS generates a candIdate segmentatlon pOInt, Whlch lS 

the frame between the extrema at whlch the parameter of Interest most 

nearly approaches the average of the extrema. 

asslgned to the candldate segmentatlon pOlnt. 

A flgure 0 f men t IS 

If It exceeds a threshold, 

the candldate segmentatlon pOlnt lS accepted. Otherw1.se, the next local 

mlnlmum, local mruClmum sequence lS eval ua ted • If aIl the ex trema pal rs 

have been evaluated and the threshold has not been exceeded, the candldate 

correspondlng to the hlghest flgure of mer1.t IS chosen. ThlS algorithm 

results ln plaçlng segmentatlon boundarles at the frequency IDldpolnts of 

formant transltions. 

The flgure of merl t lS the welghted suro of two values: ( 1) the 

extrema difference and (2) the dlfference between a candidate's 

segmentation frame and an a prlori estlmate of that frame. The weight of 

the first value lS posltlve, whlle that of the second lS negative. The a 

prlorl estlmate of segmentatlon boundary posltlon IS determlned by 

assUIDlng that each segment ln the deferred subsequence has equal length. 
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3.4 Results of Rule-Based Segmentatlon of Synthetlc Sentences. 

Now that we have descrlbed the structure of the rule-based segmenter 

and the actual rules used, we examlne the resul ts of apply1.ng the 

segmenter to the set of ten phonetlcally balanced sentences. Flgures 3-1 

through )-10 are spectrograms of sentences 1 through 10, respechvely, 

WhlCh have been segmented and labelled by the rule-based segmenter. In 

FlgS. )-1 through )-10, the abscissa IS labelled ln frames, where each 

frame corresponds ta 5 ms. Displayed duratlons on each spectrogrem were 

chosen so that the beglnnlng and end correspond ta segment boundaries, 

causlng an lntegral number of segments to appear ln each flgure. As a 

result, the number of frames dlsplayed la dlfferent for each spectrogram. 

Ta understand the dlfferences between the rule-baaed segmentatIon and 

that Intrlnslc to MITalk dlscussed ln Chapt. 2, It IS Instructlve to 

compare FlgS. 2-1 through 2-4 W1. th Flgs. 3-1 through 3-4. Comparing 

Fig. 2-1a W1.th 3-1a, the flrst dlfference observed lS the treatment of the 

[g] stop burst. In the MITalk segmentation (Flg. 2-1 a), the burst lS 

analyzed as part of the [G] segment whlle the rule based segmenter further 

analyzee [g] lnto g-closure, lndlcated [g_J. and g- burst, Indlcated [gr]. 

Other exemples of thls dlfference appear at the folloW1.ng boundarles: 

[br] (FlgS. 2-1b and 3-1b), [tr] (F1.gs. 2-1b and 3-1c), [k*] (F1.ge.2-1d 

and 3-1e), [th] (Flge. 2-1e and 3-1e), etc. In each case, the rule-based 

segmenter appears ta segment the burst correctly. Returning ta the 

beglRnlng of sentence 1, It can be seen that the MITalk and rule-based 

{ 
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segmentatIons are generally ln agreement untll we reach the [sw] boundary, 

WhlCh occurs somewhat earller ln the MITalk segmentatlon. 

Companng FIg. 3-1b Wlth 2-1a, the next dlscrepancy 18 ln the [w'] 

boundary, WhlCh occurs later ln the rule-based segmentatIon, ln accordance 

Wlth the,rules described ln Sect. 3.3.4. These rul es cause the [ w· J 

boundary ta be placed at the frequency rnldpolnt of the s-econd fonnant 

tranSI tlon. Slmllarly, ln FlgS. 2.1 band 3-1 b, the [rO] tranSI tlon occurs 

later ln the rule-based segmentatIon. The rule Increaslng-F3 has applled, 

causl.ng the [rO] boundary to be placed at the frequency rnldpolnt of the F3 

transltlon. Slmilarly, the [eoJ boundary (Fl.gs. 2-1c and ">-1d) lS placed 

30 ms later ln the rule-based segmentatIon, correspondlng to the frequency 

mldpolnt of F2. Other examples of the use of formant transltl.On mldpolnts 

to place boundanes between vowels, 11.qulds, and gIldes and how thlS 

compares wlth the MlTalk segmentatlon are the transl.tl.ons [wI] and [Wl] 

(FlgS. 2-2b and 3-2c) , [Il] (FlgS. 2-3a and 3-3b), [Jur] (Figs. 2-3b and 

3-3c), [we] (FlgS. 2-4b and 3-4c), and [raJ] (FlgS. 2-4c and 3-4e). Note 

that in the segmentatlon of [Jur J, MITalk consIderes [ur] a slngle 

segment, whlle the rule-based segmenter dlvldes It Into [u] and [rJ. 

Similarly, [Ar] lS treated as one segment ln MITalk (Flg. 2-1d), whlle lt 

is treated as two segments ln the rule-based segmentatlon (3-1 e). 

Note the treatment of the t-burst before [sl ln FIg. 2.1b as opposed 

to F1.gs. 3. 1 b- c. In the MITalk segmentatlon, 15 ms of fncatlon lS 

segmented as belong1.ng to the [t], representing the burst, whereas ln the 

rule-based segmentatlon, the t-burst lS deleted by a phonologleal rule due 
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to the presence of a followlng ~lbllant. The sarne phenomenon appears at 

the folloWlng boundanes: [tSJ (FlgS. 2-2b and 3-2c) and [tsJ (Figs. 2-3e 

and 3-3d, FlgS. 2-4a and 3-4a). 

In FlgS. 2-1d and 3-1 e, we see that the [ mAJ boundary ln the rule 

based-model corresponds more closely with the observed aeoustie 

transItIon. The seme phenomenon occurs at the [g-I] boundary ID 

FIgs. 2-2b and 3-2b and at the [ mo J boundary ln Figs. 2-3b and 3-3c. 

MITalk tends to place boundarles between vOlceless fricatIves and 

vowels about 10 ms too early. The rule- based segmenter places sueh 

boundarles at the on~et of vOIcIng. Examples of thls occur at the 

boundanes [sIJ (FIgs.2-2a and 3-2a), [TIJ (FIgS. 2-2a and 3-2b), [SIJ 

(FIgS. 2-2d and 3-2e), [r*] (FlgS. 2-3a and 3-3a), [f@] (Flgs.2-4a and 

:'>-4a), and [SoJ (2-4b and 3-4c,d). 

Occaslonally, MITalk cuts the b~rst ln two, eonslderlng the first 

part as belonglng to the stop and the second half as part of the following 

vowel. The correspondlng rule-based segmentatIons treat the burst 

conslstently. Example of this appear in [dl] (FlgS. 2-2c and 3-2e), [dO] 

(Figs. 2-48 and 3-4b), and [ta] (Figs. 2-4b and 3-4b). 

In summary, the follonng ImprecIsions and lnconslstencies present in 

the MITalk segmentahon have been overeome using the rule-based segmenter: 

Inconsistency of burst segmentatIon, imprecision in segmentatIon of 

vOIceless-frlcatlve/vowel boundarles, ImprecIsion in segmentation of 

nasal-consonant/vowel boundarles. SegmentatIon level has been modified as 
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have the rules for determlnlng bounol1rles between vowels, llqUlds, and 

glldes. 
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3.5 DISCUSSIon of Rule-Based SegmentatIon 
". 

Resul ts of the prevIous sechon Indicate that use of a rule-based 

segmenter gave more preClse and consIstent analyses of synthetlc speech 

than were avallable by &,.1.mply uSlng the nomInal boundary locahons of the 

synthesizer. In addl tIon, the rule-based segmenter allows the user ta 

speclfy segmentatIon level and the specIflc crltena used ln selechng a 

segment boundary. Tt 18 useful at thlS pOlnt ta speculate on the 

appl1cablllty of rule-based segmentatIon techmques to natural speech. 

'hi 0 facllitahng factors that are present when th19 technlque 19 applied 

ta synthetlC speech dlsappear when l t lS applled ta natural speech. These 

factors are (1) the consistency (lack of free vanatlon) Inherent ln 

synthehc speech and (2) the avallablllty of exact values of acoustlc 

parameters (formant frequencles, bandWldths, etc,) 

Although :'":ere;" no ""''''= (l.e" stochastlc) varl.ation present 10 the 

synthetic speech. the model used to ganera te l t lS sufficlently complex 

and nch ln phonologlcally conditioned vanation that developlng a set of 

segmentat10n rules for the ten sentences dlscussed above was nontnvial. 

G-ettlng the rules ta work for the flrst four sentences was the most 

dlfflcul t. Sentences 5, 6, 7. and 9 were correctly segmented uSlng those 

rules. Flnally, modlflcatIons had to be made ta correctly segment J 

1 
sen tences 8 and 10. 
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To lllustrate an lnslght galned from debugglng the rules, the 

speclflc case of sentence 10 will be descrlbed. USlng the ru1es developed 

for sentences 1 through 4, one error occurred ln sentence 10: ln the word 

wall, the boundary between [OJ and [lJ was much tao ear1y, near the 

beg1nn1ng of [OJ. The fol1owlng ru1e had applled, causlng the error: 

anyth1ng hl-F3 ----) lncreaslng-F) 

Recall that the algor1thm for handllng vowel-l1quld segmentatlons lS to 

place the boundary at a parameter value half way between the transltlon 

ex trema. Th1S rul e says: flnd a local F3 m1n1mum ln [0 J; flnd a local 

F3 maX1mum ln [1 J; place the [01 J boundary at the frame whose F3 most 

closely approaches the average F3 of the se two local extrema. The problem 

occurs because F3 1ncreases monotonlcally from the beg1nn1ng of [OJ ta the 

near the end of (1), so no local F3 m1n1mum lS found. The algonthm 

therefore uses F3 of the f1rst frame of [0 J as the local F3 mln1mum. Th1S 

val ue 1S averaged W1. th the local F3 max1mum. found near the end of [lJ. to 

determ1ne the F3 value at Wh1Ch to place the [OlJ boundary. Because the 

F3 m1n1mum represents not the beg1nn1ng of the [OlJ trans1t1on but a much 

lover F3 at the beglnnlng of [OJ. the boundary 18 p1aced mueh too early. 

Th18 problem vas solved by chang1ng the rule to use F1 1nstead of F3: 

anythlng + lo-F1 ----) decreaslng-F1 

This rule worked well for sentence 10 and for Most other vowel-liqu1d 
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boundanes, but caused an error ln sentence 2. In the word pile, the 

boundary between [aJ J and [lJ was now Incorrect Since a local Fl maXImwo 

followed Dy a local Fl mInlmwo occur wlthin the [aJ] Itself, causing the 

segment boundary to be placed between [aJ and [J] rather than between [aJ] 

and [lJ. ThIS problem was solved by addIng a new rule, WhlCh precedes the 

modlfled rule ln the rule ordenng: 

rising-diphthong + hl-F) ----) d ecreasIng-F3 

With thlS fInal modIfIcatIon, aIl ten sentences were correctly 

segmented. Although no further sentences have been tested, It lS the 

IntuItIve feelIng of the experlmenter that most sentences would now be 

correctly segmented by the rule-based segmenter, but that there would 

stIll be sorne modIfIcatIons requIred to handle certaIn pfionetie sequences 

not yet eneountered. 

The representatlon of the rules could be greatly condensed by 

ex tend lng the use of feature notatIon to the locally determinable 

segmentatIon rules (component III). Rules in components III and IV should 

be expressed ln the same feature-based notatIon. The nohon of "event" 

could be generallzed to Include local and global Beoustle events. Figures 

of meri t could be computed for a11 events, rather than Just for the global 

ones. ThIS would allow the rule-based segmentah.on to be treated as a 

dynamic programming problem ln which the quantity to be maximized would be 

the sum of the fIgures of merit of all the segmentation boundaries. A 
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better heurlstlc lS clearly needed to generate a prlorl duration 

estima tes. 

Sorne of the acoustlc parameters would have ta be changed ln order to 

apply the rule-based segmentatlon technIque to natural speech. Those 

parameters that are dlfflcult ta measure or dIfflcult to dlstlngulsh from 

each other would be replaced by other more accessible parameters. For 

example, lt may not be useful to try to measure quantltles such as the 

amplltude of slnusoldal vOlclng (avc) , the bypass amplltude (ab), or to 

dlstlngulsh the amplltude of frlcatlon (af) from that of asplratlon (ah). 

On the other hand, zero-cros9lng rate, WhlCh 19 not currently ln the set 

of pa~ameters belng used, could be very useful for locating boundarles 

between sonorant and nonsonorant segments. 

In order to overcome phonologlcal varlablllty (phonemlc deletlon, 

lnsertlon, and substltutlon), a more soph1st1cated phonolog1cal component 

1S necessary. Our component II ~s categorlcal: A segment lS elther 

deleted or retalned. In order to handl~ natural speech, component II must 

be able to mark segments as havlng a certaln probabll1ty of be1ng deleted. 

This probablllty could then be used ln the computatlon of the f1gure of 

merit of a partlcular segmentatlon hypothesls. 

r. 
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CHAPTER 4: PRELIMINARY EXPERIMENT USING RULE-BASED SEGMENTATION 

OF MODEl, SPEECH 

In a prellmlnary expenment (Lennig, 1983), a single synthetlc 

sentence was segmented by the rule-based segmenter and used to segment 

four natural verSlons of the sarne sentence by applylng dynamic tlme 

. 
warplng. ThIS chapter descrlbes the experlment, WhlCh dlffers from that 

descrlbed ln Chapt. 2 where Assumptlon 3 dld not hold. In a paraI leI 

expenment also descrlbed ln thlS chapter, Assumphon 2 lS explored by 

uSlng a hand segmented model ln place of synthetlc speech. Errors are 

analyzed by segment boundary type. 

One concluslon drawn from thlS analYSls lS that potentlal weaknesses 

of the technlque Ile ln the segmentatlon of sonorants (vowels, liqUlds, 

'nasals, gIldes) and of short-duratlon events, such as stop burst. The 

dlfflcul ty of segmentlng sonorants can be attrlbuted to lnao11l ty ,Jf Lhe 

dlstance metrlc to 19nore Interspeaker dlfferences whlle emphaslzlng 

phanetlc ones (cf., Assumptlon 4). The second weakness lS llkely due to 

insensltlvity of the tlme warplng algorlthm ta short events (cf., 

ASBumphon 5). 

Altbough segmentatlon errors ln thlS experIment are determined 

Bubjectlvely on a case by case basis, It lS evident that an objective 

method for evaluating the correctness of a segmentation is needed. The 

problem Wlth quantltatlve measureB based on deviation from a given norm 
. 

weB dlscuBsed ln Chapt. 2. At the end of thlS chepter, a quantltative 

( 
61 

1 



-

( 

( 

correctness measure 18 proposed WhlCh partlally overcomes the prob}em. 

4.1 Experlmental Procedure 

The folloWlng sentence (sentence 2) was pronounced by four male 

speakers and also syntheslzed uSlng the MITalk text-to-speech system: 

Th'e slnk lS the th1ng ln Wh1ch we plle dlshes. 

Three of the speakers were nahve speakers of Montreal EngllSh; the 

fourth was a natlve speaker of New York Engl1Sh. The naturally produced 

sentences were lowpass flltered at 4.4 kHz and sampled at 10 kHz. The 

endpolnts of each sentence were manually determined. The synthet:lc 

sentence was preprocessed to yleld a mel-frequency cepstrum every 5.0 ms. 

1 
The naturally produced sentences were processed slmilarly, except that the 

frame advance for each speaker was chosen between 4.7 and 6.4 ms sa as to 

yield approximately the same number of speech frames as ln the synthetic 

reference (454 frames). Unequa1 numbers of frames are undes1rable ln the 

time warping procedure because slope constraints and slope penaltles are 

used to make the warp path to tend toward a 45 degree 11ne. 
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The deClmated-gr1d, symmetrlc time warplng algorithm proposed by 

Mermelsteln (1978) was used, ln Whlch gnd pOlnt (l,J) is accessible from 

palnts (1-1 ,j-1), (1-2,j), and (1,j-2). The penalty for a vertical or 

horizontal step la to multlply the local dlstance at (l,j) by 1.5. Two 

different local slope constralnts were trled: unconstrained and 

conatralned slope. The constralned slope algorlthm permlts a maximum of 

one consecutlve vertlcal or horlzontal step. In a thlrd trlal, the first 

speaker' s u tterance was hand segmen ted and used as a reference in 

cOnjunctl0n with the constralned alope algorlthm to lnduce segmentations 

on the remalnlng three naturally produced sentences. 

4.2 Resul ta and D1Scusslon 

Segmentatlon and labelllng induced on the natural speech was 

inspected by viewing spectrograms annotated vith this information. Each 

automatically determined segmentatl0n boundary was subjectively classified 

as correct or incorrect. Subjective scorlng was preferred because certain 

segment boundaries, such as the endpolnts of a stop burst, are more 

precisely determlned by the speech signal, while others, e.g., the 

boundary between a vowel and a llqUld or1 glide, may be farther away from a 

prescribed norm and still be conaldered correct. 
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Flgures 4-1a through 4-1e show tlme-allgned spectrograms of the 

synthetlc model (top) and a natural utterance (bottom) produced by one of 

the four speakers CDS). Slope-constralned dynamlc tlme-warplng was used. 

In eaeh flgure, the tlme seales of the two spectrograms are not ldentlcal: 

They have been Ilnearly adJusted ln order to dlsplay the same sequence of 

segments. 

In Fig. 4-1a, the boundarles [D*J and [*sJ appear to be a few frames 

late. ThlS was not counted as an errDr ln the subJectlve scorlng 

procedure, Slnce only serl0US errors were consldered. Another mlnor error 

that was not counted was the early placement of the [sIJ boundary. The 

only error ln Fig. 4-1a WhlCh was consldered ln the results presented here 

was the boundary [k_ k'J, WhlCh occurred late. A gross error occurred in 

Fig. 4-1b in the placement of the [Ig-J boundary of thing: It is at least 

10 frames (64 ms) late, occurring at the end of the actual [g-J segment 

instead of at the beglDDlng. The desynchronizatlon propagates to the next 

,boundary, causlog [g-IJ to be late. The only other error counted was at 

the [ld_J boundary (Flg. 4-1d): The boundary late. 

Table 4-1 displays segmentatl0n errors, for aIl speakers, aecording 

to three boundary types: boundarles between sonorant segments (vowels, 

liquide, nasals, glides), boundaries between nonsonorant segments, and 

boundarles between a sonorant and a nonsonorant segment, in elther order. 

As expeet~d, boundaries between siml1ar segment types glve rise to higher 

error rates. Segmentation performance for aIl boundary categorles is 

significantly better when a slope constraint is employed and signiflcantly 
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better uSlng a natural speech reference as compared wlth a synthetlc 

reference. Even using a natural reference, however, the 13 percent error 

rate obtained lS unsatlsfactory. ThIS comparlson serves to quantify the 

Importance of AssumptIon 2: although unnaturalness of the synthetIc model 

is clearly introduclng \ segmentatIon error, Assumptlons 4 and 5 are at 

least as Important. The dIfference ln performance obtalned wIth dIfferent 

warp constralnts (cf., Assumptlon 5) lS greater than the dlfference 

obtalned using a natural versus a synthetIc model. 

The advantage of the constralned tlme warplng algorithm over the 

unconstralned algorithm appears most sallently ln the detectlon of 

sonorant/sonorant boundaries. ThIS may be because Interspeaker spectral 

dlfferences ln sonorants overshadow spectral differences between dlfferent 

sonorant segments, leavlng segment duratlon as the only reliable alignment 

crlterlon. Use of a speaker normali~atlon for glottal source spectrum 

shape may improve the accuracy of sonorant/sonorant boundary localizatl0n. 

One finding obscured by Table 4-1 lS that stop burst locallzatl0n 

contrlbutes slgnificantly to the error rate. In the constralned, 

synthetic trial, for exemple, seven of the elght nonsonorant/nonsonorant 

errors occur on closure/burst boundarles. Five of the nine 

sonorant/nonsonorant errors occur on burst/vowel boundarles. Slmilar 

results hold for the other trials. Often, what 18 observed on the 

annotated spectrogram lS an erroneous localization of the stop burst 

somewhere ln the Middle of the stop closure, temporally disJunct from the 

actuel burst. Such errors cao be expleined by the relatively 8mall 
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distance penalty incurred by burst misplacement, due to the segment's 

short duratlon. The problem should be viewed as an lnadequacy 0 f the tlme 

warping algorithm as currently formulated. 

TABLE 4-1. Error rates for segment boundary location uSiUg constralned 
and unconstrained time warping algorlthm. 

synthehc reference natural reference 
unconstrained constrained const rained 

sonorant/ 26/32 10/32 4/24 
sonorant (81 %) (31 %) (24 %) 

nonsono ran t/ 12/20 8/20 2/15 
nonsonoran t (60 %) (40 %) (13 %) 

sonorant/ 13/72 9/72 6/54 
nonsonoran t (18 %) (13 %) ( 1 1 %) 

TOTAL 51/124 27/124 12/93 
(41 %) (22 %) (13 %) 

4.3 Evaluating the Correctness of a Given Segmentation 

In the experiment descrlbed above, the most difficult procedure was 

the subJective evaluation of correctness of the resultlng segmentations. 

Although sorne cases were clear-cut, others caused soul searching on the 

part of the experimenter before a decision could be reached. Such 

subjectivity is dangeroua in sClentlfic experiments because experimenter 

biaa is eaaily introduced. In thlS section we propose an obJective method 
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of evaluatlng segmentatlons WhlCh has certaln deSlrable propertles. 

One approach to removlng 8ubJectlty ln segmentatlon experlments would 

be ta hand segment the natural utterance ln advance and then measure how 

closely the automatlc transcrlpt10n corresponds to the hand segmentatlon. 

ThlS method removes any posslble experlmenter b1as Slnce hand segmentatlon 

18 performed prlor to the experlment. Another advantage of thlS method lS 

that as many segmentatlon experiments as des1red may be run agalnst the 

sarne hand-segmented data. Dlfferent algonthms may be compared wlth a 

common standard. 

The problem wlth thlS method lle8 ln the measurement of devlatlons 

from the hand-segmented standard. Certaln phone boundarles are temporally 

lndefinlte whlle others are much more preclsely deflned. Measures based 

on mean square error are dlfflcul t ta lnterpret. For example, a ten 

mllliseeond devlatlon from the hand segmentatlon at a vowel/llquid 

boundary lS unimportant, whereas the same devlatlon at a stop closure/stop 

burst boundary 18 a true error. We now propose an evaluation method 

designed to overcome thlS problem. 

Hand segmentatlon lS used, but lnstead of 8peeifylng a specifie 

temporal segmentahon point between each pair of segments, a range of 

pOlnts lS specified. Vlewed another way, the beginning of one segment 

followa the end of the precedlng segment wlth a varlable number of 

1ntervening frames. ThlS glves nse ta unlabelled sections of speech 

between segments. If the automatle segmenter loeates the segment boundary 

anywhere within thls region, the segmentatlon is conaidered correct. 

( 
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Othennse, 1 t lS cons1d ereri lncorrec t. F1gure 4 -2 111 ustra tes the 

evaluatlon procedure for the flrst few phones of the phrase "She flaps ..... 

Flgure 4-2a represents the automatlcally ~egmented waveform IlI1d has a 

contlguous segmentation: each segment beglns at the sarne place the 

prevlOUs segment ends. F1gure 4-2b lS the hand-segmented standard. 

Because the segmentatlon lS noncontlguous, zones of lndetermlnacy Ile 

betveen the prescrlbed segment locatlons. Slnce the ~Sl] boundary ln 4-2a 
\ 

hes between the end of the [SJ and the beglnnlng of the [d ln Fig. 4-2b, 

th1S boundary would be consldered correct. Slmllarly, the [lf] boundary 

lS correct. The [n] boundary corresponds exactly wlth the end of [f] ln 

the hand-segmented standard and lS therefore also consldered correct. 

Chapter 5 descrlbes a larger experlment ln WhlCh noncontlguous 

hand-transcnbed standard segmentations are used for evaluatlon. 
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CHAPTER 5: EVALUATION OF AUTOMATIC SEGMENTATION TECHNIQUE 

ThlS chapter presents a quantltat1ve evaluat10n of the automatic 

segmentatlon technlque as applled to twenty naturally produced test 

sentences. Automat1cally generated segmentat10ns of the sentences were 

scored by 
1 

compar1son agalns t manual segmentat10ns ln Wh1Ch the 

exper1menter speclfleci a range of correct posltlons for each boundary. 

5.1 Experlmental Procedure 

Sentences 1 th rough 10 we re read once by each of two male speakers 

(DS and ML). low-pass f11 tered at 4hz • and sampled at 10 kHz. DS lS a 

native speaker of Montreal Engllsh, wh11e ML lS a nat1 ve speaker of New 

York Engl1sh. Synthetlc verSlons of sentences through 10 were produced ~ 

by the MITalk syntheslzer uS1ng a polynomlal pulse for vOlced excltation 

(Rosenberg, 1971). 

Sentences produced by DS were hand-segmented by the author ln a 

nonoverlapplng manner: Transiti0nal regions were not labe1led but only 

that nuclear reglon of each phone which was considered to be10ng to that 

phone lna1ienably. Figure 5-1 is a spectrographie examp1e of a 

hand-produced, nonoverlapping segmentation of the word lawyer in sentence 

8, spoken by DS and segmented by the author. The short durahon of the 

unlabelled translt10nal region between [lJ and [OJ 1mp1ies that ln the 
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oplnlon of the transcnber, the correct segmentatIon pOlnt of the [lOJ 

boundary lS temporally vell deflned. The transltlnnal reglons a t the 

boundarles [OJJ and [Jr] are mueh longer, lmplylng more Indetertnlnaey of 

" temporal locatlon. 

Sentences produeed by ML were hand-segmented by P. Bo lssonnea ul t, 

followlng the sarne procedure. Flgure 5-2, a hand-segmented spectrogram of 

ML's produchon of the phrase the goose (sentence 1), shows how stop 

~ 

elosures and bursts vere segmented: The elosure includes the whole sllent 

portlon except for relatlvely small tranSl honal perlods; the burst 

excludes any following asplrabon. Flgure 5-2 also lliustrates hoy 

vowel/ frlcah ve boundanes were hand led ln the hand segmenta tl.on: The 

vovel was considered to end when any of the formants ceased to be eXCl ted; 

the frieatlve began vhen strong frleatlon was eVldent. 

Despite eareful agreement on segmentatlôn erl tena and companson of 

partIal resul ts, one maJ or dl fferenee ln segmenta tian techlque lS ev ld en t 

from the data: Paul BOlssonneaul t tended to allow somevhat shorter 

transi tlonal reglons as compared \il th those of the author, as shown ln 

Table 5-1. Average duratlons of varlOUS types of hand-transcrlbed 

segments for the tvo speakers are glven ln Table 5-2. 
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TABLE 5-1. Average durat~ons (ms) and standand deviat~ons of transi tional 
reglons ln hand transcnbed sentences for speakers DS and ML. 
Trans~tlons Wlth sllence are omltted. Speaker OS was trans­
cnbed by the author, while ML 'lias transcribed by P. BoissOD­
neault. N lS the number of transltl.onal reglons. 

Speaker OS 
Speaker ML 
Bo th speakers 

N 

305 
314 
619 

AveDur 

29.4 
19.2 
24.2 

StdDev 

43.7 
27.9 
50.5 

TABLE 5-2. Average durations ( ms) of hand-transcribed segments for 
speakers DS and ML. N is number of segments. 

SEeaker DS sEeaker ML 
class N AveDur N AveDur 

voyel 90 77.0 91 87.7 
frl.cative 67 63.6 72 67.6 

liquid 36 58.8 36 71-. 1 
nasal 1 5 64.9 15 55.3 

closure 54 46.9 55 55.0 
glide 1 1 34.8 11 53·4 
burst 42 5.6 44 9.6 

During hand segmentation, the transcr1bers used the Saine symbols as 

used by the rule-based segmenter. They vere not allowed to insert or 

modify symbole, but they could delete symbols they judged to be absent 

from the natural speech. For example, the schva in the word from 
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(sentence 1) and the lnitlal [h] of VhlCh (sentence 3) were deleted for 

bo th speakers. In aIl, eleven segments were deleted ln the hand 

segmentations of DS's sentences, whlle ln TtlL's sentences, four segments 

were deleted. Segments deleted ln the hand transcnptlons vere not 

lncluded ln the evaluatlon of segmenter perfonnance. 

Synthetlc utterances were segmented and labelled using the rule-based 

segmenter (Chapt. 3), WhlCh 81so provlded endpolnts for each sentence. 

Endpoints of the naturally produced sentences were determlned from the 

beg~nnlng and end of the hand segmentatlons· by addlng 10 ms of signal to 

8ach end. Synthetic utterances vere preprocessed ta derive, for each 

frame, the first seveD mel-frequency cepstrum coefficents, A Hanning 

analysis lfindov vas used of 25.6 MS duration. frame advance vas 5.0 ms. 

Natural utterances vere preprocessed in a similar manner, except that, as 

in the experlment de~cribed ln Chapt. 4, the frame advance of each natural 

sentence vas modified so that the total number of frames between sentence 

endpoints vould be equal to that of the corresponding synthetic sentence. 

Synthetic and natural utterances vere tlme-aligned uSlng the 

symmetric Zip algorithm (Chamberlain and Bridle, 1983). The Zip algorithm 

is a Buboptimal verSlon of the dynamlc hme-varping procedure ln vhich the 

number of cumulative distances retained by the aigori thm may not exceed a 

specified maximum of contiguous values along a diagonal of the warp space. 

This maximum, termed the diagonal length, vas fixed at 50 for the firstA 

experiment. The grid topology is nondecimated, differing from tha t used 

in experiments described earli~r. Therefore, ta achleve approximately the 
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sante local constraln t of a slope beheen 1/3 and 3, a maximum of two 

consecutive horizontal or vertlcal tranaltlons are allowed. The cost 

penalty of a nondlagonal transition la 1/2 the local dlstance at the 

destination. Table 5-3 summarizes the experlmental condltl0ns. 

TABLE 5-3. Experimental Conditions Einployed ln the Main Experiment. 

Horlzontal transition penalty: 
Vertical transi hon penal ty: 

Horizontal skip penalty: 
Vertical ski p penal ty: 

Max. consecutive horiz. trans: 
Max. consecutive vert. trans: 

Diagonal length (frames): 

Anal. vindov length synthetlc: 
Anal. frame advance synthetic: 

Anal. vindov length natural: 
Anal. frame advance natural: 

Local distance mess ure : 

(1/2) (local distance at destination) 
1(1/2) (local distance at destination) 

infini te 
infini te 

2 
2 

50 

25.6 ms (Hannlng) 
5.0 ms 

25.6 ms (Hanning) 
adjusted betveen 5.0 and 6.4 ms 
to yield aame Il of frames as synthetic 

Euclidean, using cl through c7 

The contiguous segmentations of the synthetic sentences produced by 

the rule-based segmenter vere mapped acroas the varp patha produeed by Zip 

to induee contiguous segmentations on the natural sentences. The 

following section discusses the re~lting automatic segmentations of the 
____ --~ _J 

natural utterances. 
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5.2 Evaluatl0n of Segmentatlon Results 

Slnce the automatlc segmentatlons ~ere contlguous, that lS, the 

begl001ng of one segment corresponds to the end of the prevlous segment, 

the average duratlons of the automatlcally transcrlbed segments are 

normally longer than those of the hand-transcrlbed models. Table 5-4 

gives these average durations for speakers DS and ML. The only exception 

occurs for DS's nasals: Automatlcally derlved duratlon lS sligfltly less 

than tha t of the hand- transcribed nuc lear reglon. ThlS ie due to 

alignment errors of the type seen in Chapt. 4 (Fig. 4-1b). 

TABLE 5-4. Comparieon of average segmental durations for hand 
(noncontlguouS) and automatic (contlguouS) segmentations. 

SPEAKER DS 
class N Ave Dur Hand Ave Dur Automatic 

vovel 90 77.0 123.7 ~. 

glide 11 34.8 . 62.0 
liquid 36 58.8 93.1 
nasal 1 5 64.9 63.1 

fricative 67 63.6 89.0 
closure 54 ~:46.9 56.3 

burst 42 5.6 20.8 
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SPEAKER ML 
class N Ave fur Hand Ave Dur AutomaUc 

vovel 91 87.7 114.8 
glide 11 53.4 54.6 

liquid 36 71.1 99.9 
nasal 15 55.3 64.7 

fricative 72 67.6 85.0 
closure 55 55.0 65.5 

buret 44 9.6 19.4 

,,- -- -. 
" 

The evaluation cri terion described in Sect. 4-3 vas applied to the 

tventy automatically i 
segme9ted sentences using the hand segmentations as 

models. The results are shown in Table 5-5. 

TABLE 5-5. Performance of the automatic segmentation algoritha. N la 
the total number of boundaries. %Cbrrec le the percentage of 
boundaries correctly located. EarlyN ls the number of 
boundaries positioned too early. LateN ls the number of 
boundaries po si tioned too late. EarlyAve i8 the average error 
ln milliseconds of the early boundarles. LateAve le the 
average error in milliseconda of the la te boundaries. Ave Err 
ia the average absolute errer over all boundaries, correct and 
incorrect. 

N 

Speaker DS 325 
Speaker ML 334 
Total 659 

%Correc EarlyN 

48.0 % 83 
41.9 % 112 
44.9 % 195 

75 

LateN 

86 
82 

168 

EarlyAve 

16.8 
13.9 
15.1 

LateAve 

18.5 
12.7 
15.6 

Ave Err 

9.2 
7.8 
8.5 

1 
1 
~ 

f 
! 



( 

( 

As cao be seen ln the table, the automatlc segmentatlon algorlthm 

achleves a correct segmentatl0n rate of approxlmately 45 percent. It 

performs ~omewha t better on DS than on ML, but this may be due to the 

appllcatlon of a more llberal hand segmentatlon pOllCy to DS (see 

Sect. 5.1). The comparable resul t ln Table 4-1 for the experiment 

described ln Chapt. 4 lS 68 percent correct segmentatlon. The dlfference 

can be attributed to the use of a more rlgorous evaluatlon techmque 

present experiment. Although the error rate is high, the Slze of the 

average magnitude error for incorrect boundarles is only around 15 ms, 

less than one fifth of the average segment duration. 

In arder ta provide a direct comparison ri th the resul ts dlscussed in 

Chapt. 4, ve classify segment boundaries as follows: boundarles betveeen 

two nonsonorant segments (including Silence), boundaries betveen two 

sonorant segments, and boundaries betveen sonorant and nonsonorant 

segments ln either order. The result of this analY8is:i.s given in Table 

5-6. 
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TABLE 5-6. Percent correct segmentatlon by segment category. 
Parentheslzed values lndicate the total number of boundaries 
ln the category. Category sonorant/nonsonorant also lncludes 
nonsonorant/ sonorant boundarie8. Silence 18 lncluded ln the 
category of nonsonorant segments. Rates from Table 4-1 are 
show in comparable format. Paren thized values give number 
of boundaries in each class. 

Total From Ch.4 
DS ML DS + ML Table 4-1 

nonsonoran t/ nonso ran t 24% (90) 35% (97) 30% (187) 60% (20) 
sonoran tl Bonorant 42% (69) 39% (69) 41 % (138) 69% (32) 
sonorant/nonsonorant 63% (1 66) 47% (168) 55% (334) 87% (72) 

It is cleat that.although the absolute error ~tes' in the current 

experiment are substantially dlfferent than those obtained in the 

prellminary expenninent of Chapt. 4, the ordering of errors by boundary 

category is idé~tical: Boundaries Most prone to error are 

nonsonorant/nonsonorant boundaries, those least prone te error are 

sonorant/nonsonorant boundaries, with sonorant/sonorant boundaries 

intermediate. 

To iden tif Y the classes of segments con tri buting to the high error .. 

rate at nonsonorant/nensonorant boundarie8~ Table 5-7 further analyzes 

tha t boundary type. 
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TABLE 5-7. Analysie of segmenter performance at nonsonorant/nonsonorant 
boundaries. Boundary types are listed in order of numerlcal 
impo rtance. 

left right 

closure burst 
fricative closure 
fricative fricative 

burst fricative 
fricati ve silence 

closure frlcative 
silence fricative 
closure closure 
silence closure 

burst silence 

TOTAL 

~) 

J 

sEeaker DS 
N ~Correc 

42 4.8 % 
9 22.2 % 
9 0.0 % 
6 16.7 % 
6 100.0 % 
5 40.0 % 
5 100.0 % 
3 33.3 % 
3 100.0 % 
2 0.0 % 

90 24.4 % 

sEeaker ML TOTAL 
N ~Correc N ~CorrëC 

44 18.2 % 86 11.6 % 
10 20.0 % 19 21.1 % 
9 44.4 % 18 22.2 % 
9 33.3 % 15 26.7 % 
8 100.0 % 14 100.0 % 
6 16.7 % 1 1 27.3 % 
5 100.0 % 10 100.0 % 
3 0.0 % 6 16.7 % 
3 100.0 % 6 100.0 % 
0 2 0.0 % 

97 35.1 % 187 29.9 % 

; 

From Table 5-7 it is seen that aegmentahon performance ia not 

uniformly poor within the nonsonorant/nonsonorant boundary class: In 

particular, the segmenter does weIl in identifying boundaries of the types 

silence/fricative and fricative/silence. The high performance on 

" silence/closure boundaries requires special interpretation: These vere 

utterance-initial stop closUre segments vhose onset is indeterminate. The 

band-segmentation convention, therefore, vas to make inltial closures very 

short so that they vould alvays be correct unless boundaries vere placed 

after the ooset of the burst. 
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The MOSt important factor in the poor performance of the automahc 

segmenter on nonsonorant/nonsonorant boundaries is 1 ta perfonnance at 

closure/burst boundaries. We hypothesize that the difficulty here results 

from the short transi bonal region provided in the hand segmentation 

between the end of the stop closure and the beginning of the stop burst. 

Since burst onsets are well defined in time, short transitional regions 

are appropria te. To check thlS hypothesis, average transition region 

times and standard deviations are given in Table 5-8 for 

nonsonorant/nonsonorant boundariea (excluding boundaries vi th silence). 

TABLE 5-8. Average durations (ms) and standard deviations of transi tional 
regions in hand-segmented models. 

Speaker Ils S;Eeaker ML 
left right N AveDur StdDev N Avetur StdDev 

closure burst 42 4.9 14.6 44 5.0 13.4 
fricative closure 9 13.2 19.0 10 7.9 t2.6 
fricative fricative 9 20.6 30.2 9 43.1 46.5 

burst fl'icative 6 20.0 43.1 9 20.8 36.6 
closure fricative 5 19.0 18.7 6 8.1 10.0 
closure cloBUre 3 34.4 38.9 3 23.3 24.1 

A strong relationship 1s observed betveen percent correct 

segmentation and average transition region duration for closure/burst, 

fricative/closure, and closure/fricative boundaries. 
\ 

For example, the 

synthesize-and-warp algorithm misses 88 percent of thé closure/burst 
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boundaries, whieh have an average transi hon region of 5 ms. Sinee the 

analysie v1ndow has an effective length of 12.8 ms and the window advance 

varies from 5 to 6.4 ms, time resolutlon of the system appears inadequate 

for location of sueh boundariee. One possible soluhon would be to use a 

shorter analysis vindow and/ or a shorter frame advanee. 

The relationship between transitional region duration and segmenter 

performance breaks down when boundanes are compared which involve large 

differences in the degree to whieh their left and right-hand phones are 

aeoutically dissimilar. For example, the elosure/frieative boundary has a 

high degree of aeoustie d1ss1m11arity, while that of burst/fricative 

boundary is low. In Tables 5-7 and 5-8, we see that even though DS' ~ 

transitional regions are essentially equal in average duration for these 

tvo classes, segmentation of closure/fricative is substantially better. 

We conclude that tvo components contribute to segmentation performance. 

The stronger of the ho appears to be a priori probabili ty of correct 

segmentation, which is proportional to transi tion region duration. A 

seconaary component is related to acoustic similarity. 

Table 5-9 gives an analysls by boundary type of the sonorant/sonorant 

c1as8 introduced aarlier in Table 5-6. 
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TABLE 5-9. Analysis of Sonorant/Sonorant Boundary Performance. N ls the 
total number of boundariee in the clase. %Correc is the 
percentage of those boundaries correctly located by the 
automatic segmenter. Earl ~s the number of errora in whlch 
the automatically determined boundary was too early. Late ie 
the number of errora in which thé automatically determined 

SEeaker 
left 

llquid 
vovel 
vovel 
gllde 
nasal 
vovel 
vovel 

liquid 
liquid 
nasal 
glide 

was too late. EAve i8 the average magni tude of the early 
errora (ms). LAve is the average magnitude of the la te errors 
(ms). Tot Err la the average magnitude error over all N 
occurrences of the speclfied boundary (ms). AveTran ie 
the average transition region duration (ms). 

œ 
AveTrJ. right N %Correc Earl Late EAve LAve Tot Err ----

vovel 20 35.0 % 6 7 11.0 18.6 9.8 28.7 
liquid 13 38.5 % 3 5 14.4 9.0 6.8 38.5 
nasal 1 1 45.5 % 0 6 0.0 29.8 16.2 29.9 
vovel 10 30.0 % 3 4 4.2 11.6 5.9 16.0 
v ove l 5 60.0 % 1 1 1 5. 1 55.5 14.1 43.9 
vovel 2 100.0 % 0 0 0.0 0.0 0.0 55.8 
glide 2 0.0 % 0 2 0.0 7.8 7.8 30.6 
glide 2 50.0 % 1 0 33.2 0.0 16.6 50.2 
nasal 2 50.0 % 0 l 0.0 45.4 22.7 9.5 
glide 1 100.0 % 0 0 0.0 0.0 0.0 45.1 

liquid 100.0 % 0 0 0.0 0.0 0.0 75.1 

Speaker ML 
left right N %Correc Earl Late EAve LAve Tot Err AveTran ----

liquid vovel 20 40.0 % 5 7 26.4 9.8 10.0 28.6 
vovel liquid 14 28.6 % 8 2 27.9 2,6.5 19.7 26.4 
vovel nasal 1 1 54.5 % 2 3 27.4 17 .9 9.9 12.5 
gIlde vovel 10 40.0 % 5 1 11.2 7.3 6.3 16.8 
nasal vovel 5 40.0 % 2 1 14.2 15.2 8.7 32.9 
vovel vovel 2 50.0 % 0 1 0.0 7.1 3.6 68.1 
vovel glide 2 50.0 % 0 1 0.0 1.8 0.9 35.9 

liquid glide 2 50.0 % 0 14.9 0.0 7.5 12.5 
liquid na8al 2 0.0 % 1 2.2 36.6 19.4 13.5 
glide liquid 1 0.0 % 0 0.0 9.3 9.3 8.5 

\''' 
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TOTAL 
left nght N %Correc Earl Late EAve LAve Tot Err AveTran ----

llqu1d vowel ~o 37.5 % 11 14 18.0 14.2 9.9 28.6 
vovel liquid 27 33.3 % 11 7 24.2 14.0 13.5 32.2 
vovel nasal 22 50.0 % 2 9 27.4 25.8 13.0 21 .2 
glide vowel 20 35.0 % 8 5 8.6 10.7 6.1 16.4 
nasal vowel 10 50.0 % 3 2 14.5 35.4 11.4 38.4 
vovel vowel 4 75.0 % 0 1 0.0 7.1 1.8 61. 9 
'lovel glide 4 25.0 % 0 3 0.0 5.8 4.4 33.3 

liquid glide 4 50.0 % 2 0 24.1 0.0 12.0 31. 4 
liquid nasal 4 25.0 % 1 2 2.2 41.0 21.1 11.5 
glide liquid 2 50.0 % 0 1 0.0 9.3 4.7 41.8 
nasal glide 100.0 % 0 0 0.0 0.0 0.0 45.1 

Excluding of the four vowel/vowel boundaries, there is only a veak 

correlation betveen segmentation perfonnan'ce and average transition region 

length for the 8Onorant/sonorant boundary. Acouetic diesimilarity effects 

are also anal 1er than in the nonsonorant/nonsonorant case, but our 

distance measure appears to be more sensitive to the differences between 

vovele and nasals than to those betveen vowels and liquide or betveen 

vowels and glides as evidenced by better segmentahon performance on the 

former. 

Table 5-10 gives a breakd ovn of 

non80norant/sonorant boundar1es. 
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TABLE 5-10. Analysis of sonorant/nonsono~ant and nonsonorant/sonorant 
boundar1es. Column labels as in Table 5-9. 

S:esaker œ 
1eft right N %Cü l'rec Earl La te EAve LAve Tot Err AveTran ----

vovel fricative 36 58.3 % 7 8 17.5 9. 1 5.4 31.8 
fricative vovel 32 62.5 % 10 2 12.9 4.6 4.3 24.3 

vovel closure 26 50.0 % 1 12 15.9 18.3 9.0 27.0 
burat vovel 20 75.0 % 5 0 7.9 0.0 2.0 80.5 
burst liquid 12 83.3 % 2 0 4. 1 0.0 0.7 43.8 

fricative liquid 8 100.0 % >0 0 0.0 0.0 0.0 38.0 
liquid closure 7 42.9 % 0 4 0.0 13.2 7.5 21.6 
nasal closure 6 16.7 % 0 5 0.0 6.9 5.8 14.3 
nasal fricative 3 33.3 % 2 0 43.6 0.0 29.0 17.2 

fricative glide 3 100.0 % 0 0 0.0 0.0 0.0 76.7 
liquid fricative 3 33.3 % 1 t 13.4 0.9 4.8 33.4 
liquid silence 2 100.0 % 0 0 0.0 0.0 0.0 2815.7 

cIo sure nasal 2 50.0 % 1 a 2.5 0.0 1.3 34.2 
burst glide 2 100.0 % a 0 0.0 0.0 0.0 82.8 

cIo sure glide 1 100.0 % 0 a 0.0 0.0 0.0 27.2 
cIo sure liquid 100.0 % 0 0 0.0 0.0 0.0 8.5 
silence vovel 100. 0 ~ a a 0.0 0.0 0.0 454.9 
silence liquid 100.0 % a a 0.0 0.0 0.0 498.8' 

;' 

J3:eeaker ML 
left right N %CiPIfI'rec Earl La te EAve LAve Tot Err AveTran 

vovel fricative 36 30.6 ~ 13 12 9.5 6.0 5.4 19.0 
fricative vovel 33 51 .. 6 % 1 1 3 6.7 8.6 3.0 13.2 '. 

vovel closure 26 38.; % 7 9 4.9 12.8 5.8 13.9 
bue;.st vovel 20 70.0 % 6 a 14.4 0.0 4.3 45.1 
burst liquid 12 58.3 % 4 1 8.4 0.3 2.8 32.6 

fricative liquid 8 62.5 % 1 2 5.7 11.3 3.5 8.7 
,liquid closure 7 14.3 % 3 3 7.4 8.1 6.6 8.1 

nasal closure 6 16.7 % 3 2 16.6 10.6 11.8 11.3 
nasal fricative 4 0.0 % 3 1 20.5 15.6 19.3 4.6 

fricative glide 4 50.0 % 0 2 0.0 12.0 6.0 16.6 
liquid fricative 3 33.3 % 2 0 24.~ 0.0 16'03 12.5 
burst glide :; 66.7 % 1 0 2. 0.0 0.8 46.6 

liquid silence 2 100.0 % 0 0 0 ... 0 0.0 0.0 2639.3 
closure nasal 2 100.0 % 0 0 0.0 0.0 0.0 59.1 
silence vove l 1 100.0 % 0 0 0.0 0.0 0.0 324.0 
silence liquid 1 100.0 % 0 0 0.0 0.0 0.0 240.0 
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TOTAL 
lef t nght N %Co rrec: Ea rl La te EAve LAve To t Err AveTran . 

vowe 1 fncatlve 72 44.4 % 20 20 12. ~ .-, , '>.4 25.4 • < 

frH'fltlve vowel ne:; F,o.n % 21 S 9.7 7J) -".7 18.6 
vowe l closure S? 44.:' % R 21 6.~ 1'>. q 7.4 20.4 
burst vowel 4 (i '1') • c:; % 11 0 11.4 n.n -".1 62.8 
burst 1 iquld ?4 ~'(~. p % b 6.9 G.) 1.7 38.2 

frlcatlve llquld lA Ql. -.: % 1 '""l C,.7 11. "'i 1.8 ~. "3 , 
11 qu 1 d closure 14 ,)8. r, % "'i .-, .4 11.0 7.1 14.9 
nasal c 10 su re 1 : 16.7 % ., 11>.1) 8.0 R.R 12.8 
naSR 1 fflC'Rtlve 14. -.: % c.. 2Q." 1 S.6 2-".4 10.0 

.. r 1 l' B t 1 V p gl1rje 71.4 % li " G.G 12.0 -".4 42. "'i 

llqulrl f r 1 I~ fi t 1 V e A "'i"'i. -.: ct ." ,'G. R O.Cl 1 () . '> 22. q 

bur st Rllde c:; Ro.n % " " .S 0.0 r C. 1)1 .1 .. 
llquli fll 1 encp 4 100.0 % 1) r) Il. li 0.0 ,1. l'727. C) 

"fl\Jrp nasal 4 '"1" .n % -, c: 0.0 O.r, 46.6 L • 

SIl ene P vnwel , '00. f\ % n G Ji G.O 0.0 4' 1. 4 L 

sllen('p j 1 qu 1 rj , y . ~ 't " 0.0 0.0 -"47. c:, 

cl"surp g,ldp YI.I % 1 () 0.0 0.0 0.0 -''1 , 
L , • L 

C'losurp 1ululi, , )( 't r 0.0 0.0 O.G R.C:; . , . 

'ril th B f p Ji el cep t 1 0 n S , all transltlon types ln the categor1es 

sonarant Inansonorant and non sonO ran t/ sono r/:ln t are segmented "'1 th 

abave-average accuracy. Exceptlons are nasal/fncstlve (14.3 percent), 

nasal/closure (16." percent), liquld/closure ~28.b percent). All these 

have short average transltlon regions. 

()ne stnklng effect eVldent ln Table c::,-1ü lS the asymmetry of 

pe rfo rmance 1 n segmentlng a sonorant followed by closure BS opposed to 

segmentlng closure followed by the Barne sono ran t. In every case, 

performance lS st least tnee as hlgh ",hen the closure accurs first. 

Slnce transl tlons from stops to BonorantB are more rapld than thoBe from 

sonorants ta stops, thls result contradlcts the general flndlng that the 
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segmentation algonthm has more d1fficulty locatl~ rapid events. The 

result appears to be an artifact of the hand segmentatIon. S1nce the hand 

segmentation lias rlone on spertrograms, the segmentatIon marker IncÎlcat1ng 

the beg lnn1ng of stop closure was sornetimes placeo too early, efter the 

energy of the sonorant had iecayed below the grey-level threshold of the 

spectrogram. but before lt had "ompletely decayed. ':'hlS became eV1dent 

upon subsequent Inspertlon of the hRnd segmentatIon BR prn.l8C'teo onto the 

wav efonn . 

".7 An Al ternatlve EvaluatIon of Allgnment Perfl)nnenCf'! 

In Sect. ').2 we saw that the allgrunent algonthm descnbed rioes not 

rel1ably locate segment boundarles ln natural speech. How good a Job does 

1t do at flndlng segment centers') Another way of evaluRtlng the allgnment 

procedure 18 to check whether or not 

automatlcally derlved segment 11es Wl th1n 

the temporal 

the nuclear 

center 

reglon 

of the 

of the 

segment as deflned by the hand segmentatIon. ThIS lS an eaSler task, and 

Indeed the algorlthm perfonns better et It. 

C) -1 1 • 
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TABLE "-11. Perfonnance of the alignment algorl thm as a segment center 

vowe l S DS 
vowe l s ML 
vowe 18 œ'ML 

closures lX' 
closures ML 

locater for dlfferent types of segments. N lS total number 
of segments ln named class. ~Correc 1.S the percentage of 
correctly located centers. Earl lS the number of errors 
resultlng from placlng segment center too early. Late IS 
number of errors havlng segment center too late. EAve lS 
average magnl tude of early errors (ms). LAve lS the average 
magnl tilde of lete errors (ms). Tot Err lS the average 
magnl tudf' of error aver all N segments ln class (ms). ADùr 
lS the average nuratlon (ms) of the nuclear reglon. Classes 
are llsted ln descendlng order of ctCorrec. 

N teo rrec Ea r l La te EAve LAve ';'ot Err ADùr 

'1( ) '1".1', t 7 h n. '1 '1'1.4 11.0 77 .0 
q, T".4 % Ij <:'2.<:' O.r) 3. ') 81.1 

lRl 89.c::, % 1 "7 h -74. R c::,C,.4 7.2 82.4 

'14 19.6 % >; 8 54. 1 64.6 12.1) 46. '1 

5c::, 90.9 % ;> ~ ~4.9 58.0 4.4 55.0 
closures DS+ML 109 85.3 % <:, 11 46.4 62.8 8.S 51.() 

sono ran ts ffi 152 80.9 % 1 C, 14 61.0 56.6 11.8 58.5 
sonorants ML 153 87.6 % 1 c::, 4 54.9 38.4 6.4 78.1 
sono ran ts DS+ML 10'5 84.3 % ")0 18 61.0 52.6 9.1 73.3 

11quld œ 36 77.8 % 4 4 45.0 64.1 12.1 58.8 
Llquld s ML 36 83.3 % 5 1 64.6 61.6 10.7 71.1 
llqulds DS+ML 72 80.6 % 9 5 55.9 63.6 11.4 65.0 

frica tlves DS 67 76.1 % 14 2 38.8 64.5 10.0 63.6 
fricatlves ML 72 77 .8 % 10 6 47.6 44.6 10.3 61.6 
frIC a tlves DS+M 139 77 .0 % 24 8 42.4 49.5 10.2 65.7 

a11 segs. DS 11 c::, 70.2 % 45 49 45.6 50.6 14.4 55.4 
a11 segs. ML 124 18.4 % 41 29 ")9.5 34.6 8.1 62.6 
all segs. DS+ML 639 74.3 % 86 18 42.7 44.7 11.2 59.0 

nasal s DS 15 80.0 ct 1 2 25.6 53.8 8.9 64.9 
nasal s ML 15 66.7 ct ") 2 54.6 29.5 14.8 55.3 
nasal s DS+ML ")0 13.3 % 4 4 47.3 41.6 11.9 60.1 

glides DS 11 54.5 % 3 2 47.6 48.0 21.7 34.8 
ghdes ML 11 81.8 % 1 1 21.7 33·2 5.0 53.4 
ghdes DS+ML 22 68.2 % 4 3 41.1 43. 1 13.4 44.1 
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non sono ran t s DS Hi3 60.1 % 30 ~S ~4. 9 48.2 16.8 4 ~. 1 
nonsonorants ML 171 70.2 % 26 2S 30.6 34.0 9.6 48.6 
non sono ran t s DS+ML 334 6'i.3 % 56 60 "')2.0 42."'\ 13.1 4S. o 

bursts 00 42 9.S % 13 2S 26.2 41.7 32.9 'i.6 
bursts ML 44 ~1 .8 % 14 Hi 17.9 25.6 15.0 9.6 
bursts OO+ML 86 20. q % 27 41 21. q "')5.4 23.8 7.7 

Just as DS appeared ta be better segmented because the tranSl tional 

reglons ln the hand-segmente~ model 'IIere longer, ML-s segment r::enters 

appear better located due to Q- nuclear reglons. 'Phere appears to be 

a rather strong correlatlon between average nuclear reglon duratlon !Uld 

percent correct center locatlon. The only notable exceptlon lS for 

closures, which yleld a hlgher percentage of correct location than other 

segments havl~ the srune average length. Thls lS explicable because they 

are acoustlcally dishnct from other types of segments. 

In thlS section 'Ile have seen that the allgnment algorithm performs 

;-,,,·'r, tp:tf"':" at l~~,tlng segment centers than it does at locating segment 

boundanes. A po salbie approach to au toma hc segmen ta bon wouid use the 

present algorithm ta locate segments and sorne other, more segment speciflC 

approach, ta find segment endpolnts. 
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5.4 Additional Experiments 

The Zl P algorl thm 18 a suboptlmal verS10n of the dynamlc tlme warping 

algon thm. As such, we must take care to choose the dlagonal length 

suff1cIently large so as to Include the optlmal bme al1gnment path. To 

check 1f th1S para.meter lS rlegrading allgnment results, another exper1.ment 

was run W1 th tWlce the dIagonal length (100 Instead of 50 frames). All 

other aspects of the experlment remalned constant. The outcome of the 

experlment was that the dynam1c tlme warp paths generated uSlng a dlagonal 

of 100 fra.me~ were 1dentlcal to those US1flg 50 frames for all tventy 

sentences. We conclude that a d1agonal of 50 frames 18 sufficiently large 

ta flnd the optlmum pa th. 

As seen ln Chapt. 4, the conatralned warp performed subatantially 

better than the unconstrained warp. However, If the warp is too 

constralned, performance W1.11 degrade. An experlment was performed in 

which the Zip slope constraint was relaxed slightly, without returning to 

a completely unconstrained warp. The maln experlment constrained the 

slope to be betveen 1/3 and 3. In thls exper1.ment the slope was 

constralned to Ile between 1/4 and 4. AIl 0 ther cond i tlons remained 

Idenbcal to those of the main exper1.ment (see Table 5-3). 

The outcome resul ted 1.n sllghtly dlfferent varp paths and Sllghtly 

dlfferen t lnd uced segmenta tions. The statistlcs vere close to those ln 

Table 5-5, W1.th segmentation performance on speaker DS lmprov ing 

1.nsignlflcantly from 48.0 percent to 48.3 percent, whlle performance on ML 
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worsened from 41.9 percent to 40.1 percent. For both speakers the total 

error magnltude Increased, but more for ML than for DS. 

Another possIble reason for poor perfonnance of the allgnment 

technlque, especlally ln burst locatIon, may be that the analysls vindov, 

2'5.6 ms ln the main ex penmen t, 1 S tao long to g lve the requl red t:une 

resolutlon. In another experlment, the analysls vindov vas halved to 12.8 

ms, keeping the frame advance and all other conditlons as ln Table 5-3. 

Ta focus specIflcally on the three maJol categorles of boundary 

dlscussed above, Table '5-12 selectlvely compares performance on 

closure/burst, llquld/vovel, and frlcative/vovet boundarles for the maIn 

experlment (1), relaxed slope constralnts (2), and reduced vlndov length 

TABLE 5-12. ComparatIve segmentatlon performance on three selected 
boundary types of (1) the algor! thm ln Table 5~3, (2) looser 
slope constralnts, and (3) shorter analysis w1.ndow. 

SEeaker DS 
Exp left right N %Co rrec Earl Late EAve LAve To tDi st ----

1 closure burst 42 4.8 % 20 20 16.6 28.7 21.5 
2 closure burst 42 7.1 % 20 19 16.7 29.5 21.3 
3 closure burat 42 11.9 % 15 22 20.0 29.2 22.4 

1 llquld vowel 20 40.0 % 5 7 16.3 25.0 12.8 
2 llquid voyel 20 40.0 % 5 7 16.3 25.0 12.8 
3 llquid vowel 20 25.0 % 6 9 13.0 16.0 1 1 . 1 

1 frlcatIve vovel 32 62.5 % 10 2 12.9 4.6 4.3 
2 frIcative vovel 32 68.8 % 10 0 15.8 0.0 4.9 
3 fricative vovel 32 68.8 % 8 2 17.6 15.9 5.4 
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SEeaker ML 
Exp left right N %Correc Earl La te EAve LAve Totllist ----

1 closure buret 44 18.2 % 19 17 11.6 11.1 9.3 
2 closure buret 44 18.2 % 19 17 16.7 11.1 1 1 .5 
3 closure buret 44 18.2 % 17 1 9 14.4 11.3 10.5 

1 liquid vovel 20 40.0 % 5 7 26.4 9.8 10.0 
2 liquid vovel 20 30.0 % 5 9 28.6 10.8 12.0 
3 liquid vovel 20 45.0 % 4 7 29.5 8.4 8.8 

1 fricatl.ve vovel 33 57.6 % 11 3 6.7 8.6 3.0 
2 fricatl.ve vovel 33 57.6 % 12 2 7.2 14.3 3.5 
3 fricative vovel 33 48.5 % 14 3 7.6 26.8 5.7 

On speaker DS, relaxing the slope constralnt had the desired effect: 

Segmentatl.on perfonnance on closure/burst boundarles lIDproved markedly. 

Thl.S was not the case for speaker ML, however, where segmentation 

perfonnance was not affected. Conversely, the llqul.d/vowel boundary for 

speaker DS was unaffected by the looser constralnt, whlle on speaker ML, 

segmentatlon at thlS boundary worsened. Frlcative/vowel boundaries for 

speaker DS are correctly segmented more often under relaxed constraints, 

but wi th larger errors for the boundarles that are missed. All these 

effects are SlDall and probably not signiflcant. 

A larger speaker-dependent effect occured ln the experlment lIi th a 

reduced analysls lIindow. The number of correctly loca ted closure/burst 

boundaries for speaker DS more than doubled lIhen the analysl s wlndow 

length was halved, al though the average magnl. tude of the remalning errors 

increased, just as ln the case of relaxed slope constrlunt. The shortened 

W1ndov had very little effect on ML's sentences. Conversely, aegmentahon 

90 



/ 

of OO's llqu1d/vovel trant'Htlons was vorse V1.th the shorter wlndov. Slnce 

these sounds lnvolve slov1y changlIlg spectra, the use of a longer wlndow 

should be an advantage. However, for ML's speech, the shorter vlndow dld 

not degrade llquld/vowel boundary segmentatlon. As vas the case vlth the 

slope constralnt, the best nndaw length appears to depend upon the 

speaker. 

') . 5 Summary 0 f Allgnmen t Ex pa nm en t s 

In Chapt. 1, ve set forth flve crl tlcal assumptlans tha t must hold ln 

order for the syntheslze-and-warp technlque to produce correct resul ts 

conslstently. iil th full knowledge that each of these assumptl.ons held 

only partlally, we praceded to explore the performance consequences ln 

Chapt. 2. By manlpulatlng experlmental condl tlons, lt was posslble to 

lsolate the effects of forC1Ilg certaln of the assumptlons to hold. Thus, 

by employ1.ng rule-based segmentatlon of the synthehc model, it was 

po sS1.ble to achleve correct model segmen ta tlon ( Assum phon 3). In 

Chapt. 4, use of a hand-segmented natural model ellmlnated errors arlSlng 

from synthesls quallty (Assumphon 2). The resultlng reduchon ln error 

rate from 22 percent to 13 percent lndlcates that the warp algarlthm is 

indeed sensltlve to deflclencles ln synthesls quallty. At the seme tlme, 

it lS clear from the resldual 13 percent error rate that the remainlng 

assumptions, partlcularly Assumptlons 4 and'), hav lng ta do W1 th local 

dlstance and the warp algorithm, are also extremely lmportant. In the 
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maln experlment (Chapt. 5), only Assumphon 3 holds. The resulhng 45 

percen t error lnd lca tes tha t the syn thesl ze- and-varp technique in 1 ts 

present form cannot rellably perform the Job of a hum an 

transe nber/ segmen ter. 

Assumphon 1 states that the phonetlc transcnptlorr of the model 

corresponds ta vhat the speaker actually pronounced. Slnce ln the present 

system the phonehc tranacr1.ptlon lS deterministlcally denved from the 

lnput vord stnng, Assumptlon 1 does not hold ln general. In fact, the 

slngle segmentatlon error cH largest magmtude (220.4 ms) occurred ln 

sentence '5 when speaker DS lnserted a pause after the vord~: "She 

flaps her cape, as she parades the street." Slnce the synthetlc model dld 

not contaln a pause, desynchronlzatlon occurred, causing surroundlng 

segments to be mlsplaced as well. Another example of fallure of 

Assumphon lS the use by MITalk of the preasplrated gllde [hw] as the 

lnltlal phoneme of WhlCh and Whlff. ThlS dlalect feature lS absent from 

the speech of both DS and ML. Thus, dlalect varlablllty tends to degrade 

the automatlc aegm~ntatlon. Finally, when two ato p consonants occur 

together, our phonologlcsl rules predict that the flrst vlll not be 

released. In practice, ~peakers sometlmes do release the flrst stop. In 

future work on dlrect role-based segmentahon of natural speech, ophonal 

phonological rules nll be used to handle thlB type of vanability. 

Assumptlon 4 la difflcult ta control for, Blnce no "correct" distance 

metrlc is known. The con~equence of havlDg Assumption 4 not hold lS that 

local dlstances between correspondlng segments of the test and model 
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utterance exceed local dlstances between noncorrespondlng segments. Slnce 

the warp algorlthm always flnds the mlnlmum dlstance path between the test 

and model utterances, the allgnment, and therefore the lnduced 

segmentatlon of the test utterance, wlll be lncorrect. Spectral dlstance 

measures often behave lncorrectly when the two utteraoces are from 

dlfferent speakers. In speech recogn1tlon, th1 S lS called the 

'nonnalizatlon problem'. An analogous problem arises ln thlS case when 

natural and synthetlc speech are al1gned 

proced ure. 

ln the syn the Sl ze- and-wa rp 

In the dynam1c tlme warplng algorl thm, slope constralnts are placed 

00 the path to exclude unllkelyallgnments. Assumptlon'5 states that 

these constralnts are correctly formulated. In Chapt. 4 we S8W that 

rem av log slope const raln ts completely has a devastlng effect on 

segmentatlon (41 percent versus 22 percent error). Th1.s resul t underllnes 

the 1nadequacy of the d1stance metrlc: Local d1stance alone lS 

1nsuff1c1ent for avoldlog gross m1sallgnments. \{hen slope constralnts are 

used, however, SIIIall alteratlons lD them do not affect segmentatlon 

performance ln a slgnlflcant way (Sect. 5.2). The lntroductlon of slope 

const raln ts lS only a pa rtlal remedy to av ercome the 11m l ta tlons of the 

dlstance metrlc used. Further lffiprovements are needed to ensure that the 

dlstance metric correspond s more closely W1 th the peroeptual slmllan ty of 

the correspondlng segments. 
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S.6 ConclusIons and PossIble SolutIons 

The reason tha t the syn the SI ze-and-warp proced ure does no t perfo nn 

well enough to be practlcal for automahc labelling of speech databases 1S 

that of the flve cn. tlcal assumptlons, only Assumptlon holds 

conslstently. Tt may be possIble to have Assumptlon 2 hold by uSlng an 

IteratIve syntheslze-and-warp procedure ln WhlCh the spectral features of 

the model are adJusted ta match those of the test utterance. Ta make 

Assumptlon co, hold requlres modlfu::atlon of the t1me-warplng algonthm 

1 t sel f . Slnce the segmentatIon and labell1ng of the model utterance lS 

known, warp constralnts may be deflned as a functlon of segment type. A 

possIble soluhon to the problem of phonologlcal vanabllity (Assumptlon 

1) may be to assoc1ate WI th each segment of the model a set of 

phonologlcal rules, acceSSIble to the warp algonthm. Suc h rul es could 

spec If Y , fo r eXR.m pl e, 

ppn,qlty. 

tha t certaIn segments may be sklpped W1. thout 

An alternahve to the Iteratlve syntheslze-and-warp approach, WhlCh 

avolds the flve cnticai assumptlons al together, lS suggested by the 

success of the rule- based segmenter on synthetic speech: Modlfy the 

rule-based segmen ta tlon algorithm to segment natural speech. Tvo 

addl tionai dIfflcul tles are present ln the rule- based segmentation of 

natural speech that were not present ln the rule-based segmentation of 

synthetic speech: (1) natural speech IS far more variable than synthetlc 

speech and (2) estimation of acoustlc parameters from the wavefonn lS 
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errorful. As lS true for the 1 teratlve syntheslze-and-warp procedure 

descrlbed above, the use of a more complex phonology lS necessary, 

speclfylng WhlCh segmental subshtutlons, deletlons, and Insertlons are 

llkely. However, the rule-based envlronment IS ldeally SUlted ta the 

expresslon of an elaborate phonology. 

Most Importantly, a rule-based Bpproach does not encounter the 

problem of dlstance metrlcs (Assumptlon 4) Slnre no model utterBnce lS 

used. Instead, we are requlred to state an acoustlC fNent that cOlncldes 

wlth eacb boundary type, thus focusslng dlrectly on the segmentatIon 

problem. Acoustic events may be arbltrarlly cam plex, lnvol v lng 

conJunctlon and dlSJunctlon of slmpler events. The problem of spec tral 

vanatlon can be handled ln the context of the rule-based segmenter by 

speclfylng fNents ln relatlve terms. For example, Instead of deflnlng the 

event correspondlng ta the onset of vOlclng as was done for synthetlc 

speech, Le., perlodlC excltatlon exceeds sorne fnad threshold, vOlclng 

onset would be deflned as an lncrease of perlodlcl ty by a speclfled amount 

or proportIon \Il thln a epeclfled tlme. 

Since perfect \larp algorlthms and perfect dIstance metrlce do not 

eXlet, rule-based segmentatlon of natural speech potentlally offere a more 

preclse segmentatlon than methods based on warplng. Each hme a boundary 

lS detected, the requlred event lS lcnown to have occurred. The user lS 

thus assured that the agreed upon deflOl tlon of a boundary type has been 

instantlated by an acouetlc fNent ln the slgnal. If an expected event 

does not occur and lts absence cannat be accounted for by a phonological 
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rule, then the boundary lS flagged for subsequent hUlDan intervention. 

1 Expenence galned ln the mle-based segmentation of syntbetlc speech 

lndlcates that errors tend to be dlscrete ln nature. If a rule HI mlsslng 

or lncorrect, a gross segmentatlon error occurs. Unilke the 

tlme-warp- based segmenta tlon, m lnor errors, correspond lng to a frac tion of 

~ segment~s rluratlon, rarely occur. Gross errors are generally eaSler to 

rlptect and repalr than minor errors. 

ThiS investigation indicates that the synthesize-and-warp technique 

ioes not perform suffiCiently ",eil ta be used as a speech ana1ysls tool. 

fJntll distance metncs, tlme warplng, and synthetic speech quallty are 

un pray ed , a better appraach may be the direct, rule-based segmentation of 

na tu ra l speech. By chooslng a direct, rule-based approach, Assumptl0rrs 2, 

4, and 5 are unnecessary. Assumphon 1, concerning variable 

phono1og1cal mies, lS most convenlently addresaed W1 thin-" the rule-based 

framework. Subsequent research "'lll explore thls direction. 

The implicatlons of these resul ts for speaker-independent speech 

recognition are that the distance metrlc and time-wa rping proced ure 

requlre lmprovement. Better distance metr1cs W'ould emphaaize p\onetic 

differences aa opposed to lnterspeaker dlfferences. More realistlc slope 

constralnts ln the hme-warp1ng procedure would reflect observed temporal 

variablilty as a functlon of segment type. 
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APPF:NDrx A PH"NF~' 'A:.LY RALANrr,[ SF:NTF.NGE:; USED IN THIS STUDY 

1. Thp Rn()gp was brought stralght from the old market. 

:'. The slnk 13 the thl~ ln WhlCh we plle dlsheB. 

-., A Whlff ,)f lt wlll ~ure the mOBt Btubborn cold. 

4. ;ne facts don- t always show who lB rlght. 

S. She flaps her cape aB she parades the street. 

6. The lOBs ,)f th€' crulser was a blow ta the fleet. 

7 Loop the brald to the 1eft and then aver. 

8. Plead wlth the lawyer to drop the lost cause. 

q. Calves thrlVe on tender spring grass. 

1(1. Post no clils on thlS office wall. 
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t 
TV 
l , 

lH 
EY 
EH 
AE 
AA 
Al-

:JW 
UH 
UW 
AH 
ER 
AY 
OY 
AW 
YU 
IXR 
EXR 
AXR 
,:;XR 
UXR 
AX 
IX 
AXP 
W 
y 

R 
L 
H 
HX 

APPENDIX R: PHONE:TIC SYMBcL:~ 'JSED BY MITALK-"7'1 

meet 
mlt 
mate 

met 
mat 
po t 
sal t 
mold 
book 
mood 
but 
'viO rkp r 
bite 

b~ 
hOUS9 

pier 
pear 
mareh 
more 
moor 
pompous 1 schwa) 
impumty (barred d 
( non sylla b le sc hwa) 
'vil tch 
zellow 
ra t 
Ti t 
ha t 
the hurrah (voiced) 

100 

WH 
LX 
F: ;, 

'<i 

P 
Ii 
M 

N 
KP 
r;r 
TG 
V 
G 
~,; 

'H 
J 
DX 
F 
V 
TH 

DH 
S 
'7 
LJ 

SH 
ZH 
EN 
EN 

WhiC h 

pHl 
tl tle 
fasten 

ll8 t 
bat 
mat 

~ag 
d id 

none 
~i ppe r 
~lve 

latin 
comb 
~onp 

rlng 
rhureh 

lug 
bo ttl e 
far 
'!..ery 
thlstl e 
then 
slnk 
Zinc 

shnnk 
eamoufl a~ 

(po stvocRllC 
(syllllblC; 
(,glottal stop: 

pB"RtRI 

,g l 0 tta l l zad 

( flap~ 

logan t~ (sy llab lC) 

button (syllabic) 
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Fig. 2-1a. Synthetlc speech wlth MITalk segmentatlon and labelllng. 

Sentence 1: The goose vas b(rought atralght from the old market). 
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Fig. 2-1 b. Synthetlc speech wlth MITalk segmentatlon and labelllng. 

Sentence 1: (The goose wa)s brought strai(ght from the old market). 
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Fig. 2-1c. Synthetlc speech vlth MITalk segmentatlon and labelllng. 

Sentence 1: (The goose vas brought st)ralght from the o(ld market). 
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Fig. 2-1d. Synthetic speech vith MITalk segmentatlon and labelllng. 

Sentence 1: (The goose was brought stralght from the) old market. 
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Flg.2-1e. Synthetlc speech wlth MITalk segmentatIon anJ labelllng. 

Sentence 1: (The gooae was brought stralght from the old mark)et. 
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Flg. 2-2a. Synthetic speech with MITalk segmentatlon and labeLllng. 

Sentence 2: The slnk is the thl( ng ln WhlCh we pILe dlshes) . 
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Fig.2-2b. Synthetic speech with MITalk segmentatlon and labelllng. 

Sentence 2: 
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(The alnk 1a the th) lng ln whlch we p( lle dlshes). 
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Flg. 2-2c. Synthetic speech wlth MITalk 3egmentatlon and labelllng. 

Sentence 2: (The Blnk lB the thing ln ~hich we) plle dlshe(s). 
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Flg . .'-2d. Synthetlc speech wlth MITaiK segmentatlon and labelllng. 

Sentence 2: (The 8lnk 18 the thlng ln Whlch we plie llsh)es. 
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Fig. 2-38. Synthetlc speech wlth MITalk segmentcltlon and labelllng. 

Sentence 3: A Whlff of It wl11 (cure the most stubborn raId). 
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Flg. ?-)b. Synthetlc speech .nth MITalk tlegmentatlon and labeillng. 

Sentence 3: (A 'oihlff I)f lt wllll cure the mos(t stLlbborn c'old). 
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Flg. 2-3c. Synthetlc speech with MITalk segmentatlon and labelllng. 

Sentence 3: (A Vhlff of lt vlll cure the most stubborn co( id). 
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Flg. 2-)d. Synthetlc speech wlth MITalk segmentatlon and labelllng. 
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Sentence): (A Whlff of lt wlll cure the most stubborn c)old. 
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F1g. 2-4a. Synthetlc speech wlth MITalk segmentatlon and labelllng. 

Sentence 4: The facts do(n't alwaya show who lS rlght). 
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Fig. 2-4b. Synthetlc speech wlth MITalk segmentatlon and labelllng. 

Sentence 4: (The facts d)on't always show (who 19 rlght). 
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Fig. 2-4c. Synthetic speech wlth MITalk segmentation and labelllng. 

Sentence 4: (The fads don't always sh)ow who lS nght. 
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Fig. 2-4d. Synthetlc speech with MITalk segmentatlon and labelllng. 

Sentence 4: (The fecta don't alweys show who lS r)lght. 
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F1g. 2-5a. 
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Speaker ML with lnduced MITaik segmentatlon and iabelllng. 

Sentence 1: The gooae was b(rought stralght from the oid market) . 
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Fig.2-5b. Speaker ML wIth lnduced MITalk segmentatlon and labelllng. 

Sentence 1: (The gooa8 wa)s brought strsl(ght from the old market) • 
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Fig. 2-5c. Speaker ML vith induced MITalk Begmentation and labelling. 

Sentence 1: (The gooee vae brought s1r)slght from the o( id market). 
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Fig.2-5d. Speaker ML vith lnduced MITalk aegmentatlon and labell1ng. 

Sentence 1: (The goose was brought stra1ght from the) old marke( t). 
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Fig. 2-5e. Speaker ML vith induced MITalk segmentation and labelllog. 

Sentence 1: (The gooee vas brought etraight from the old mark)et. 
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Fig. 2-6a. Speaker ML wlth lnduced MITalk segmentatlon and labelltng. 

Sentence 2: The 81nk i8 the (thlng ln which we plle dlshes). 
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Fig.2-6b. Speaker ML vith lnduced MITalk segmentation and labelllng. 

Sentence 2: (The 81nk 18 th)e thlng ln VhlCh ,,(e p1le d18hes). 
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Flg. 2-6c. Speaker ML wlth induced MITalk segmentation anr1 labelllng. 

Sentence 2: (The 81nk 18 the thlng ln WhlCh) we pIle dI( shes). 
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Fig. 2-6d. Speaker ML vith induced MITalk segmentatlon and labelllng. 

Sentence 2: (The 61nk 16 the th1ng ln WhlCh we p11e d)1shes. 
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Fig. 2-7a. Speaker ML with induced MITalk Begmentatlon and labelllng. 

Sentence 3: A whiff of it w(ill cure the most stubborn cold). 
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Fig.2-7b. Speaker ML vith induced MITalk segmentatlon and labelllng. 

Sentence 3: (A vhiff of it) wlll cure the mo(et atubborn cold). 
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Fig. 2-7c. Speaker ML vith induced MITalk segmentatlon and labelling. 

Sentence 3: (A vhiff of it will cure the m}ost stubborn c(old). 
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Fig. 2-7d. Speaker ML vith induced MITalk segmentat10n and labelling. 

Sentence 3: (A whiff of it vlll cure the most stubbor)n cold. 
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Fig. 2-8a. Speaker ML with induced MITalk segmentation and labelllng. 

Sentence 4: The facta d(on't always show who ia rlght). 
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Fig. 2-8b. 
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Speaker ML with induced MITalK segmentation and labelling. 

Sentence 4: (The fact)s don't always sh(ow who is right). 

01..1 AD LX LI ["Y z SH 



_. 

1-' 
W .,.. 

-

Fl.g. 2-8c. Speaker ML vl.th induced MITalk aegmerltatlon and labelllng. 
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Sentence 4: (The fecta don't alvayal ahov vho ia n(ght). 
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Fig. 2-8d. Speaker ML vith induced MITalk segmentation and labelling. 
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Sentence 4: (The racts don~ t alvaYB shov vho 1) Bright. 
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Fig. 2-9a. Speaker ML wlth lnduced MITalk segmentatlon and labelllng. 

Sentence 5: She flape (her cape ae ehe parades the street). 

Sil. SH IV r- L AC. p 5 



--- ,-

Fig. 2-9b. Speaker ML vlth lnduced MITalk segmentatlon and labelling. 

Sentence 5: (She fla)pa her cape 8S (she parades the street). 
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Fig. 2-9c. Speaker ML vith induced MITalk segmentatlon and labelllng. 

Sentence 5: (She flaps her cape) as she parade(s the street). 
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Flg. 2-9d. Spea'er ML vith induced MITalk segmentation and labelltng. 

,\ 

Sentence '5: (She flaps her cape 8S she para)des the street. 
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Flg. 2-10a. Speaker ML vith lnduced MITalk segmentatlon and labelllng. 

Sentence 6: The lOBS of th( e cruiser was 8 blow ta the fleet). 
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Fig. 2-10b. Speaker ML vith induced MITalk segmentation and labelling. 

Sentence 6: (The 108s of) the cruiser va( s a blov to the fleet) . 

1 

OH AX K R l.I.I 2 ER 

• 

.. ..... _., , ! 57;;; ' .. ;; Tf S" smn t. 



Fig. 2-10c. Speaker ML vith induced MITalk segmentatlon and labelllng. 

Sentence 6: (The 1088 of the cruis)er vas a blow ta (the fleet). 
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Fig. 2-10d. Speaker ML vith induced MITalk segmentation and labelling. 

Sentence 6: (The loee of the cruiser was) a blow ta the fleet. 
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Fig. 2-11a. Speaker ML vith induced MITalk segmentation and labelling. 
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Sentence 7: Loop the brai(d to the 1eft and then over). 
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Fig. 2-11b. Speaker ML vith induced Mlmqlk segmentation and labelling. 

Sentence 7: (Loop the br)ald to the lef(t and then over). 
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Fig. 2-11c. Speaker ML vith induced MITalk segmentation and labelling. 

Sentence 7: (Loop the braid to the le)ft and then o(ver). 
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Fig.2-11d. 
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Speaker ML vith induced MITalk segmentation and labelling. 

Sentence 7: (Loop the braid to the 1eft and th)en over . 
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Fig. 2-12a. Speaker ML vith induced MITalk segmentation and labelling. 
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Sentence 8: Plead vith the l(awyer to drop the lost cause). 
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Fig. 2-12b. Speaker ML vith induced MITalk segmentation and labelllngo 
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Sentence 8: (Plead vith the) lawyer ta dro(p the lost cause) 0 
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Fig. 2-12c. Speaker ML vith induced MITalk segmentation and labelling. 

Sentence 8: 

I"~III' 

M p 

(Plead vith the lawyer to dr)op the lost cau(se). 
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fig. 2-12d. Speaker ML with induced MITalk segmentatlon and labelling. 

Sentence 8: (Plead vith the lawyer to drop the loe)t cauee. 
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Fig. 2-138. Speaker ML vith induced MITalk segmentatlon and labelllng. 

Sentence 9: Calves thr(1ve on tender sprlng grsss). 
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Fig. 2-13b. Speaker KL vith induced MITalk segmentation and labelling. 

Sentence 9: (Calves th)rive on te(nder epring grase). 
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Fig. 2-13c. Speaker ML vith lnduced MITalk segmentatlon and labelllng. 

Sentence 9: (Calves thrive on t)ender Bprdng grass). 

fi 0 ER 5 p R rH 



....... 
V1 
V1 

-

F1g. 2-13d. Speaker ML vith induced MITalk segmentation and labelllng. 

Sentence 9: (Calves thrive on tender spr)ing grasse 
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Fig. 2-14a. Speaker ML with induced MITBlk segmentation and labelling. 

Sentence 10: Poet no bi(lls on this office wall) . 
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Fig. 2-14b. Speaker ML vith induced MITalk segmentatlon and labelllng. 

Sentence 10: (Poet no b)ills On this. (office vall). 
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Flg. 2-14c. Speaker ML wlth induced MITalk segmentatlon and label1ing. 
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Sentence 10: (Post no bliis on thlS) offlce wa( Il). 
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Fig. 2-14d. Speaker ML vith induced MITalk segmentation and labelling. 

Sentence 10: (Post no bille on this office) wall. 
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Fig. 3-18. Synthetic speech vith rule-based segmentation and labelling. 

Sentence. 1: The goose (vas brought straight from the old market). 
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Fig. 3-1b. Synthetic speech with rule-based segmentatlon and labelllng. 

Sentence 1: (The gooee) vas brought (stralght from the old market). 
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Fig. 3-1c. 
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Synthetic speech with rule-baeed segmentation and labelllng. 

Sentence 1: (The gooee was brought) straight f(rom the oid market). 
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Fig. 3-1d. Synthetic speech with rule-bssed segmentation and labelling. 

Sentence 1: (The goose vas brought atrslgnt f)rom the ol(d market). 
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Fig. 3-1e. Synthetic speech vith rule-based segmentation and labelling. 

Sentence 1: (The goose vas brought atralght from the ol)d market. 
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Fig. 3-2a. Synthetlc speech wlth rule-based segmentatlon and labelllng. 

Sentence 2: The Bink (i8 the thing in VhlCh ve pile di8h~s). 
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Fig. 3-2b. Synthetic speech ri th rule- based eegmen ta tion and labell ing. 

Sentence 2: (The aink) is the thing in (which ve pile dishes) . 
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Fig. 3-2c. Synthehc speech vi th rule- based segmenta han and labelllng. 
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Sentence 2: (The sink 1e the th1ng in) vhich ve p(lle dlshes). 
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Fig.3-2d. Synthetic speech vith rule-ba8ed segmentation and labelling. 

Sentence 2: (The eiok ie the thing in vhich ve p)ile di(ehee). 
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Fig. 3-2e. Synthetic speech vith rule-based segmentation and labelling. 

Sentence 2: (The Blnk 18 the th1ng in vh1ch va pile di)BhaB. 
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Fig. 3-38. Synthetic speech vith rule-based segaentation and labelling. 

Sentence 3: A vh!ff of (it vill cure the .oet etubborn cold). 
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Fig.'3-3b. Synthetic speech vith rule-based eegaentat10n and labelling. 

Sentence 3: (A whiff of) it vill c(ure the Most stubborn cold). 
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FiS. 3-3c. Synthetic speech vith rule-bssed sesaentstion and labelling. 

Sentence 3: (A whiff of it will c)ure the ao(st atubborn cold). 
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Fig. 3-3d. Synthetic speech vith rule-based segmentation and labelling. 
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Sentence 3: (A whiff of it will cure the mo)et etubb(orn cold). 
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Fig. 3-3e. Synthetic speech vith rule-bssed segmentation and labelling. 

Sentence 3: (A vhiff of it vill cure the moet stubb)orn cold . 
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Fig. 3-4a. Synthetic speech ~th rule-based segmentation and labelling. 

Sentence 4: The facts (don't always show who is right) • 

~ 

1 

o 1 
o • ,. • k_ t_ • 



r -"' 

• 

Fig. 3-4b. Synthetic speech with rule-based segmentation and labelling. 

Sentence 4: (The facts) don't (always show who is right). 
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Fig. 3-4c. Synthetic speech vith rule-based segmentation and labelllng. 

Sentence 4: (The racts don't) alvays sh(ov who ia right) . 
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Fig. 3-4d. Synthetic speech vith rule-ba8ed segmentation and labelling. 

Sentence 4: (The facte don't alwaye eh)ow who ie (right). 
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Fig. 3-4e. Synthetic spee8h vi th rule- based segmentation and labell ing. 

Sentence 4: (The facte don't alwaye ehow who ie) r1ght. 
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Flg.3-5a. Synthetic speech wlth rule-bssed segmentatlon and labelling. 
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Sentence 5: She fla(pe her cape ae ehe paradee the street). 
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Fig.3-5b. Synthetlc speech vith rule-baeed eegmentatlon and labelllng. 

Sentence 5: (She fla)pB her cape (as she parades the street) 
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Fig. 3-5c. Synthetic speech vith rule-based segmentation and labelllng. 

Sentence 5: (She flaps her cape) as she para(des the street). 
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Fig. 3-5d. Synthet1c speech with rule-based segmentatlon and labelllng. 

Sentence 5: (She flape her cape as ehe para)des the street. 
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Fig. 3-6a. Synthetic speech Wl th rule- based segmenta tlon and labelllng. 

Sentence 6: The 1088 (of the cruiser was B blow to the fleet). 
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Fig. 3-6b. Synthetic speech vith rule-based segmentation and labelling. 

1 

• 

Sentence 6: (The loee) of the cru1e(er wae a blow ta the fleet). 
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Fig. 3-6c. Synthetic speech vith rule-based segmentation and labelhng. 
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Sentence 6: (The 10ee of the cruie)er vas (8 blov to the fleet). 
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Fig. 3-6d. Synthetic speech vith rule-based segmentation and labelling. 

Sentence 6: (The loss of the cruiser wae) a blow to (the fleet). 
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Fig. 3-6e. Synthetic speech with rule-based segmentation and labelling. 

Sentence 6: (The 108s of the cruiser wes B blaw ta) the fleet. 
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Flg. 3-7a. Synthetic speech wlth rule-based segmentation and label1ing. 

Sentence 7: Loop the b(raid to the 1eft and then over). 
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Fig. 3-7b. Synthet~c speech vith rule-based segmentat~on and labelling. 

Sentence 7: (Loop the b) raid to th( e 1eft and then ov el') • 
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Fig. 3-7c. Synthetic speech vith rule-based segmentation and labelling. 

Sentence 7: (Loop the bra1d to th)e 1eft (and th en over). 
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Fig. 3-7d. Synthetlc speech vlth rule-based segmentation and labelllng. 

Sentence 7: (Loop the brud to the 1ef t) and then (av er) • 
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Fig. 3-7e. Synthetic speech wlth rule-based segmentation and labelling. 

Sentence 7: (Loop the braid to the 1eft and then) av er. 
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Fig. 3-8a. Synthetlc speech wlth rule-based segmentatIon and labelllng. 

Sentence 8: Plead wi th (the la"}'er to drop the lost cause). 
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Fig. 3-8b. Synth-etic speech vith role-based segmentatlon and labelling. 

Sentence 8: (Plead vi th) the lawyer (to drop the lost cause). 
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Fig. 3-8c. 
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Synthetlc speech vith rule-based segmentatlon and labelllng. 

Sentence B: (Plead vi th the lavyer) to drop (the lost cause). 

5000. fi 

~ Ln l'l'lU 

f 1""1 ! ! 
1 

t._ t. a • d_ 

.t~ 
1 1 
Il 

f 
1 
1 
fi 
1 

d IIU 

d! ,.. 

'1 

A 

i '1 
1 
l , 
1 -, 
1 
1 
1 

o 
p- p~ 



-. 

, 

t-' 
\0 
00 

\ 

~ 

Flg. 3-8d. Synthetlc speech wlth rule-based segmentation and labelling. 
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Sentence 8: (Pleed with the lawyer ta drop) the lost (cause). 
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Fig. 3-8e. Synthetic speech with rule-based segmentatlon and labelllng. 

Sentence 8: (Plead vi th the lavyer to drop the 10) st cause. 
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Fig.3-9a. Synthetic speech vith n.üe-based 8~gmentation and labelling. 

Sentence 9: Calves th(rive on tender spr1ng grass). 
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Fig. 3-9b. Synthetic speech vith rule-based segmentatlon and labelllng. 
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Sentence 9: (Calves th)rive on (tender spring grass). 
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Fig. 3-9c. Synthetic speech vith rule-based segmentation and labelling. 

Sentence 9: (Calves thrive on) tender s( pring grsss). , 
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F~. 3-9d. Synthetic speech vith rule-bssed segmentation and labelling. 

Sentence 9: (Calves thrive on tender s)pring (grass). 
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Fig. ~-ge. Synthetic speech vith rule-based segmentation and labelling. 

Sentence 9: (Calvas thrive on tender spring) grass. 
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Fig. 3-108. Synthetic speech ~ith rule-based segmentation and labell~ng. 

Sentence 10: Poet no (bille on this offlce ~all). 
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Fig. 3-10b. Synthetic spe~ch vith rule-based segmentation and labelling. 

Sentence 10: (Post no) bllls on (this office wall). 
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Fig.3-10c. Synthetlc speech vith rule-b8sed segmentatlon and labelllng. 

Sentence 10: (Poet no billa on) thie office (wall). 
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Fig.3-10d. Synthetic speech vith rule-based segmentation and labell1ng. 

Sentence 10: (Post no bills on this office) wall. 
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Fig.4-1c. Allgned synthetic and natural speech (speaker OS). 

Sent. 2: (The sink is the thing )ln WhlCh we pelle dishes). 
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Fig.4-1d. Allgned synthetic and natural speech (speaker 00). 
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Sent. Z: (The sink ~s the thing in vhl.ch ve pile dhshes. 
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Fig. 4-2. Aligned waveforms of syntflet1-e-and_ Mtural speech. 

Sent. 5: She fl(apa her cape as she paradee the street). 
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Fig. ')-1. Speaker DS 'tilth segmentatlon 1nduced from rule-based ana1Y818 

of aynthetlc model. Sent. 8: (Plead wlth the) lawyer (ta 

drop the lost cause). 
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Flg. 5-2. Speaker ,..L wlth segmentatlon lnduced from rule-based analys18 

of synthetic model. Sent. 1: The goose (was brought stralght 

from the old market). 
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