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Abstract  

 

The interaction between soil and water is a key factor that governs the behavior of various 

geotechnical systems. Examples for this include, but not limited to, stress-pore water pressure 

coupling, erosion, and piping. Depending on the scale and nature of the application, soil-water 

interaction may be accounted for differently. This may range from static and quasi-static conditions 

to fluid-body and fluid-particle interaction problems used in modeling debris flow problems. In these 

different cases, the level of physics and data acquisition varies significantly. For example, the 

conventional approach of accounting for water-soil interaction incorporates indirect macroscale 

relations that govern the state of stresses in soil as well as water flow. Darcy flow for seepage analysis, 

for instance, underlies the assumption of unchanging soil matrix over time, regardless of its 

heterogeneity. Such assumption is not valid in cases that involve inter-soil particle motion such as the 

case for suffusion and internal erosion. Similarly, in highly convective flow such as the flow of a soil-

water mixture and debris flow, such macroscale constitutive relations are no longer sufficient to 

describe the dynamics of interest. As such, a more refined analysis needs to be used in these cases 

that can provide detailed information on both the flow field variables of water as well as the dynamics 

of the soil particles. That essentially calls for resolving the interactions at the microscale by solving 

the coupled momentum equations of the liquid phase (water) and the solid phase (soil). Notable to 

mention that incorporating microscale analysis does not necessarily mean that the targeted application 

itself is microscopic, instead, the data and level of interaction acquired from such analysis are resolved 

on the scale of individual particles. Such analysis, in addition to its inherent complexity, comes with 

a high computational cost that makes modeling practical systems computationally infeasible. As a 

result, despite its vast applications, only a limited number of studies exist in the field of civil and 

geotechnical engineering that utilize fully coupled soil-water interaction.  

This thesis starts with a comprehensive review of the different numerical approaches and 

definitions involved with microscale modeling of soil-water systems. It also connects decades of 

model development in other disciplines such as chemical engineering to geotechnical engineering 

context. In chapter 3, the Two-Fluid Model (TFM) is explored in the context of internal erosion due 

to leaking from pressurized pipes. In this model, an equivalent continuum-based representation of the 

soil particles is made possible by incorporating the Kinetic Theory of Granular Flow (KTGF) to 

account for contact and shear forces between the soil particles. Such representation of the soil portion 

enables us to use mesh-based solvers such as finite element of finite volume methods to solve the 

governing equations of both water and soil. This technique typically requires significantly less 
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computational effort by avoiding the direct discrete representation of each soil particle. The model 

was first validated using a simple column seepage simulation and available experimental data. The 

results show good initial agreement of the model with the analytical solution as well the experimental 

results. Further insights into the erosion process are then presented highlighting the effect of soil 

polydispersity and the problem geometry.  

Due to the numerical averaging process used in the TFM, it is fundamentally unable to capture 

some of the solid phase dynamics such as that of granular flow through orifice. A problem, for which, 

the granular flow rate is typically independent from the material height above the orifice due to the 

freefall arch effect. This directly applies to the sand erosion problem into defective sewer pipes 

discussed in chapter 4. A coupled Computational Fluid Dynamics-Discrete Element Method (CFD-

DEM) is used to investigate the erosion process of sand into sewer pipes under the effect of 

groundwater. A parametric study was performed to examine the effect the defect geometry, 

groundwater table level, defect angle, and the sand layer height above the pipe. The results highlight 

the effect of groundwater in mobilizing the erosion process, both in extent and rate, while it suggests 

limited effect of the sand layer height above the pipe. It also sheds light on the role of groundwater 

on mobilizing erosions through cracks inclined from the pipe crown, which is a step towards better 

understanding accelerated soil erosion and appearance of sinkholes after heavy rainfall events. Finally, 

the model was used to explore the effect of geotextile clogging by fine soil particles driven by 

groundwater ingress into drained tunnels. A novel technique was developed to create and test the 

properties of non-woven geotextile. Coupled CFD-DEM simulations were conducted to examine the 

clogging effect on the hydraulic deterioration of the geotextile and the development of excessive 

water pressure in the drainage layer of the tunnel. A modified set of boundary conditions were 

developed to describe the flow of fine particles and water through cracks at which the geotextile is 

prone to clogging. The results show the model’s ability to capture the behavior of the clogging as 

well as local piping through cracks located in high-hydraulic gradient zones. The analysis presents 

the distribution of excessive pressure in the drainage layer and the effect of different types of soils on 

the clogging process.       
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Résumé  

 

L’interaction entre le sol et l’eau est un élément clef qui contrôle le comportement de nombreux 

problèmes en géotechnique tels que le couplage entre les contraintes et la pression interstitielle, 

l’érosion, et le phénomène de renard. Selon l’échelle et la fonction du problème géotechnique, 

l’interaction eau-sol peut être traitée de différentes façons, telles que les relations définissant les 

contraintes effectives dans le sol pour des conditions statiques ou quasi-statiques où l’eau est sous 

des conditions statiques ou encore les problèmes d’interaction fluide-structure décrivant les coulées 

de débris. Dans ces différents cas, le niveau de physique et de données acquises fluctue fortement. 

Par exemple, la méthode conventionnelle par laquelle l’interaction eau-sol est prise en compte 

contient des relations qui définissent indirectement les contraintes agissant dans le sol aussi bien que 

dans l’eau à l’échelle macroscopique. Notamment, le flux de Darcy qui exprime le débit d’un fluide 

au travers d’un milieu poreux présume que la matrice du sol ne change pas à travers le temps, peu 

importe son niveau d’hétérogénéité. Cette hypothèse n’est cependant pas valide pour les problèmes 

impliquant le mouvement des particules du sol tels que l’érosion interne et la suffusion. De même, 

les lois de comportement à l’échelle macroscopique ne sont pas suffisantes pour décrire les 

phénomènes dynamiques qui prennent place dans les flux convectifs comme le flux dans un mélange 

eau-sol ou une coulée de débris. Il est par conséquent primordial d’employer des méthodes d’analyses 

plus raffinées dans de tels cas afin de pouvoir décrire en bonne et due forme les variables du champ 

d’écoulement de l’eau et de la dynamique des particules. Cela se traduit par un besoin de solutionner 

les interactions à l’échelle microscopique en résolvant les équations couplées de la quantité de 

mouvement de la phase liquide (eau) et de la phase solide (sol). Il est important de stipuler que 

l’incorporation d’une analyse microscopique n’implique pas forcément que le problème en lui-même 

est microscopique mais plutôt que les données ainsi que le niveau d’interaction liés à l’analyse sont 

résolues à l’échelle individuelle des particules. Ce type d’analyse, au-delà de sa nature complexe, 

requiert d’amples ressources computationnelles ce qui rend la modélisation de systèmes pratiques 

impossible. En conséquence, malgré le vaste champ d’application de l’analyse couplée de 

l’interaction eau-sol, peu d’études ont été entreprises dans ce domaine en génie civil et en génie 

géotechnique. 

Cette thèse débute par une revue complète des approches numériques et des définitions propres à 

la modélisation microscopique des systèmes eau-sol. En plus de fournir une revue de la littérature 

pertinente au sujet de cette thèse, le chapitre en question est motivé par le désir de résumer de façon 

claire et concise les innovations dans le domaine de la modélisation entreprises dans d’autres 
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disciplines telles que le génie chimique qui sont directement utilisables en génie géotechnique. Dans 

le troisième chapitre, le modèle à deux fluides est étudié dans le contexte de l’érosion interne causée 

par des fuites dans des tuyaux sous pression. Dans ce modèle, une représentation équivalente des 

particules du sol basée sur un milieu continu est réalisée grâce à l’incorporation de la théorie cinétique 

des flux granuleux qui prend en compte les forces de contact et de cisaillement entre les particules. 

Cette représentation du sol permet l’emploi de solveurs utilisant des maillages comme les solveurs 

pour la méthode des éléments finis pour résoudre les équations pour l’eau et le sol. Cette technique 

nécessite moins de ressources computationnelles en évitant la discrétisation directe de chaque 

particule du sol. Le modèle est premièrement validé en comparant des données expérimentales aux 

résultats d’une simulation d’écoulement en colonne. Les résultats coïncident aussi bien avec les 

données expérimentales qu’avec la solution analytique. De plus amples détails sur le processus 

d’érosion sont par ailleurs présentés, soulignant l’effet de la polydispersité du sol et de la géométrie 

du problème à l’étude. 

En raison du processus effectuant la moyenne dans le modèle à deux fluides, ce dernier est incapable 

de prendre en compte certains aspects de la dynamique de la phase solide telle que la coulée de matière 

granuleuse par un orifice. Pour ce type de problème, le débit granuleux est généralement indépendant 

de la hauteur de matière granuleuse reposant au-dessus de l’orifice en raison de l’effet d’arc de chute 

libre. Ce phénomène est directement lié au problème de l’érosion du sable dans les tuyaux d’égouts 

défectueux qui est l’objet d’étude du chapitre 4. Une méthode couplant la mécanique des fluides 

numérique (MFN) et la méthode des éléments discrets (DEM) est utilisée pour étudier le processus 

de l’érosion du sable dans des tuyaux d’égouts sous l’effet de l’eau souterraine. Une étude 

paramétrique est réalisée afin d’analyser l’effet de la géométrie du défaut affectant le tuyau, le niveau 

de la nappe phréatique, l’angle du défaut, ainsi que la hauteur de la couche de sable reposant au-

dessus du tuyau. Les résultats mettent en évidence le rôle que l’eau souterraine joue dans le processus 

d’érosion aussi bien dans son étendu que dans son débit et indiquent que l’influence de la hauteur de 

la couche de sable semble être minime. La simulation permet par ailleurs d’observer le rôle de la 

nappe phréatique dans le processus d’érosion par des fissures inclinées par rapport au sommet du 

tuyau, ce qui représente une avancée pour mieux comprendre le phénomène d’érosion accélérée et 

l’apparition de gouffre après de fortes précipitations. Enfin, le modèle est utilisé pour étudier 

l’obstruction d’un géotextile par un sol à grain fin entraînée par l’entrée d’eau souterraine dans des 

tunnels drainés. Une nouvelle technique est créée pour générer et tester les propriétés d’un géotextile 

non-tissé. Des simulations couplant la MFN et la DEM sont effectuées pour analyser l’influence du 

phénomène d’obstruction sur la détérioration hydraulique du géotextile et la formation de pression 
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interstitielle excessive dans la couche de drainage du tunnel. Un nouvel ensemble de conditions aux 

frontières sont générées afin de représenter le flux de particules fines et d’eau dans les fissures à cause 

desquelles le géotextile est susceptible de se faire obstruer. Les résultats montrent que le modèle est 

capable de capturer le phénomène d’obstruction ainsi que la formation locale de renard par des 

fissures situées dans des zones à forts gradients hydrauliques. L’analyse des résultats est une analyse 

quantitative de la distribution des pressions excessives dans la couche de drainage et de l’effet des 

différents types de sols sur le phénomène d’obstruction.  
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 Chapter 1  

 

Introduction  

1.1 Background and research motivation  

The interaction between water and soil body is one of the fundamental aspects that affects the 

overall behavior of soil. Such interaction involves a wide range of dynamics and underlying 

physics. On one end of the spectrum is static conditions where the effective stresses in soil is 

affected by the hydrostatic pressure of water. On the other end of the spectrum, we find more 

dynamic behavior such as the case in rainfall-driven landslides and debris flow. 

Conventionally, water existence in soil is accounted for via macroscale relations that governs 

the overall behavior of the soil-water body. Examples for this include Terzaghi’s principle of 

effective stresses and Darcy flow equations where the soil matrix is assumed to in static or 

quasi-static conditions. In dynamic situations, where considerable soil deformation occurs 

accompanied by water flow, it is necessary to consider the fully coupled motion of both soil 

and water phases. This coupling enables us to access flow field information on fine spatial scale 

such as interparticle velocities and pressures as well as the positions and fate of soil particles. 

Such information is of utmost importance and relevance to several civil engineering 

applications such as internal erosion around buried utilities, earth dams and the extent of debris 

runout. In this thesis we make extensive use of continuum-based formulation of the coupled 

governing equations (e.g., Anderson and Jackson (1967a) and Gidaspow (1994)) and 

continuum-discrete formulations such as Computational Fluid Dynamics-Discrete Element 

Method (CFD-DEM) (Tsuji et al. (1993) to investigate internal erosion and tunnel drainage-

related applications.  

  As coupled particulate analysis fundamentally underlies complex physics and often is 

computationally expensive beyond a tractable limit, it is quite challenging to implement this 

kind of analysis in civil and geotechnical engineering applications. This research is mainly 

motivated by presenting some practical solutions for relevant problems in the field. This 

includes work on two different fronts, the first is exploring and validating computationally 

feasible and scalable models such as the Two-Fluid Model (TFM). The second front is to carry 

out practical simulations in relatively small systems from which we can draw useful data 

regarding water-soil interaction in variety of applications.  
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1.2 Objectives and scope  

The first objective of this thesis is to present a computationally feasible and scalable model for 

fully coupled soil-water flow that is the Two-Fluid Model. This model was utilized to 

investigate internal erosion of granular soil around leaking pressurized pipe. Towards this 

objective, the following sub-objectives are considered:  

1- Formulating and compiling the codes for the TFM.  

2- Validating the model using available analytical solutions and experimental data.  

3- Examining the different model parameters on the produced results in the context of internal 

erosion problem.  

The second objective is to provide some practical insights into computationally tractable 

geotechnical applications. This was achieved by incorporating CFD-DEM analysis to study 

two problems, (i) groundwater-driven sand erosion into defective sewer pipes, and (ii) the 

hydraulic deterioration of non-woven geotextile filters due to clogging by fine particles for 

adjacent soils in drained tunnels system. In these two studies, the sub-objectives are:  

1- Formulate the problem and apply necessary boundary conditions needed to ensure the 

computational feasibility within the domain.  

2- Model validation for the DEM and CFD components.  

3- Carry out parametric analysis to investigate the effect of different factors.  

4- Develop an approximate semi-analytical solution that describes the behavior or the model.  

1.3 Original contribution  

This thesis encloses original contribution on two fronts: (i) model development and (ii) 

application development. The following are the highlights of the original contribution provided 

in this work:  

1- Providing model validation and practical simulation of densely packed granular assembly 

using the Two-Fluid Model.  

2- Incorporating the effect of granular polydispersity in continuum modeling framework.  

3- Carrying out detailed modeling of sand infiltration into sewer pipes under the effect of 

groundwater.  

4- Demonstrating the role of groundwater and pipe cracks configuration on the erosion 

process.  

5- Providing a framework to numerically create and test non-woven geotextiles.  

6- Presenting a refined simulation of geotextile filter clogging in tunnel drainage system and 
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highlighting the role of different factor such as the nature of surrounding soil and the 

groundwater ingress into the tunnel.  

1.4 Contributions of authors  

The chapters of this thesis are the candidate’s original work. Model formulation and 

development was conducted by the candidate with the guidance of Prof. Mohamed Meguid. 

Writing the manuscripts first draft and chapters of this thesis was carried out by the candidate. 

Rounds or revisions and edits were done by Prof. Mohamed Meguid.  

1.5 Thesis organization  

This thesis is a manuscript-based thesis, four out of six chapters included in this work are 

manuscripts for journal articles that are published or currently under review as indicated in the 

list of publications. Excluding this chapter, the organization of the thesis is as follows:  

Chapter 2 presents a comprehensive literature and review for different approaches of particulate 

flow modeling. The review presented in this chapters first gives a general background on the 

coupled solid-fluid analysis that is then narrowed down to highlight aspects and provisions of 

using these models in civil and geotechnical engineering applications. This chapter revolves 

around relating a considerable body of literature from other disciplines such as chemical and 

mechanical engineering to a civil engineering perspective. In addition to the numerical model 

development, the chapter also includes a review of available modeling tools, upscaling 

techniques and outstanding challenges involved with this type of modeling. The author notes 

that this chapter was published as a review article in the International Journal of Geosynthetics 

and Ground Engineering in 2020. As such, relevant advances to the topic from the time of 

publication of this manuscript to the date of writing this thesis are systematically included in 

the introduction section of each paper.  

Chapter 2 includes formulation and application of the continuum-based Two-Fluid Model to 

simulate internal erosion due to pressurized pipe leakage. Model validation was first conducted 

by comparing the model output to available analytical solutions and experimental data. The 

effect of pipe crack size and polydispersity of soil above the pipe are discussed later in the 

chapter.  

Chapter 3 presents CFD-DEM analysis of sand erosion into defective gravity pipes under the 

effect of groundwater. Model validation and material calibration are first carried out. Afterward, 

a parametric study to examine the effect of defect size, groundwater level, defect angle, and 
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sand layer height above the pipe is carried out. Finally, an approximate relation for the 

cumulative eroded volume of sand is then proposed.  

Chapter 4 introduces further CFD-DEM simulation of a more geometrically complex problem 

involving geotextile filters clogging by fine particles in adjacent soils that are driven by 

groundwater ingress into drained tunnels. The chapter includes a methodology for numerically 

producing and testing non-woven geotextiles for their permeating and retention properties. A 

set of new boundary conditions are then developed to handle the flow variable of both water 

and fine particles within a crack in the outermost shotcrete layer. The model is performance is 

validated by first running a series of simulations under previously known hydraulic gradient 

values. A parametric study is conducted to investigate the effect of the percentage of fine 

particles in the surrounding soil, groundwater ingress, and crack angle. Finally, a semi-

analytical model is developed to describe the pressure increase in the drainage layer as a 

function in the fines content and crack inclination angle.  

Chapter 6 of this thesis includes concluding remarks and recommendations for future work.  
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Preface to Chapter 2 

 

Model development of particulate flow modeling underlies decades of work that is hereby 

reviewed. In this chapter, we attempt, in addition to the systematic review, to bring the advances 

in discrete and continuum particulate flow modeling to a geotechnical context. The motivation 

behind this is the overwhelming amount of relevant work that was originally developed to 

model fluidized beds, pneumatic conveyors and reactor systems in different industries. Since 

the attention in these studies is geared towards chemical engineering and industrial processes, 

it is necessary to highlight the relevant models suitable for geotechnical applications. In this 

chapter, we first review the different approaches of fluid-solid coupling and fluid-particle 

interaction forces. The relevant methods and constitutive relationships relevant to geotechnical 

engineering are then highlighted. Furthermore, we provide a review of the available modeling 

tools and outstanding challenges.  
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 Chapter 2   

 

Coupled Flow Modelling in Geotechnical and Ground Engineering: An 

Overview
†
  

 

Abstract  

 

Particulate flows of combined granular media and fluids are relevant to several natural 

phenomena as well as industrial applications. In geotechnical engineering, the existing 

modelling approaches mainly adopt a macroscopic-based continuum analysis which does not 

provide access to important information on the fluid flow interaction with granular media at 

the particle scale. Alternatively, particulate modelling can be a powerful tool in understanding 

the complex micro-mechanics of different phenomena such as landslide, debris flow and 

internal erosion. However, it is challenging to employ the existing particulate flow models on 

a scale that practically serves the design and risk assessment for earth structures. With rapid 

advances in computational power, particulate flow modelling can provide valuable insights on 

both the micro as well as the macro-scale levels. This paper reviews the different approaches 

of particulate flow modelling from a multidisciplinary perspective with emphasis on 

geotechnical applications. In addition, this study presents a summary of the available 

techniques for reducing the computational cost and highlights the outstanding challenges of 

particulate flow modelling in geotechnical engineering. This work should provide guidance to 

geotechnical engineers and researches to determine the appropriate modelling tool to approach 

particulate flow modelling and identify the major challenges associated with each approach. 

 

Keywords:  Flow modelling; Ground engineering; Multiscale modelling; Two-fluid model; 

Particulate flow; Computational fluid dynamics; Discrete element analysis  

 

 

 

† A version of this manuscript has been published in the International Journal of Geosynthetics 

and Ground Engineering (2020).  
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2.1 Introduction 

Flow of fluids in particulate media and flow of particle-fluid mixtures are interesting problems 

and relevant to several industries (e.g., pharmaceutical, chemical, civil, and mining). 

Understanding the mechanics of these phenomena is critical to solving important engineering 

problems (e.g., debris flow, soil erosion, liquefaction, and landslides) (Wachs, 2019). Aided by 

rapid advances in computational resources, coupled flow modelling, hereafter referred to as 

particulate flow, has significantly developed over the past few decades. The existing state-of-

the-art models allow for capturing the detailed characteristics of the flow regime such as 

particle-particle and particle-fluid interactions. Despite the advances in computational power 

and algorithms, the simulation of industrial and phenomenological scale problems requires 

more computational resources than those available for most of engineers and researchers. 

Various particle upscaling techniques have been developed to overcome this obstacle and 

reduce computational cost (Sakai and Koshizuka, 2009; van der Hoef et al., 2006; Zhao, 2017). 

However, it is quite challenging to maintain the intricate level of detail from refined simulations 

upon the upscaling process. Zhu et al. (Zhu et al., 2007, 2008) attribute this issue to the absence 

of a general theory for particulate flow (e.g., accurate description of momentum transfer) that 

allows for proper upscaling. Such level of detail might be more important to some applications 

than others and proper use of different modelling tools and upscaling techniques could result 

in acceptable results. Therefore, it is essential to have a good understanding of the theoretical 

aspects, modelling tools, and upscaling techniques in particulate flow modelling.   

The interest in fluid-granular media interaction is not new to geotechnical engineering. 

Examples include mechanical analysis of saturated and unsaturated soils, flow through water-

retaining earth structures, and rain-driven landslides. Solid-fluid interaction is commonly 

estimated through macroscale-based constitutive models. These models utilize a simplified 

form of fluid flow in soils, e.g., Darcy flow, and constitutively link other parameters such as 

effective stresses and solid skeleton deformation to the flow variables (Schaufler et al., 2013; 

Vardoulakis et al., 1996; Yang et al., 2020). Such an approach can be appropriate when dealing 

with quasi-static applications where deformations in the solid skeleton can be neglected. 

However, when hydrodynamic forces are of significance to the analysis, more complex physics 

are required to fully resolve the interaction between soil and water and establish proper 

constitutive models. The major drawback with considering continuum-based analysis is that 

micromechanics of interest such as the development and evolution of piping or cavity evolution 

in earth embankments remains not fully understood. On the other hand, performing particulate 
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flow modelling by accounting for the micromechanics of both soil particles and fluid flow can 

provide a deeper understanding and help improve the existing constitutive models used to 

capture the response of such applications.  

 

 

Figure 2.1. The total number of publications on the coupling of solid-fluid flow between 1990 

and 2018. Source: web of science. Keywords: particulate flow, CFD-DEM, solid-fluid flow 

coupling.   

It is notable that most of the major developments in particulate flow modelling were 

developed in the context of chemical engineering, with a special focus on fluidized beds and 

pneumatic conveying due to their vast applications. These developments were later 

incorporated in civil and geotechnical engineering to simulate a variety of phenomena such as 

liquefaction (Shamy and Zeghal, 2005; Zeghal and El Shamy, 2004), landslides (Shi et al., 

2018; Zhao, 2017), erosion and cavity evolution (Guo and Yu, 2017), riverbed erosion and 

sediment transport (Harada et al., 2019; Harada et al., 2018), scour around pipelines (Hu et al., 

2019), and debris flow (Jing et al., 2016; Shan and Zhao, 2014). However, the largest portion 

of the literature on particulate flow is found, and seemingly continues to be, in the context of 

chemical engineering (Figure 2.1). In contrast, civil and geotechnical engineering contribution 

to the subject is relatively limited. One reason for this limitation is the inherent large-scale 

nature of geotechnical applications such as earth dams and slope stability, which are 

computationally expensive to model. It could be argued that applications in chemical 

engineering are more relevant to particulate flow than geotechnical engineering, however, 

several geotechnical phenomena such as erosion, debris flow, and liquefaction are strongly 
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relevant to particulate flow modelling and still require in-depth understanding of the underlying 

dynamics. Indeed, such limited contribution on the side of geotechnical engineering limits the 

practitioners’ accessibility to case studies and models catered to geotechnical engineering, 

which in turn hinders our understanding of particulate flow in geotechnical-related applications.  

Several reviews of particulate flow modelling have been presented with emphasis on 

specific aspects of the models. For example, theoretical development and applications (Zhu et 

al., 2007, 2008), multiscale frameworks of multi-level constitutive relationships (Deen et al., 

2007; van der Hoef et al., 2006), thermal exchange (Peters et al., 2019), momentum coupling 

methods (Zhou et al., 2010), reactive particulate flow systems (Zhong et al., 2016), and model 

development and modelling tools (Ariyaratne et al., 2018). Despite the rich knowledge 

provided in these reviews, they are mainly focused on fluidized beds and pneumatic conveyors, 

while applications in ground and geotechnical engineering are seldom discussed. Moreover, to 

our knowledge, a holistic summary of the methodology, available modelling tools, and 

upscaling methods focused on geotechnical engineering applications does not exist in the 

literature. In other words, a 'starter pack' for geotechnical engineering practitioners that aids 

the selection of appropriate modelling methodology, computationally feasible modelling tools, 

and proper upscaling technique is not yet available.   

In this work, we aim to present a review of the available approaches for particulate flow 

modelling with a special focus to geotechnical applications, exploring the advantages and 

disadvantages of each approach with respect to the scale of the tackled problem. In addition, 

we review the available modelling tools (open source codes and commercial packages), 

highlighting the specific features of each package. Finally, we provide a detailed discussion on 

the current challenges related to multi-scale modelling, upscaling techniques and 

implementation of boundary conditions. In order to keep the article size manageable, aspects 

related to turbulent flow modelling is only briefly discussed for it is considered to be beyond 

the scope of this work.  

2.2 The need for coupled flow modelling in ground and geotechnical engineering  

Solid-fluid interaction in geotechnical engineering is a cornerstone in the mechanical analysis 

and design of earth structures. Existence of water within soils, for instance, fundamentally 

controls the state of stresses, deformation, and other soil properties. Accounting for such effect 

is essential for estimating the critical parameters and factors of safety needed for design. The 

existing conventional methods adopt a macroscopic approach for including such interaction. 
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This macroscopic view considers the properties of the bulk soil masses, either saturated or 

unsaturated, such as soil weight and shear strength parameters without direct reflection on the 

particulate nature of soils. Although conventional analysis is viable and can adequately serve 

the design purposes, it does not allow one to understand important aspects of these systems that 

can only be understood through the micromechanical analysis of coupled water-soil interaction.  

 

 

 

Figure 2.2. Examples for coupled water-soil interaction in geotechnical applications; internal 

erosion in earth dam, soil fluidization and sinkholes due to pipe leakage and rain-induced debris 

flow. 

 

Considering an earth dam for example (2.2), the conventional analysis provides us with 

insights on the overall stability of the structure or the factors of safety against soil piping and 

highlights the need for special components such as drains and filters. However, it does not give 

us sufficient details on the process of internal erosion within the body of the dam where the 

interaction between soil particles and water needs to be resolved. In order to track the initiation 

and propagation of erosion, we need to incorporate coupled (particulate) flow that allows us to 

access the interparticle and particle-fluid interactions. Another example of the lack of 

information provided by macroscopic analysis is slope stability, for which rainfall and changes 

in groundwater levels are major drives. Despite the information we can obtain regarding the 

potential failure surfaces and factors of safety against failure, particle movement and relocation 

within the soil pores during water flow remains unknown.  
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In some situations, conducting particulate flow modelling becomes indispensable, for 

example, the case of determining the onset of fluidization around leaking pipes. As such 

leakage can wash soil particles away and can ultimately lead to the formation of cavities and 

sinkholes, it is important to understand the evolution of such a process at the particle level. 

2.3 Particle-fluid interaction forces and momentum coupling  

One of the most challenging aspects of particulate flow modelling is to accurately estimate the 

interaction forces and momentum transfer between fluid and solid phases. Such estimation 

depends on the material and flow characteristics of solids and fluids as well as the extent, to 

which, these interaction forces are considered significant. For instance, in particulate flows 

with little solid concentration, the solid phase is often dispersed and governed by the 

hydrodynamic forces with a negligible effect on the fluid motion, i.e., one-way coupling. For 

denser solid concentration, the motion of the solid particles can affect the fluid streamlines, 

which is referred to as two-way coupling. In most geotechnical applications, the concentration 

of solids is typically high and requires four-way coupling, that is, the iterative process of 

obtaining the mutual impact of solid and fluid phases on each other by accounting for the effect 

of the changed fluid motion back on particles as well as for particle-particle interactions. In 

two-way and four-way coupling, it is necessary to ensure that Newton’s third law of motion is 

achieved, i.e., the impact of fluid on solids is equal in magnitude to the impact of solids on the 

fluid in opposite direction. 

Although efforts have been made to resolve fluid-particle interactions, this aspect 

remains not fully understood and the models we have today are based on empirical or semi-

empirical relations. This is because the underlying mechanics of such interaction are very 

complex and depend on many factors such as particle shape, material properties of solid and 

fluid phases, and the type of coupling considered in the problem. Nonetheless, the existing 

models have been proven to be robust and can adequately simulate particulate flow with good 

accuracy. In this section, we exhibit the existing forces considered in particle-fluid interaction, 

the theoretical basis and special considerations for each force and the range of application to 

different flow regimes. 

2.3.1 Drag Force  

Drag force is a result of fluid shearing on solid particles due to different velocity of each phase 

and acts in the direction of the relative velocity between fluid and solid particles (Figure 2.3) 

(Zhao, 2017). This force applies to the surface of the solid particle and is often assumed to be 
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effective at the centre of the particle, drag force can be generally expressed as:  

 𝑭𝒅 = 𝛽(𝒖𝒇 − 𝒖𝒑) 2.1) 

where 𝑭𝒅  is the drag force, 𝒖𝒇  and 𝒖𝒑  are the fluid and solid particle velocities, 

respectively, and 𝛽 is the momentum transfer coefficient between fluid and solid particles. 

One of the early expression for 𝛽 was presented by Ergun (1952):  

 

𝛽 =
3

4

𝐶𝑑𝑛(1 − 𝛼)𝜌𝑓

𝐷
 |𝒖𝒇 − 𝒖𝒑|    (2.2) 

where 𝐶𝑑 is the drag force coefficient, 𝜖 is the porosity or fluid volume fraction, 𝐷 is the 

diameter of the solid particle, and 𝜌𝑓 is the fluid density. The drag coefficient given by Ergun 

is:   

 
𝐶𝑑 =

200(1 − 𝛼)

𝑛𝑅𝑒𝑝
+
7

3𝜖    (2.3) 

where 𝑅𝑒𝑝 is the particle Reynolds number such that: 𝑅𝑒𝑝 = 𝜌𝑓𝐷|𝒖𝒇 − 𝒖𝒑|/𝜇, and 𝜇 is the 

dynamic viscosity of the fluid. The expression for 𝐶𝑑 proposed by Ergun is mainly based on 

the experimental correlations obtained from the fluidization of dense granular beds, thus, it is 

not considered suitable for more dilute flows (𝜖 ≤ 0.8) (Jackson, 2000). Therefore, another 

expression for 𝐶𝑑 was proposed by Wen and Yu (1966 ) for flows with 𝜖 > 0.8:  

 

𝐶𝑑 = {

24

𝑅𝑒𝑝
 (1 + 0.15(Re𝑝)

0.687
) 𝜖−2.65

0.44𝜖−2.65
                     

Re𝑝 < 1000

Re𝑝 ≥ 1000
    (2.4) 

 

Figure 2.3.A schematic illustration of fluid drag force around a solid particle. The directions on the 

diagram are considered for a case where 𝒖𝒇 > 𝒖𝒔 (as depicted by the line weight of velocity vectors).   

 

Although combining Ergun’s and Wen and Yu’s models seems to be sufficient to cover the 
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entire spectrum of porosity that can be encountered, it was found to cause discontinuities in the 

solution when the porosity fluctuates around 0.8 (Kafui et al., 2002). Thus, a different 

correlation for drag force that accounts for porosity correction was introduced by Di Felice 

(1994):  

 

𝑭𝒅 =
1

2
𝐶𝑑𝜌𝑓

𝜋𝐷2

4
|𝒖𝒇 − 𝒖𝒑|(𝒖𝒇 − 𝒖𝒑)𝜖 

−𝜒+1    (2.5) 

where the porosity correction function 𝜒 is given as:  

 

𝜒 = 3.7 − 0.65 exp [−
(1.5 − log10 Re𝑝)

2

2
]    (2.6) 

The estimates for the drag force coefficient found in the literature can be traced back to the 

correlations of Stokes (1901). Different correlations are proposed by Schiller and Naumann 

(1935), DallaValle (1948), and Brown and Lawler (2003). A comparison between these 

correlations is conducted by Zhao (2017). Zhao concluded that the correlation of Brown and 

Lawler (2003) provides the best match with experimental data, especially for Reynolds number 

that ranges from 102 to 104.  

Drag force is almost always accounted for in particulate flow modelling. The only 

exception is dilute flows with solid concentration of approximately less than 0.1%, in which 

the effect of particles on the relative velocity of other particles may be neglected and the 

velocity of the solid particles is nearly the same as the fluid velocity (Elghobashi, 1994). In 

geotechnical application, where solid concentration is typically larger than 0.1%, the drag force 

is always considered.   

2.3.2 Pressure gradient force   

The difference in pressure across a solid particle induces force that acts over the volume of the 

particle i.e., buoyancy. For a particle with volume (𝑉𝑝) subjected to pressure gradient (∇𝑝), the 

resulting force on the particle (𝑭∇𝑝) is:  

 𝑭∇𝑝 = −𝑉𝑝∇𝑝    (2.7) 

We note that the gradient term in Equation (2.7) is the total pressure acting on a particle that 

contains components of hydrostatic and hydrodynamic pressure. As pointed out by Crowe et 

al. (2012), the hydrostatic pressure component represents the buoyancy effect, thus Equation 

(2.7) can be decomposed as:  
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𝑭∇𝑝 = −𝑉𝑝∇𝑝ℎ𝑦𝑑𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐⏞          
𝑏𝑢𝑜𝑦𝑎𝑛𝑐𝑦 𝑓𝑜𝑟𝑐𝑒 

− 𝑉𝑝∇𝑝ℎ𝑦𝑑𝑟𝑜𝑑𝑦𝑛𝑎𝑚𝑖𝑐
   (2.8) 

As can be seen from the equations, the force is proportional to the volume of solid particles 

and the value of the pressure gradient. In geotechnical applications, this force can be significant, 

especially the buoyancy component, for submerged solid particles in quasi-static flows.   

 

Table 2.1. Summary of particle-fluid interaction forces and their significance to geotechnical 

applications.  

Force  Expression 
                 

Reference  

Significance to 

geotechnical 

applications 

Drag  

 

𝑭𝒅 = 𝛽(𝒖𝒇 − 𝒖𝒑) 

 

𝛽 =
3

4

𝐶𝑑𝑛(1 − 𝛼)𝜌𝑓

𝐷
 |𝒖𝒇 − 𝒖𝒑| 

 

𝐶𝑑 = {

24

𝑅𝑒𝑝
 (1 + 0.15(Re𝑝)

0.687
)𝛼−2.65

0.44𝛼−2.65
    
𝑅𝑒𝑝 < 1000

𝑅𝑒𝑝 ≥ 1000
 

Ergun (1952); Wen 

and Yu (1966 )  
Significant 

Pressure 

gradient  

 

 

𝑭𝛁𝒑 = −𝑉𝑝∇𝑝 

Anderson and 

Jackson (1967a)  
Significant 

Virtual mass  

 

𝑭𝒗𝒎 =
𝜌𝑓𝑉𝑑

2
(
d𝒖𝒇

d𝑡
−
d𝒖𝒔
d𝑡
) 

Auton et al. (1988)  
Significant for highly 

unsteady flows  

Basset force  

 

𝑭𝑩𝒂𝒔𝒔𝒆𝒕 =
3

2
𝐷2√𝜋𝜌𝑓𝜇𝑓∫

1

√𝑡 − 𝑡′
 
𝑑

𝑑𝑡
(𝒖𝒇 − 𝒖𝒑)

𝑡

0

 𝑑𝑡′

+
(𝒖𝒇 − 𝒖𝒑)0

√𝑡
 

Reeks and Mckee 

(1984) 
Insignificant   

Saffman force  

 

𝑭𝒔𝒂𝒇𝒇 = 1.61𝜌𝑓𝜇𝑓𝐷
2|𝝎𝒇|

−
1
2  [𝒖𝒇 − 𝒖𝒑] × 𝝎𝒇 

Saffman (1965, 

1968)  

Significant for high 

shear flows  

Magnus force  

 

𝑭𝑴𝒂𝒈 =
𝜋

8
𝐷2𝜌𝑓 [(

1

2
∇ × 𝒖𝒇 −𝝎𝒑) × (𝒖𝒇 − 𝒖𝒑)] 

Rubinow and 

Keller (1961)  
Insignificant 
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2.3.3 Other particle-fluid interaction forces  

Other particle-fluid interaction forces can be of significance to particulate flow modelling. 

These forces include the virtual mass force which accounts for the acceleration of particles 

within the fluid, Basset force which accounts for the time delay in the boundary layer 

development, and Saffman and Magnus forces which account for the rotational motion of solid 

particles. In Table 2.1 we include a summary of these forces and their significance in 

geotechnical applications.    

In addition to particle-fluid interaction forces, turbulence effect can be significant to 

particulate flow modelling. Different closure models are adopted considering the nature of the 

modelled problem. For example, in seepage-type flows, where fluid velocity is typically small 

turbulence does not have a tangible effect on the flow. As flow might evolve into a more 

dynamic state (e.g., debris flow), turbulence closures are then needed to be employed in order 

to sufficiently capture the energy transport throughout the system. Examples for turbulence 

closures in particulate flow modelling include Large Eddy Simulation (LES) (Cheng et al., 

2018; Harada et al., 2015),  k-ε (Bakhtyar et al., 2009; Chauchat and Guillou, 2008; Hsu et al., 

2003), and k-ω (Amoudry, 2014; Jha and Bombardelli, 2009, 2010).  

2.4 Approaches for modelling particulate flows  

The governing equations of particulate flows are challenging to solve analytically due to the 

various nonlinearities involved and complex boundary conditions encountered in real problems. 

Therefore, numerical analysis is conventionally used to solve the set of governing equations. 

From a numerical point of view, the nonlinear partial differential equations can be solved either 

using the Eulerian approach or the Lagrangian approach. In the Eulerian approach, the flow 

variables are viewed as a continuum on a spatially fixed or moving grid and the temporal 

changes in these variables are tracked locally within each computational cell. In the Lagrangian 

approach, the trajectory and other flow variables of the fluid or the solid particle are tracked 

over time for every single particle. Depending on the numerical treatment of both the fluid and 

the solid phase, particulate flow modelling can be classified into three main categories: (i) 

Eulerian-Eulerian, (ii) Eulerian-Lagrangian, and (iii) Lagrangian-Lagrangian (Figure 2.4). In 

the following section, we provide a thorough review of the different numerical approaches for 

particulate flow modelling and the underlying models presented under each approach.  
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Figure 2.4. Different modelling approaches and their corresponding particulate flow methods. 

2.4.1 Eulerian-Eulerian approach  

The purely Eulerian approach (Eulerian-Eulerian) essentially depends on averaging the flow 

variables of solid particles and fluids. The most common type of averaging is volume averaging 

as the computations are often conducted within a computational cell of a finite volume (Crowe 

et al., 2012). One of the earliest attempts to average fluid flow with dispersed solids was 

presented by Van Deemter and Van der Laan (1961). The relationship they presented for fluid 

momentum is:  

 

(1 − 𝛼𝑑)𝜌𝑓
𝐷𝒖𝑖
𝐷𝑡

= (1 − 𝛼𝑑)𝜌𝑓𝒈𝑖 −
𝜕

𝜕𝑥𝑗
(𝑝𝛿𝑖𝑗 − 𝝉𝑖𝑗) + 𝒇𝑖      (2.9) 

where ui is the velocity of the fluid, αd  is the volume fraction of the solid particles, ρf   is the 

fluid density, gi is the gravitational acceleration, p is the pressure acting on the fluid, δij is the 

Kronecker delta, τij is the shear stress tensor, and fi is the force per unit volume acting on the 

fluid from the solid phase. Two problematic terms in this equation are the fluid velocity, ui, and 

the force acting on the fluid, fi ,because they vary significantly with the volume the fluid is 

averaged over. Moreover, the use of a single value for fluid velocity is not suitable to represent 

averaged fluid flow, especially in turbulent flows. Marble (1963) proposed a similar averaging 

procedure but ignored the effect of the solid phase on the fluid. This equation was derived for 

particulate flow with dilute dispersed solids. The equation presented by Marble is:   
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𝜌𝑓
𝜕𝒖𝑖
𝜕𝑡

+ 𝜌𝑓𝒖𝑗
𝜕𝒖𝑖
𝜕𝑥𝑗

= −
𝜕𝑝

𝜕𝑥𝑖
+
𝜕

𝜕𝑥𝑗
𝝉𝑖𝑗 + 𝒇𝑖     (2.10) 

where the notation in Equation (2.10) denotes the same variables as those in Equation (2.9). 

The term 𝒇𝑖 on the right-hand side of Equation (2.10), resembles the effect of the fluid motion 

on the dispersed solid particles. This essentially represents one-way coupling since the effect 

of the solid particles on the fluid is neglected. This equation is often referred to in the literature 

as the “dusty gas equation”. Anderson and Jackson (Anderson and Jackson, 1967b) proposed 

an averaging technique to transform the point variables (discrete) to a locally averaged values 

(continuous) over a volume that is large enough to contain many particles, yet, small compared 

to the dimensions of the system. They presented the following form of the governing equations 

for mass and momentum conservation:  

 
𝜕𝜖

𝜕𝑡
+
𝜕𝜖𝒖𝐟𝑖
𝜕𝑥𝑖

= 0    (2.11) 

 
𝜕(1 − 𝜖)

𝜕𝑡
+
𝜕(1 − 𝜖)𝒖𝒔𝑖

𝜕𝑥𝑖
= 0 

   

   (2.12) 

 

𝜌𝑓𝜖 [
𝜕𝒖𝒇𝑖
𝜕𝑡

+ 𝒖𝒇𝑗

𝜕𝒖𝒇𝑖
𝜕𝑥𝑗

] =
𝜕𝜺𝑖𝑗

𝑓

𝜕𝑥𝑗
+ 𝜖𝜌𝑓𝒈𝑖 − 𝒇𝑖 

   

   (2.13) 

 

𝜌𝑠(1 − 𝜖) [
𝜕𝒖𝒔𝑖
𝜕𝑡

+ 𝒖𝒔𝑗
𝜕𝒖𝒔𝑖
𝜕𝑥𝑗

] =
𝜕𝜺𝑖𝑗

𝑠

𝜕𝑥𝑗
+ (1 − 𝜖)𝜌𝑠𝒈𝑖 + 𝒇𝑖 

   

   (2.14) 

where 𝜖 is the porosity or volume fraction of the fluid in the averaged volume, 𝒖𝒇𝑖
 and 𝒖𝒔𝑖 

are the local mean velocity of the fluid and solid particles, respectively, 𝜌𝑓 and 𝜌𝑠 are the 

mass density of fluid and solids, respectively, and 𝒇𝑖 is the average force exerted by the solid 

particles on the fluid estimated over the solid volume fraction. The first term on the right-hand 

side in equations (2.13) and (2.14) lumps the overall stresses acting on the fluid and the solid 

particles:  

 

𝜺𝑖𝑗
𝑓
= −𝑝𝑖

𝑓
𝛿𝑖𝑗 + 𝜖 (𝜆

𝑓 −
2

3
𝜇𝑓) 𝛿𝑖𝑗

𝜕𝒖𝒇𝑖
𝜕𝑥𝑖

+ 𝜖𝜇𝑓 (
𝜕𝒖𝒇𝑖
𝜕𝑥𝑗

+
𝜕𝒖𝒇𝑗

𝜕𝑥𝑖
)    (2.15) 
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𝜺𝑖𝑗
𝑠 = −𝑝𝑖

𝑠𝛿𝑖𝑗 + (1 − 𝜖) (𝜆
𝑠 −

2

3
𝜇𝑠) 𝛿𝑖𝑗

𝜕𝒖𝒔𝑖
𝜕𝑥𝑖

+ (1 − 𝜖)𝜇𝑠 (
𝜕𝒖𝒔𝑖
𝜕𝑥𝑗

+
𝜕𝒖𝒔𝑗
𝜕𝑥𝑖

) 

  

(2.16) 

where 𝜆𝑓, 𝜇𝑓 and 𝜆𝑠, 𝜇𝑠 are the effective bulk and shear viscosities for the fluid and solid 

phases, respectively, 𝑝𝑖
𝑠  is the pressure acting on solid particles due to particle contact 

(interparticle pressure), and 𝑝𝑖
𝑓
 is the local average fluid pressure. As can be seen in equations 

(2.15) and (2.16), several closures are required to obtain the value of solid pressure and the 

shear stress tensor. These closures also need to be in the form of volume-averaged quantities 

to be consistent with the set of governing equations.  

 The Two-Fluid Model (TFM)   

The Two-Fluid Model (TFM) emerged as a direct application of the volume averaging 

techniques. As noted by its name, the solid phase in the flow is treated as a fluid-like continuum 

with constitutive relationships used to describe the pressure and viscosity terms. In the TFM, 

both fluid and solid phases are considered as interpenetrating continua in the sense that both 

phases are expressed as a continuum over the same averaging volume. The concept of 

interpenetrating continua may be difficult to visualize because both phases are hypothesized to 

coexist in the same volume, yet, only partially occupying that volume. In Figure 2.5 we try to 

graphically illustrate this concept.   

 

 

Figure 2.5 .A schematic illustration of the concept of local averaging and interpenetrating 

continua. 
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The core of the TFM is the constitutive relationships for the effective solid pressure  𝑝𝑠, 

and bulk and shear viscosities, 𝜆𝑠  and 𝜇𝑠 . The early closures for the viscous variables 

presented by Anderson and Jackson (1967b), Tsuo and Gidaspow (1990), and  Kuipers et al. 

(1992) were fully empirical. Despite the simplicity of applying these closures, they did not 

account for the underlying characteristics of the solid phase rheology (van der Hoef et al., 2008). 

The Kinetic theory of Granular Flow (KTGF) (Ding and Cidaspow, 1990; Jenkins and Savage, 

1983; Lun et al., 1984) is among the most popular methods for pressure and viscosity closures 

for the TFM. The solid flow variables expressed by KTGF are in terms of the solid volume 

fraction, 𝜀𝑠 = (1 − 𝜖), the normal coefficient of restitution, 𝑒, and the granular temperature, 

𝜃. For example, the effective shear viscosity of the solid phase (𝜇𝑠) is expressed as (Gidaspow, 

1994):   

 

𝜇𝑠 =
5√𝜋

12
 (

1

(1 + 𝑒)𝛾(𝜀𝑠)
+
2

5
+ 0.193(1 + 𝑒)𝛾(𝜀𝑠)) 𝜌𝑠𝑑√𝜃      (2.17) 

where, 𝛾(𝜀𝑠)  is the excess compressibility of an elastic hard-sphere system, and 𝑑  is the 

particle diameter. A more detailed discussion on the KTGF is found in Gidaspow (1994) and 

Crowe et al. (2012). Coupling the TFM with KTGF provides the advantage of conducting 

relatively large-scale simulations. Yet, the constitutive relationships are governed by the 

microscale characteristics of the flow (van der Hoef et al., 2008). This is in contrast to the 

previously presented empirical constants used for closure, which did not consider the 

underlying physics of the flow, and perhaps even argued to be unphysical (Zhu et al., 2007, 

2008).  

From the above discussion, it is obvious that the TFM, although being valid for the 

simulation of some particular problems, lacks the very basic description of particulate 

dynamics on the microscale. This is because all the interparticle and particle-fluid interactions 

are indirectly included through averaged values obtained from closures. Crowe et al. (2012) 

argue that the idea of the Two-Fluid Model is essentially flawed because the magnitude of 

averaging volume might significantly differ from the size of point volume, which does not give 

accurate representation of the fluctuations in point velocity (Figure 2.6). This averaging 

technique might be valid for gaseous flows where the mixture contains solid components of 

comparable size to the averaging volume, but cannot be generalized to the broad range of 

concentrations of dispersed solids in a fluid. For all these reasons, a model is needed to 

describes the flow characteristics at the particle scale level where no such averaging or heavy 

reliance on constitutive relationships is used.   
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2.4.2 Eulerian-Lagrangian approach  

In the Eulerian-Lagrangian approach, the motion of the solid particles is tracked using the 

Newtonian laws of motion. The tracking of individual particles, with no dependence on a 

computational mesh, offers the advantage of accounting for the discrete nature of the solid 

phase. Moreover, the solid-fluid interaction forces (e.g., drag forces and pressure gradient 

forces) can be directly implemented instead of the previously used indirect averaging approach 

of the TFM. Indeed, the Lagrangian approach in simulating solid particles does not eliminate 

the complexity of the estimation of particle fluid-interaction forces because the complexity 

runs deeper than the issue of volume averaging. However, there is no doubt that the use of the 

Lagrangian approach for simulating the solid phase has refined the state of simulation and 

provided access to information on the microscale interactions that were impossible to obtain 

from the Eulerian-Eulerian approach. 

 

 

Figure 2.6. A comparison of velocity fluctuations between volume-averaged velocity 〈𝒖〉 

and point velocity 𝒖. 

 

Several models have been presented for the simulation of both the Lagrangian and 

Eulerian numerical treatment in particulate multiphase flows. For the fluid phase (Eulerian), 

the locally averaged Navier-Stokes equations (Equation (2.13)) is the most commonly used. 

Alternatively, the Lattice Boltzmann method can be used to model the fluid phase, where the 
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fluid flow is modelled via streaming and collision processes on a two-dimensional or three-

dimensional lattice. As for the Lagrangian treatment of solid particles, the most commonly used 

model is the Discrete Element Model (DEM). Other methods such as Discrete Phase Method 

(DPM) (Dickenson and Sansalone, 2009; Vakhrushev and Wu, 2013; Zahari et al., 2018), 

Dense Discrete Phase Method (DDPM) (Adamczyk et al., 2014; Cloete and Amini, 2017; 

Marchelli et al., 2017), and Multiphase Particle-In-Cell (MP-PIC) (Andrews and ORourke, 

1996; Patankar and Joseph, 2001; Snider, 2001; Zeng et al., 2019) have also been used to 

simulate the motion of solid particles in a Lagrangian framework. In this section, we review 

the theoretical aspects, coupling strategies and the field of application of the Eulerian-

Lagrangian-based models. 

 Discrete Element Model  

The work of Cundall and Strack (1979) presented the first model for accurately simulating the 

motion of granular solids. The translational and rotational motion for a particle i with mass mi 

and moment of inertia Ii  are described by Newton’s second law as:   

 

 

𝑚𝑖

𝑑𝒗𝑖
𝑑𝑡

=∑𝑭𝑖𝑗
𝑐 +

𝑗

∑𝑭𝑖𝑘
𝑛𝑐 + 𝑭𝑖

𝑓
+ 𝑭𝑖

𝑔

𝑘

      (2.18) 

 

𝐼𝑖
𝑑𝝎𝑖
𝑑𝑡

=∑𝑴𝑖𝑗

𝑗

 

  

   (2.19) 

where 𝒗𝑖 and 𝝎𝑖 are the translational and angular velocities of particle i, respectively,  𝑭𝑖𝑗
𝑐  

and 𝑴𝑖𝑗 are the contact force and moment acting on particle i by particle j or wall, 𝑭𝑖𝑘
𝑛𝑐 is the 

contactless forces (e.g., electrostatic or liquid bridge forces) acting on particle i by particle k, 

𝑭𝑖
𝑓
 is the particle-fluid interaction force on particle i, and 𝑭𝑖

𝑔
 is the gravitational force acting 

on particle i. Figure 2.7 shows a schematic for the different contact and non-contact forces in 

a particle i by a particle in contact (j) and a particle not in contact (k).  

Cundall and Strack (1979) proposed a linear spring-dashpot model to estimate the contact 

forces, where the spring part of the model is directly related to contact deformation (both 

normal and tangential); the dashpot part represents the viscous dissipation of the force.  

The normal and tangential contact forces in the DEM model can be expressed as:  
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𝑭𝑖𝑗
𝑐𝑛 = −𝐾𝑛𝛿𝑖𝑗𝒏𝒄 − 𝐶𝑛(𝒗𝒄 ⋅ 𝒏𝒄)𝒏𝒄    (2.20) 

 
                𝑭𝑖𝑗

𝑡 = −𝐾𝑡𝒗𝐜
𝐭 + 𝐶𝑡(𝒗𝐜 × 𝒏𝒄) × 𝒏𝒄    (2.21) 

where 𝐾𝑛  and 𝐾𝑡  are the normal and tangential spring stiffness, respectively, 𝐶𝑛  and 𝐶𝑡 

are the viscous dissipation coefficients related to the dashpot,  𝒗𝒄  is the relative velocity 

between particles in contact and  𝒏𝒄 is the normal unit vector at the contact point. In addition 

to the contact forces between particles, models have been presented to estimate the non-contact 

forces such as electrostatic forces (Attard and Gillies, 2001), liquid bridge, and capillary forces 

(Gellespie and Settineri, 1968; Lian et al., 1993), and van der Waals forces (Hamaker, 1937; 

Israelachvili, 2011).  

 

  

Figure 2.7. A schematic for the contact and non-contact forces affecting on particle i by (i) particle j in 

contact and (ii) particle k that is not in contact 

 CFD-DEM model  

Coupling of DEM and Computational Fluid Dynamics (CFD) has been gaining more popularity 

since was first introduced by Tsuji et al. (1993). The use of DEM provided unprecedented 

advantages in simulating the motion of the solid phase of the flow, both translational and 

rotational, which was not achieved by any of the previous models. In addition, it facilitated the 

implementation of different particle shapes and interactions. Although nearly all the proposed 

models, except for Lattice Boltzmann methods, solve volume averaged Navier-Stokes 
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equations, the “CFD” term is exclusively used for the case of solving Navier-Stokes equations 

with DEM. The two-dimensional soft sphere (i.e., no collision) model presented by Tsuji et al. 

(1993) paved the way for many following developments. Examples for this include the model 

refinement by  Xu and Yu (1997) where they presented a detailed coupling technique for the 

cell-averaged particle-fluid interaction forces. Hoomans et al. (1996) introduced a two-

dimensional hard-sphere model that accounted for the collision of solid particles based on the 

conservation of linear and angular momentum of the colliding particles. Shortly after, 

Kawaguchi et al. (1998) successfully extended the model to 3D and obtained good agreement 

with experimental results.  

The aforementioned developments were presented to mainly model solid-gas particulate 

flows in fluidized beds. However, the robustness and solid theoretical grounds of the approach 

makes it valid for many other applications. For example, it was extensively used in pneumatic 

conveying modelling (Zhang et al., 2007; Zhou et al., 2014; Zhou et al., 2016) and food 

processing (Azmir et al., 2019; Hilton et al., 2013). In geotechnical engineering, the CFD-DEM 

model was used to model soil liquefaction (Shamy and Zeghal, 2005; Zeghal and El Shamy, 

2004), landslide (Shi et al., 2018; Zhao, 2017), erosion and cavity evolution (Guo and Yu, 2017; 

Suzuki et al., 2007; Zou et al., 2020).  

The governing equations for the fluid phase are the same as those in the TFM (Equation 

(2.11) and Equation (2.13)) for volume-averaged continuity and Navier-Stokes equations, and 

the governing equations for the solid phase are the Newtonian equations of motion 

(Equation(2.18) and Equation (2.19)). The coupling between CFD and DEM is done as shown 

in (Figure 2.8). Firstly, solid particles are located within each fluid computational cell for 

porosity/volume fraction calculations. Afterward, the fluid flow is resolved using the averaged 

Navier-Stokes equations and the continuity equations to estimate the new fluid position and the 

fluid forces acting on the solid particles. Following the calculation of the forces on solid 

particles, the DEM simulation is conducted, typically, with a time step smaller than that 

required for the CFD simulation to ensure stability. Finally, the updated positions and initial 

conditions of the solid phase are sent back to the CFD solver to start a new time step until the 

simulation time is satisfied. This is referred to as “one-way coupling”, where only the effect of 

fluid forces on the solid phase is considered but the effect of the solid phase on the fluid motion 

is neglected. To conduct two-way coupling, the exported positions and forces from the DEM 

solver to the CFD solver is used to solve for fluid motion one last time before closing a single 

time step.  
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Figure 2.8. A flowchart illustrating the solution process of coupled CFD-DEM simulation    

 

Since the time step required for DEM numerical stability is typically smaller than that 

used for CFD calculations (e.g., finite volume), the overall speed of simulation is governed by 

the DEM calculations. To have an insight into this issue, let us consider the DEM time step Δ𝑡 

as (Tsuji et al., 1992):  
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Δ𝑡 ≤ 𝜆√
𝑚

𝐾𝑛
    (2.22) 

where 𝜆  is a reduction factor to counteract the unphysical energy generation from the 

numerical approximation in the DEM solution, 𝑚 is the mass of the particle and 𝐾𝑛 is the 

normal stiffness of the solid particle. On the contrast, the stable time step for the CFD 

calculations can be determined using the Courant-Fredrich-Lewy (CFL) number (Courant et 

al., 1928; Zhao, 2017):  

 
Δ𝑡 ≤

Δ𝑥

𝜖|𝑢𝑓 − 𝑢𝑝|
    (2.23) 

where Δ𝑥 is the size of the computational mesh cell for the CFD calculations. From Equations 

(2.22) and (2.23), the value of 𝜆  is essentially smaller than 1/ 𝜖 . If we consider a typical 

analysis where the size of the computational cell is fairly larger than the particle size (e.g. 10 

times larger), we approximately state that Δ𝑥 > 10𝐷 , where 𝐷  is the particle diameter. 

Where the particle mass is related to the particle diameter by:  

 

𝐷 = √
6𝑚

𝜋𝜌𝑠

3

    (2.24) 

 

Δ𝑥 > 10√
6𝑚

𝜋𝜌𝑠

3

    (2.25) 

Now, for the sake of clarification, if we consider sand particles of 1 mm in diameter with a 

density of 2700 kg/m3 and normal stiffness of 2 × 105 KN/m, one can tentatively conclude 

that the stable time step for the DEM is nearly two orders of magnitude higher than that for the 

CFD. This conclusion is confirmed by (Zhao, 2017) from a parametric analysis involving DEM 

time step such that no unphysical kinetic energy is generated in the system on 1250 randomly 

packed particles with elastic interparticle and wall-particle collision. The stable time step 

obtained for the DEM computations was found to be two orders of magnitude higher than that 

of the finite volume scheme used in CFD computations.  

One of the drawbacks of the CFD-DEM model is the high computational cost associated 

with it. Despite its ability to capture the microscale interactions between fluid and solid phases, 

it takes extensive computational resources to perform such computations on a large scale. 

Hence, phenomenological scale simulations using CFD-DEM have not yet been successfully 

conducted. Reflecting on geotechnical applications, the previously mentioned contributions of 

the CFD-DEM model in geotechnical engineering have been successfully validated by 
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comparison either to experimental data or known analytical solutions. To get a perspective of 

this issue, modelling of internal erosion in earth dams might involve billions of DEM particles, 

the computational capacity needed to simulate is beyond the available resources. Moreover, if 

such extensive computational resources are available, carrying out such simulations will still 

not be feasible because it needs to be conductible within resources available for geotechnical 

engineers.  

Another challenge with the application of the CFD-DEM model is the process of 

assigning and implementing fluid-particle interaction forces. This process can be troubling 

because both the position and size of the particles can cause disrupted force distribution. For 

example, as shown in Figure 2.9(a), a particle can exist partially within a cell, which means 

that duplication will occur if the force is assigned according to the number of the particles in a 

cell as the particle practically exists in two or more cells (Hirche et al., 2019). In addition, the 

ratio between particle size and cell size may cause false estimation of the porosity. As shown 

in Figure 2.9(b), if the particle size is large compared to the cell size, porosity can be 

overestimated. Similarly, it can be underestimated in some of the neighboring cells. This 

condition, where particles are smaller in size than computational cells, is often referred to in 

the literature as “unresolved simulation” (Kloss et al., 2012). For unresolved simulation, the 

misplacement of particles can lead to inevitable errors in summing the forces over CFD cells. 

As this assignment essentially depends on the porosity or the volume fraction of the solid 

particles, the size of a computational cell should be fairly larger than the size of the largest solid 

particle such that errors due to porosity fluctuations and force assignment are minimized 

(Goniva et al., 2012; Hirche et al., 2019). A proper ratio between the cell and particle sizes as 

suggested by Kloss et al. (2012) is 10.  

It is important to note that the implemented fluid-particle interaction forces such as drag 

force are estimated for a single particle. Subsequently, for drag force as an example, the effect 

of surrounding particles on the drag is not considered (Zhu et al., 2007, 2008). Furthermore, to 

ensure that Newton’s third law is not violated (i.e., the forces posed by the fluid on particles 

and vice versa are equal in magnitude), the forces are computed for each particle in the cell and 

then summed to obtain the interaction force at the cell scale. The sum of forces estimated for 

single particles with no account for the effect of other particles will not give an accurate 

representation for interaction forces. Besides, the previously pointed issues with estimating the 

volume fraction may give misleading results for the interaction force. The only available way, 

so far, to overcome these issues is to conduct the calculations using a relatively finer mesh for 
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the fluid and obtain the forces on solid particles by integrating the shear stress over the surface 

of the particle. This approach eliminates the need for volume averaging and constitutive 

relationships in the first place and referred to as “resolved” modelling (Figure 2.10).   

 

Figure 2.9. Different possible configurations of solid particles within a computational cell 

with respect to particle size and position (adapted from (Hirche et al., 2019)) 

 

 

Figure 2.10. Illustration for resolved and unresolved numerical simulation for particulate 

flows and the porosity fluctuations in a control volume with respect to the number of particles.     

In resolved modelling, the CFD mesh cells are sized to be small compared to interparticle 

spacing (Pan et al., 2002). By considering the solid particles as moving boundaries (Hu, 1996), 



 

 

[28] 

 

the fluid-particle interaction forces can be obtained by integrating the shear stresses over the 

particle’s surface (Catalano et al., 2014). This approach can be practical when simulating 

relatively large bodies immersed in a fluid. However, for dense particulate systems involving 

a large number of particles with small interparticle spaces, the resolution of the simulation is 

most unlikely to be computationally feasible. Thus, the approach is seldom used for practical 

simulation and is rather used to refine the closure models for fluid-particle interaction forces 

(Wachs et al., 2018). This can also be seen in the multi-level hierarchy of multiscale simulations 

(Deen et al., 2007; van der Hoef et al., 2008; van der Hoef et al., 2006), where the very basic 

and most computationally expensive layer of the hierarchy is the direct numerical simulation 

used to obtain drag closures (Cook et al., 2004; Deen et al., 2007; Kruggel-Emden et al., 2016). 

In contrast to the case of unresolved modelling, where the overall efficiency of the simulation 

is dominated by DEM calculations, the efficiency of CFD computations becomes critical in 

resolved modelling. Thus, it is favourable in this case to use alternative and more efficient 

methods such as the Lattice Boltzmann Method (LBM) to simulate fluid flow.  

 Lattice Boltzmann Method (LBM) - DEM  

The Lattice Boltzmann Method (LBM) is based on the discretization of the Boltzmann equation 

in space, time, and velocity field (Cui et al., 2014). The early development of the method is 

known as the Lattice Gas Automata (LGA) (Hardy et al., 1976). Although this method is 

originated from the kinetic theory of dilute gases, the continuity and Navier-Stokes equations 

could be successfully recovered from it up to the second-order in time and space (Chen and 

Doolen, 1998; Cook et al., 2004). In the LBM, the fluid is represented by packets of mass with 

properties characterized by a density distribution function PDF to avoid statistical noises 

encountered previously in the LGA method. These packets reside at the nodes of a lattice mesh, 

as shown in Figure 2.11, and are allowed to move with prescribed velocity in the specified 

direction for each node to the neighbouring node (streaming). After the streaming of the packets, 

the packets/particles colliding at a node change velocity according to certain rules that ensure 

the conservation of mass, momentum, and energy before and after the collision.  
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Figure 2.11. Two and three-dimensional computational lattice mesh and the principal 

directions of streaming and collision. 

 

One of the most adopted methods for estimating and redistributing the particle velocities after 

collision is the Lattice Bhatnagar-Gross-Krook (BGK) single time relaxation model (Chen and 

Doolen, 1998), which is given as:  

 
𝑓𝑖(𝒙 + 𝒆𝑖Δ𝑡, 𝑡 + Δ𝑡) = 𝑓𝑖(𝒙, 𝑡) −

Δ𝑡

𝜏
(𝑓𝑖(𝒙, 𝑡) − 𝑓𝑖

𝑒𝑞(𝒙, 𝑡))      (2.26) 

where 𝑓𝑖(𝒙, 𝑡) is the probability density distribution of the fluid with velocity 𝒆𝑖 located at 

distance 𝒙  at time 𝑡 , 𝜏  is the relaxation time, and 𝑓𝑖
𝑒𝑞(𝒙, 𝑡)  is the equilibrium density 

distribution of the fluid. In Equation (2.26), the second term on the right-hand side resembles 

the collision of fluid packets, and the left-hand side of the equation represents the streaming 

phase, where the term (𝒆𝑖Δ𝑡) is the distance travelled by the particle in the direction of 𝒆𝑖. For 

a two-dimensional simulation, also known as the D2Q9 lattice model, there are eight non-zero 

velocity distributions at nodes 1-8, and a rest distribution at node 0 (see Figure 2.11) (Qian et 

al., 1992). For particulate flows, LBM can be coupled with the DEM by introducing a term for 

fluid-particle interaction as:  

 
𝑓𝑖(𝒙 + 𝒆𝑖Δ𝑡, 𝑡 + Δ𝑡)

= 𝑓𝑖(𝒙, 𝑡) −
Δ𝑡

𝜏
(1 − 𝐵) (𝑓𝑖(𝒙, 𝑡) − 𝑓𝑖

𝑒𝑞(𝒙, 𝑡)) + 𝐵Ω𝑖
𝑠  

   (2.27) 

where 𝐵 is a weighting function to account for the volume fraction of the solid phase (𝜖) and 

characterized by the nodal area occupied by the solid particles and the dimensionless relaxation 

time 𝜏∗ as:  
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𝐵(𝜖, 𝜏∗) =
𝜖 (𝜏∗ −

1
2)

(1 − 𝜖) + (𝜏∗ −
1
2) 

   (2.28) 

and Ω𝑖
𝑠 is known as the “bounce-back term” and is responsible for bouncing back the non-

equilibrium part of the distribution, Ω𝑖
𝑠 is given as:  

 Ω𝑖
𝑠 = 𝑓−𝑖(𝒙, 𝑡) − 𝑓𝑖(𝒙, 𝑡) + 𝑓𝑖

𝑒𝑞(𝜌, 𝒗𝑠) − 𝑓−𝑖
𝑒𝑞(𝜌, 𝒗)    (2.29) 

A remarkable advantage of the LBM is that it eliminates the need to solve the full Navier-

Stokes equations (volume-averaged for particulate flows), instead, it reduces to simpler local 

operations. This advantage makes LBM easier to program and therefore more efficient in 

conducting CFD calculations. As pointed by Satofuka and Nishioka (1999), the CPU time is 

reduced to half when LBM is used compared to the conventional CFD methods for the same 

grid size. However, it is important to keep in mind that in particulate flow simulations involving 

DEM, the majority of the computational load comes from the DEM part of the simulation. As 

shown in Figure 2.8, several DEM computations are conducted every time step for a single 

CFD computation because the stable time step of DEM is typically much smaller than this 

required for CFD (Zhao, 2017).  

The LBM-DEM has been used successfully applied in various simulations such as 

fluidized beds (Third et al., 2015) sand production (Han and Cundall, 2017), internal 

fluidization and erosion of soil (Cui et al., 2014), and surface erosion in soils (Tang et al., 

2017a; Tang et al., 2017b). However, the computational cost of this method for large-scale 

simulations is still questionable, because, as noted before, the DEM part of the computation 

remains critical in determining the overall computational cost of the model. This method is 

more efficient when very fine flow resolution is required as in the direct numerical simulations 

(Deen et al., 2007d; van der Hoef et al., 2008).  

2.4.3 Lagrangian-Lagrangian approach    

Throughout the previously discussed models, the fluid flow is always solved locally on a 

structured or unstructured grid. In contrast, the fully Lagrangian methods adopt trajectory 

tracking for both fluid and solid phases of particulate flows. One way to conduct such tracking 

is through a dynamically adaptive grid, where the gird follows the fluid particles/parcels 

throughout the calculation (e.g., Particle Finite Element Method (PFEM)). Alternatively, the 

fluid can be represented by a set of separate particles with no mesh structure (e.g., smoothed 

particle hydrodynamics (SPH) (Gingold and Monaghan, 1977; Lucy, 1977) and moving 
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particle semi-implicit (MPS) methods (Koshizuka and Oka, 1996)). The latter methods are 

often referred to as meshless/mesh-free or particle methods. Some other methods such as the 

Material Point Method (MPM) (Sulsky and Brackbill, 1991; Sulsky et al., 1995) involve the 

use of a computational grid for intermediate calculations, yet, it is overall considered as a 

particle method.  

Lagrangian tracking provides the advantage of accurately modelling highly convective 

flows, fragmentation, and free surface flows. This is because the errors associated with the 

discretization of the convective terms in the Eulerian solvers such as finite volume and finite 

differences no longer exist. However, particle tracking on a large scale, semi-implicit solutions 

that require solving Poisson’s equation for the pressure field, and dynamic mesh adaptations in 

the Lagrangian methods may results in higher computational cost as opposed to conventional 

mesh-based methods such as the Finite Volume Method (FVM). In the following section, we 

review the theoretical aspects, models, and applicability to geotechnical engineering of some 

of the major Lagrangian-Lagrangian models in the literature.  

 Smoothed Particle Hydrodynamics (SPH)  

Smoothed Particle Hydrodynamics (SPH) has been first developed in the field of astrophysics 

by Lucy (1977) and Gingold and Monaghan (1977). Later on, the method was extensively used 

in hydrodynamic modelling and computational fluid dynamics. In SPH, the fluid continuum is 

expressed as a set of separate particles that carry information about the flow field such as 

velocity and pressure. The motion of these particles is governed by conservation laws such as 

mass, momentum, and energy. The flow properties at one particle are obtained by the super-

positioning weighted properties of the surrounding particles within a smoothing length, ℎ, via 

a smoothing function known as the smoothing kernel 𝑊  (Figure 2.12). For instance, at a 

particle 𝑖, the value of a flow variable is the smoothed sum of the variable at a set of particles 

𝑗  that exist within the smoothing length 𝜅ℎ , where 𝜅  is typically taken as 2 (Bui and 

Fukagawa, 2013).  
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Figure 2.12. Illustration of particle representation as moving boundaries and the comparative 

cell size scale to interparticle spacing. 

 

For a particle 𝑖, an averaged property ⟨𝑓(𝑥)⟩𝑖 is expressed as:   

 

⟨𝑓(𝑥)⟩𝑖 = ∑𝑚𝑗
𝑓(𝑥)𝑗

𝜌𝑗
 𝑊(|𝒓𝑗 − 𝒓𝑖|, ℎ)

𝑁

𝑗=1

   (2.30) 

where 𝑁 is the count of particles that exist within the smoothing length, 𝑚𝑗 is the mass of 

particle 𝑗 , and 𝒓𝑖  and 𝒓𝑗  are the position vectors for particles 𝑖  and 𝑗  respectively. The 

gradient of ⟨𝑓(𝑥)⟩𝑖 can be estimated by applying Gauss’s theorem to the integral of ⟨𝑓(𝑥)⟩𝑖 

assuming full compact support (i.e., surrounding particles fully exist within a non-truncated 

sphere of radius 𝜅ℎ) as:  

 

∇⟨𝑓(𝑥)⟩𝑖 = ∑𝑚𝑗
𝑓(𝑥)𝑗

𝜌𝑗
∇ 𝑊(|𝒓𝑗 − 𝒓𝑖|, ℎ)

𝑁

𝑗=1

   (2.31) 

The continuity and Navier-Stokes equation in SPH framework is expressed as:   

 

(
𝐷𝜌

𝑑𝑡
)
𝑖
= ∑𝑚𝑗(𝒖𝑗 − 𝒖𝑖)∇𝑊(|𝒓𝑖 − 𝒓j|, ℎ)

𝑁

𝑗=1

   (2.32) 

 

(
𝐷𝒖

𝑑𝑡
)
𝑖
= −∑𝑚𝑗 (

𝑝𝑗

𝜌𝑗
2 +

𝑝𝑖

𝜌𝑖
2)∇𝑊(|𝒓𝑖 − 𝒓𝐣|, ℎ) +∑𝜫𝑖𝑗

𝑁

𝑗=1

+ 𝒇𝑏𝑖

𝑁

𝑗=1

   (2.33) 

where 𝜫𝑖𝑗 is the artificial viscosity term included to ensure the stability of the calculations 
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and 𝒇𝑏𝑖 is the body force acting on particle 𝑖. 𝜫𝑖𝑗 is expressed as (Cleary and Monaghan, 

1999):  

 

𝜫𝑖𝑗 =
𝑚𝑗(𝜇𝑖 + 𝜇𝑗)(𝒓𝑖 − 𝒓𝑗) ⋅ ∇𝑖𝑊𝑖𝑗

𝜌𝑖𝜌𝑗(𝒓𝑖 − 𝒓𝑗)
2 (𝒖𝑖 − 𝒖𝑗)    (2.34) 

where ∇𝑖𝑊𝑖𝑗 is equivalent to ∇𝑊(|𝒓𝑖 − 𝒓𝐣|, ℎ). More detailed discussion on the derivation 

and implementation of SPH original formulations can be found in (Gotoh et al., 2013).  

Over the past few decades, the SPH method has undergone several developments such 

as the projection-based velocity field decomposition (Shao and Lo, 2003), Higher-Order 

Laplacian formulation for pressure estimation (Khayyer and Gotoh, 2010), enforcing 

conservation of angular momentum (Khayyer and Gotoh, 2009), optimized particle shifting 

technology (Khayyer et al., 2017), higher order differential operators (Khayyer et al., 2009; 

Wang et al., 2019), enhanced hydroelastic coupled solver for fluid-structure interaction (FSI) 

(Khayyer et al., 2018a), and SPH with numerical diffusive terms δ-SPH (Marrone et al., 2011). 

The method was proven to be superior in accuracy compared to other mesh-based methods for 

free-surface and highly convective flows (e.g., wave breaking).  

 SPH-DEM 

In particulate flow modelling, working within a fully Lagrangian framework can be more 

computationally convenient as the previously encountered problems due to the unresolved 

simulation approach in the CFD-DEM is no longer adopted. Potapov et al. (2001) presented 

one of the earliest models for coupling SPH and DEM. In their model, the fluid-solid coupling 

was achieved by introducing so-called “artificial SPH particles” that are small enough to 

occupy the interparticle space. The flow of these particles evolves in the same manner as the 

rest of SPH particles while at the boundaries of solid particles a no-slip condition is enforced 

to ensure that artificial particles have the same velocity as the solid particles. The fluid-particle 

interaction forces are then estimated in a resolved manner, similar to DNS, by summing the 

exerted fluid forces on solids in a direction opposite to the flow, which can be expressed as an 

additional term added to Equation (2.33).  

Following the work of Potapov et al. (2001), Sakai and Maeda (2006) developed a three-

phase SPH-DEM model to simulate seepage failure under sheet piles considering three-phase 

flow (air, water, and soil). A multi-layer analysis approach was used, where each phase is 

modelled separately and then connected phases through constitutive models. The soil phase 
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was assumed to be elastic-perfectly plastic, and combining fluid and solid phases was done 

using the mixture theory (Biot, 1941). A different approach was presented by Robinson et al. 

(2014) and Kwon and Cho (2016) to conduct a two-way coupling of SPH and DEM using the 

volume-averaged Navier-Stokes equations using discretized fluid-particle interaction forces in 

SPH framework. More recently, coupled SPH and DEM was used to simulate solid-fluid flows 

involving free surface and large deformations (He et al., 2018; Tang et al., 2018; Wu et al., 

2016; Xu et al., 2019). In geotechnical and civil engineering applications, SPH-DEM has been 

used to model internal erosion and seepage flow (Gholami Korzani et al., 2017), transport of 

soil-water mixture and flow through porous media (Wang et al., 2016) and flow through porous 

media solely using SPH (Akbari and Pooyarad, 2020; Khayyer et al., 2018b), and soil 

liquefaction and lateral spread (Naili et al., 2005). In addition to coupling with DEM, SPH has 

also been used along with constitutive models for soils to model dynamic soil behaviour such 

as embankment failure (Bui and Fukagawa, 2013), seepage-induced dike failure (Zhang et al., 

2016), and soil liquefaction (Huang et al., 2011). The summary in Table 2.2 includes a 

comparison between different modelling methods highlighting the numerical approach, 

computational cost, relevant work and applicability in geotechnical and ground engineering. 

2.5 Modelling tools  

In order to carry out particulate flow modelling, the previously governing equations need to be 

converted to computer code. It is common that researches construct their own in-house codes 

such that the applications are tailored for a special case of analysis. However, building and 

debugging codes can be a time-consuming process and more importantly, optimizing the code 

may require skillsets that are not available for most of the civil engineers. Thus, a good 

knowledge of the available computational packages, either open-source or commercial, is 

essential to facilitate the modelling process and save time and effort. There are specific calibres 

for selecting the proper modelling tool such as the numerical methods deployed in the package, 

the robustness of the solver, and the computational efficiency of the solver. While commercial 

packages are often preferred for use in industrial applications because of the robustness of the 

solver and the existence of a Graphical User Interface (GUI), they allow for a small room for 

development. On the other hand, open-source software, despite being less convenient in terms 

of use, allow for development and implementing different physics of choice.  
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Table 2.2  Summary of particulate flow models and their numerical treatment and 

computational cost.  

Model  
Treatment of  

solid phase  

Treatment of  

Fluid phase  
Reference 

Applicability in 

geotechnical 

engineering 

Computatio

nal  

       cost  

TFM  Eulerian   Eulerian 
Anderson and Jackson (1967a) 

 
Limited             Low 

DPM  Lagrangian   Eulerian Vakhrushev and Wu (2013) Not applicable Moderate 

DDPM +KTGF  Lagrangian   Eulerian 
Dickenson and Sansalone (2009) 

 
Limited            Moderate 

MP-PIC  Lagrangian   Eulerian 
Andrews and ORourke (1996) 

 

Limited          

applicability 
Moderate 

CFD-DEM  Lagrangian   Eulerian 
Tsuji et al. (1993) 

 
Applicable  High 

LBM-DEM  Lagrangian   Eulerian 
Cook et al. (2004) 

 
Applicable  High 

MPM  Lagrangian   Eulerian 
Sulsky and Brackbill (1991) 

 
Applicable  

Moderate-

High 

SPH-DEM  Lagrangian   Lagrangian  
Potapov et al. (2001) 

 
Applicable  High 

MPS-DEM  Lagrangian   Lagrangian  
Sakai et al. (2012) 

 
Applicable  High 

PFEM  Lagrangian   Lagrangian    Idelsohn et al. (2004) Applicable  Moderate 

 

The modelling tools are seldom discussed in the major reviews on particulate flow 

modelling (e.g., Deen et al. (2007); van der Hoef et al. (2008); Zhu et al. (2007, 2008)). 

However, few summaries for the available modelling tools exist in literature within specific 

contexts such as pneumatic conveying (Ariyaratne et al., 2016, 2018), particulate flow in pipes 

(Zhou et al., 2019), and code parallelization (Norouzi et al., 2016). Although these reviews are 

not specifically catered to geotechnical engineering applications, most of the included tools 

have been successfully used to model geotechnical problems. For example, Guo and Yu (2017) 

used coupled COMSOL multi-physics and PFC3D software to evaluate different simulation 

methods, Shan and Zhao (2014) used LIGGGHTS and OpenFOAM to simulate the impact of 

granular material flow into a water reservoir, and Zou et al. (2020) coupled PFC3D with 

ANSYS Fluent to simulate the progression of internal erosion in gap-graded soils. In this 

section, we provide a summary of the available modelling tools for particulate flow modelling. 
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The tools are classified with respect to the numerical framework, as discussed in the previous 

section. Although the complete features of the computational packages are not reviewed here, 

the relevant literature in which these packages were used is provided for more information.  

 

Table 2.3. Summary of computational packages for particulate flow modeling. The packages 

marked with (OS) refer to open-source packages and those marked with (CO) are the 

commercial packages.  

method  Solid phase  Fluid phase  Description  
Relevant 

publications  

TFM  

MFiX® (OS) 
Multiphase (solid-fluid) solver based on the 

TFM model  

Fullmer and 

Hrenya (2018) 

OpenFOAM® (OS)  

twoPhaseEulerFoam solver  

Multiphase (fluid-fluid) solver with the 

option of KTGF for estimating the stresses in 

the solid phase  

Passalacqua 

and Fox (2011) 

CFD-

DEM  

PFC3D™ (CO)  

OpenFOAM® (OS) 
PFC3D code for DEM coupled with 

OpenFOAM and multi-physics COMSOL for 

fluid flow    

Zhou et al. 

(2019) 

  

COMSOL® (CO) 
Guo and Yu 

(2017) 

LIGGGHTS® (OS)   OpenFOAM® (OS) 
LIGGGHTS (developed from LAAMPS) for 

DEM coupled with OpenFOAM 

Shan and Zhao 

(2014) 

EDEM (CO) 
ANSYS Fluent ® 

(CO) 

EDEM software for DEM coupled with  

OpenFOAM and ANSYS Fluent for fluid 

flow  

 

Sousani et al. 

(2019) 

MFiX-DEM® (OS) 
Multi-phase MFiX code with DEM 

capability for the particulate solid phase 

Bakshi et al. 

(2018) 

DPMFoam  
OpenFOAM solver for multiphase Eulerian-

Lagrangian flows  

Fernandes et al. 

(2018) 

ESyS ® (OS)  OpenFOAM® (OS) 
DEM solver (ESyS and YADE) combined 

with CFD solver OpenFOAM  

Zhao et al. 

(2017) 

YADE ® (OS)  OpenFOAM® (OS) 
Chen et al. 

(2011) 

SPH LOQUAT (OS) 

Open-source software for SPH in 

geotechnical applications  

Peng et al. 

(2019) 
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In particulate flow modelling, the common practice is to link two computational 

packages, one for simulating the fluid phase and the other for simulating the solid phase. The 

reason for this is mainly because modelling tools are well-established for simulating the 

relevant physics of each phase. This is most effective in Eulerian-Lagrangian methods such as 

the coupling of CFD packages (e.g., OpenFOAM®
 and ANSYS Fluent®) with DEM packages 

(PFC3D™, EDEM™, and LIGGGHTS®).  Alternatively, a single computational package can 

be used for simulating both the fluid and solid phases such as MFiX® software. This is more 

common in the cases where the fluid phase and the solid phase receive the same numerical 

treatment (e.g., Eulerian-Eulerian or Lagrangian-Lagrangian). The summary provided in Table 

2.3 includes the available packages with respect to the numerical method, the type of the 

software, whether open source or commercial, and the relevant literature to each package. As 

can be seen from the summary, the CFD-DEM approach has the largest number of available 

modelling tools compared to the Two-Fluid Eulerian model and SPH Lagrangian model. The 

reason for this is related to the rapid development taking place in the fields of discrete element 

modelling and computational fluid dynamics, while development is receding on the side of the 

Two-Fluid Model and the Lagrangian models are still relatively new to the development 

compared to the other two methods.  

2.6 Working across scales   

Among the obstacles in particulate flow modelling to geotechnical problems is the issue of 

scale. Some of the models such as the Two-Fluid Model are less computationally expensive. 

However, the particle-fluid interaction in this sort of simulation is not resolved. Therefore, there 

is always a compromise between the level of detail that computations can capture and the 

computational cost. For example, the CFD-DEM modelling provides an accurate description 

of the interparticle and fluid-particle interactions that can be valuable to understand the 

mechanics of geotechnical problems like internal erosion and cavity evolution. In literature, it 

is common that the computational codes are verified using a benchmark problem or well-

established experimental results. Nonetheless, following the verification phase, the modelling 

is often applied to a problem at a laboratory bench scale or smaller. Indeed, in these studies, it 

is pointed out that the computational capacity does not allow for large scale computations. 

From the engineering perspective, this kind of simulations does not aid the design of new 

structures or assess the risk to existing ones.  

A few attempts have been carried out to overcome the high computational cost through 

upscaled models or multi-level modelling framework (Sakai and Koshizuka, 2009; van der 
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Hoef et al., 2006; Zhao, 2017). The upscaling process typically involves using larger elements 

(e.g., discrete element particles) that are relatable to the original and smaller system through 

certain relations. This can dramatically help reduce the computational cost of simulating large 

systems such as embankments since the computational load is assigned to significantly a 

smaller number of particles. However, it is important to note that using larger elements, such 

as large parcels of discrete element particles, comes at the cost of losing access to information 

pertaining to fine particles in the system. This can be observed in some problems such as 

landslide, where the front propagation of the landslide is mostly governed by the small particles 

in the landslide. It is then up to the researcher or engineer to decide whether upscaling the 

system is feasible in terms of the lost information or not. Therefore, it is important for 

practitioners and researchers to have a good understanding of the upscaling techniques to 

facilitate making such a decision. In this section, we review three upscaling techniques (i) 

multi-level closure system, (ii) coarse-grain model (parcelling), and (iii) hybrid Eulerian-

Lagrangian approach.  

 

 

Figure 2.13. Multi-scale modelling strategy (after van der Hoef et al. (2006)) 

 

2.6.1 Multi-level modelling strategy  

Using a multi-level modelling strategy was presented by van der Hoef et al. (2006), van der 

Hoef et al. (2008), and Deen et al. (2007). This strategy depends on obtaining closure models 

from smaller and more accurate models that can later be applied to larger and less 
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computationally expensive models. As can be seen in Figure 2.13, the base of the hierarchy is 

direct numerical simulation which is the most computationally expensive and accurate method. 

In fact, this technique is not novel to particulate flow modelling in general. For example, in 

CFD-DEM or LBM-DEM methods, the fluid-particle interaction forces are not resolved for 

each particle, rather averaged over the cell volume. Thus, drag closures from experimental or 

direct numerical simulations are often implemented to account for such forces in the 

simulations. Reflecting back on multi-scale modelling strategy, the same concept holds valid 

for larger scale problems.  

This modelling strategy, to our knowledge, has not been applied to any geotechnical 

engineering applications. This is mainly because the model was proposed for fluidized beds, 

specifically gas-solid simulations. Nonetheless, this concept is quite common in civil and 

geotechnical engineering and can be seen in design charts and tables obtained from more 

intricate and more computationally expensive simulations. Thus, adopting some high-fidelity 

calculations to obtain closures or constitutive relations for problems at a larger scale may be 

useful to geotechnical problems. Indeed, to do that, extensive computational resources should 

be employed. However, conducting such highly expensive simulations can provide a better 

understanding of the mechanics behind many geotechnical problems and help create more 

robust constitutive relations.  

2.6.2 Coarse-grained modelling  

In discrete element modelling, it is common to make use of larger grains or parcels of particles 

to reduce the computational load. Such larger grains are often resembled by clumps of soils or 

larger elements that not only reduce the computational load but also help make the simulation 

results more realistic. In particulate flow modelling, however, the use of larger grains becomes 

more complex as the upscaling or parcelling should conserve the fluid-particle interaction 

forces in addition to the interparticle forces which is only considered in DEM. The behaviour 

of lumped particles can vary significantly from the original system of smaller particles due to 

the different effects of forces on smaller particles. The same scenario is to be expected when 

performing particulate flow modelling as the fluid forces are expected to mobilize fine particles 

easily compared to larger ones. This becomes critical when conducting certain simulations such 

as suffusion because the priority is to capture the motion of fine particles and their fate within 

larger pores. For more dynamic applications such as debris flow, it might be useful to adopt 

using larger particles.  
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Figure 2.14.A schematic of the conservation of (a) translational and (b) rotational motion of 

the upscaled particles compared to the original set of particles.  

 

Sakai and Koshizuka (2009) proposed a model for upscaled computations of coupled 

computational fluid dynamics and discrete element modelling. The criteria behind their model 

involve preserving the same response of the large (upscaled) particle compared to the original 

smaller ones to the interparticle forces and fluid-particle interaction forces. As shown Figure 

2.14, the model is constructed such that the translational and rotational motion of the large 

particles are equivalent to those of the original set of smaller particles. The drivers of the motion 

can be interparticle forces, fluid-particle interaction forces, or any other external forces. For 

spherical particles, an upscaled particle of radius l larger than the original particles will have a 

volume that is l3. Thus, to preserve the same response of translational and rotational motion the 

two systems are related as (Sakai and Koshizuka, 2009):    

 1
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=
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𝑙𝒓𝑜 × 𝑙

3𝐹𝑜
𝑙5𝐼𝑜

=
1

𝑙
�̅̈�𝑜    (2.36) 

where 𝑚, 𝒙, 𝐼, 𝜃, and 𝑙 are the particle mass, position vector, moment of inertia, angular 

velocity, and the radius ratio between the coarse grain and the small grain, respectively. The 

subscripts 𝑐𝑔 and 𝑜 refer to the coarse grain system and the original system, respectively. In 

a similar fashion, the relations between the normal and tangential contact forces as well as drag 

forces are derived based on the volume upscaling ratio 𝑙3.  

The results of the coarse grain model were compared to the experimental results of three-

dimensional plug flow in a horizontal pipe of Konrad and Davidson (1984). The coarse grain 

model showed good agreement with the experimental results indicating the model’s capability 

of reproducing the same particle behaviour of smaller particles. However, although that Sakai 

and Koshizuka (2009) point out that the model significantly reduces the computational cost, 

the speedup of the model was not explicitly stated. It is notable that this model was developed 

for gas-solid type flows. Nonetheless, it should be applicable to combined liquid-solid flows. 

From a geotechnical perspective, although particle parcelling for DEM calculations in 

particulate flows is quite common, this upscaling technique is yet to be applied in geotechnical 

applications.  

2.6.3 Hybrid Eulerian-Lagrangian models  

The pure continuum models, such as the TFM, are by far the most computationally feasible 

compared to discrete models. The downside of using such models is that they do not provide 

access to some interstitial information such as the resolved motion of solid particles or the fluid 

in the vicinity. However, in most cases, such accuracy is only needed locally. This can be seen 

in many geotechnical applications, for instance, in debris flow the front position and destructive 

energy are of more interest than other regions, same for piping in earth dams where the detailed 

flow characteristics around the eroded paths are more important to obtain than other regions. 

Thus, a smart numerical scheme that combines the accurate discrete element and computational 

fluid dynamics models along with continuum modelling can help reduce the computational 

cost of the model and direct the accuracy to certain subdomains of interest.  

Hybrid Eulerian-Eulerian and Eulerian-Lagrangian models have been gaining attention 

recently because of their potential to allocate the computational load to specific subdomains. 

Such models typically utilize the TFM and DEM-CFD model interchangeably such that the 

overall execution time of the model is reduced. The model proposed by Hirche et al. (2019) is 
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an example of such computations. In this model, the authors introduce so-called pseudo 

Lagrangian particles that are included in the overall motion tracking but not in the DEM 

computations for collision and contact (Figure 2.15). Through the use of these particles, the 

domain can be tuned to use only a portion of the Lagrangian particles for the coupled DEM-

CFD calculations while the rest of the pseudo particles are shifted into Eulerian-Eulerian 

computations.  

 

 

Figure 2.15. A schematic showing the computational framework of combined Eulerian-

Eulerian and Eulerian-Lagrangian approaches.  

 

This model was used to simulate gas-solid flow in fluidized beds and verified by 

comparison with experimental data from Link et al. (2008). The model speedup could be 

doubled using a pseudo particle ratio of 50%, compared to seven-fold speedup when using a 

purely Eulerian approach. Other active attempts are being carried out to develop a robust hybrid 

model such as the Hybrid MFiX solver (MFiX). Indeed, performing computations for real-

scale systems requires more speedup than what is provided by this model. In addition, the 

development in hybrid models, to our knowledge, does not allow for a selective allocation of 

the computational load on a meaningful physical basis. In other words, a smarter model that 

can locally direct the precession and computational loads is yet to be developed.   

2.7 Outstanding challenges of particulate flow modelling in geotechnical engineering  

Particulate flow modelling can provide valuable data on several geotechnical applications that 

cannot be obtained through conventional methods or experiments. The main advantage lies in 

its ability to capture both microscale and macroscale mechanics of the system of the modelled 

systems. However, as pointed before, the computational cost of performing particulate flow 

computations on a scale that can serve the design and assessment processes is challenging. In 

addition to the computational cost, models that can describe complex systems and actual 
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boundary conditions still need to be developed. For example, most of the available literature 

on particulate modelling in geotechnical engineering use relatively small systems to test the 

developed models (e.g., Guo and Yu (2017); Shan and Zhao (2014); Zhao et al. (2017), and 

Cui et al. (2014)). These small models often contain a small number of particles that can be 

handled with the available computational resources; moreover, simple boundary conditions. 

The two most common boundary conditions are periodic boundary conditions and wall 

boundary conditions. In real-life applications, systems might have boundary conditions of 

loading, unloading, water draining, phase change, etc. This complexity is not often encountered 

in chemical engineering applications such as fluidized bed, for which most of the particulate 

flow models were developed. Thus, the geotechnical community needs to carry out its own 

development to tailor models that resemble tackled problems more accurately.   

Another outstanding challenge is to develop a multi-resolution framework for particulate 

flow modelling, such that different spatial resolutions can be included without compromising 

the accuracy of the simulation. The previously presented hybrid Eulerian-Eulerian Eulerian-

Lagrangian approach comes close to achieve this goal through tuning the pseudo Lagrangian 

particles. However, during the simulation process the resolution can only be globally set for 

the entire domain rather than incorporating multi-resolution for subdomains. In a recent study,  

Khayyer et al. (2019) proposed an adaptive multi-resolution MPS-based framework to simulate 

Fluid Structure Interaction (FSI) for elastic structures. The advantage of incorporating different 

spatial resolutions was found to help enhancing the efficiency of simulation while maintaining 

the intricacy of high-resolution simulations, as needed. As for particulate flow applications in 

geotechnical engineering, including robust multi-scale resolution can help enhance the 

simulation process for many systems that do not require refined spatial resolution for the entire 

domain, yet gives the advantage of accessing the information related to the micromechanics of 

the system. This can be particularly useful for modelling localized phenomena such as internal 

erosion.  

More challenges involve dynamic processes related to soils and rocks. In contrast to other 

applications such as pneumatic conveying and spouted beds where solid particles are mainly 

mono-sized, soil particle sizes in natural soils can vary significantly, even in a small sample. 

Along with variable particle size distribution, the cohesion between particles, cementing, and 

fragmentation of a single soil clump can further complicate the dynamics of particulate flow to 

a great extent. To tackle these issues, constitutive models that account for water existence, 

whether static or dynamic, need to be developed.  
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2.8 Summary and conclusions  

In this work, a comprehensive summary of the development and key challenges of particulate 

flow modelling were presented. The applicability and relevance of the existing particulate flow 

models to geotechnical applications were discussed. The key issues and challenges identified 

are:  

1. Particulate flow modelling, despite its complexity, is needed to gain a better understanding 

of several geotechnical problems such as failure mechanics of earth structures subjected to 

high hydrodynamic forces and debris flow.  

2. In the geotechnical field, such modelling is still underdeveloped and the existing literature 

mainly addresses small and elementary systems rather than actual structures (e.g., earth 

dams)  

3. The high computational cost of conducting coupled solid-fluid modelling and the 

complexity of boundary conditions in real-life applications are the major obstacles to 

develop computationally feasible large-scale models and to develop constitutive models.  

4. Robust upscaling techniques and multidisciplinary approaches are needed for closing the 

gap in this area of research and developing models directed for geotechnical engineers and 

researchers.  
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Preface to chapter 3  

 

The overwhelming computational cost of performing coupled particulate flow modeling 

remains one of the most outstanding challenges with performing such analysis on proper scale. 

Such scale can be as small as a bench scale experiment, yet extensive computational resources 

are needed to generate useful data. As the main source of this computational cost is the discrete 

treatment of every solid particle, it would then be of great advantage if such simulation can be 

carried out in a continuum setting using conventional mesh-based methods. This does not only 

reduce the computational cost within a given space, but also opens a way for model scalability. 

In this chapter, we explore the potential of the Two-Fluid Model to simulate sand erosion 

around a pressurized leaking pipe. Initially, model validation is conducted by comparing the 

model to available analytical solutions and experimental data. Following model validation, a 

parametric study was conducted to examine the effect of crack configuration and sand 

polydispersity.  
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 Chapter 3   

 

Continuum-Based Approach to Model Particulate Soil-Water Interaction: 

Model Validation and Insights on Internal Erosion
†
 

 

Abstract 

 

Resolving the interaction between soil and water is critical to understanding a wide range of 

geotechnical applications. In cases when hydrodynamic forces are dominant and soil 

fluidization is expected, it is necessary to account for the microscale interactions between soil 

and water. Some of the existing models such as coupled Computational Fluid Dynamics-

Discrete Element Method (CFD-DEM) can capture microscale interactions quite accurately. 

However, it is often computationally expensive and cannot be easily applied at a scale that 

would aid the design process. Contrastingly, continuum-based models such as the Two-Fluid 

Model (TFM) can be a computationally feasible and scalable alternative. In this study, we 

explore the potential of the TFM to simulate soil-water interactions in various flow conditions. 

The model was first validated by simulating an experiment involving upward water flow in a 

sand column and comparing the calculated results with analytical solution based on Darcy’s 

equation as well as predict the hydraulic instability of the analyzed flow. The model was then 

used to simulate the internal erosion of soil around a leaking pipe. The numerical results show 

decent agreement with the experimental data in terms of excess pore water pressure, 

fluidization patterns, and physical deformations in violent flow regimes. Moreover, detailed 

soil characteristics such as particle size distribution could be implemented which was 

previously considered a shortcoming of the model. Overall, the model’s performance indicates 

that TFM is a viable tool for the simulation of particulate soil-water mixtures.  

 

Keywords:  Pipe leakage, Two-fluid model; Soil fluidization; Internal erosion; Numerical 

analysis; Continuum modeling 

 

† A version of this manuscript has been published in Processes journal (2021).  
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3.1 Introduction 

The interaction between soil and water is fundamental to understanding the mechanical 

behavior of soils. The state of stresses in the soil depends, to a great extent, on the interaction 

between the soil particles and the water found within pores (e.g., seepage and consolidation). 

In civil and geotechnical engineering, the relationships governing water-soil interaction in 

static and quasi-static cases are well established. A key assumption adopted in the majority of 

these relations is that no significant deformations occur in the soil matrix such that Darcy flow 

is valid. However, in more dynamic cases when hydrodynamic forces become dominant (e.g., 

debris flow and internal fluidization) the soil integrity is most likely to be compromised and 

can no longer be characterized by conventional parameters such as hydraulic conductivity or 

permeability. In such cases, the need to carry out the analysis at the microscale level emerges, 

where accounting for the particulate nature of soil as well as the interaction forces between soil 

and water becomes necessary.  

One of the examples of these dynamic interactions, which is the main focus of this study, 

is the internal fluidization and erosion in the soil around leaking water mains. Water leakage 

under pressure can lead to the erosion of the surrounding soil and decrease in effective stresses. 

This, in turn, can result in soil softening threatening the water main and the nearby structures 

(Ali and Choi, 2019). Characterizing and predicting internal fluidization of soils can be 

particularly challenging considering the complex underlying physics that govern fluidization 

(Cui et al., 2014). These physics involve the interaction mechanisms, momentum transfer, and 

force balance between soil particles and water, or other fluids (Zhu et al., 2007). 

Micromechanical analysis has been widely adopted in fluidized beds, where fluidization is 

induced by gas or liquid injection through an opening (Deen et al., 2007; Ostermeier et al., 

2019; Tsuji et al., 1993). In ground engineering and earth structure, with a less controlled 

environment than that of fluidized beds, the analysis becomes more complex as the properties 

of soils such as cohesion and particle size variability come to play a major role (Suzuki et al., 

2007; Zou et al., 2020). Furthermore, if cyclic pressure is to be considered (e.g., hydraulic 

transient), more complex interactions are to be expected such as soil infiltration into the pipe 

accompanied by wash-out of soil particles in the vicinity of leakage.    

Analyzing internal fluidization requires access to information related to the 

micromechanics of the system and resolving the particle-fluid interaction. Several attempts 

have been made to investigate these interactions experimentally (Alsaydalani, 2010b; 

Alsaydalani and Clayton, 2014; van Zyl et al., 2013), numerically (Cui et al., 2014; Tang et al., 
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2017b), and using simplified analytical models (Montella et al., 2016; Vardoulakis et al., 1996). 

Given the limited flexibility of experimental and analytical solutions in obtaining microscale 

information and dealing with a wide range of initial and boundary conditions, numerical 

analysis is mostly adopted. The two most common approaches are pure continuum analysis and 

coupled discrete-continuum analysis. In pure continuum analysis, the solid and fluid phases are 

treated as a single continuum with collective properties that account for the presence of both 

phases (i.e., a mixture). Alternatively, the two phases are interpreted as inter-penetrating 

continua each representing a single phase such as the case of the Two-Fluid Model (TFM) 

(Anderson and Jackson, 1967a; Gidaspow, 1994; Kuipers et al., 1992). On the other hand, in 

coupled discrete-continuum analysis the solid phase receives a discrete Lagrangian treatment 

while the fluid phase is considered as a continuum. Examples for this type of analysis involve 

the coupled Discrete Element Model-Computational Fluid Dynamics (DEM-CFD) (Tsuji et al., 

1992) and Discrete Element Model-Lattice Boltzmann Model (DEM-LBM) (Cook et al., 2004).  

Although utilizing discrete methods such as DEM-CFD allows for a relatively more 

accurate representation of the soil-water coupling compared to continuum-based approaches, 

it comes at a high computational cost (Ibrahim and Meguid, 2020). On the contrary, coupled 

continuum modeling such as the TFM is much more computationally feasible with a code 

execution time of approximately 7% of that of CFD-DEM (Hirche et al., 2019). Thus, it allows 

for analyzing larger and more realistic systems and producing results that can be incorporated 

into conventional analysis needed for design and risk assessment. The model’s computational 

feasibility arises not only from its small execution time compared to discrete models but also 

from the flexibility in mesh refining that allows for directing the computational load to certain 

areas in the domain. This is particularly useful when dealing with large-scale systems where 

the mesh refinement might be required only locally.  The application of the TFM, however, 

has so far been limited to a few cases in simulating sediment transport and riverbed morphology 

(Chauchat et al., 2017; Cheng et al., 2017). Rigorous testing for the model’s potential to capture 

the basic characteristics of soil-water interactions is still needed.   

In this study, we aim to explore the potential of the continuum-based two-fluid model to 

simulate soil-water interaction in a variety of flow and soil conditions. Model validation is first 

performed to build confidence in the model’s performance by comparing the results with 

analytical solutions. Afterward, we investigate the model’s ability to simulate internal erosion 

due to an upward water jet (i.e., leaking pressure pipe). Different aspects such as the evolution 

of excess pore water pressure, fluidized zones, and the implementation of particle size 
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distribution are then discussed.  

3.2 Numerical Analysis 

The soil-water mixture is represented as interpenetrating continua of fluid and solids, each 

characterized by volume fractions of 
f and 

s for fluid and solids, respectively. To account 

for variations in soil particle sizes and subsequent interactions with the fluid phase, the solid 

phase can be further divided into a number (n) of sub-phases such that: 
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The governing equations for this mixture consist of the volume-average continuity and 

momentum equations proposed by Anderson and Jackson (1967a). The volume-averaging of 

the governing equations for the solid phase results in a fluid-like resemblance of the solid phase, 

hence the model is also known as the Two-Fluid Model (TFM). With the assumption that there 

are no mass flux sources or sinks, the locally averaged continuity equations are expressed as:  
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where f is the volume fraction of the fluid phase (e.g., porosity of saturated soil), f and 

si are the density of the fluid and ith solid phases, respectively, si is the volume fraction of 

the ith solid phase, v f   and vsi
 are the velocities of the fluid phase and the ith solid phase, 

respectively. For the fluid phase, the conservation of linear momentum appears in a similar 

form to that of a single-phase flow averaged by the fluid volume fraction. However, the 

outstanding difference is the inclusion of the particle-fluid interaction forces that accounts for 

the momentum transfer between the solid phase(s) and the fluid phase. The locally-averaged 

momentum equation for the fluid phase is given as:  
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where fp is the fluid pressure, f is the shear stress tensor of the fluid, g  is the gravitational 
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acceleration, and 
fsf  is the particle-fluid interaction force. The interaction forces can include 

a wide range of different forces depending on the scope of simulation (Ibrahim and Meguid, 

2020). For the interaction between soil and water in geotechnical engineering applications, 

buoyancy and drag forces are considered sufficient to describe the interaction forces. The 

particle-fluid interaction forces are expressed as:   

 

( )v vfs si f d si ff p F= −  − −    (3.5) 

where 
dF   is the momentum transfer coefficient. The first term on the right-hand side of 

equation (3.5) denotes the buoyancy force, while the second term is the drag force. Different 

expressions have been reported for the momentum transfer coefficient (Ergun, 1952; Syamlal 

and Gidaspow, 1985). Here, we adopt the drag expression proposed by Syamlal and Obrien 

(1988):   
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where pid is the average particle diameter of the ith solid phase, 
eR s

is the particle Reynold’s 

number of the ith solid phase, rsv is the terminal velocity of the ith solid phase as given by 

Garside and Aldibouni (1977), and dC is the drag coefficient (DallaValle, 1948):  
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The fluid shear stress tensor, under the assumption of a Newtonian fluid, is given as:   
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where f   and f   are the fluid’s shear and bulk viscosity, respectively, I   is the identity 

matrix, and fD  is the strain rate tensor such that:  

 

( )T1
v ( v )

2
f f fD =  +     (3.9) 



 

 

[51] 

 

Similar to the description of fluid motion, the momentum equation of the solid phase is given 

as:   
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where 
sp  is the equivalent solid pressure resulting from particle contact and collision, and 

s is the shear stress tensor of the solid phase. It is important to note that the last term on the 

right-hand side of equation (3.10) is essentially equal to that in equation (3.4) in magnitude and 

opposite in direction such that Newton’s third law of motion is not violated.  

 

 

 

 

Figure 3.1.A schematic illustration of the plastic/frictional and viscous flow regimes in the solid 

phase. 

 

The fluid-like representation of the solid phase in equation (3.10) requires equivalent values 

for the pressure field, shear viscosity, and bulk viscosity similar to those of the fluid phase. 

However, obtaining these equivalent values is not as straightforward considering the inherently 

discrete (particulate) nature of the solid phase. Therefore, closures are needed to express the 

behavior of the solid phase (e.g., contact pressure and collision) in terms of continuous pressure 

and viscosity. One of the most adopted approaches to achieve this is the Kinetic Theory of 

Granular Flow (KTGF) (Ding and Cidaspow, 1990; Gidaspow, 1994; Lun et al., 1984). Before 

incorporating the KTFG to obtain the needed closures, we first need to identify two main 

granular flow regimes (i) plastic or frictional flow and (ii) viscous flow (Figure 3.1). In the 

plastic flow regime, particle contact forces are dominant which is suitable for capturing the 
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behavior of static or quasi-static systems where no significant deformations take place. In the 

viscous flow regime solid particles are considered to be in a state of fluidization, that is, 

particles are no longer in contact, and their movement is only affected by collisions and 

interaction between the particles and the surrounding fluid. 

In contrast to Discrete Element Modeling, the particle contact cannot be identified 

explicitly due to the averaging technique adopted in continuum modeling. Thus, there needs to 

be a porosity threshold that separates the frictional regime from the viscous regime. This 

threshold is set to be slightly less than the initial packing volume fraction, *

s , at which the 

granular assembly is assumed to be in a static condition. For volume fractions greater than or 

equal to *

s , the plastic regime is assumed to be in effect (marked with the superscript p ), 

otherwise the viscous solid regime is valid (marked with the superscript v  ). Under these 

conditions, the shear stress tensor of the solid phase is given as:  

 

( )2 tr Iv v v

si si si si siD D  = +    (3.11) 

 

1 1 12p p

s s sD =    (3.12) 

where v

si  and v

si  are the shear and bulk viscosities of the ith solid phase in a viscous flow 

regime, T1/ 2 v ( v )si si siD  =  +   is the strain rate tensor of the ith solid phase, and 1

p

s  is the 

shear viscosity of the first solid phase in plastic flow regime. A summary of the expressions for 

the pressure field, and shear and bulk viscosities is given in Table 3.2 following the formulation 

of  Schaeffer (1987) and Jenike (1987). In Table 3.2   denotes the granular temperature, 

2510A = , 10n = ,  is the angle of internal friction of the granular assembly, and 
( )2

sD
I is the 

second invariant of the strain rate tensor. The evolution of the granular temperature is given as 

(Gidaspow, 1994):  

( )
1 1 1 1

3 3
v : v

2 2

n n n n

si si i si si i si s s si i fi ij

i i i j
j i

p q
t

        

= = = =


 
   +   = − + − − + +

 
  

    (3.13) 

where i   is the rate of granular energy dissipation due to particle collision, q  granular 
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energy flux, 
fi  is the rate of energy transfer between the ith solid phase and the fluid phase, 

and 
ij is the rate of energy transfer between the ith and jth solid phases. In this research, the 

open-source code  (MFiX) is used to carry out the numerical simulation incorporating the 

above governing equations. Additional details on the theoretical background and the numerical 

implementation can be found in Syamlal et al. (1993).  

 

Table 3.1. The expressions for solid pressure, shear viscosity, and bulk viscosity of the solid 

phase after Jenike (1987) and Schaeffer (1987).  

 

 Viscous regime Plastic regime  
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v
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si si f fp A  = −  

s  
3
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f fp
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I
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

−
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2

v

si i si iK =   - 

 

3.3 Model validation 

The utilization of continuum-based models to capture the micromechanics and hydrodynamic 

behavior of soil-water mixtures has been quite limited and rigorous validation of the model in 

the context of this study is, therefore, needed. Examples for the application of this approach 

include the work of Chauchat et al. (2017) and Cheng et al. (2018) on sediment transport and 

Tang et al. (2017b) on soil erosion due to upward injection. Despite the decent agreement 

reported by these studies with experimental observations, the model’s ability to describe the 

basic soil-water interactions and transitions remains questionable. For instance, it is of great 

interest to test the model’s ability to simulate simple seepage problems (e.g., Darcy flow) as 

well as the transition to hydraulic instability resulting from excessive pore water pressure.  

 The validation setup used in this study consists of a prismatic rectangular saturated sand 

column with a height of 0.41H =  m and width 0.2b =  m connected to a constant head tank 

that provides water at the bottom of the sample (Figure 3.2). The head difference between the 

water in the tank and the bottom of the sand column is wh  such that wh H . The pressure at 
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the top of the sand column is always set to atmospheric pressure to ensure that two-dimensional 

upward pressure is induced. A boundary condition of 0sv =   is imposed in the direction 

normal to the base of the sand column to ensure that sand does not move out of the system (i.e., 

replicating the control screen at the bottom). The sand is assumed to consist of mono-dispersed 

spherical particles with a diameter of 1 mm. The simulation is carried out for different values 

of upstream pressure 
u w wp gh=   (applied pressure at the base of the sand column). A 

summary of the simulation parameters is provided in Table 3.2.  

 

 

Figure 3.2. A schematic for the problem setup of Darcy flow simulation 

 

Under low upstream pressure values (e.g., 5kPa), the soil matrix is expected to maintain its 

integrity and Darcy’s law is assumed to be valid. The water steady-state velocity in the sand 

column velocity, v , is given as:  

 

f

w

k
v p


= −     (3.14) 

where k  is the permeability of the sand and w is the viscosity of water. As the water pressure 

gradient, fp  , increases, the excess pore water pressure increases. At the point where the 

applied upstream pressure is equal to the total stress at the bottom (i.e., effective stress is zero), 

hydraulic instability will be initiated and the sand will start moving upward. The minimum 
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pressure to initiate fluidization, 
instp , can be expressed as:   

 

( )1inst w f s fp Hg G   = − +
     (3.15) 

where 
sG  is the specific gravity of the sand. For the parameters considered for the validation 

system, the minimum pressure to cause instability is approximately 8.2 kPa.  

 

Table 3.2.  Summary of simulation parameters for Darcy flow simulation 

 

Column 

width 

(m) 

Column 

height 

(m) 

Fluid density  

(kg/m3) 

Solids 

density  

(kg/m3) 

Initial 

porosity 

[-] 

Applied upstream  

pressure (kPa) 

0.2 0.41     1000 2700 0.39 5, 5.5, 6, 6.5, 7 & 7.5 

 

The results obtained for the case of steady-state water velocity for a range of upstream 

pressure values is shown in Figure 3.3. Water velocity is plotted along with values predicted 

from Darcy’s equation using Hazen’s and Kozeny-Carman’s empirical formulas to calculate 

the permeability of sand. The velocity predictions from the two-fluid model show a good 

agreement with those from Darcy’s equation. However, some slight deviation from Darcy’s 

equation is noticed as the upstream approaches the limit of the fluidization pressure. The 

velocity values are further compared to the predictions from Ergun’s equation (Ergun, 1952) 

to test if the cause of this deviation arises from nonlinearity in the relation between velocity 

and pressure. The comparison shows that the nonlinearity between velocity and pressure does 

not have a significant effect that the deviation can be attributed to. Nonetheless, the fact that 

the TFM-predicted velocities nearly fall on a straight line indicates that the model slightly 

overestimates the permeability of the sand. This is most likely to be a result of using mono-

dispersed particles rather than including a realistic particle size distribution.  
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Figure 3.3. A comparison between the superficial velocity estimated by the TFM, Hazen’s 

equation (C=1), and Kozeny-Carman equation. 

 

 

Figure 3.4. Pressure distribution along the centerline of the soil sample for upstream pressure 

values of 5, 5.5, 6, 6.5, 7 and 7.5 kPa.  

 

At steady-state, the water pressure gradient should be constant, that is, the pressure 

distribution follows a straight line connecting the upstream pressure to zero at the top 

(atmospheric pressure). Figure 3.4 shows the pressure distribution from the simulation plotted 

along with linear pressure distribution. For all upstream pressure values, under the fluidization 

limit, the pressure distribution perfectly aligns with the linear pressure distribution. This can 
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be deduced from the momentum equation for the fluid phase (Equation (3.4)) by setting the 

temporal and spatial variations in velocity to zero and accounting only for the buoyancy in the 

interaction forces. Although the results shown in Figure 3.4 seem to be inherent to the model, 

it demonstrates the ability of the model to accurately calculate the interaction forces and detect 

the state of fluidization in terms of maintaining constant porosity.  

 

 

 

 

Figure 3.5.  Evolution of (1) Water velocity and (2) porosity across the soil sample in the 

case of hydraulic instability (pu = 8.2 kPa) at times 0.5, 0.8, and 1.1 seconds. 
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Figure 3.6.  Pressure distribution along the centerline the soil sample in the case of hydraulic 

instability (pu = 8.2 kPa) at times 0.5, 0.8 and 1.1 seconds. 

 

 

 

Figure 3.7.  Porosity distribution along the centerline the soil sample in the case of hydraulic 

instability (pu = 8.2 kPa) at times 0.5, 0.8 and 1.1 seconds. 

When the upstream pressure is increased to 8.2 kPa, the water starts to push the sand 

upward as hydraulic instability is initiated. This could be seen through the simulation results in 

Figure 3.5 where a transient flow state is observed. The results show an initial uniform lifting 
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of the sand column base accompanied with an increase in water velocity, which is 

approximately constant in the purely water-filled region as the system approaches a pipe flow 

condition. As the water propagates, dead zones at the bottom right and left corners of the sand 

columns are observed, where water velocity is relatively low and traces of sand remain even 

after the water has moved to the top of the sand column. This is a result of the sharp inlet 

geometry as the streamlines of water will curve around the right and left edges creating local 

stagnation regions at both corners. The build-up of pressure and evolution of porosity are 

shown in Figure 3.6 and Figure 3.7. It can be observed that the pressure gradient increases 

significantly in the water-filled region compared to the regions where soil still exists. This 

aligns with the observations from the porosity plot (Figure 3.7), where the pressure distribution 

is linear where porosity equals 1, and transitions nonlinearly until the region where the soil 

porosity becomes the same as the initial porosity. Overall, the model demonstrates the ability 

to capture the fundamental flow characteristics of soil-water mixtures as well as flexibility in 

identifying and dealing with flow regime transition.   

3.4 Simulation of internal soil erosion around leaking pipes  

Internal soil fluidization and erosion can happen in the vicinity of leaking buried pipes due to 

local pressure increase and rapid water flow within the surrounding soil (Figure 3.8). When 

fluidized, the soil loses some or all of its shear strength (i.e., liquefied) due to the increase in 

pore water pressure. This can compromise the soil integrity, and strength and ultimately leads 

to softening, volume loss and the formation of sinkholes (Ali and Choi, 2019; Karoui et al., 

2018). Approaching the problem of internal erosion around a leaking source is particularly 

challenging to detect since the compromised soil is not visible in contrast to backward erosion 

resulting from high exit gradients (Alsaydalani, 2010b). From a theoretical point of view, the 

problem poses further challenges to accurately determine the velocities and pressure in the 

vicinity of an orifice with exit blockage. Moreover, it is numerically and theoretically 

challenging to capture the transition between initial seepage flows and potential fluidization 

that may occur at high inlet pressure.  

A few studies attempted to numerically tackle the problem of internal soil fluidization 

due to upward water jet using various methods such as the coupled Lattice Boltzmann Method-

DEM (LBM-DEM) simulation (Cui et al., 2014; Tang et al., 2017a), continuum-based models  

(Tang et al., 2017b), or using simplified analytical techniques (Montella et al., 2016). A few 

issues, however, still need to be addressed to be able to practically incorporate these models in 

real-life problems. For example, in LBM-DEM simulations relatively small systems are often 
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adopted in order to avoid the high computational cost. For continuum-based modeling and 

semi-analytical models, the flexibility of the model to capture flow transitions with realistic 

boundary conditions as well as incorporating soil characteristics (e.g., particle size distribution) 

remains questionable.  

 

 

Figure 3.8.  Schematic diagrams of soil fluidization in the vicinity of a leaking pressure 

pipe: (a) Illustration of the formation of internal fluidization; (b) A conceptual representation 

of the fluidization parameters around the aperture.   

 

Alsaydalani and Clayton (2014) carried out an experimental investigation of the internal 

fluidization of sand due to water injection from a rectangular slot, which can be fairly 

represented by a two-dimensional simulation. A similar investigation was carried out by van 

Zyl et al. (2013) using a circular orifice opening at the inlet instead of a rectangular slot. In this 

study, we limit our numerical investigation to a two-dimensional case, however, a three-

dimensional simulation should be doable using the same governing equations and numerical 

tools reported in this study.  

The experimental setup proposed by Alsaydalani and Clayton (2014), which is adopted 

for simulation in this study, consists of a box filled with submerged silica sand (sand bed) 

subjected to water injection at the bottom similar to that shown in Figure 3.8. Water is injected 

at controlled pressures provided by a small pump through the rectangular slot opening, while 

flowrates are calculated from the water volume collected from the overflow at the top. Probes 

to measure the excess pore water pressure are placed along the centerline of the box and 

connected to sight-tubes to measure the development of excess pore water pressure throughout 
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the experiment. Snapshots of the deformation of the sand bed are taken throughout the 

experiment to monitor the surface heave, the extent of the fluidized zone, and the patterns of 

sand boiling at high flowrates. For the numerical simulation considered in this study, the height 

of sand inside the box is set to 0.3 m and width of 0.6 m. Sand is considered to be 

monodispersed with an average particle size of 0.9 mm and a slot opening of 0.62 mm. A 

summary of simulation parameters is provided in Table 3.3.  

 

Table 3.3. Summary of the experimental parameters (Alsaydalani and Clayton, 2014) 

Bed 

width 

(m) 

Bed 

height 

(m) 

Orifice  

size 

(mm) 

Fluid 

density  

(kg/m3) 

Solids 

density  

(kg/m3) 

Initial 

porosity 

[-] 

Applied 

upstream  

pressure (kPa) 

0.6 0.3 0.62 1000 2680 0.35 10, 27, 60 &190 

 

Initially, the system is set up with a fluid volume fraction of 0.38, which is higher than 

the desired porosity prescribed in the experiment 0.35f =  to allow for interparticle forces 

to properly develop as solid packing occurs. Afterward, the solid particles are left to settle down 

to the prescribed volume fraction of 0.65 such that the total height of the silica sand submerged 

underwater is 0.3 m. After the particles have settled such that interparticle forces have properly 

developed and no initial motion is detected in the sand bed, water is injected at constant 

upstream pressure applied at the slot opening. Here, we chose to impose pressure boundary 

conditions instead of the velocity boundary condition adopted by Tang et al. (2017b). This is 

not to only align with the experimental procedure but also to provide a practical aspect to the 

simulation parameters. In the case of a local pressurized leakage, there would be many 

uncertainties related to estimating the leakage velocity, such as the size of the rupture and the 

soil conditions in the vicinity of the opening. On the other hand, the upstream pressure at the 

leakage condition could be easily determined from the pipe hydraulics. The boundary pressure 

values considered here are 10, 27, 60, and 190 kPa.  

 

 

3.5 Results and discussion  

The results of the numerical analysis, including excess pore pressure, flowrate, and the onset 
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of sand boiling, are summarized below.  

3.5.1 Excess pore water pressure and fluidized zone 

The excess pore water pressure, represented by the difference between the calculated dynamic 

pressure and the initial hydrostatic pressure, are shown in Figure 3.9. The results show a good 

agreement with the experimentally reported values in terms of the magnitudes and distribution 

pattern of excess pore water pressure. At low upstream pressure (e.g., 10 kPa), pressure build-

up is observed in the vicinity of the location of injection. This build-up of pressure continues 

until it is large enough to mobilize the sand particles creating a small fluidized zone around the 

injection slot. Following fluidization, a drop in the pressure is observed in the fluidized zone 

which indicates pressure relief accompanied by a movement of the peak of excess pore water 

pressure to the top of the fluidized zone where the soil is still intact. This is consistent with the 

porosity distribution shown in Figure 3.11 as the porosity peaks to 0.9 near the location of 

injection. It is also observed that the peak porosity value is not located right after the inlet but 

rather shifted upwards before it declines again and drops sharply at the end of the fluidized 

zone. This can be interpreted as particles rearranging under gravity (i.e., soil self-healing) near 

the boundaries of the mobilized zone.  

 

 

Figure 3.9.  A comparison between the pressure distribution along the bed centerline from 

TFM simulation and the experimental results from Alsaydalani and Clayton (2014) for 

upstream pressures of 10, 27, 60 and 190 kPa and orifice opening of 0.62 mm.  
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Figure 3.10.  A comparison between the predicted initiation of fluidization and from the TFM 

simulation and the experimental data.  

 

 

Figure 3.11.  Porosity distribution along the bed centerline for upstream pressure values 10, 

27 and 60 kPa.  

 

The upstream pressure required to initiate fluidization reported by Alsaydalani and 

Clayton (2014) is approximately 100 kPa at a distance of 10 mm from the inlet and is 

characterized by the occurrence of a pressure drop at 53 mm from the inlet. In the current 

analysis, however, the occurrence of the first pressure drop is observed at upstream pressure of 

27 kPa and a distance 11.3 mm from the inlet (Figure 3.10). Although this pressure seems to 

be much lower than that measured in the experiment, it is noted that the experimental excess 

pore water pressure data is measured using probes, of which, the lowest is placed at a height of 
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10 mm and 53 mm from the inlet. At the inlet location, however, pressure measurements are 

not available as placing a probe at the inlet will block the flow. Therefore, experimental 

detection of pressure drop initiation can only be obtained by comparing the first two probes, 

while pressure variations near the inlet are not accounted for. It is also observed that, above the 

location of the first probe, the simulation results seem to agree quite decently with the 

experimental data (Figure 3.10). This suggests that fluidization had already started at an 

upstream pressure of 27 kPa but was not captured due to limitations in pressure measuring 

tools, where the pressure drop is reported exactly at the same distance of the second 

measurement probe. This is confirmed by the good agreement observed between the simulation 

and the experiment at upstream pressure of 190 kPa at which the pressure drop occurs above 

53 mm from the inlet location. A more important implication of the results is that the 

fluidization can happen within a limited domain around the location of the leakage. Although 

this is hardly observable at a relatively short distance from the leakage source, the increase in 

excess pore water pressure affects the entire sand bed, implying a significant reduction in 

effective stresses and shear strength of the soil.     

3.5.2 Flowrate  

Flowrate is calculated for each upstream pressure boundary value upon achieving a steady-

state flow similar to that followed in the experiment. It is obtained by multiplying the inlet 

velocity by the width of the slot as for two-dimensional simulation. The results for flowrate 

compared to the experimental results are shown in Figure 3.12. The results show an overall 

good agreement with the experimental values at upstream pressure values of 10 kPa and 60 

kPa. The maximum deviation in flowrate between the numerical and the numerical result is 

approximately 7%, and is observed at upstream pressure of 27 kPa. Interestingly, both the 

experimental data and numerical simulation indicate a relatively high increase in flowrate 

beyond 27 kPa which, again, suggests that fluidization had happened at a much lower pressure 

than experimentally reported.  

3.5.3 Sand boiling at high inlet velocities  

Another important aspect of the model’s performance that is tested here is its ability to capture 

high deformations and fragmentations. An example of this is sand surface boiling as a water 

jet of high velocity penetrates through the sand bed. The experimental results reported by 

Alsaydalani (2010a) include a qualitative description of surface boiling in a shallow sand bed. 

The experimental setup and simulation parameters are the same as those used previously except 
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for the sand bed height and slot opening that are reduced to 150 mm and 0.33 mm, respectively.  

 

Figure 3.12.  A comparison between the flowrates at steady-state flow from TFM simulation 

and the experimental results of Alsaydalani and Clayton (2014). 

 

Figure 3.13. A comparison between the simulated sand boiling and the experimental 

photographs (Alsaydalani, 2010a) for flowrates (a) 700 l/h, (b) 900 l/h and (c) 1200 l/h for bed 

height150 mm and orifice opening 0.33 mm. 

In this simulation case, a velocity boundary condition is imposed at the inlet to reproduce the 
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displayed at the instant of water jet penetration out of the sand surface.  

The results in Figure 3.13 show the physical deformation of the sand bed compared to the 

photographs taken for the corresponding inflow values in the experiment. It can be seen that 

the model could capture the basic characteristics of the bed deformation to a good extent. At 

inlet flowrates of 700 l/h and 900 l/h, the central plunging zone and the soil heave on both sides 

could be well-replicated by the model. The same behavior is also observed in the case of inflow 

of 1200 l/h; however, the model was not able to replicate the sand fragmentation around the 

central plunge. This shortcoming stems from the numerical diffusion involved with the 

discretization of the convective acceleration terms. 

3.5.4 The effect of polydispersity   

Polydispersity is an essential aspect that should be considered in conducting microscale 

analysis of granular soils. It is difficult to implement the variations in particle size distribution 

of soil when continuum-based approaches are adopted. This is mainly because of the volume 

averaging techniques that account for the effect of particle size implicitly as contributing 

factors to the interparticle and particle-fluid interaction forces. However, when the governing 

equations are written in terms of multiple solid phases as presented in this study, accounting 

for polydispersity becomes possible through assigning various particle sizes to the division of 

solid sub-phases. The sum of volume fractions of the fluid phase and the solid phases should 

sum up to 1 as per Equation 3.1).  

The numerical results presented so far in this study only consider mono-dispersed 

granular soils. Although the effect of particle size variations has been reported both 

experimentally and numerically (Alsaydalani and Clayton, 2014; Tang et al., 2017b), uniform 

particle size was always used for each simulation case. This uniform particle size is 

characterized by an average value or more precisely the 50th percentile of particle sizes (D50). 

The outstanding question is how representative this uniform value is of a granular assembly, 

especially with different assemblies that share the same D50. To answer this question, three 

different particle size distributions (PSD1, PSD2, and PSD3) are synthesized such that they all 

have the same D50 (Figure 3.14). The particle size distributions are designed to represent three 

different soil types. The distribution PSD1 represents a well-graded soil with particle diameters 

ranging from 0.5 to 3 mm. The distribution PSD2 is also well-graded, however, a narrower 

range of particle sizes to mimic fine sand. The same particle size range of PSD1 is used for 

PSD3 but instead, it is characterized by two particle sizes of 0.5 and 3 mm to represent gap-

graded soil. Three cases were conducted using the same system described earlier for the three 
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particle size distributions with a slot opening of 3 mm. At the inlet boundary, a water jet of a 

constant velocity of 3 m/s is set. The inlet velocity is set to be relatively high such that water 

jet penetration through the entire bed is achieved.  

 

Table 3.4. The diameter and volume fraction allocated for particle size distributions PSD1, 

PSD2, and PSD3 for overall porosity of 0.4.  

 

 PSD1  PSD2 PSD3 

  
Diameter 

(mm) 

Volume 

fraction 

Diameter 

(mm) 

Volume 

fraction  

Diameter 

(mm) 

Volume 

fraction 

Solid 1  0.5 0.153 0.85 0.153 0.5 0.288 

solid 2  0.9 0.147 0.9 0.147 0.9 0.012 

solid 3  1.2 0.153 1 0.153 1.2 0.012 

solid 4  3 0.147 1.5 0.147 3 0.288 

 

 

 

Figure 3.14.  Synthesized particle size distribution curves with D50 = 0.9 mm to examine the 

effect of particle size distribution. 
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Figure 3.15.  Porosity distribution over the sand bed at times 0.5, 0.8 and 1.1 seconds for 

particle distributions (a) PSD1, (b) PSD2 and (c) PSD3.  
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Figure 3.16.  Water velocity distribution over the sand bed at times 0.5, 0.8 and 1.1 seconds 

for particle distributions (a) PSD1, (b) PSD2 and (c) PSD3 
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Figure 3.17.  Water Pressure distribution over the sand bed at times 0.3, 0.5 and 1.5 seconds 

for particle distributions (a) PSD1, (b) PSD2 and (c) PSD3.  

 

The evolution of porosity and velocity distributions across the sand bed is shown in 

Figure 3.15 and 16. Fundamental differences can be seen in the physical deformation of the 

bed and the velocity field. For PSD2, where well-graded fine particles exist, fast propagation 

of the water jet is observed with a narrow fluidization zone and minimal lateral spread. For 

PSD1 and PSD2, where larger particles appear to be more dominant, slower propagation of the 

water jet is observed with a wider lateral spread of fluidization. The width of the fluidized zone 

is maximum in PSD3, which represents gap-graded soils with the largest portions of both fine 
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and coarse particles of all three distributions. Although it is evident that the three distributions 

display different behavior, it is not clear what is exactly the underlying parameter. Tang et al. 

(2017b) attribute the slow jet propagation when large particles are dominant to an increase in 

soil permeability that helps to dissipate the excess pore water pressure. This might be valid for 

mono-dispersed systems, however, a quick look at the evolution of pressure field in Figure 3.17 

shows no major differences between the three particle size distributions. One possible reason 

for the differences in behavior is the wash-out of finer particles as they are easier to mobilize. 

This aligns the lateral spread observations under nearly the same pressure distribution, 

especially that a full cavity was not developed, rather a region of higher porosity. Another 

interesting observation is seen in the velocity field that is the development of a trapezoidal-like 

wedge that characterizes the mobilized zone. This is consistent with the assumption of Cui et 

al. (2014) in their analysis for the critical inlet velocity. However, the breadth of the wedge is 

found to depend also on the particle size distribution, and therefore a modifier should be 

implemented to account for such variation if a single-values particle size is to be used.  

3.6 Conclusions  

Continuum-based modeling is seldom applied to coupled microscale simulation of coupled 

soil-water mixtures. In this study, we presented a model validation as well as a series of 

numerical simulations to test different aspects of the model’s performance and limitations. The 

following conclusions can be identified:  

1. The numerical results presented show the model’s capability to capture the basic flow 

characteristics of soil-water mixtures as well as transitions in flow regime.  

2. The model could successfully reproduce the evolution of internal soil fluidization due to 

local leakage.  

3. More violent flows were also decently captured. However, a shortcoming is the model’s 

inability to capture soil fragmentation accurately due to numerical diffusion.  

4. Polydispersity could be successfully implemented and the simulation results suggest that 

using a mono-dispersed assembly is not sufficient to describe the soil-water properly.  

5. Overall, the model shows good agreement with theoretical solutions and experimental data 

and can be a viable tool for investigating particulate soil-water flows in geotechnical 

applications. 
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Preface to chapter 4  

 

The continuum representation adopted in the Two-Fluid Model is inherently unable to capture 

the dynamics of some flow regimes such as that of a freefall arch system. Although the TFM 

was able to capture the deformation and excessive water pressure, it cannot produce useful 

information when the flow regime is governed by rather local dynamics. This becomes clearer 

when we consider the problem of sand infiltration into the pipe, as opposed to the previous jet-

like leakage. In this case, the flowrate of sand particles into the pipe is mainly governed by the 

formation and collapse of a temporary hemispherical arch directly above the crack. Therefore, 

in this chapter, we use coupled CFD-DEM method to investigate the groundwater-driven flow 

of sand-water mixture into defective gravity pipes. Following the model validation, we carry 

out a series of parametric analyses to examine the effect of fluctuations in groundwater table, 

the defect geometry and the height of sand over the pipe.  
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 Chapter 4   

 

CFD-DEM Simulation of Sand Erosion into Defective Gravity Pipes under 

Constant Groundwater table
†
 

 

Abstract 

As sewer pipes age, cracks and other forms of structural damage may develop leading to soil 

infiltration into the pipes that can cause sinkholes and damage the overlying roads and moving 

vehicles. The fluctuations in groundwater table following snow melt or heavy rainfall events 

can exacerbate soil erosion posing risk to the surrounding infrastructure. To understand and 

adequately characterize erosion in such cases, microscale analysis of both sand and water is 

needed to resolve the complex interactions around the pipe defects. In this study, a detailed 

numerical investigation is carried out using a series of coupled Computational Fluid Dynamics-

Discrete Element method (CFD-DEM) simulations to evaluate the effects of groundwater table, 

crack size, defect angle, and the height of sand fill above the pipe on erosion. It is found that 

raising the groundwater table accelerates erosion only to a certain limit, above which, raising 

the groundwater level does not have tangible effect on erosion. This helps explain some of the 

misunderstandings reported in previous investigations regarding the effect of water level on 

the rate of erosion. With respect to the location of defects, it was found that, when groundwater 

is involved, the worst-case scenario for erosion develops for the case where the defect is located 

at the pipe crown. In addition, the thickness of the sand fill above the pipe was found to have 

little effect on the rate of erosion as a freefall arch regime was dominant in all simulations. 

Finally, simplified relationships were developed for estimating the total eroded mass for given 

sand properties, defect geometry, and location of groundwater table.   

 

Keywords:  Gravity pipes; structural defect; Internal erosion; CFD-DEM; Numerical 

analysis; Sand infiltration 

 

† A version of this manuscript is currently under review in Tunnelling and Underground Space 

Technology Journal.    
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4.1 Introduction  

As sewer pipes age, they become more prone to structural deterioration due to corrosion, 

cracking and ovalling of the pipe cross-section under the applied loads. This allows for the 

overlying and supporting soils to infiltrate into the pipe. Soil intrusion into defective sewer 

pipes can cause severe problems to the pipes, surrounding utilities, and the overlying 

superstructures. The loss of soil resulting from this intrusion can lead to voids forming around 

the pipes that might alter the state of stresses in the vicinity and compromise the structural 

integrity of the pipe and nearby structures (Balkaya et al., 2012; Meguid and Dang, 2009; 

Meguid and Kamel, 2014). Ultimately, a sinkhole might form when a sufficient amount of soil 

is lost such that overlying structures no longer have adequate support (Ali and Choi, 2019; 

Weil, 1995). The formation of voids and sinkholes due to internal erosion depends on several 

factors related to the characteristics of the defect, the supporting soil, and groundwater 

conditions. This involves the size and the angle of the defect, fluctuations in groundwater level, 

and the soil properties around the pipe (e.g. gradation, angle of internal friction and cohesion). 

Among these factors, the role of groundwater remains poorly understood and rather 

complicated to investigate both experimentally and numerically. Nonetheless, it has been 

frequently reported that the rise in groundwater level (e.g., after heavy rainfall) can mobilize 

and accelerate the erosion process causing sudden failures (Hilton et al., 2013; Indiketiya et al., 

2019; Khudhair et al., 2021). This is particularly critical because the erosion mostly goes 

undetected until sudden failure occurs. Therefore, it is necessary to develop suitable modeling 

and testing tools to understand and quantify the impact of different factors affecting internal 

erosion in the presence of groundwater table.  

Several studies attempted to characterize and assess the effect of different factors on 

internal erosion around cracked sewer pipes in the existence of groundwater (Guo et al., 2013a; 

Guo and Zhu, 2017; Guo and Yu, 2017; Tang et al., 2017c). The majority of these studies are 

experimental and present a set of parametric investigations on the effect of groundwater on the 

erosion process along with other factors such as crack size, angle, and soil grading. The focus 

is mainly geared towards granular soils such as sand, as cohesive soils are less likely to 

continuously erode compared to the looser cohesionless soils (Tang et al., 2017c). However, it 

is important to note that the formation of stable cavities in cohesive soils can sometimes be 

more threatening to the pipe’s stability than granular soil, which is more likely to self-heal. 

Generally, the experimental setup in the majority of available studies consists of a submerged 

sand bed with an opening at the bottom that resembles the pipe defect. As erosion starts, the 
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water-sand mixture flows through the opening and the flowrates of both sand and water as well 

as the surface settlement and the final angle of repose are typically measured. It remains 

questionable, however, as to how far such system resembles the real conditions in the presence 

of groundwater. For instance, with such confined experiments of relatively small dimensions, 

the lowering of water level above the sand layer is usually rapid and may not represent the 

actual effect of the variations in groundwater levels. In addition, as far as groundwater effect is 

concerned, only cases involving varying water level is considered as opposed to comparison 

with dry soil cases. Indeed, the comparison with dry conditions (e.g., before rainfall) is essential 

to illustrate the role of groundwater in the initiation of soil erosion. Overall, the available 

experimental data does not provide sufficient insight into the mechanism of initiation and 

mobilization of erosion. As such, numerical modeling can be a viable tool as it allows for 

accessing information on multiple temporal and spatial scales that might not be readily 

available from the laboratory experiments. 

A few studies presented numerical investigation and simplified analytical solution for the 

flow of soil-water mixtures around sewer pipes. Guo and Zhu (2017) presented a simplified 

formulation for the flow of sand and water based on the freefall arch theory (Beverloo et al., 

1961). That is, the flow of sand particles into the vicinity is governed by a temporary arch or 

hemisphere, in which, the particles fall solely under the effect of gravity. In their work, the 

freefall arch theory was developed such that it accommodates the additional drag and buoyancy 

forces exerted by the fluid. More recently, Qian et al. (2021) presented a coupled 

Computational Fluid Dynamics-Discrete Element Method (CFD-DEM) simulation of the 

migration of fine particles through defects in segmented tunnels. In CFD-DEM simulation, the 

sand grains are generally represented as individual particles for which the movement and 

trajectory are determined by resolving the coupling of interparticle forces from DEM and 

particle-fluid interaction forces from CFD (Ibrahim and Meguid, 2020; Zhu et al., 2007). This 

is particularly challenging because it is computationally expensive to track such large number 

of particles and resolve the complex physics of soil-water interaction at the microscale level. 

Some simpler continuum-based models have been used in similar context such as simulating 

internal erosion around pressurized pipes (Ibrahim and Meguid, 2021; Salimi-Tarazouj et al., 

2021; Tang et al., 2017b). Nonetheless, with the smoothing technique followed in these models, 

intricate interaction such as the formation of the freefall arch cannot be captured. Thus, residing 

to discrete particulate modeling as the case in CFD-DEM or Smoothed Particle Hydrodynamics 

(SPH-DEM) is necessary to understand the mechanism of erosion initiation and evolution as 
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well as its sensitivity to different parameters.  

In this study, CFD-DEM analysis is utilized to numerically investigate the internal 

erosion of sandy soils around cracked sewer pipes. The CFD-DEM model is used to replicate 

the micromechanics of sand-water interaction and thus giving access to valuable data at the 

particle scale level. Initially, the DEM code is calibrated to ensure that the computational results 

adequately represent the actual behavior of sand (e.g., angle of repose). The erosion into a 

cracked pipe is then modeled for a dry case as a reference of comparison with the subsequent 

simulations where water is included. The dry erosion simulation is further validated by 

comparison with empirical relations available in literature. Finally, a series of simulations 

accounting for the presence of groundwater is conducted to examine the effects of groundwater 

table variation, crack size, crack angle, and the thickness of the sand layer on the erosion 

process.   

4.2 Numerical Analysis  

The CFD-DEM method was originally introduced by Tsuji et al. (1992) to simulate plug flow 

in a horizontal pipe and was later developed by Xu and Yu (1997) and Kawaguchi et al. (1998) 

into a more complete framework. In coupled CFD-DEM analysis, the fluid phase is numerically 

represented as a continuum for which mesh-based methods (e.g., finite volume) are used to 

resolve the flow. For the discrete solid phase, the motion of each solid particle is resolved 

within the Lagrangian framework of the DEM (Cundall and Strack, 1979). The interaction 

between the two phases is accounted for by considering the fluid-particle forces that represent 

the momentum transfer between the fluid and the solid particles.  

4.2.1 The governing equations of the fluid phase  

The governing equations for the fluid phase consist of the volume-averaged continuity and 

Navier-Stokes equations (Anderson and Jackson, 1967a; Kloss et al., 2012):  
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f  is the volume fraction of the fluid (e.g., water) within a computational cell,  
fu is 
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the fluid velocity, p is the fluid pressure, τ is the volume-average shear stress tensor of the 

fluid, 
f is the density of the fluid, and 

pfR is a term for momentum transfer between the solid 

and fluid phases (i.e., particle-fluid interaction force). Various particle-fluid interaction forces 

such as drag force, Basset force, or virtual mass force can be considered to contribute 

momentum transfer and the selection of a proper subset of interaction forces depends mainly 

on the nature of the tackled problem. For sand-water interactions in geotechnical applications 

only buoyancy and drag forces are considered the most significant forces (Ibrahim and Meguid, 

2020). We note that the formulation of the fluid pressure term in Eq. (4.2), which is commonly 

known in the literature as model A (Zhou et al., 2010; Zhu et al., 2007), implicitly accounts for 

the buoyancy force, and thus, drag forces exclusively contribute to the term  
pfR such that:  

 

( )pf pf f p= −R K u u    (4.3) 

pu  is the cell-based average velocity of a solid particle and 
pfK is the momentum 

transfer coefficient. 

 In this study, a combination of the drag correlations of Wen and Yu (1966 ) Ergun (1952) are 

used. For  0.8f  , that is relatively fluidized flow regime:  
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pd  is the mean particle diameter and dC  is the drag coefficient which is given as:  
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where Re p
 is the particle Reynold’s number: Re /p f p p fd = −u u . For denser flows with 
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0.8f  , the momentum transfer coefficient is given by Ergun’s equation:  
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4.2.2 The governing equations of the solid phase  
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im , iI  and
iv are the mass and moment of inertia particle i, respectively, 

iv and iω  

are its linear and angular velocities , respectively,  
,i nf  and 

,i tf  are the normal and tangential 

contact forces at contact points of particle i with neighboring particles, ck is the number of 

neighboring particles, 
,i bf is the weight and external body forces acting on  particle i, 

,i pff  is 

the interaction force exerted by the solid particle on the fluid, 
ijr is the relative position vector 

between particle i and a neighboring particle j, and  
,i rM is the additional moment exerted on 

the solid particle (e.g., rolling friction).  

The particle-fluid interaction term, 
,i pff , in Eq. (4.7) is analogous to the momentum 

transfer term, 
pfK , in Eq. (4.2). Although interaction forces exerted by each phase on the other 

should be equal in magnitude, the two terms are denoted differently to differentiate between 

the cell-based and particle-based numerical treatment. More details on the estimation of the 

interaction forces and how they are distributed from fluid cells to solid particles can be found 
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in (Kloss et al., 2012).  For calculating the normal and tangential contact forces, Hertz-

Mindlin model was used (Di Renzo and Di Maio, 2005):  

 

,i n n ij n ij ijk n c n= −f v    (4.9) 

 

, ,min ,i t t ij t ij ij s i nk t c t = −f v f    (4.10) 

nk  and 
tk , as shown in Figure 4.1, are the normal and tangential spring stiffnesses, 

respectively, nc  and tc are the normal and tangential dashpot coefficients, respectively, 
ijn

and 
ijt are the normal and tangential overlaps between particle i and particle j, respectively, 

s is Coulomb friction coefficient, and 
ij ijtv is the relative velocity in the tangential directions. 

The nonlinear spring stiffness and dashpot coefficient are governed by the geometry and 

material properties and are given as:  
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*m  , *R  , *E  , and *G  are the equivalent mass, radius, elastic modulus, and shear 

modulus of two particles in contact, respectively, and    is constant such that: 

2 2ln( ) / ln ( )e e = + , where e is the coefficient of restitution.  The only restraint applied 

to the normal contact is a divider or a no tension joint as shown in Figure 4.1. In the tangential 

(shear) direction, the particles are assumed to remain immobilized until the Coulomb friction 

threshold is reached. As spherical particles used in this study inherently lack geometrical 
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interlocking, it is necessary to introduce rolling friction moment to account for particle non-

sphericity. In this study, we adopt the Elastic-Plastic Spring-Dashpot (EPSD2) (Ai et al., 2011), 

developed from the rolling friction model originally proposed by Iwashita and Oda (1998). 

Similar to normal and tangential forces, the rolling friction model consists of a rotational spring 

and damper such that:  

 

, ,min ,i r r r r r r r i nk C R  
 

= −  − 


M f    (4.15) 

where 
rk  is the stiffness of the rotational spring, 

r  is the angle of rotation during one 

timestep, rC is the coefficient of rotational damper, r is the relative angle of rotation, r is 

the coefficient of rolling friction, and 
rR is the rolling radius. Similar to tangential forces, the 

mobilization of particles is governed by a threshold value that depends on the coefficient of 

rolling friction.  

 

 

Figure 4.1.An illustration of the DEM contact model parameters of springs and dashpots for 

normal contact, shear contact and rolling friction.  

4.2.3 CFD-DEM coupling  

The coupling process relies mainly on continuously exchanging and updating the information 

of flow fields between the two separate solvers of CFD and DEM. As demonstrated in the 
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flowchart in Figure. 4.2, the contact forces of the granular assembly are first detected, then the 

equations of motion are solved to determine the new positions and velocities. As the stable time 

step for DEM is approximately two orders of magnitude greater than that for CFD, a loop is 

created in the DEM part to synchronize the data exchange. When the DEM loop iterations are 

satisfied, positions and velocities of the solid particles are projected onto the CFD grid to 

calculate the corresponding porosity and interaction forces. As such, the momentum exchange 

term is calculated for the CFD calculations and the fluid flow field is resolved. To close a single 

coupled iteration, the interaction forces are updated once more and exported back to the DEM 

solver. The governing equations and the coupling process are implemented using CFDEM® 

open-source platform (Goniva et al., 2012). The solver consists of LIGGGHTS®  (Kloss et al., 

2012) solver for DEM calculations and OpenFOAM®  (Weller et al., 1998) solver for CFD 

calculations.    

Although both the open-source codes for both DEM and CFD components are readily 

available, a substantial effort is made to properly perform the coupling and ensuring the overall 

numerical stability. In addition, the input files of creating geometry, specifying boundary 

conditions, and the different sorts of meshes involved in the simulation are to be independently 

prepared in advance using third-party tools. To illustrate, defining a wall element in DEM code 

basically involves incorporating STL meshes of the wall element itself, which while being 3D 

in nature, can sufficiently be represented by surface elements. On the other hand, a wall element 

in CFD computations is essentially a volumetric mesh that represents the entire simulation 

domain around the element. As such, a combination of supporting software such as AutoCAD, 

Gmsh, MeshLab were used for generating geometry and different sorts of meshes.    
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Figure. 4.2. A flowchart showing the sequence of the two-way coupling and information 

passing processes adopted in the CFD-DEM model.   

4.3 Model validation  

Before proceeding to the core simulations of this study, it is necessary to first validate the 

model’s performance. Two validation cases were performed- the first involves   the 

simulation of the terminal velocity of a single particle falling in water. While this problem 

allows for the calculation results to be compared with a well-established numerical solution, it 

lacks the complexity stemming from having a full granular assembly. The second validation 

case  involves the re-production of the experimental results reported by Tang et al. (2017c), 

which covers important aspects related to soil erosion that can be further investigated  using 

a  parametric study.  

4.3.1 Terminal velocity of a single particle falling in water  

For a single particle falling in water, the balance of forces between gravitational forces on one 

hand and the drag and buoyance forces on the other hand leads to a constant terminal velocity. 

The velocity of the particle can then be expressed as (Zhao, 2017):  
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where U is the relative velocity of the particle with respect to water, 
f  and 

s  are the 

densities of the fluid and the solid particle, respectively, r is the radius of the particle, and Cd 

is the drag coefficient. Since the drag coefficient also depends on relative velocity, //a direct 

solution of the differential equation is difficult to obtain and numerical solution will be most 

suitable. A forward finite difference in time scheme is used to discretize Eq. (4.16) such that:  
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The simulation domain is a cube filled with water with side dimension of 0.1 m. The particle 

density 
s  = 2680 kg/m3 and water density 

f =1000 kg/m3. The particle diameter is 1 mm 

and the motion of the particle starts from rest at the top surface of the cube. The propagation 

of the solid particle highlighting the velocity field in the vicinity is shown in Figure. 4.3. The 

comparison in Figure. 4.3-e shows a good agreement between the downward relative velocity 

of the solid particle obtained from the coupled CFD-DEM analysis and the numerical solution 

of Eq. (4.17). On a basic level, this indicates the ability of the model to capture the basic flow 

characteristics including the interaction forces between the solid and fluid phases.   
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Figure. 4.3. Snapshots of a single particle falling in water at (a) t = 0 s, (b) t = 0.05 s, (c) t = 

0.15 s, (d) t = 0.2 s, and (e) a comparison between the settling velocity obtained from coupled 

CFD-DEM simulation and forward finite difference solution of Equation (4.16).  
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4.3.2 Flow through a longitudinal crack at the pipe crown 

The second case of validation carried out in this study is a reproduction of the experimental 

study of Tang et al. (2017c) shown in Figure. 4.4. The experimental setup consists of a box 

with a pipe attached at the bottom. The box is filled with sand up to a height of hs that is 

submerged under a water height of hw. For three inclination angles: θ = 90⁰, θ = 45⁰, and θ = 0⁰ 

measured from the horizontal, a rectangular slot/opening of width D is placed. As the 

experiment is initiated, the seal on the slot is removed and sand and water are allowed to flow 

through the opening. The discharge of sand and water is then directed through a ramp-like 

outlet that represents the slope of a sewer pipe as well as to prevent clogging within the interior 

of the pipe. Sand and water velocities within the sand bed are mapped throughout the 

experiment. In addition, the flowrates of water and sand through the outlet are recorded as well 

as the final deformation of the sand bed after all the water had moved out of the system. The 

output of the experiment is useful in validating the numerical model developed in this study as 

it provides important insights on the mobilization, rate and the final extent of erosion.  

 

 

Figure. 4.4. A schematic illustration of (a) the experimental setup used in model validation after 

Tang et al. (2017c), and (b) the CFD-DEM adaptation of the outflow system in the experiment.  

 

Another aspect of the study relates to the shape of the induced slot in the pipe structure 

as it resembles the shape of a longitudinal crack in a deteriorated gravity pipe, which is of 

interest to this study. Also, the shape of the opening results in a triangular prismatic (i.e., two-
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dimensional) void, as opposed to a conical void that would develop if the opening was circular. 

This has the advantage of allowing for the downscaling of the model in the longitudinal 

direction. A fundamental difference, however, exists between the numerical model and the 

experiment when it comes to the variations in water level. While it is experimentally preferable 

to use a finite volume of water, it hardly represents the lateral extent of groundwater, which is 

generally much larger than the depth at which the pipe is buried. Thus, one should not expect 

the groundwater level to drop as quickly as it does in a finite small box, which makes 

considering a constant water level more realistic. On the other hand, numerically using a 

constant water level reduces the complexity of implementing interface-capturing calculations 

to account for the movement of the water surface. Subsequently, comparison between the 

coupled CFD-DEM and the experimental results will only be meaningful at early times where 

the water level is comparable to its initial value. Therefore, the comparison is limited to the 

first 10 seconds of the simulation to overcome discrepancies resulting from changes in water 

level and to keep the computational effort within an acceptable limit.  

 Material calibration (angle of repose)  

Before starting the coupled simulation, it is necessary to make sure that properties of the sand 

matches that reported in the experiment. As there is no direct link between the micro-properties 

used in DEM simulation and macro-properties of the soil, this process is often iterative to tune 

the microscale properties. A set of DEM numerical tests is performed to determine the 

necessary parameters to achieve an angle of repose, φr = 36⁰. The test consists of a cylindrical 

container with diameter and height of 10 cm. The container is filled with medium sand with 

particle size distribution (shown in Figure. 4.5) that is initially left to pack under its own weight 

until no movement in the system is detected. Afterward, the container is moved up with a 

relatively low velocity of 0.01 m/s allowing the sand particles to form a stable cone/heap. 

Reported values of the coefficient of friction, coefficient of restitution, modulus of elasticity, 

and Poisson’s ratio are adopted  (Qian et al. (2021) and Soltanbeigi et al. (2021)). The 

parameter left to tune here is the coefficient of rolling friction, μr, as the angle of repose is most 

sensitive to its value.   

Figure. 4.6 shows snapshots of the formation of the sand cone as well as the final angle 

of repose of the sand. The corresponding micromechanical properties, that are later used as 

DEM input, used to achieve 36⁰ angle of repose is shown in Table 4.1.  
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Table 4.1. DEM simulation parameters for the angle of repose test (φr = 36⁰).  

Parameter  Value  

Solid density (ρs) [kg/m3] 2600 

Coefficient of particle-particle friction (μs) 0.3 

Coefficient of particle-wall friction (μsw) 0.25 

Coefficient of restitution (e) 0.5 

Poisson ratio  0.25 

Young's modulus (E) [Pa]  2.5x108 

Coefficient of rolling friction (μr)  0.4 

DEM time step (Δt) [s]  2x10-7 

 

 

 

Figure. 4.5. The particle size distribution curves for the medium sand used in the model 

validation simulation and the coarse sand used in the parametric study.   
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Figure. 4.6. The evolution of sand cone over time during DEM angle of repose test showing 

the final angle of repose.  

 Numerical considerations and model validation  

In order to create the numerical model that maintains the balance between computational 

efficiency and reasonably replicating the experimental results, the following adjustments were 

considered. Firstly, the width, L, of the model was reduced from 0.5 m to 0.2 m in order to 

avoid unnecessarily adding DEM particles that will eventually end up in an undisturbed region 

at the end of the 10 seconds of simulation. Similarly, the thickness of the model, B, was reduced 

from 0.08 m to 0.01 m since the thickness of the model should not affect the shape of the eroded 

wedge, yet maintaining a thickness large enough (i.e., higher than10D50 of 1.5 mm) to avoid 

arch formation in the transverse direction. The outlet configuration in the experiment is 

modelled by destructive DEM domain boundaries (Figure. 4.4) such that particles leaving the 

system are removed from the simulation. Notable to mention that CFD mesh requires some 

degree of coarseness to avoid sharp oscillations in porosity (volume fraction) calculations, yet 
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fine enough so that CFD calculations are not compromised. The recommended cell size should 

contain at least 5 to 10 solid particles (Ibrahim and Meguid, 2020; Zhao, 2017). Therefore, the 

meshing size was directly calculated using this criterion (approximately 5 mm). Nonetheless, 

as shown in Figure. 4.7, local mesh refining around the pipe geometry is inevitable to make 

sure that the geometric boundaries are well represented. A summary of the numerical 

parameters is provided in Table 4.2.  

 

 

 

Figure. 4.7. The finite volume computational mesh for CFD calculations. 
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Table 4.2. Coupled CFD-DEM simulation parameters for model validation.   

Parameter  Value  

Water density (ρw) [kg/m3] 1000 

Water viscosity [m2/s] 1x10-6 

Pipe diameter (D0) [m] 0.05 

Crack size (D) [m]  0.003 

Model width (L) [m] 0.2 

Model length (B) [m]  0.01 

Sand layer thickness (hs) [m]  0.2 

Water level (hw) [m]  0.3 

DEM time step (ΔtDEM) [s] 1x10-7 

CFD time step (ΔtCFD) [s]  1x10-5 

CFD-DEM coupling interval [ΔtDEM] 100 

Initial porosity of sand  0.4 

CFD mesh size (Δx, Δy, and Δz) [m]  5x10-3 

The simulation results of the sand velocity field are presented in Figure. 4.8 and 

compared with snapshots from the experiment at three different time stamps, namely, 0.08, 5, 

and 10 seconds. It can be seen that the extent and velocity of the mobilized core of sand are 

comparable to those reported by Tang et al. (2017c) at the examined times. At 0.08 seconds, a 

relatively stagnant zone with lower velocity than the mobilized core is found in both the 

experimental and numerical results. This is a result of the flow dynamics considering that the 

sand does not flow continuously Instead, a submerged freefall arch develops which 

spontaneously creates cycles of obstruction and non-obstruction (flow) states. As such, lower 

sand velocity values can be observed near the outlet at the arch stabilization (obstruction) 

instances. Capturing this behavior is not guaranteed to match the experiment at all time steps 

for it is highly probabilistic and can simply be affected by the temporal resolution at which 

output is obtained. This can be observed at times 5, and 10 seconds as the sand velocity 

obtained from the numerical analysis appears to be slightly higher than the experimental values. 

Another reason for this could be the lower water head above the outlet compared to the 

numerical simulation, which incrementally decreases as time goes by. Further comparisons 

with other variables such as water and sand flowrates were not considered as the temporal 

resolution of the experimental data is 10 seconds in average. Nonetheless, the agreement 

between the overall extent of the mobilized core, velocity mapping, and the extent of the eroded 
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sand volume indicates that the model can capture the flow characteristics and deformations.  

 

Figure. 4.8. A comparison between the sand velocity distribution obtained from the experiment 

(left) and the coupled CFD-DEM simulation (right) at times 0.08, 5 and 10 seconds.  

 

4.4 Parametric analysis of sand erosion around sewer pipes   

The parametric analysis is carried out in a similar numerical setting to that of the validation 

model shown in Figure. 4.4. The parameters considered for analysis are the water level (hw), 

crack width (D), height of the sand layer (hs), and the crack angle (θ) with respect to the 

horizontal. To further reduce the computational load, the height of the sand layer was kept to 

0.15 m. Coarse sand with the particle size distribution shown in Figure. 4.5 is used, 

subsequently, the box width was taken as 0.02 m. The particle size distribution is nearly 

uniform with an average particle size of 1.5 mm. Thus, the effect of particle size distribution is 
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not discussed within the scope of this study, i.e., different mechanisms of erosion such as 

suffusion are not considered. Prior to the coupled CFD-DEM analysis, a series of only DEM 

simulations was performed to simulate the dry sand behavior. This is of utmost importance as 

it enables us to understand the fundamental difference between absence and presence of water. 

Furthermore, it provides an insight into the process of initiation of erosion driven by rise in 

water levels.  

4.4.1 DEM simulation of dry sand  

The flow of dry sand out of the crack was modeled with respect to three parameters: (i) crack 

width (D = 4 mm, 6 mm, 9 mm, and 12 mm), (ii) opening angle (θ = 90⁰, θ = 45⁰, and θ = 0⁰), 

and (iii) sand layer height (hs = 0.1, 0.15, and 0.2 m). As for the latter, we also verify the 

existence of a freefall arch regime in the vicinity of the outlet. A freefall arch is a spontaneous 

spherical arch below which particles are allowed to fall freely under their own gravity as shown 

in Figure. 4.9 (Brown, 1961; Rubio-Largo et al., 2015). In the case of a rectangular opening, 

the arch is rather hemi-cylindrical as opposed to the hemispherical shape around a circular 

opening. The well-established Beverloo correlation (Beverloo et al., 1961) is used to describe 

the mass flowrate of granular materials in such regime as:      

 

( ) ( )( )
1.54

1s
s p p

dM C
n g L kd B kd

dt



= − − −    (4.18) 

where sM  is the mass flowrate out of the crack, C is a constant that depends on the system; 

approximately equal to 0.58, n is the porosity of sand, L and B are the length and width of the 

crack, dp is the mean particle diameter of sand grains, and k is another system constant ≈2.9.   

The relationship in Eq. (4.18) implies that the mass flowrate of sand out of the system 

does not depend on the height of the sand layer above the outlet. Instead, it is controlled by the 

geometry of the crack and sand properties represented by the system constant. This is reflected 

in the simulation results in Figure. 4.10 showing the cumulative eroded mass for different sand 

layer heights. We note that although erosion results are better displayed in volume units, we 

hereafter show the results only in terms of eroded mass as it is the quantity measured directly 

from DEM simulations and so the accuracy of the results are not compromised. Nonetheless, 

one should be easily able to convert eroded mass to volume by dividing by ( )1s n − . In Figure. 

4.10, it can be seen that a constant rate of sand flow exists regardless of the initial height of the 

layer which is represented by a straight-line segment that agrees with Beverloo’s correlation. 
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For hs = 0.2 m and 0.15 m, the straight line segment continues till the end of the simulation 

time, indicating that the outlet was not exposed, i.e., the bottom of the eroded wedge remained 

above the outlet. For hs = 0.1 m, a decline in the cumulative eroded mass is observed until it 

reaches a constant value when the flow completely stops.  

 

 

 

Figure. 4.9. A schematic for the spontaneous freefall arch around the pipe crack showing a 

three-dimensional depiction of the arch with respect to the shape of the crack.   

 

The cycles of forming and collapsing the freefall arch can be interrupted by the formation 

of a so-called stable arch. In this case, the frictional forces developing between the particles 

are large enough to resist the avalanche energy, which dissipates gradually until the system 

comes to rest. This can be seen in the simulation cases for different opening angles shown in 

Fig. 4.11, where a stable arch was formed at angles 45⁰ and 0⁰, while for vertical downward 

flow, θ = 90⁰, the flow of sand continued. Despite having the same opening size, D = 9 mm, 

for different inclination values, the maximum flow quantity and mobility is achieved when the 

flow direction aligns with gravity. This indicates that the recommended minimum opening 

width for having a continues flow of D = 6dp (Arevalo and Zuriguel, 2016; Rubio-Largo et al., 

2015) is not valid for other opening inclinations as it is more likely to clog.  
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Figure. 4.10. The cumulative eroded mass during only DEM simulation for sand layer height 

0.1, 0.15, and 0.2 meters in comparison with the cumulative mass from Beverloo correlation 

(Beverloo et al., 1961).  

 

With respect to opening width, the formation of a stable arch seems to agree with the 

suggested minimum value of 6dp. For 6 mm and 4 mm opening size, it was observed that the 

flow was interrupted early on (Figure. 4.12) with approximately circular arch forming on top 

of the opening. The results for the cumulative eroded mass over time in Figure. 4.13 show that 

the formation of the stable arch happened almost immediately for the 4 mm opening case, while 

sand flow continued for approximately 2 seconds in the case of 6 mm opening. These 

observations are taken as a base for comparison between the behavior of dry and wet sand in 

terms of the erosion rate and the final eroded volume. Furthermore, the four specific scenarios 

where the outlet was clogged are of special interest as they provide an insight into the 

mobilization of particles and the initiation of internal erosion for previously stable situations.  
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Fig. 4.11. DEM results at t = 10 s for the erosion of dry sand for opening angles (a) 90○, (b) 0○, 

and (c) 45○. It can be seen that erosion continues only for the 90○ while a stable arch was formed 

in the other two cases.  

 

 

 

Figure. 4.12. DEM results at t = 5 s for the erosion of dry sand for different crack widths (a) 4 

mm, (b) 6 mm, (c) 9 mm, and (d) 12 mm.  
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Figure. 4.13. DEM results for the cumulative eroded mass of dry sand over time for crack 

widths 4 mm, 6 mm, 9 mm and 12 mm.  

 

4.4.2 The effect of variations in water level on erosion  

The results for the cumulative eroded mass under different water levels in comparison with the 

dry sand case is shown in Figure. 4.14 for opening sizes of 9 mm and 12 mm. A basic 

observation is that the erosion mass rate and final eroded mass are always larger than that of 

dry sand. This is rather expected for the erosion rate because of the additional momentum 

provided by the water flow that drives the sand particles faster. Another important observation 

is that both the rate and total eroded mass are bound by an upper limit, referred to hereafter as 

the erosion plateau. Approaching this plateau value is represented in Figure. 4.14 by a decrease 

in the gap between the final eroded mass as water level increases. This implies that after 

reaching a certain water level both the rate and total eroded mass will not be affected by 

increasing the water level. This pattern appears in the 9 mm and 12 mm opening simulation 

cases, with a slight difference in the erosion plateau value. This could explain some of the 

experimental results reported in the literature such as Guo et al. (2013a). In their study, they 

report no significant variation in the erosion rate of sand with respect to groundwater level. 
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However, considering the relatively large water level used in the experiment compared to the 

defect size, the erosion rates have most likely been in the plateau region and therefore did not 

display significant changes. It is important to point out that this observation is not 

unconditionally valid for relatively high water levels (e.g., hw > 5-6 hs). This is because, when 

increasing the water level to such extent, different flow dynamics including powerful vorticity 

in the vicinity of the crack. Such violent vortices, when the thickness of the sand layer is 

relatively small, can lead to moving the sand particles upward and horizontally and expand the 

eroded area below the horizontal centerline of the pipe. Nonetheless, within the scope of this 

study, such extreme scenario is very unlikely as the ratio between groundwater level and the 

sand layer thickness is relatively small.  

 

 

Figure. 4.14. Coupled CFD-DEM results for the cumulative eroded sand mass over time under 
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different water levels for (a) crack width 9 mm and (b) 12 mm.  

Another variable of interest to quantify and characterize is the water flow in the vicinity 

of the crack into the pipe. This can be critical to estimate overflow into the pipe in case a 

relatively large defect exists or to characterize the transport of contaminants if they are to be 

washed away from the soil.  Figure. 4.15 shows the volumetric flowrate of water through the 

outlet for different water level simulation cases. The evolution of water flowrate over time for 

all examined cases distinctly displays three different flow regimes. The first regime is seepage-

like flow that is represented by the lower values on the left side of the graph. This regime 

corresponds to the freefall arch flow regime of sand where the flow of sand is relatively 

constant. At instances of arch collapse, the water flowrate is partially obstructed then relieved 

again in the instances of arch forming. This is evident in the non-monotonic pattern of water 

flowrate in the first regime as it shows slight fluctuations. The second flow regime manifests 

itself as a sharp increase in flowrate that also involves fluctuations similar to that of the first 

regime. This corresponds to the phase where the freefall arch flow system of sand is no longer 

valid and water no longer needs to percolate through sand out of the orifice. However, we note 

that during this phase the flow of sand has not yet come to a stop, hence the fluctuations of 

flowrate during this increase. The third and final flow regime is water flow solely out of the 

crack after the sand flow completely stops. This is represented by a horizontal flat line 

extending from the end of region 2 to the end of simulation time.    

It is reasonable to approximately express the flow in the third region as orifice flow, 

where water flows under a constant head, '

wh , through the outlet. The flowrate is then given 

as:  

 
'2w d wQ C A gh=    (4.19) 

where dC   is the discharge coefficient, taken as 0.6, and A   is the area of the orifice. The 

comparison in Figure. 4.16 shows a good match between the stead-state flowrate at the end of 

the simulation with the predicted values from orifice flow equation. As this further validates 

the accuracy of the results, the estimation of water flowrate during the freefall arch regime is 

not as straightforward. This is because considering seepage flow is only valid within the area 

outside the freefall arch. Within the arch region,  the simultaneous flow of sand and water 

creates consecutive transient pressure waves as a result of throttling and relieving the flow (Fig. 
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4.17). These fluctuations in the pressure at the outlet is directly connected to the flowrate values 

and can be reduced to orifice flow such that: 2 /w d wQ C A p =   as shown in Figure. 4.18. 

While the seepage flow approximated by a two-dimensional potential flow (Guo et al., 2013b) 

gives comparable results for flowrates, accounting for the effect of pressure transients might 

help explain the discrepancies between the numerical and experimental results.  

 

Figure. 4.15. Water flowrate through the crack under different water levels for opening size (a) 

9 mm and (b) 12 mm.     
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Figure. 4.16. A comparison between the flowrates obtained from CFD-DEM analysis and the 

corresponding orifice flowrate ( '2w d wQ C A gh=  ) at steady state.      

 

Fig. 4.17. The pressure time history at the pipe crack.  
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Figure. 4.18. The water flowrate values calculated from applying the orifice equation at the 

outlet following the pressure fluctuations at the outlet.  

 

4.4.3 The effect of crack inclination angle  

In the absence of water, the inclination of a crack, with respect to the vertical, provides a buffer 

against erosion as seen in the DEM simulation. With water involved, we can extend the 

investigation of the rate and extent of erosion to examine mobilizing erosion in situations that 

would otherwise be stagnant. The simulation results shown in Figure. 4.19 show the 

propagation of erosion for different crack inclination angles under a water level of 0.2 m. It can 

be seen that in addition to the increase in the rate of erosion experienced compared to the dry 

case for θ = 90⁰ (Figure. 4.14), the erosion continued for θ = 45⁰ and θ = 0⁰ as opposed to the 

dry case (Fig. 4.11). This is a direct result of the additional momentum contribution of water 

flow at the outlet which increases the kinetic energy of sand grains, and continuously disturbs 

the stability of the freefall arch. Furthermore, the fact that inclination angles smaller than 90⁰ 

pose larger water head at the outlet provides additional energy to the flow at the outlet. With 

that additional energy, however, the rate of erosion for θ = 45⁰ and θ = 0⁰ is observed to remain 

smaller than that of θ = 90⁰ where the flow of sand aligns with gravity (Figure. 4.20).  
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Figure. 4.19. Coupled CFD-DEM results for the erosion process hw = 0.2 m for angles θ = 90○, 

θ = 45○ and θ = 0○ a at t = 0.05, 3.3, 6.7 and 10 seconds.   

 

Further investigation of the results of cumulative eroded mass shown in Figure. 4.20 

shows that the total eroded mass, and the correspondingly eroded volume, became larger as the 

inclination angle decreased. The snapshots in Figure. 4.19 provide a better visual of this, where 

the point of intersection of the final resting slope and the pipe is slightly shifted from the edge 

of the crack. Thus, if we assume that the final deposition angle is comparable for different 

inclinations, the final eroded mass and volume are always larger for inclined cracks. This 

provides an interesting insight that allows one to define the critical condition for sand erosion 
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around a deteriorated pipe. That is, inclined cracks which are initially clogged in dry situations 

and would typically go undetected can become active and lead to large sinkholes or cavities. 

As one would not expect pipe cracks to always be at the pipe crown, we can fairly assume a 

number of clogged cracks that would only get activated upon a sudden rise in groundwater 

levels. 

 

 

Figure. 4.20. The cumulative eroded mass of sand under water level 0.2 m for different angles.   

 

4.4.4 The effect of crack size   

The simulation results for different crack widths, D, under water level of 0.2 m are shown in 

Figure. 4.21. The results show the development of a stable arch for opening sizes of 4 mm and 

6 mm similar to the flow behaviour in the dry condition. For a crack width of 6 mm, however, 

we observe continuation of the flow up to approximately 1 second before the flow stops. The 

total eroded mass is nearly 160% of that estimated in the dry case, which indicates some degree 

of mobilization that was yet not sufficient to continue driving the erosion. For crack width of 

4 mm, the erosion almost stopped immediately at the beginning of the simulation with no 

noticeable differences from that of the dry case. In contrast to the mobilization of sand particles 

observed with crack inclination, narrowing the opening size below 6dp seems to eventually stop 
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the sand erosion. One reason for this difference in mobilization could be because of the lateral 

force component exerted by water when the arch is inclined that work against its stability more 

than that if it were vertical.  

 

 

Figure. 4.21. The cumulative eroded mass of sand under water level 0.2 m for different crack 

sizes.   

 

Another way to look at the issue of sand mobilization around the outlet is to examine the 

evolution of the kinetic energy of the system. As stated by Arevalo and Zuriguel (2016), the 

erosion process involves an initial avalanche that provides some kinetic energy required to help 

collapsing the arch formation at early times. Following that initial avalanche, if the kinetic 

energy of the particles in the vicinity of the outlet is sufficiently large, the erosion process will 

continue. Thus, a complete stoppage of erosion will be preceded by significant dissipation in 

the kinetic energy of the system. Here, we revisit the four “clogged” cases referred to earlier in 

the DEM simulation of dry sand. Figure. 4.22 shows the state of the sand bed in both dry and 

submerged cases as well as the evolution of kinetic energy over time in both cases. We observe 

that in the first two clogged cases of θ = 45⁰ and θ = 0⁰, the kinetic energy of the system 

continued to grow until a maximum value is reached near the end of the freefall arch regime 

before it starts decreasing as the sand deposition comes to a stable formation. In contrast, the 
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latter two clogged cases of D = 4 mm and D = 6 mm exhibit decline in the kinetic energy of 

the system until completely dissipated.  

 

 

 

Figure. 4.22. A comparison between the dry and wet (hw = 0.2 m) of the four cases where a 

stable arch was observed along with the corresponding evolution of the kinetic energy of sand 

in both cases.  

 

4.4.5 The effect of sand layer thickness  

With explanations of the erosion phenomenon made within the context of the freefall arch, we 

can expect a trend similar to that of Beverlee’s correlation in the case of dry sand. That is, the 

thickness of the sand layer will not have a significant effect on the rate of erosion until the 
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outlet is exposed. Therefore, we conducted three different sets of simulation for three different  

                                    

 

Figure. 4.23. The cumulative eroded mass of sand under water level 0.2 m for different sand 

layer height.   

 

sand thickness, namely, hs = 0.075 m, hs = 0.1 m, and hs = 0.15 m, under a water level of 0.2 m 

and opening size of 9 mm. It can be seen from the results in Figure. 4.23 that for the three 

different layer thicknesses the erosion rate calculated was nearly equal in the freefall arch 

region. This confirms our hypothesis on the erosion rate following a similar, yet larger, constant 

flowrate to that of Beverloo. Such increase in the sand flowrate can be attributed to a larger 

acceleration than that of g used in Beverloo’s correlation caused by the contribution of drag 

forces. At the first glance, this observation seems to contradict the models proposed by Guo 

and Zhu (2017) and Tang et al. (2017c), in which, the thickness of the sand layer appears among 

the factors affecting the flowrate of sand. This can be explained in the light of the effect of the 

sand layer thickness on water flow, which is increased or decreased according to energy 

dissipated through sand. This in turn, affects the water seepage velocity which reflects on the 

contribution of drag force, and subsequently the sand flowrate. Considering the results obtained 
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in this study, the sand flowrate appears to be not sensitive to such indirect link between the 

sand layer thickness and the sand flowrate, neither during the decrease in sand layer height 

during erosion nor for different initial heights. Indeed, to validate this conclusion, further 

experimental and numerical investigations are needed to examine the sensitivity of the sand 

flowrate to variations in the thickness of the sand layer.   

4.4.6 Approximate estimation of the total eroded mass  

In this subsection we attempt to characterize and provide a simple approximation to estimate 

the extent of erosion, i.e., total eroded mass and volume. As observed from different 

simulations, the total eroded mass is always between a lower value that is the total erosion in 

the dry case and an upper value that is the erosion plateau. If we look at the relationship in 

Figure. 4.24 between the total eroded mass and the water level above the outlet, we can see that 

it follows an exponential plateau that can be expressed in the form:   

 
'

0 0( )exp( )e t wM M M M kh= + − −    (4.20) 

where eM  is the maximum eroded mass corresponding to differential water level '

wh , 0M is 

the maximum eroded mass for the dry condition, tM is the value of the erosion plateau, and k 

is a system constant. By trial and error, it is found that the best value of k to fit the simulation 

data is 10/D.  In this case, Equation (4.20) is expressed as:  

 
'

0 0( )exp( /10 )e t wM M M M h D= + − −    (4.21) 

With the value of 0M  and tM drawn from the simulation data, we can construct the prediction 

shown in Figure. 4.24. Despite the good agreement obtained, it would be difficult to 

conventionally use such refined simulation to obtain the values of 0M   and tM  . Thus, by 

investigating the geometry of the final geometry of the sand bed after erosion we can draw 

some important relationships that reduce the estimation of 0M  and tM to simpler geometric 

and material parameters. The first observation shown in Figure. 4.25 is that the final angle of 

repose is nearly equal in all simulations regardless of the water level above the crack. In our 

case the angle of repose of 36⁰ remains constant under all different water levels. Notable to 

mention that this relationship is also valid for different inclinations of the crack. This 

observation enables us to construct the slope lines of the final sand formation given that we 

know where these lines intersect with the pipe in the vicinity of the crack. To determine this 

intersection, we first need to define the lateral scour region adjacent to the crack. As can be 
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seen in Figure. 4.25, the final slope intersects with the pipe at some distance (scour width), Sw, 

from the edge of the crack. This lateral shift does not exist in the dry case as the final slope 

intersects with the pipe right at the edge of the crack, while it becomes larger with increasing 

the water level. This is the main reason why the final eroded volume when water is involved is 

larger than that of dry sand despite ending at the same angle of repose.  

 

 

Figure. 4.24. The final eroded mass of sand under different water levels compared with the 

proposed exponential plateau correlation: ( ) ( )'

0 exp /10e t t wM M M M h D= − − − . 

 

The local scour regions around the crack are in fact generated after the outlet is 

completely exposed such that streamlines of water converge to reach steady-state. This can be 

seen in the slight curvature where the sand comes in contact with the pipe, which in fact 

represents the streamlines of water in that region. For simplicity, we neglect this curvature at 

the contact region and assume that final slope is a straight line. We also observe that the 

increment in the scour width decreases as the water level increases until it reaches a constant 

value, which indicates a more fundamental reason as to why the final eroded volume exhibits 
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the exponential plateau trend. In terms of quantifying the scour width, we find that the 

normalized scour width, Sw/D, and the water level above the crack is approximately the same 

for different crack sizes (Figure. 4.26). Indeed, this relationship needs further validation with a 

larger set of data, however, within the data availability here we can assume that this is a 

characteristic curve for the scour width. With the value of scour width obtained, we can fully 

characterize the final deposition of sand by only incorporating the angle of repose, water level, 

and the size of the crack. A simplified approximation is presented in Figure. 4.27 for the 

relationship between the water level and the normalized eroded mass, MtD/Sw, which shows 

comparable results for different crack sizes. This final simplification reduces the calculation of 

the total eroded mass to only using the two curves provided in Figure. 4.26 and Figure. 4.27. 

Using these simplifications to recalculate the total eroded mass obtained from the numerical 

simulations results in deviation between 2.5%-5%, which is quite acceptable. Indeed, more 

validation remains necessary to build more confidence in these results both experimentally and 

numerically. 

 

 

Figure. 4.25. The angle of repose and extent of the local scour region around the crack for 

different water levels and crack width of 9 mm.  
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Figure. 4.26. The normalized width of local scour region Sw/D with respect to the differential 

water level h'w (m). 

 

Figure. 4.27. The normalized total eroded mass, MtD/Sw with respect to the differential water 

level h'w (m). 
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4.5 Conclusions  

In this study, a series of numerical investigations is performed to investigate sand erosion into 

defective gravity pipes in the presence of groundwater. Following the model validation, a 

parametric study was conducted to examine the effect of water level, the size and of defect, and 

the thickness of the sand layer above the pipe. In the light of these simulations, the following 

conclusions could be drawn:  

1. The rate and the final extent of erosion increase with increasing the water level above the 

pipe.  

2. The final eroded mass and volume are always bounded by a lower limit that occurs when 

the sand is dry, and an upper limit that occurs at a certain water level, above which, no 

increase in the eroded volume was observed.  

3. The angle of repose in all examined cases was observed to be approximately equal to that 

of the dry sand and was not affected by changing the water level or the inclination angle of 

the defect.  

4. A simplified relationship to obtain the final eroded volume with respect to different water 

levels is developed in terms of the angle of repose, crack width and the water level.  

5. For defects inclined from the crown of the pipe, although less critical in dry cases, are likely 

to become active and cause larger eroded zones than defects located as the crown.  

6. A freefall arch flow regime was present in both dry and submerged conditions where the 

erosion rate relies only on the geometry of the defect and the sand properties, where the 

thickness of the sand layer did not significantly affect the erosion rate in either case.  
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Preface to chapter 5  

 

In chapter 5, we follow up on employing the coupled CFD-DEM model to practical 

geotechnical problem. Here, we investigate the clogging of geotextile filters by fine particles 

from adjacent soils in tunnel drainage systems. Initially, a framework for numerically 

representing and testing the non-woven geotextiles used in tunnel drainage. Afterwards, a set 

of boundary conditions on a scale of an idealized crack is developed. The properties of the 

geotextile drawn from the tests are then validated. Following validation, a parametric study is 

conducted to examine the effect of the content of fine particles in the surrounding soil, 

groundwater ingress, and the inclination angle of the crack. Finally, a semi-analytical model is 

developed to describe the pressure increase within the drainage layer due to clogging.  
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 Chapter 5  

 

CFD-DEM Modeling of the Geotextile Clogging in Tunnel Drainage 

Systems
†
  

 

Abstract 

 

In drained tunnels, it is crucial to maintain a properly functional drainage layer to avoid the 

build-up of water pressure. Reduction in the in-plane permeability of geotextiles used for 

drainage can lead to such excessive water pressure as the groundwater drainage capacity 

decreases. One of the reasons responsible for permeability reduction is the clogging of the 

geotextile filters by fine soil particles adjacent to the geotextile and mobilized by groundwater 

inflow or ground movement around the tunnel. In this study, we carry out a set of coupled 

Computational Fluid Dynamics-Discrete Element Method (CFD-DEM) simulations to 

numerically investigate the hydraulic deterioration of the geotextile layer on the spatial scale 

of a crack. Initially, a framework is developed to generate and test a numerical representation 

of non-woven geotextiles. A new set of boundary conditions are then derived to express the 

restraints on the water and fine particles movement within the crack. Parametric analysis is 

conducted to examine the effect of the content of fines, crack angle, and groundwater inflow. 

The results show that a general trend of pressure increase associated with increasing both the 

crack angle and the content of fines. This increase was observed to decay at larger crack angles 

in simulation cases involving high content of fines. The developed model was able to capture 

some interesting flow dynamics at high inflows such as local piping alongside the effect of 

clogging. Interestingly, increasing the groundwater inflow was found to have minimal effect 

on the final deposition of the clogging particles. Finally, an approximate semi-analytical model 

was developed to describe the pressure increase due to various cases of clogging. The model 

was able to decently provide a good match with the data obtained from the simulation.  

Keywords:   

Geosynthetics, tunnel drainage; CFD-DEM; hydraulic deterioration; geotextile clogging 

† A version of this manuscript is currently available online in Geotextiles and Geomembranes 

Journal.    
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5.1 Introduction  

Groundwater drainage is a critical component in tunnel systems that prevents undesired build-

up of water pressure on tunnel linings. In some cases, such as that of sealed tunnels, the 

permanent lining is designed to withstand the hydrostatic water pressure. However, in drained 

tunnels, pressure accumulation on the permanent lining can be quite detrimental to the 

structural stability of the tunnel (Shin et al., 2005). Therefore, it is necessary that the drainage 

system performs properly over time so as to provide the needed pressure relief. In this study, 

an emphasis is placed on double-shell drainage system, which typically consists of a layer of 

impermeable geomembrane for sealing, overlain by a layer of non-woven geotextile 

(Kolymbas, 2005). The groundwater flow into the tunnel, radial flow in the case of circular 

tunnels, is collected within the geotextile drainage layer and guided circumferentially to the 

side drainage pipes (Figure 5.1). Above the geotextile layer, a layer of shotcrete exists as 

primary lining that is constructed early on during the excavation phase. Although the 

permeability of the shotcrete is significantly low (Wang et al., 2015), the groundwater flow 

into the tunnel passes through fissures/cracks and drainage pipes passing through the shotcrete 

layer. Within this system, the drainage functionality is mainly governed by the performance of 

the geotextile layer. Hydraulic deterioration of the geotextile (i.e., reduction in its in-plane 

permeability) leads to higher pressure gradients in the drainage layer and ultimately reduces 

the flow drainage capacity of the geotextile. 

 Hydraulic deterioration of geotextiles can happen for different reasons such as precipitation 

of carbonates or other compounds dissolved in groundwater (e.g., calcium) due to changes in 

pressure and temperature conditions (Kolymbas, 2005). Another reason for hydraulic 

deterioration is clogging by soil particles adjacent to the geotextile that are mobilized to 

infiltrate the geotextile under external pressure or suffusion through larger pores. The 

geotextile-water-soil interaction is not limited to clogging but includes a range of other 

phenomena such as blinding  (external clogging) and piping (Lafleur, 1999). Several studies 

were conducted to investigate the hydromechanical impact of geotextile hydraulic deterioration 

on the structural element of tunnels (e.g., Jung et al. (2013); Shin (2008); Shin et al. (2014); 

Yoo (2016)). A significant body of literature on geotextile hydraulic performance is dedicated 

to filtration applications in landfills (e.g., Rowe et al. (2000) Palmeira et al. (2008); Rowe and 

Yu (2013); VanGulck and Rowe (2008)). In the context of tunnel drainage, Kim et al. (2020) 

recently presented an experimental and numerical investigation of deposition of different 

compounds such as iron oxides and calcium carbonate on the performance of geotextile 
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drainage layer in tunnels. A similar study was performed by Yoo (2016) to examine the 

hydromechanical interaction induced by pressure increase within the geotextile layer on the 

body of the tunnel. As far as these studies are concerned, some simplifying assumptions are 

always involved to reduce the complexity of the problem. This includes specifying mass inflow 

of a certain clogging component, starting off with predetermined pressure, or prescribing 

reduced geotextile permeability. Indeed, these assumptions are well-justified within the context 

of their respective studies. However, a more wholistic and general framework that explains the 

dynamics of hydraulic deterioration in terms of more fundamental factors such as the properties 

of the soil in the vicinity and groundwater conditions is yet to be developed. This, of course, is 

quite complicated and requires in-depth analysis of both the micro-mechanics and macro-

mechanics of the system.  

 

Figure 5.1. A schematic showing the configuration of the double-shell drainage system in a 

tunnel.  

 

The outstanding challenge with developing this model is the overwhelming computational 

cost if we are to model a full-scale tunnel system. This is because the flow of both water and 

fine particles needs to be resolved at a scale smaller than that of the pore space of the geotextile. 

However, such refined analysis may turn feasible if performed on the spatial level of a 

crack/fissure such that upon assembling cracks at different locations it can help us map the 
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interactions over the tunnel perimeter. Coupled Computational Fluid Dynamics – Discrete 

Element Method (CFD-DEM) (Tsuji et al., 1993; Tsuji et al., 1992) is a suitable approach to 

perform the analysis of mixed water-fines flow within geotextiles. Although different 

frameworks for coupled analysis for solid-liquid mixtures are available, they are either 

relatively computationally expensive such as fully Lagrangian approaches  (Naili et al., 2005) 

or involves local averaging that is not suitable for the nature of the problem such as continuum 

based methods (Ibrahim and Meguid, 2021). In CFD-DEM framework, the solid particles are 

tracked using the Newtonian equations of motion while the water flow is resolved using the 

volume-averaged Navier-Stokes equations (Anderson and Jackson, 1967). Some studies 

attempted to carry out coupled CFD-DEM analysis of soil-water mixture flow through 

geotextile filters (e.g., Puderbach et al. (2021); Rief et al. (2011)). In these studies, the 

geotextile filter is numerically represented as a wall element that prevents the flow of both 

water and solids. Such representation of the geotextile highlights a fundamental difference 

between these models and the problem considered in this study. That is, in filtration 

applications, woven geotextiles are generally used, which makes it possible to represent the 

geotextile numerically as perforated walls. The flow dynamics concerned in such case are 

basically the flow around the filter as well as passing/blocking of the particles. In tunnel 

drainage, however, nonwoven geotextiles are exclusively used, which adds magnitudes of 

complexity to the numerical analysis of the problem. In addition, the main flow dynamics of 

interest happen within the geotextile layer, and consequently, a significantly higher level of 

CFD mesh refinement is needed to resolve the flow within the textile filaments.  

In this study, we numerically investigate the mechanism of non-woven geotextile clogging 

by fine particles coming from the adjacent soils in tunnel drainage systems. Firstly, a 

framework is developed for the numerical representation of non-woven geotextiles. The 

hydraulic and retention properties of the created geotextile are then tested to ensure that its 

properties align to a reasonable extent with values reported in the literature. After the validation 

of the geotextile properties, a new set of boundary conditions are developed to represent the 

flow restraints at a crack level. Initially, the developed configuration is tested considering 

unclogged conditions to further validate the properties of the geotextile and ensure that the 

modeled pressure gradients in the system match the theoretically expected values. For clogged 

conditions, the soil particles are allowed to infiltrate the geotextile under the effect of their own 

weight and radial flow. A parametric study is conducted to examine the effect of crack angle, 

percentage of fines in the soil and groundwater inflow into the tunnel. Finally, a simplified 
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mathematical model that describes the pressure changes in the geotextile layer due to clogging 

is developed based on the flow characteristics and the data obtained from the analysis. 

5.2 Numerical analysis  

5.2.1 Governing equations  

In coupled CFD-DEM framework, the governing equations for the fluid phase consist of the 

volume-averaged continuity and Navier-Stokes equations (Anderson and Jackson, 1967a; 

Kloss et al., 2012):  
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(5.2) 

f  is the volume fraction of the fluid, 
fu is the fluid velocity, p is the fluid pressure, 

τ is the volume-averaged shear stress tensor of the fluid, 
f is the density of the fluid, and 

pfR is an equivalent tensor for the momentum transfer between the two phases representing 

interaction forces. Among different particle-fluid interaction forces, buoyance and drag forces 

are considered to be the most significant for water-fines interaction (Ibrahim and Meguid, 

2020). With buoyance force implicitly accounted for in the pressure gradient term in Equation 

(4.2),  the interaction tensor reads: 

 

( )pf pf f p= −R K u u
   

(5.3) 

pu  is the cell-based average velocity of a solid particle and 
pfK is the momentum 

transfer coefficient. 

 A combination of the drag correlations of Wen and Yu (1966 ) Ergun (1952) are used. For  
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0.8f  , that is relatively fluidized flow regime:  
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pd  is the mean particle diameter and 
dC  is the drag coefficient which is given as:  
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where Re p
 is the particle Reynold’s number: Re /p f p p fd = −u u . For denser flows with 

0.8f  , the momentum transfer coefficient is given by Ergun’s equation:  
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im , iI  and iv are the mass and moment of inertia particle i, respectively, iv and iω  

are its linear and angular velocities , respectively,  
,i nf  and 

,i tf  are the normal and tangential 

contact forces at contact points of particle i with neighboring particles, ck is the number of 

neighboring particles, 
,i bf is the weight and external body forces acting on  particle i, 

,i pff  is 

the interaction force exerted by the solid particle on the fluid, 
ijr is the relative position vector 
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between particle i and a neighboring particle j, and  
,i rM is the additional moment exerted on 

the solid particle (e.g., rolling friction).  

 

 

Figure 5.2. A schematic for the contact model for normal, tangential, and rotational inter-

particle forces.  

The particle-fluid interaction term, 
,i pff , in Equation (5.7) is equivalent to the momentum 

transfer term 
pfK   in Eq. (4.2), however, denoted differently to differentiate between cell-

based and particle-based numerical treatment. For calculating inter-particle contact forces, 

Hertz-Mindlin model was used (Di Renzo and Di Maio, 2005):  

 

,i n n ij n ij ijk n c n= −f v
   

(5.9) 

 

, ,min ,i t t ij t ij ij s i nk t c t = −f v f
   

(5.10) 

nk  and tk , as shown in Figure 5.2, are the normal and tangential spring stiffnesses, 
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respectively, 
nc  and 

tc are the normal and tangential dashpot coefficients, respectively, 
ijn

and 
ijt are the normal and tangential overlaps between particle i and particle j, respectively, 

s is Coulomb friction coefficient, and 
ij ijtv is the relative velocity in the tangential directions. 

More details on the relationship between the spring stiffness and dashpot coefficient and the 

material properties can be found in Di Renzo and Di Maio (2005). The Elastic-Plastic Spring-

Dashpot rolling friction model (Ai et al., 2011) was used to account for potential non-sphericity 

in the particle shapes such that:  

 

, ,min ,i r r r r r r r i nk C R  
 

= −  − 


M f
   

(5.11) 

where 
rk  is the stiffness of the rotational spring, 

r  is the angle of rotation during one 

timestep, rC is the coefficient of rotational damper, r is the relative angle of rotation, r is 

the coefficient of rolling friction, and rR is the rolling radius.  

5.2.2 CFD-DEM coupling  

The coupling process is conducted by exchanging and updating the flow field data between 

CFD and DEM solvers. As shown in Figure 5.3, the contact forces between the solid particles 

are first calculated in the DEM code. Afterwards, the equations of motion are solved to 

determine the new positions and velocities of the solid particles. It may be necessary to iterate 

the DEM loop such that the data exchange between the solvers is synchronized, (i.e., adjusting 

coupling interval). The positions and other relevant solid information are then projected onto 

the CFD mesh to calculate the local porosity and interaction forces. The CFD solver then 

determines the corresponding pressure and velocity of the fluid flow field, which is exported 

back to the DEM code upon convergence. The governing equations and the coupling process 

are implemented using CFDEM® open-source platform (Goniva et al., 2012). The solver 

consists of LIGGGHTS®  (Kloss et al., 2012) solver for DEM calculations and OpenFOAM®  

(Weller et al., 1998) solver for CFD calculations.     
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Figure 5.3. A flowchart illustrating the coupling procedure and data exchange between CFD 

and DEM solvers.  

5.3 Numerical representation of a non-woven geotextile  

As geotextiles used in tunnel drainage are exclusively non-woven, numerical representation of 

such textiles poses a few challenges. For instance, the geotextile geometry needs to be 

represented at filament-level instead of the thread-scale used to model woven geotextile in 

similar studies. Furthermore, it is necessary for the CFD mesh to be fine enough to capture the 

small pore spaces within the geotextile filaments, which results in fairly complex geometry and 

larger computational load. Another challenge is to provide a reasonable approach for generating 

the unstructured configuration of filaments that mimics the needle-punched geotextile. This is 

particularly important because adopting a structured configuration will ultimately lead to a 

binary behavior in particle clogging. That is, the fate of a single particle passing the geotextile 

is predetermined by the structured geometry and the size of the particle. Indeed, abandoning a 
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structured configuration prevents one from geometrically controlling some important 

properties of the geotextile such as the Apparent Opening Size (AOS) and Percentage Open 

Area (POA). Nonetheless, it is necessary to create a pore space that allows for capturing the 

basic dynamics of particle infiltration, clogging, and surface bridging.  

 

 

Figure 5.4. Illustration of the approach used to create the non-woven geotextile filaments: (a) 

conceptual 3D vectors as centerlines and (b) 3D representation of the filaments.  

 

To create the filaments of a non-woven geotextile, we randomly generate a set of 3D vectors 

within a specified domain as show in Figure 5.4(a). The generated number of vectors (n), 
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represented by v1, v2, v3…vn, construct the filament centerlines. Filaments are created by 

converting the vectors to 3D elements of circular cross section with diameter, Df = 75 μm 

(Figure 5.4(b)). Although this diameter is nearly 1.25 to 3 times larger than that of an actual 

geotextile reported in literature studies (e.g., Guo et al. (2020) and Kim et al. (2020)), it is 

necessary to keep the computational load within a tractable limit. As this simplification is 

adopted, it is important to note that we do not aim to create an exact replica of the geotextile 

fabric. Instead, what we target is creating an equivalent pore space and pore connectivity that 

produces comparable permeability and retention properties comparable to that of an actual 

geotextile of the same dimensions. The downside of using thicker filaments can be expected 

when geometrical changes to the fabric structures occur. This can happen when considering the 

compressibility of the geotextile under external pressure such that the evolution of porosity will 

be different from that of an actual geotextile. Therefore, we carry out additional testing of the 

effect of geotextile compressibility on the generated geotextile properties. Initial tests of the 

geotextile geometry generated from the 3D vectors show regions with relatively smaller 

filament density near the edges that becomes nearly uniform towards the center of the domain. 

Therefore, to ensure the uniformity of filament distribution, the domain is clipped by 20% of 

its original length from all sides. We note that the uniformity of distribution does not imply 

uniformity of pore space distribution, instead it enforces a consist density of filaments to avoid 

smaller filament density, and subsequent overestimation of permeability, near the sides. As 

filaments act as wall elements in both CFD and DEM analyses, the mechanical properties of 

the geotextile do not play a significant role in determining the water flow fields or the clogging 

mechanism. As such, preliminary testing of geotextile properties reduces to its permeability 

and retention properties. Certainly, the created numerical representation of the geotextile needs 

to undergo intensive testing to ensure the consistency of its properties compared to that of a 

typical geotextile.  

With the filament cross sectional area kept constant, the only parameter we have control over 

is the number of filaments within a specific domain. This poses two major questions regarding 

the testing process, which the generated geotextile is considered a suitable representation based 

on their answer. The first question is: how consistent are the permeability and retention 

properties? To clarify, compared to average reported values in similar studies (e.g., Yoo (2016) 

and Guo et al. (2020)), a geotextile with AOS of 0.1 mm would typically have a coefficient of 

permeability in the range of 2x10-3 m/s to 5x10-3 m/s. Thus, the resulting values from 

numerically testing the generated geotextile need to be consistent with the ranges of expectation 
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for both retention and permeability without the need to adjust one over the other. The second 

question is: what is the effect of the randomized process of generating filaments on the resulting 

properties of the geotextile? That is, using the same number of filaments (i.e., vectors) will 

results in a different configuration each time the filaments are generated. Thus, it is necessary 

to examine the sensitivity of the geotextile properties to different configurations with the same 

number of filaments. Should the results vary significantly, this deems the approach 

inappropriate. To answer these questions, we carry out five different cases of simulation for 

different small samples of generated geotextile (3 mm x 3 mm x 3 mm). The first three samples, 

V1-300, V2-300, and V3-300, contain the same number of 300 filaments (Figure 5.5). The last 

two samples contain 400 filaments (V400) and 500 filaments (V500).  

 

 

Figure 5.5. Plan view of the five geotextile samples used in the numerical tests.  

5.3.1 Numerical permeability test 

The permeability tests were conducted in a similar setting to that of ASTM D4716 (ASTM, 

2013) and ASTM D4491 (ASTM, 2017). Water is allowed to flow unidirectionally in the in-

plane direction under prescribed hydraulic gradients through two opposite. The hydraulic 

gradient is determined by the differential height of water and the thickness of the geotextile. In 

our simulation cases, the geotextile thickness is kept constant (3 mm) and the water level values 
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used are 10 mm, 40 mm, and 70 mm. A summary of the simulation parameters for the CFD 

permeability tests is provided in Table 5.1. The corresponding drainage (superficial) velocity 

in each case is calculated by measuring the outflow discharge of water at steady state flow and 

divide it by the area of the outflow face. This velocity averaging is important because the raw 

velocity values obtained from the CFD simulations are that of the seepage velocity (i.e., 

velocity of water between filaments) and is typically larger than the superficial velocity. The 

coefficient of permeability of the geotextile is then calculated using Darcy’s equation by 

estimating the slope of the linear regression of the superficial velocity for each case plotted 

against the corresponding hydraulic gradient.  

In the setting of CFD simulations, the geotextile filaments are treated as rigid walls that are 

assigned no-slip boundary conditions. Away from the filaments, the mesh needs to be fine 

enough such that the cell size is relatively small compared to the pore space. As the pore spaces 

near the intersection/overlapping of some filaments are significantly small, using a uniform 

CFD mesh all over the domain will be numerically infeasible. Therefore, local mesh refinement 

is done near the walls to allow for mesh optimization. It is important to note that such 

refinement comes at a cost regarding the numerical stability of the analysis as any slight 

increase in the velocity can generate high Courant numbers, which might ultimately lead to 

overall divergence of the simulation. To avoid this, a relatively small-time step was used (1x10-

6 s). The analysis is run until a steady state flow is achieved, which is approximately 0.5 seconds 

from the beginning of the simulation.  

 

Table 5.1. CFD simulation parameters for Permeability simulations 

Parameter  Value  

Water density (ρw) [kg/m3] 1000 

Water viscosity [m2/s] 1x10-6 

Geotextile dimensions (L x B x W) [mm] 3 

CFD time step (ΔtCFD) [s]  1x10-6 

 

The first set of results shown in Figure 5.6 correspond to simulation cases of geotextiles V1-

300, V2-300, and V3-300. For a hydraulic gradient of 23.3, corresponding to 70 mm water 

head, the steady-state screenshots in Figure 5.6 (a) show quite comparable inter-filament 

velocity for the three cases of simulations. Although the non-uniform velocity field is unique 

for each case, we observe that the range of values and the distribution of high/low velocity is 
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nearly balanced in the three samples. A clearer comparison is presented in Figure 5.6 (b), which 

not only shows the nearly perfect linear relationship between the hydraulic gradient and 

seepage velocity, but also approximately equal value of line slope for the three cases. These 

results imply that the randomized generation of filaments does not have a tangible effect on the 

resulting coefficient of permeability of the geotextile. However, this should not be considered 

to be a global conclusion that is valid for any number of filaments. Instead, it should be rather 

considered that 300 filaments in a cubic domain of 3 mm side length is dense enough to the 

extent where the random generation process would produce, more or less, the same geotextile 

properties. The average coefficient of permeability from the simulations is 4.6 x10-3 m/s, which 

falls within the range reported for non-woven geotextile of similar thickness (Yoo, 2016).  The 

remaining numerical permeability tests are designed to test the effect of the number of filaments 

on the coefficient of permeability. The results shown in Figure 5.7(a) and Figure 5.7(b) show a 

noticeable reduction in the inter-filament velocity values for the V400 sample compared to the 

V2-300 sample. This reduction echoes in for the V500 sample, where the simulated coefficients 

of permeability for the V2-300, V400, and V500 are 4.6 x10-3 m/s, 3.6 x10-3 m/s, and 2.7 x10-3 

m/s, respectively (Figure 5.7(c)).   

As geotextile becomes exposed to larger external load, either by accumulating water or earth 

pressures, its thickness decreases. A direct result of this decrease is a reduction in the in-plane 

drainage capacity of the geotextile. Therefore, we further examine the variations in the 

coefficient of permeability due to geotextile compressibility. Although this does not play a 

critical role in the model input covered in this study, it is necessary to gain more confidence in 

the behavior of the geotextile by examining its drainage related aspects. To do this, we consider 

four different geotextile samples of thickness 3.7 mm, 3.0 mm, 2.5 mm, and 2.0 mm that are 

identical to sample V2-300 in x and y (horizontal) directions but different in the z (vertical) 

scale. This resembles the change in the cross-sectional area due to compression where the x-y 

projection is not expected to vary significantly contrary to x-z and y-z projections. The 

permeability test is conducted with the same hydraulic gradient values as the previous samples 

and the resulting average coefficient of permeability for the three hydraulic gradients are 

compared to the permeability deterioration model of Giroud et al. (2000):  
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Figure 5.6. Results of numerical permeability tests: (a), (b), and (c) x, y, and z cross sections 

for 300 filament V1-300. V2-300, and V3-300 scenarios, respectively, (d) a plot of the seepage 

velocity and hydraulic gradient for V1-300. V2-300, and V3-300 scenarios. 

(a) (b) (c) 

(d) 
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Figure 5.7. Results of numerical permeability tests: (a) x, y, and z cross sections for 300 

filament V2-300 scenario, (b) x, y, and z cross sections for 400 filament V400 scenario and (c) 

a plot of the seepage velocity and hydraulic gradient for V2-300, V400, and V500 scenarios.   

 

 

(a) (b) 

(c) 
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where 
1k  and 

2k are the coefficients of permeability corresponding to geotextile thicknesses 

1t  and 
2t , respectively, and 

1n is the porosity of the geotextile with thickness 
1t .  Based on 

the preliminary numerical tests and analysis for the 3D geotextile sample, the values for 
1t , 

1k , and 
1n  are taken 3.7 mm, 0.00682 m/s, and 0.84, respectively. The results shown in Figure 

5.8 show the gradual decrease of the coefficient of permeability with thickness. Although the 

variation in the seepage velocity values cannot be clearly observed, the calculated outflow 

discharge reflected in the permeability calculation better shows the deterioration. The overall 

trend of deterioration aligns decently with that of Giroud et al. (2000) with a slight deviation 

observed near the 2.0 mm value. The reason for this deviation may be attributed to the 

difference of the rather thick filaments used in our 3D model, which is likely to produce lower 

porosity values as the compression continues. Nevertheless, the analysis shows that the 

constructed geotextile is able to a good extent to reproduce the behavior expected from an 

actual geotextile with comparable dimensions.  

5.3.2 Numerical AOS test 

An ideal test of the Apparent Opening Size (AOS) would be a close representation of ASTM 

D4751 (ASTM, 2016). Numerically, this would require involving moving mesh dynamics to 

represent the shaking recommended by the standard. As mesh moving utility is not available in 

LIGGGHTS®, the numerical test is conducted in static condition noting that the obtained AOS 

will be somewhat larger than that resulting from the dynamic case.  The test setup consists of 

an initial assembly of particles generated in a cubic domain of 3 mm side length directly above 

the geotextile sample. As simulation starts, the particles fall freely under their own weight onto 

the geotextile. Generally, three distinct behaviors are to be expected in such simulation: (i) 

particles are retained at the surface either because the particle size is larger than the opening 

beneath or due to arching effect of a group of particles, (ii) particles going through the-  
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Figure 5.8. Results of numerical permeability tests: (a) tg = 3.7 mm, (b) tg = 3.0 mm, (c) tg = 

2.5 mm, (d) tg = 2.0 mm, and (e) a comparison between the modelled values and the hydraulic 

deterioration model by Giroud et al. (2000) 

 

geotextile ang get trapped within, and (iii) particles infiltrating the geotextile all the way 

through. The simulation is performed for the three geotextile samples V2-300, V400, and V500. 

Water flow direction (a) (b) 

(c) (d) 

(e) 
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In each scenario, a separate run is conducted for a constant particle diameter of 0.03, 0.06, 0.1, 

0.15, 0.2, and 0.25 mm. A summary of DEM simulation parameters is provided in Table 4.1. 

For each run, the mass of passing particles is compared to the initial mass of the total particles 

at the beginning of the simulations. The values of passing mass and particle diameters are then 

used to construct the pore size distribution curve for the geotextile, where the AOS corresponds 

to 5% passing mass (i.e., O95). 

 

Table 5.2. DEM simulation parameters for AOS simulations   

Parameter  Value  

Solid density (ρs) [kg/m3] 2700 

Coefficient of particle-particle friction (μs) 0.25 

Coefficient of particle-wall friction (μsw) 0.2 

Coefficient of restitution (e) 0.6 

Poisson ratio  0.25 

Young's modulus (E) [Pa]  3x108 

Coefficient of rolling friction (μr)  0.25 

DEM time step (Δt) [s]  5x10-8 

 

 

A summary of the test results is provided in Table 5.3 and Figure 5.9 (c). The obtained AOS 

for the three samples V2-300, V400, and V500 are found to be approximately equal to 0.13 

mm, 0.09 mm, and 0.08 mm, respectively. With these values, we can now assess the consistency 

of the geotextile’s coefficient of permeability and AOS. For the 300-filament sample, a 

coefficient of permeability of 4.6 x10-3 m/s and AOS of 0.13 compare decently to values of 

geotextiles of the similar thickness reported in literature (Yoo, 2016). The same conclusion can 

also be stated for the 400-filament and 500-filament geotextile samples. In a more realistic 

scenario, where the properties of an actual geotextile are readily made available by the 

manufacturer, the numerical tuning of the model to exactly match the geotextile properties is 

extremely challenging. Nonetheless, within the scope of this work we consider the V2-300 

geotextile sample to fall within a proper properties range for a tunnel drainage layer.  
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Table 5.3. Summary of (%) mass passing through the three geotextile samples for diameters: 

0.03, 0.06, 0.1, 0.15, 0.2, and 0.25 mm.    

      Passing (%)       

Geotextile  D0 = 0.03 mm D1 = 0.06 mm D2 = 0.1 mm D3 = 0.15 mm D3 = 0.2 mm D4 = 0.25 mm 

V2-300 100 94.5 11.5 2.9 1.7 0.6 

V400 100 90 1.6 0.06 0 0 

V500 100 88 1.1 0.012 0 0 

 

5.4 Boundary conditions  

Considering the spatial scale of a crack adopted in this study, it is necessary to differentiate 

between two distinct boundary conditions. The first is global boundary conditions that describe 

the groundwater flow and the overall drainage capacity of the tunnel. The second is the 

truncated boundary conditions on the crack level that govern the small domain. As shown in 

Figure 5.10(a), the global boundary conditions for the tunnel are governed by the tunnel 

geometry, water level, and rock permeability. With some simplifying assumptions such as 

homogeneous and isotropic rock medium, and the hydraulic head boundary at the edge of the 

tunnel, some analytical solutions can be derived to describe the radial water flow into the tunnel 

(e.g., Kolymbas and Wagner (2007), El Tani (2003) and Goodman et al. (1965)). Considering 

the scope of our work, where the drainage layer can potentially be pressurized to accommodate 

pressure increase resulting from clogging, the model of Kolymbas and Wagner (2007) can be 

used:  
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(5.13) 

where  rQ   is the total groundwater ingress into the tunnel, 
aK   is the rock aquifer’s 

coefficient of permeability, H  is the water level above the ground surface, ah   is the 

piezometric head of the drainage layer measured from the ground surface, 1h  is the depth to 

the centre of the tunnel measured from the ground surface, and r  is the tunnel radius. Such 

model, however, can only describe, or give a good approximation, for the groundwater flow 

into the tunnel. For instance, a key assumption in Kolymbas and Wagner’s derivation is that 

the hydraulic head function is constant in the drainage layer (e.g., an equipotential line).  
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Figure 5.9. DEM results of solid particles infiltration through 300 filament sample (V2-300): 

(a) particle size 0.06 mm, (b) particle size 0.2 mm, and (c) pore size distribution for the 300, 

400, and 500 filament samples.  

 

As such, the water flow dynamics beyond the edges of the tunnel (i.e., flow in the drainage 

layer) cannot be dealt with using such models. Furthermore, as we consider the tunnel to be 

initially not pressurized, it is important to check the validity of using the expression in Equation 

(a) (b) 

(c) 
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(5.13) at atmospheric pressure condition where 
1ah h= − . This is done by cross-checking the 

expression with the relationship presented by El Tani (2003) for unlined tunnels. We find that 

the resulting groundwater inflow is nearly identical from both expressions. Thus, we consider 

the expression in Equation (5.13) to be an acceptable approximation for the groundwater inflow 

at the edge of the tunnel. Inside the drainage layer, the water flow is assumed to be solely driven 

by the position head difference along the tunnel perimeter following Kim et al. (2020). 

 

Moving to crack level (Figure 5.10(b)), we consider a crack spanning over a small angle, 

d  , with total in-plane width of, rd  , and out-of-plane width w. Within the crack, the 

geotextile is overlain by a layer of fine particles of drilling residual or blinding deposition. The 

outermost boundary condition is considered an inflow boundary where the total amount of 

water passing through is / 2rwQ d  , where rQ is total ingress from Equation (5.13). This 

inflow value underlies the assumption that cracks are uniformly distributed throughout the 

perimeter and sufficiently extend out-of-plane so as to be considered two-dimensional. Here 

we consider the infiltration of the particles to be only driven by gravity and the momentum of 

the radial flow. Another inflow boundary is located on the left side representing the 

accumulated circumferential inflow from the crown of the tunnel up to the angle  , at which 

the centerline of the crack is located. Above the geotextile on the left and right sides of the 

crack, the shotcrete boundaries are represented as wall boundary conditions. At the outlet 

boundary of the geotextile, a constant pressure boundary condition is imposed, p = 0, (i.e., 

datum). This particular selection of the outflow boundary condition governs the overall 

prediction framework of the model. This means, the pressure value calculated at the geotextile 

side inlet basically represent the differential pressure needed to drive the prescribed inflows 

through the geotextile within the crack.   
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Figure 5.10. A schematic illustration of the global boundary conditions for groundwater 

ingress (left) and the truncated boundary conditions on a crack level expanding radially over 

dθ (right).  

 

Such way of truncating the domain sums all the groundwater-rock-tunnel interactions beyond 

the drainage layer into inflow values. This eliminates case-uniqueness because a specific inflow 

value can result from infinite combinations of water level, geometry, rock permeability, and 

drainage point piezometric head. However, from mass conservation, the local path of water 

water from the surrounding rock through the geotextile is analogous to in-series flow. Therefore, 

the calculated head/pressure difference within a small element (i.e., the geotextile) should be 

correct for a specific inflow value regardless of the aquifer and groundwater conditions. The 

aquifer conditions step in to play a major role in the interactions subsequent to pressure or flow 

variations beyond the geotextile capacity. To clarify, since the water flow inside the geotextile 

is driven by the elevation difference, the hydraulic gradient is predetermined by the tunnel’s 

geometry. As such, the geotextile drainage capacity depends only on the in-plane coefficient of 

permeability and thickness of the geotextile. Thus, following pressure increase in the drainage 

layer, the system needs to diffuse the extra pressure to maintain the same previous hydraulic 

gradient. This can be interpreted as an increase in the value of ah  in Equation (5.13), which 

then results a unique value of ingress reduction for a specific set of aquifer conditions.  

Since pressure increase is a direct result of geotextile clogging, the reduction of groundwater 

flow into the tunnel can also be interpreted as deterioration of geotextile permeability. We note 

(a) (b) 
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that the CFD-DEM predictions of pressure increase due to clogging are neither restrained by 

the geotextile drainage capacity nor take into consideration the subsequent reduction in 

groundwater flow. For instance, if the geotextile becomes completely clogged such that the 

effective permeability approaches zero, the model will estimate an extremely large pressure 

gradient as to move water through. Therefore, as the scope of modeling in this study is 

concerned, the simulation is only a part of a chain that involves explicit adjustment of boundary 

conditions in order to capture the entire dynamics of the system. This involves the effect of the 

initial pressure increase on the groundwater inflow into the tunnel and the corresponding 

geotextile compression. Thus, we limit the scope of the model to predicting the preliminary 

pressure increase resulting from geotextile clogging.  A schematic illustration of the system 

dynamics and the scope of simulation carried out in this study is highlighted in Figure 5.11.  

Depending on the initial hydraulic gradient in the drainage layer and the inflow of 

groundwater, Kim et al. (2020) express the minimum in-plane coefficient of permeability, 
gk , 

as:  
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where gt  is the geotextile thickness and   is the angle of the outlet point measured from the 

crown of the tunnel. The expression in Equation (5.14) is more relevant to the design process 

to obtain the needed the geotextile properties. With known properties, such as the case with our 

simulation, it can be rearranged to determine the allowable groundwater inflow capacity, that 

is equivalent to the total groundwater ingress, Qr. However, a major issue is associated with 

this particular approach, in Equation (5.14) the total outflow at angle    is assumed to be 

driven by the elevation difference between the crown and the outlet. This can only be true if 

the considered flow is constant from the crown to the outlet. Instead, the flow in the geotextile 

layer increases gradually as more radial flow is collected on its way to the outlet. Therefore, at 

a small angle d   located at the outlet, the collected flow / 2rQ    is driven with smaller 

gradient that is approximately sin( ) / sin( )rd rd   = . In such case, it is more appropriate to 

assume that the capacity of the geotextile is governed by the microscale outlet hydraulic 

gradient rather than an overall calculated hydraulic gradient. The maximum allowable inflow 

into the tunnel, based on the microscale outlet gradient, is 2 sin( ) /r g gQ k t  = . Comparing 
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this value of Qr to that from Equation (5.14), we obtain a ratio of (1 sin( / 2)) / sin( )   + − , 

which is nearly constant in the interval [ / 2 : / 2] −  and yields a value of 0.5 to 0.6. This 

can be clearly seen in Figure 5.14 as the geotextile flow capacity based on the outlet hydraulic 

gradient is approximately twice that of Kim et al. (2020). This inflow value is hereafter adopted 

as the initial model input for radial inflow as it is consistent with the hydraulic gradient 

restraints. Larger inflow value essentially means we are to conduct the simulation with inflow 

beyond the capacity, which renders any pressure comparisons to the initial conditions useless.  

 

 

 

Figure 5.11. A schematic illustration of the dynamics of hydraulic deterioration and reduction 

of the groundwater flow into the tunnel highlighting the scope of the CFD-DEM modelling 

conducted in this study. 
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Figure 5.12. Variation of the maximum allowable Qr based on overall all hydraulic gradient 

and local exit hydraulic gradient.  

 

5.5 Numerical setup and parametric analysis  

The simulation domain is similar to that shown in Figure 5.10(b). A geotextile layer identical 

to sample V2-300 of thickness of 3 mm, in-plane width of 1 cm, and out-of-plane width of 2.5 

mm is used. Here, we consider a tunnel with a radius of  5 m, this corresponds to a crack that 

spans over an angle of 0.003⁰, with which the curvature of the tunnel is nearly negligible. The 

geotextile is overlain by 3 mm thick deposition of fine soil, with a wall boundary condition at 

the bottom edge representing the geomembrane sealing layer. The inflow boundary conditions 

are specified at the top of the soil deposition and the left side of the geotextile based on the 

value of Qr calculated using the hydraulic gradient at outlet angle of 90⁰. In order to map the 

angular variation of pressure increase due to clogging, we consider four angles, θ = 0.003⁰, θ 

= 30⁰, θ = 60⁰, and θ = 90⁰ along the tunnel perimeter.  As for the effect of percentage of fines 

in the soil, three different samples, soil A, soil B, and Soil C, with fines content fc = 10%, 20%, 

and 40%, respectively, are considered (Figure 5.13). These percentages are estimated based on 

the portion of particles with diameter smaller than the AOS of the geotextile such that it directly 

accounts the particles that can infiltrate through the geotextile. A typical case simulation 
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involves two stages of simulation. Initially, the particles are allowed to infiltrate to the 

maximum extent under the effect of radial flow and their own weight. After the kinetic energy 

of the particles is stabilized at a reasonably small value, 1 x10-13 J in our case, the side inflow 

is initiated. The rationale behind this is to achieve the maximum possible clogging that can 

happen since the side inflow may be orders of magnitude larger than the radial inflow which 

works against clogging. This is to avoid conducting numerically intractable time-dependent 

simulations. Instead, we target the worst-case clogging scenario that might occur.  In reality, 

this can be considered as initial infiltration of fine particles before the installation of the 

geomembrane layer (i.e., temporary drainage). A summary of the simulation parameters of 

coupled CFD-DEM analysis is provided in Table 5.4. A summary of coupled CFD-DEM 

simulation parameters for crack-level analysis. 

Table 5.4. A summary of coupled CFD-DEM simulation parameters for crack-level analysis.    

 

Parameter  Value  

Geotextile sample  V2-300 

Geotextile thickness  0.003 

Model in-plane width (L) [mm] 10 

Model out-of-plane width (w) [mm]  2.5 

CFD time step (ΔtCFD) [s]  1x10-6 

DEM time step (ΔtDEM) [s] 1x10-8 

CFD-DEM coupling interval [ΔtDEM] 100 

Tunnel radius [m] 5 

Geotextile coefficient of permeability [m/s] 4.6x10-3 

Geotextile AOS [mm] 0.13 

 

An initial step of validation is first conducted before starting the parametric analysis 

simulations. In this step, a wall boundary is placed between the soil and the geotextile such that 

when the side inflow is released it only flows through the geotextile. The flow is released with 

values based on Qr for different outlet angles calculated for the microscale gradient case in 

Figure 5.12, such that the total inflow value is / 2rQ   . The purpose of this simulation is to 

ensure that the model produces the correct pressure difference (i.e., differential head) expected 

at each angle. The resulting differential pressure can be then compared to the equivalent 

pressure of elevation head such that sin( )p l g  =  , where l  is the crack in-plane length 

(1 cm). In this case, the expected pressure generated at the inlet '  (kPa) 0.0981sin( )p = . The 
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results shown in Figure 5.14 show the pressure field within the geotextile layer as well as the 

comparison between the modeled values and the predicted pressure drop across the crack. This 

validation, although relatively simple, is necessary to build confidence in later results. As for 

the effect of water level on the clogging process, it can be accounted for by increasing the value 

of Qr. However, implementing larger Qr values is merely transient as the system will soon revert 

back to flow capacity. In addition, since the circumferential flow increases in this case, more 

resistance to clogging is provided. This, in turn, does not give us any useful insights on the 

long-term deterioration of the drainage capacity of the geotextile. Therefore, variations in Qr 

are applied only to the initial stage of the simulation, while maintaining final stage inflow at 

the capacity value, to examine the potential increase in fines infiltration into the geotextile.   

 

 

 

Figure 5.13. The particle size distribution of the three soil samples: soil A, soil B, and soil C.  
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Figure 5.14. The generated inlet pressure considering three outlet angles 30⁰, 60⁰, and 90⁰ 

compared to the values calculated from the prescribed hydraulic gradient and geotextile 

properties.    

5.6 Results  

The results for the parametric analysis of crack angle and soil type at steady-state flow are 

shown in Figure 5.15. Generally, the resulting pressure increase at the inlet is a compromise 

between fines infiltration and circumferential flow governed by the crack angle. On one hand, 

the driving force component for the fine particles infiltration decreases by increasing the crack 

angle, thus, the resulting clogging is maximized at the crown of the tunnel and reaches its 

minimum at θ = 90⁰. On the other hand, the circumferential flow increases significantly as the 

crack angle increases, as a result, the slightest clogging magnifies the pressure increase. From 

the simulation results, we observe that in most cases the dominant side in this compromise to 
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be the circumferential flow value. This can be seen in Figure 5.15(a) and Figure 5.15(d) where 

the resulting pressure increase at , θ = 0.003⁰ is approximately 1% of that at θ = 90⁰. A 

systematics pressure increase is seen with increasing the crack angle. Another systematic 

increase is noticed with increasing the content of fines. This is rather expected as the more fine 

particles exist the larger the clogged area becomes and subsequently the larger the calculated 

pressure is. However, at high circumferential flows, it is more likely that smaller particles get 

washed away, which in turn, reduces clogging. This echoes with the clogging patterns observed 

in all the simulation cases, were the majority of the stable clogging is caused by relatively larger 

particles in the top third of the geotextile. In regions below, the clogging particles are smaller, 

yet, significantly less than the top region. In addition, in some cases (e.g., Figure 5.15(c)-soil 

C and Figure 5.15(d)-soil C) we observe that a portion of the solid particles are washed away 

near the inlet where the water pressure is highest. For coarser solid particles, this behavior is 

not observed. This indicates that the model was not only able to capture the effect of clogging, 

but the local piping regime that happens near the inlet.  

A closer look on the results shown in Figure 5.16 for the comparison between the modeled 

inlet pressure values, 'p , and the threshold pressure, 
trp , previously calculated (Figure 5.14) 

provides deeper insights into the clogging effect.  For instance, at angles θ = 60⁰ and θ = 90⁰ 

the calculated inlet pressure values are quite comparable for soil B and soil C. Considering the 

pressure increase to be the difference between the modelled inlet pressure and the threshold 

pressure, we find that the pressure increase corresponding 60⁰ is larger than that corresponding 

to 90⁰. This brings the aforementioned compromise back to the discussion, as contrary to the 

trend observed between the crown and the outlet, as the effect of the portion of infiltrated 

particles appears to have more weight to elevating the pressure than the flow increase. It is 

important to note that since the Qr value is calculated based on the microscale gradient at outlet 

angle θ = 90⁰, the actual pressure increase should correspond to difference between the 

calculated pressure and control pressure values (pc). These control values are based on the 

portion of flow at each crack angle computed from Qr at the outlet, which is typically smaller 

than the threshold pressure values. The control-based increase, ' cp p− , shown in Figure 5.17, 

indicate that the maximum pressure increase for the three soil types occur at θ = 60⁰. However, 

the control-based comparison underlies a major flaw as the hydraulic gradient does not change. 

Since we do not consider the geotextile layer to be initially pressurized, the water should then 

be considered to partially fill the geotextile under the same hydraulic gradient. As the CFD 

calculations do not account for this, the control pressures calculated based on fully flowing 
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sections may not be accurate. Therefore, in the subsequent calculations for pressure increase 

we adhere to the difference between the calculated inlet pressure and the threshold pressure. In 

such case, the calculated pressure is considered excessive only if it exceeds the microscale 

hydraulic gradient equivalent pressure.  

 

Figure 5.15. The results for pressure field highlighting the deposition patterns for soil A, soil 

B, and soil C for (a) θ = 0.003⁰, (b)  θ = 30⁰, (c) θ = 60⁰, and (d) θ = 90⁰ 
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As for the effect of initially increasing the radial flow on the final deposition of fine particles 

and the corresponding pressure increase, we carry out additional two tests for soil C under 

initial radial flow values of 1.5 Qr and 2 Qr. The reason we choose to conduct this analysis on 

soil C is that we wish to minimize the effect of clogging resulting from the geotextile pore 

spaces being of comparable size to the solid particles. In which case, the blocked particles are 

virtually immovable and may give misleading indication on the effect of increasing radial flow 

on clogging. At the end of the infiltration phase, we do not notice significant difference between 

the three cases. This may indicate that the dominant factor in driving the particles through the 

geotextile is their own weight. This may be an acceptable explanation considering the 

extremely small radial inflow value acting on a single crack for a tunnel radius of 5 m such that 

the additional momentum provided by water flow does not help further mobilizing the particles. 

In terms of calculated inlet pressures, we find the values for the three cases to be nearly identical 

(Figure 5.18).  

  

Figure 5.16.  A comparison between the inlet pressure calculated from coupled CFD-DEM 

analysis and the threshold pressure corresponding to the critical hydraulic gradient in the 

drainage layer.   
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Figure 5.17. The relative pressure increase with respect to the control pressure values calculated 

based on capacity crack flow at θ = 90⁰. 

 

Figure 5.18.  The resulting crack inlet pressure for initial radial inflow values of Qr, 1.5Qr, and 

2Qr 
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the threshold pressure values. This suggests the existence of some modifiers to the threshold 

pressure than may be able to express the calculated inlet pressure, 'p . These modifiers are 

essentially a function in the percentage of fines, 
cf  , and the crack angle,  . To obtain an 

expression for these modifiers we start off by looking at the flow conditions prior to clogging:  

 

intin g gQ k t i=
   

(5.15) 

where 
gk   is the in-plane coefficient of permeability of the geotextile, 

gt  is the geotextile 

thickness, and 
inti is the initial hydraulic gradient derived from the crack geometry. Here we 

consider the contribution of the radial inflow to be negligible compared to the circumferential 

flow. After clogging, the effective thickness of the geotextile id reduces by some value, 
gt , 

while the hydraulic gradient increases by 'i . To maintain the same flow, Equation (5.15) can 

be expressed as:  

 

int( )( ')in g g gQ k t t i i= − +
   

(5.16) 

By expanding and rearranging the terms in Equation (5.16) we get:  

 

int' 'g g g g g gk t i k t i k t i=  + 
   

(5.17) 

Now, by establishing some fundamental relationships regarding the term 
gt  such that: 

1/gt    and 
g ct f  we can state that: /g c gt Af t  = , where A is a constant. Ideally, the 

constant A should be inflow or water level-dependent, however, we chose to role out the effect 

of inflow variations since they are do not significantly affect clogging in this case. Further 

expanding the hydraulic gradient terms such that: int /tri p g l=   and ' '/i p g l=   , where 

l  is the crack length, we can write:  

 
'

1

c
tr

c

Af
p p

Af




 =
 
− 

 

   

(5.18) 

Equation (5.18) links provides the relationship between the pressure increase and the threshold 

pressure, where the predicted inlet pressure in this case is the sum of the pressure increase and 
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the threshold pressure. An issue is observed in Equation (5.18) regarding the value at the tunnel 

crown, θ = 0⁰ that leads to division by zero. However, since the crack has a finite length, the 

crack angle will always have a non-zero value. By comparing this expression to the calculated 

data, the best fit value for the constant A was found to be approximately 1.22. The results of 

the predicted values and the values calculated from the CFD-DEM analysis are shown in Figure 

5.19. The results show an overall good match between the predicted and the modelled values. 

Some discrepancies are observed at high flowrate values at θ = 60⁰ and θ = 90⁰ for soil C and 

soil B. The reason for these discrepancies is likely to be caused by the local pressure relief in 

these particular cases due to the washout of some fine particles near the inlet. Such local 

changes in pressure are not accounted for in the derivation of the prediction model. Indeed, the 

predictive ability of the model depends greatly on the provided simulation data, which is rather 

limited in our case. Therefore, more investigation is still needed to confirm these calculations.  

 

 

Figure 5.19. A comparison between the predicted inlet pressure values from the fitting model 

and the calculated values from the coupled CFD-DEM analysis.  
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5.8 Summary and conclusions  

In this study we carry out numerical investigation of hydraulic deterioration of geotextiles used 

in double-shell tunnel drainage systems due to clogging by fine soil particles in the vicinity. A 

framework for generating and testing the non-woven geotextile is initially developed. A series 

of coupled CFD-DEM simulations are then conducted to validate and test the effect of the 

content of fines, crack angle, and inflow values on the clogging process. The following 

conclusions can be drawn:  

1. The random 3D vector generation does not significantly affect the equivalent geotextile 

properties at high filament count.  

2. The microscale-based estimation of the hydraulic gradient in the drainage layer provides 

more accurate estimation for the flow capacity of the geotextile than macroscale gradient.  

3. Consistent pressure increase was observed with increasing the crack angle as well as the 

content of fines in the overlying soil  

4. Increasing the radial inflow does not have a significant effect on the maximum clogging 

deposition of the solid particles.  

5. At high inflow values, the model was about to capture local piping in addition to the clogging 

behavior in the geotextile.  
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 Chapter 6  

 

Conclusions and Recommendations for Future Work  

 

6.1 General conclusions 

In this thesis, a series of numerical simulations were presented including the Two-Fluid Model 

and coupled Computational Fluid Dynamics-Discrete Element analysis. The modeling was 

mainly conducted in the context of internal erosion of sandy soils around leaking pressurized 

and gravity pipes. In addition, a more complex simulation setting was presented in the last 

chapter of this thesis incorporating non-woven geotextiles used in tunnel drainage system. 

Within their respective studies, the models were validated using available analytical solutions 

or experimental data. Afterwards parametric analysis was conducted to investigate the effect 

of different factors on the results. The following general conclusions could be drawn from 

chapters 3 to 5:  

In chapter 3, the Two-Fluid Model was found to provide a good representation of the interaction 

between water and sand in the context of water injection. This highlights the potential viability 

of this model in providing reasonable estimates of pressure changing and physical deformation 

of sand around leaking pipes. The effect of polydispersity was incorporated by dividing the 

solid phase into multiple solids which enabled us to investigate the behavior of different types 

of soil particle size distributions.  

In chapter 4, the CFD-DEM simulations show a rather interesting conclusion regarding the 

effect of groundwater level on the erosion. Although the erosion rate is accelerated with 

increasing water level, it is only accelerated to a certain level, beyond which, the groundwater 

does not have a tangible effect on the erosion process. As for the sand layer height above the 

pipe, it was found to have a minor effect on the erosion rate and extent. The latter conclusion 

confirms the existence of a freefall arch regime even with the additional momentum provided 

by water flow. The investigation of the effect of crack angle shows that soil is often mobilized 

through inclined cracks under the effect of groundwater as opposed to mostly stable assembly 

existing in dry conditions. This indicates the role of sudden rise in groundwater around old and 

potentially cracked sewer pipes will most likely activate erosion through multiple inclined 

cracks, which can ultimately lead to the formation of a sinkhole.  
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In chapter 5, incorporating random 3D vectors to represent non-woven geotextiles could overall 

reproduce comparable results to that expected from an actual non-woven geotextile of the same 

thickness. In addition, the random process using the same seed for filament number was found 

to have little effect on the geotextile properties. This further supports the validity of the work 

flow to generate a numerical representation for non-woven geotextile. Further model validation 

using prescribed hydraulic gradients confirm the validity of the permeability values obtained 

from the CFD simulations. The model was able to capture the deposition pattern and the 

pressure rise for soils with different content of fines and different crack angles. It was observed 

that the model is able to capture localized dynamics within the crack such as piping near the 

inlet at high inlet flows. Increasing the radial inflow at the crack boundary was observed to 

have a minor effect on the final deposition of soil and the resulting pressure increase. This 

could be attributed to the multi-stage simulation strategy adopted in the simulation as well as 

the relatively small extent of the crack.   

6.2 Recommendations for future work  

The work presented in this thesis addresses only a limited portion of the potential applications 

for fully coupled microscale analysis of soil-water systems. Potential future work on this 

subject can be extended on both experimental and numerical fronts. The following are some 

recommendations for expanding the scope of this work:  

• Extending the scope of the Two-Fluid Model to include the effect of cohesion in soil. This 

development would be quite valuable for predicting stable cavities in silts and clays.  

• Carrying out an experimental study to confirm the effect of groundwater on the erosion of sand 

into gravity pipes.  

• Expanding the scope of the sand infiltration model to include further variations of soil-water 

interactions such as regime change from pressurized to free-surface flows. This will help provide 

deeper insights into applications related to storm-surge flows and hydraulic transients in general.  

• Expanding the CFD-DEM calculations to account for unsaturated mechanics, including the effect 

of capillary rise and humidity related effects.  

• Exploring the modeling of woven geotextiles, which can provide viable insights into filtration and 

separation applications.   
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