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Abstract

Singular moduli are values of the form j(a + b
√
−d), where a, b ∈ Q, −d is a negative

fundamental discriminant, and j is the modular j function. These values are exactly the

j-invariants of elliptic curves with complex multiplication. In this thesis, I will discuss two

famous results about singular moduli, namely Gross and Zagier’s factorization formula

and Berwick’s congruences, and give generalizations of both to singular values of the

modular lambda function λ. I will also give an integral model for the modular curve Y (2).
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Résumé

Les modules singuliers sont les valeurs de la forme j(a + b
√
−d), où a, b ∈ Q, −d est un

discriminant fondamental et j est le fonction j de Klein. Ces valeurs sont exactement

les invariants modulaires j des courbes elliptiques à multiplication complexe. Dans cette

thèse, je vais enquêter deux résultats concernant les modules singuliers: la formule de

factorisation de Gross et Zagier, et les congruences de Berwick. Je vais aussi généraliser

ces résultats aux valeurs singulier du fonction modulaire λ. Finalement, je vais donner

un modèle sur Z pour la courbe modulaire Y (2).
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Chapter 1

Introduction

The group SL2(Z) of 2 × 2 matrices with integer coefficients and determinant 1 acts on

the upper half plane H = {z ∈ C : Im(z) > 0} by fractional linear transformation,

γ(z) =
az + b

cz + d
, z ∈ H, γ =

a b

c d

 ∈ SL2(Z). (1.1)

The modular curve Y (1) over C is the quotient space SL2(Z)\H. It is the moduli space

of isomorphism classes of elliptic curves over C.

Similarly, if Γ is a congruence subgroup of SL2(Z), i.e. a subgroup containing the

principal congruence subgroup

Γ(n) :=


a b

c d

 ∈ SL2(Z) : a ≡ d ≡ 1 mod n, b ≡ c ≡ 0 mod n

 (1.2)

for some n ≥ 1, then one defines the modular curve YΓ to be the quotient space Γ\H. Of

particular interest are the modular curves

Y (n) := YΓ(n) Y0(n) := YΓ0(n), Y1(n) := YΓ1(n),
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where

Γ0(n) :=


a b

c d

 ∈ SL2(Z) : c ≡ 0 mod n

 , (1.3)

and

Γ1(n) :=


a b

c d

 ∈ SL2(Z) : a ≡ d ≡ 1 mod n, c ≡ 0 mod n

 . (1.4)

These are moduli spaces for elliptic curves plus the following “level n structures” per-

taining to the n-torsion points E[n] of an elliptic curve E:

1. The modular curve Y (n) parametrizes elliptic curves E equipped with a symplectic

isomorphism ϕ : (Z/nZ)2 → E[n],

2. the modular curve Y0(n) parametrizes elliptic curves E equipped with a cyclic

subgroup C ⊆ E[n] of order n, and

3. the modular curve Y1(n) parametrizes elliptic curves E equipped with a point P ∈

E[n] of exact order n.

If YΓ is a modular curve, its compactification is the space XΓ := Γ\(H∪Q ∪ {∞}). The

compactifications of Y (n), Y0(n) and Y1(n) are denoted by X(n), X0(n) and X1(n).

Modular curves allow us to translate certain invariants of elliptic curves into modular

functions, i.e. meromorphic functions H → C which are invariant under the action of

some congruence subgroup Γ. The most famous example is Klein’s modular j function

j : H → C, which corresponds to the j-invariant of elliptic curves, an invariant which

determines whether two elliptic curves are isomorphic over C. The j function is SL2(Z)-

invariant, and it is a hauptmodul for X(1), that is to say it defines an isomorphism

X(1) ∼= P1.

Of particular interest are values of the modular j function at imaginary quadratic

arguments, i.e. values j(a+b
√
−d), where a, b ∈ Q and −d is a negative fundamental dis-

criminant. These values are called singular moduli, and they are exactly the j-invariants

of elliptic curves with complex multiplication. A classical result is that all singular moduli

are algebraic integers. Moreover, it was recently shown by Bilu, Habegger and Kühne [3]
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that no singular modulus is an algebraic unit. I will be interested in two famous results

about singular moduli, namely Gross and Zagier’s factorization formula and Berwick’s

congruences.

In 1984, Gross and Zagier [17] proved a factorization formula for the product of

differences j(τ1) − j(τ2), where τi is an imaginary quadratic number of fundamental

discriminant di (by this, I mean that Z+ τiZ is a fractional ideal of the unique quadratic

order Oi of discriminant di). Their formula is as follows. Write

J(d1, d2) :=

 ∏
τi∈SL2(Z)\H
disc (τi)=di

(j(τ1)− j(τ2))


4

w1w2

, (1.5)

where wi is the number of units of the order Oi of discriminant di. Also, for l prime,

write

ε(l) :=


(
d1
l

)
, if gcd(d1, l) = 1, and(

d2
l

)
, if gcd(d1, l) = 1,

where
(
di
l

)
is the Kronecker symbol, and extend ε multiplicatively to all positive integers.

I will discuss the Kronecker symbol and the function ε extensively in § 3.1. With this

notation, Gross and Zagier proved the following theorem.

Theorem 1.6. [17, Theorem 1.3] If d1, d2 are coprime fundamental discriminants, then

J(d1, d2)2 = ±
∏

x,n,n′∈Z
n,n′>0

x2+4nn′=d1d2

nε(n
′).

Another result of great interest to the study of singular moduli are Berwick’s con-

gruences. In 1928, Berwick [1] conjectured that if j is a singular modulus, then j and

j − 1728 should satisfy several congruences above certain primes p. Gross and Zagier

proved several of these congruences in their above paper [17], but a more general proof

would have to wait until 2004, when Berwick’s congruences were proven by Bettner [2].

One can consider analogues of singular moduli for other hauptmoduls. If µ is a
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hauptmodul for a modular curve XΓ, namely if µ provides an isomorphism XΓ
∼= P1,

then we call the values of µ at imaginary quadratic arguments “singular values” of µ, or

“singular µ-values”. A natural question to ask is whether results pertaining to singular

moduli, such as Gross and Zagier’s factorization formula and Berwick’s congruences, can

be generalized to other hauptmoduls. In the case of Gross and Zagier’s formula, this

question has recently been answered positively for the following hauptmoduls:

1. Define x(z) = 212 ∆(2z)
∆(z)

for z ∈ H, where ∆ is the modular discriminant function.

This is a hauptmodul for the modular curveX0(2). A Gross-Zagier-like factorization

formula for x was proven by Yang and Yin [30].

2. Let λ be the modular lambda function, which is a hauptmodul for X(2). It corre-

sponds to the λ-invariant of enhanced elliptic curves for Γ(n), defined as follows.

Any elliptic curve E over C has a Weierstrass equation of the form

E : y2 = x(x− 1)(x− λ).

The choice of λ is not unique (there are six choices of λ if j(E) 6= 0, 1728), and

each choice of λ corresponds to a symplectic isomorphism ϕ : (Z/2Z)2 → E[2]. The

number λ ∈ C corresponding to a given symplectic isomorphism ϕ is called the

λ-invariant of the enhanced elliptic curve (E,ϕ). A Gross-Zagier-like factorization

formula for the modular lambda function was proven by Yang, Yin and Yu in [31].

The main focus of this thesis will be finding analogues of Gross and Zagier’s formulas

and of Berwick’s congruences for the modular lambda function. In chapter 2, I will

give some necessary background material regarding the modular lambda function λ and

modular curves over C. In chapter 3, I will discuss Gross and Zagier’s algebraic proof of

Theorem 1.6, adding many details which were absent in their paper. In chapter 4, I will

prove two results which are consequences of Theorem 1.6. First, in § 4.1, I will give an

upper bound on the valuation v(j) of a singular modulus j, where v is a valuation lying

above the prime 2. I will provide two proofs of this bound, the first relying on several

lemmas of Gross and Zagier [17] and the second using volume estimates for subrings of
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a certain quaternion algebra. Both proofs will use a result from [17] which relates the

valuation of j(E)−j(E ′), where E and E ′ are elliptic curves with complex multiplication,

to the number of isomorphisms from E to E ′. Second, in § 4.2, I will prove a Gross-Zagier-

like formula for the modular lambda function. My formula is weaker than Yang, Yin and

Yu’s formula, but it is surprisingly simple, and relatively easy to prove. In chapter 5,

I will prove an analogue of Berwick’s congruences for the modular lambda function, by

applying the theory of Newton polygons to Bettner’s result. A similar formula for norms

of singular lambda values is given in [31].

Finally, one can generalize the idea of modular curves over C to obtain moduli spaces

for elliptic curves over any ring. To do this, one defines more general notions of “level n

structures” on elliptic curves, which make sense even when n is not invertible. If n ≥ 3,

then the moduli problems corresponding to these level n structures are representable by

some schemes Y(n), Y0(n) and Y1(n). We call these schemes fine moduli schemes for their

corresponding moduli problems. If n = 1 or 2, then the moduli problems corresponding

to the different level n structures are not representable, so the schemes Y(2), Y0(2) and

Y1(2) do not exist as fine moduli spaces. Instead, we define “coarse moduli spaces” Y(2),

Y0(2) and Y1(2), which are the best possible approximation of a fine moduli space for the

level n moduli problems.

The modular schemes Y(n), Y0(n) and Y1(n) exist as schemes over Z, which motivates

the search for integral models for these schemes, i.e. for systems of polynomials which

define them as schemes over Z. In 6, I will define such a model for the modular scheme

Y(2). I will do this by constructing a morphism of schemes

Y(2)→ Y0(2) ×
Y0(1)
Y0(2),

and making use of the integral model Spec Z[x, j]/(ψ2(x, j)) for Y0(2) given by Mestre [23],

where

ψ2(x, j) := (x+ 16)3 − xj = 0 (1.7)

is the canonical modular polynomial of level 2.
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Chapter 2

Modular curves and the modular

lambda function

2.1 The cross-ratio and the modular lambda function

Let K be a field not of characteristic 2, and let E be an elliptic curve over K. Then E

is given by a Weierstrass equation

y2 + a1xy + a3y = x3 + a2x
2 + a4x+ a6. (2.1.1)

over R. Since 2 is invertible, we can make the change of variables

y′ =
1

2
(2y + a1x+ a3),

which puts E in the form

(y′)2 = x3 + a′2x
2 + a′4x+ a′6. (2.1.2)

Over the algebraic closure K of K, we factor the right-hand side of Equation (2.1.2) to

write E in the form

(y′)2 = (x− e1)(x− e2)(x− e3).

6



Now, a straightforward calculation shows that there is a unique projective transfor-

mation sending e1 to 1, e2 to 0 and fixing ∞. It sends x ∈ P1 to the cross-ratio1

(e2, e1;x,∞) :=
x− e2

e1 − e2

of the points e2, e1, x and ∞. Let λ be the image of e3 under this transformation, so

λ :=
e3 − e2

e1 − e2

. (2.1.3)

Note that λ 6= 0, 1 since e3 6= e1, e2. So the curve

Eλ : y2 = x(x− 1)(x− λ) (2.1.4)

is an elliptic curve over the field K(e1, e2, e3). Also, E is isomorphic to Eλ over K via

the map

(x, y) 7→
(
x− e2

e1 − e2

,
y

(e1 − e2)3/2

)
. (2.1.5)

This map takes (e1, 0) to (1, 0), (e2, 0) to (0, 0) and (e3, 0) to (λ, 0).

Moreover, there is a unique value of λ for which such a map exist. Indeed, take

λ′ ∈ K and suppose that E is isomorphic to Eλ′ via an isomorphism taking (e1, 0) to

(1, 0), (e2, 0) to (0, 0) and (e3, 0) to (λ′, 0). Then the x-coordinate of this isomorphism

gives a projective transformation taking the ordered tuple (e2, e1, e3,∞) to (0, 1, λ′,∞).

Hence both tuples have the same cross ratio, i.e.

λ′ =
λ′ − 0

1− 0
= (0, 1 : λ′,∞) = (e2, e1 : e3,∞) =

e3 − e2

e1 − e2

= λ,

1The cross-ratio of four distinct points z1, z2, z3, z4 ∈ A1 is defined to be

(z1, z2; z3, z4) :=
(z3 − z1)(z4 − z2)

(z3 − z2)(z4 − z1)
.

This can be extended to P1 by removing the terms containing zi if zi =∞. For example, when z4 =∞,
we have

(z1, z2; z3,∞) :=
z3 − z1
z3 − z2

.

Over R, this is the same as taking the limit as z4 →∞.
Two ordered sets of points (z1, z2, z3, z4) and (z′1, z

′
2, z
′
3, z
′
4) have the same cross-ratio if and only if

there is a projective transformation taking each zi to z′i.
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σ ∈ S3 (e′1, e
′
2, e
′
3) = (e1, e2, e3)σ λ′ = λσ =

e′3−e′2
e′1−e′2

id (e1, e2, e3) λ

(23) (e1, e3, e2) λ
λ−1

(12) (e2, e1, e3) 1− λ
(123) (e2, e3, e1) λ−1

λ

(132) (e3, e1, e2) 1
1−λ

(13) (e3, e2, e1) 1
λ

Table 2.1: The six values of λ and the action of S3 on them.

as claimed.

However, note that λ is not an invariant of the elliptic curve E, since it depends

on the ordering e1, e2, e3 of the points of exact order 2 of E. Hence for a given elliptic

curve, there are six possible values of λ. The symmetric group S3 acts on these values

by permuting the 2-torsion points (e1, 0), (e2, 0) and (e3, 0) of E. The values of λ and the

action of S3 are given in Table 2.1.

Instead, λ is an invariant for enhanced elliptic curves for Γ(2), i.e. triples (E,P1, P2),

where E is an elliptic curve over K and P1, P2 is an ordered basis for the 2-torsion E[2]

of E. The λ-invariant of an enhanced elliptic curve (E,P1, P2) is the unique value λ ∈ L

such that (E,P1, P2) is isomorphic over K to the elliptic curve Eλ via an isomorphism

taking P1 to (1, 0) and P2 to (0, 0).

In § 2.3, we will see how this construction gives a Γ(2)-invariant function on the upper

half plane. But first, we note that one can obtain a true invariant of the elliptic curve E

by taking a symmetric polynomial of the values of λ from Table 2.1. The naive choices

would be to add or multiply these values,

Sadd(λ) =
∑
σ∈S3

λσ, Smult(λ) =
∏
σ∈S3

λσ,

however a quick calculation shows that Sadd(λ) = 3 and Smult(λ) = 1 regardless of the

value of λ. Instead, we take the sum of the squares,

S(λ) =
∑
σ∈S3

(λσ)2 =
2− 6λ+ 9λ2 − 8λ3 + 9λ4 − 6λ5 + 2λ6

λ2(1− λ)2
. (2.1.6)

8



This is related to the classical j-invariant j = j(E) by

j = 128(S(λ) + 3) = 256
(1− λ+ λ2)3

λ2(1− λ)2
. (2.1.7)

Remark 2.1.8. Let

E : y2 = (x− e1)(x− e2)(x− e3)

and

E ′ : y2 = (x− e′1)(x− e′2)(x− e′3)

be two elliptic curves over K whose two-torsion points (ei, 0) and (e′i, 0) are defined over

K. Suppose that (E, (e1, 0), (e2, 0)) and (E ′, (e′1, 0), (e′2, 0)) have the same λ-invariant λ0.

Then, as a consequence of the above discussion, there is an isomorphism f : E → E ′ over

K taking (ei, 0) to (e′i, 0). This isomorphism must be of the form

(x, y) 7→ (u2x+ r, u3y)

with u ∈ K× and r ∈ K. The conditions e′i = u2ei + r, i = 1, 2, 3, give

u2 =
e′1 − e′2
e1 − e2

, r =
e1e
′
2 − e′1e2

e1 − e2

,

so f is given by

(x, y) 7→

((
e′1 − e′2
e1 − e2

)
x+

e1e
′
2 − e′1e2

e1 − e2

,

(
e′1 − e′2
e1 − e2

)3/2

y

)
. (2.1.9)

So E and E ′ are in fact isomorphic over the quadratic extension K[
√

(e′1 − e′2)/(e1 − e2)]

of K.

2.2 Congruence subgroups and modular curves over C

In this section, I will define the modular curves Y (n), Y0(n) and Y1(n) as complex mani-

folds, and explain their connection to “enhanced” elliptic curves.

9



Fix n ≥ 1. The principal congruence subgroup of level n is the subgroup

Γ(n) :=


a b

c d

 ∈ SL2(Z) : a ≡ d ≡ 1 mod n, b ≡ c ≡ 0 mod n

 . (2.2.1)

of SL2(Z). It is the kernel of the surjective homomorphism

SL2(Z) SL2(Z/nZ)

γ γ mod n,

and so is a normal subgroup.

A subgroup Γ < SL2(Z) is called a congruence subgroup of level n if it contains Γ(n).

Two congruence subgroups of particular interest are

Γ0(n) :=


a b

c d

 ∈ SL2(Z) : c ≡ 0 mod n

 (2.2.2)

and

Γ1(n) :=


a b

c d

 ∈ SL2(Z) : a ≡ d ≡ 1 mod n, c ≡ 0 mod n

 . (2.2.3)

Note that

Γ(n) ⊆ Γ1(n) ⊆ Γ0(n).

Now, recall that SL2(Z) acts on the upper-half plane H = {z ∈ C : Im(z) > 0} by

linear fractional transformation,

γ(z) =
az + b

cz + d
for γ =

a b

c d

 ∈ SL2(Z) and z ∈ H. (2.2.4)

So if Γ < SL2(Z) is a congruence subgroup, we can form the quotient space YΓ := Γ\H.

10



In particular, for n ≥ 1 we write

Y (n) := YΓ(n), Y1(n) := YΓ1(n), Y0(n) := YΓ0(n). (2.2.5)

These spaces are in fact moduli spaces for certain “enhanced” elliptic curves over C. Let

us define these enhanced elliptic curves.

Let E be an elliptic curve over C, and fix n ≥ 1.

A Γ1(n)-structure on E is a point P ∈ E[n] of exact order n. We call the pair

(E,P ) an enhanced elliptic curve for Γ1(n). An isomorphism f : (E,P ) → (E ′, P ′) of

enhanced elliptic curves for Γ1(n) is an isomorphism f : E → E ′ of elliptic curves such

that f(P ) = P ′.

A Γ0(n)-structure on E is a subgroup H < E[n] of order p. We call the pair (E,H)

an enhanced elliptic curve for Γ0(n). An isomorphism f : (E,H)→ (E ′, H ′) of enhanced

elliptic curves for Γ0(n) is an isomorphism of elliptic curves f : E → E ′ such that

f(H) = H ′.

To define enhanced elliptic curves for Γ(n), we must we must first define the Weil

pairing

en : E[n]× E[n]→ µn

for an elliptic curve E over C, where µn is the multiplicative group of n-th roots of unity.

To do this, write E = C/Λ for some lattice Λ = ω1Z+ω2Z, with ω1/ω2 ∈ H. Then, since

ω1/n, ω2/n form a basis for E[n], we can write

P
Q

 = γ

ω1/n

ω2/n


for some matrix γ ∈M2(Z/nZ). We then define the Weil pairing of P and Q to be

en(P,Q) := ζdet γ
n ,

11



where ζn = e2πi/n. Since ζnn = 1, en(P,Q) is well-defined. One can check that the Weil

pairing is bilinear. Similarly, we can define a bilinear pairing

dn : (Z/nZ)2 → µn

by

dn((a, b), (c, d)) := ζad−bcn .

Now, a Γ(n)-structure on E is a symplectic isomorphism ϕ : ((Z/nZ)2, dn)→ (E[n], en),

i.e. an isomorphism ϕ : (Z/nZ)2 → E[n] such that dn = en◦ϕ. An enhanced elliptic curve

for Γ(n) is a pair (E,ϕ), where E is an elliptic curve over C and ϕ is a Γ(n)-structure

on E. An isomorphism f : (E,ϕ) → (E ′, ϕ′) of enhanced elliptic curves for Γ(n) is an

isomorphism of elliptic curves f : E → E ′ such that f ◦ ϕ = ϕ′.

Proposition 2.2.6. Fix n ≥ 1. Then we have well-defined bijections

1. between Y (n) and the set of isomorphism classes of enhanced elliptic curves for

Γ(n), sending Γ(n)τ to the isomorphism class
[
C/(Z + τZ), 1

n
, τ
n

]
,

2. between Y1(n) and the set of isomorphism classes of enhanced elliptic curves for

Γ1(n), sending Γ1(n)τ to the isomorphism class
[
C/(Z + τZ), 1

n

]
, and

3. between Y0(n) and the set of isomorphism classes of enhanced elliptic curves for

Γ0(n), sending Γ0(n)τ to the isomorphism class
[
C/(Z + τZ),

〈
1
n

〉]
.

Proof. This is [12, Theorem 1.5.1]

2.3 Lambda as a modular function

In this section, we will see how the lambda invariant constructed in § 2.1 gives rise to a

Γ(2)-invariant function λ : H → C. This function is called the modular lambda function.

Let τ ∈ Γ(2)\H. In Proposition 2.2.6, we saw that τ corresponds to the isomorphism

class
[
C/(Z + τZ), 1

2
, τ

2

]
of enhanced elliptic curves for Γ(2). A Weierstrass equation for

12



the elliptic curve E is given by

y2 = 4(x− e1)(x− e2)(x− e3), (2.3.1)

where

e1 = ℘

(
1

2

)
, e2 = ℘

(τ
2

)
, e3 = ℘

(
τ + 1

2

)
,

and ℘ is the Weierstrass ℘-function for the lattice Z + τZ (see [12, §1.4]). The elliptic

curve in Equation (2.3.1) is isomorphic via the map y 7→ y/2 to the elliptic curve

E : y2 = (x− e1)(x− e2)(x− e3).

Hence the enhanced elliptic curve
(
C/(Z + τZ), 1

2
, τ

2

) ∼= (E, (e1, 0), (e2, 0)) has λ-invariant

λ(τ) := λ

(
C/(Z + τZ),

1

2
,
τ

2

)
=
e3 − e2

e1 − e2

=
℘
(
τ+1

2

)
− ℘

(
τ
2

)
℘
(

1
2

)
− ℘

(
τ
2

) . (2.3.2)

This is a meromorphic function on H since ℘ is, and it is Γ(2)-invariant, since if τ, τ ′ ∈ H

are in the same Γ(2)-orbit, then the enhanced elliptic curves
(
C/(Z + τZ), 1

2
, τ

2

)
and(

C/(Z + τ ′Z), 1
2
, τ
′

2

)
are isomorphic (by Proposition 2.2.6).

Now, we would like to write down the q-expansion of λ. To do this, we use the fact

(see [7, Chapter V, §5, Corollary 1]) that

℘

(
1

2

)
− ℘

(τ
2

)
= π2θ3(0, τ)4, ℘

(
τ + 1

2

)
− ℘

(τ
2

)
= π2θ1(0, τ)4, (2.3.3)

where θ1(s, τ) and θ3(s, τ) are the theta-functions

θ1(s, τ) = 2
∑
n≥0

q
1
4

(2n+1)2 cos ((2n+ 1)πs) (2.3.4)

and

θ3(s, τ) = 1 + 2
∑
n≥1

qn
2

cos(2nπs). (2.3.5)

13



Here, q = eπiτ for τ ∈ H. So

λ(τ) =

(
θ1(0, τ)

θ3(0, τ)

)4

. (2.3.6)

Moreover, by [5, Corollary 3.1],

θ1(0, τ) = 2q1/4
∏
n≥1

(1− q2n)(1 + q2n)2, θ3(0, τ) =
∏
n≥1

(1− q2n)(1 + q2n−1)2, (2.3.7)

and so

λ(τ) = 16q
∏
n≥1

(
1 + q2n

1 + q2n−1

)8

. (2.3.8)

This gives the q-expansion

λ(τ) = 16q − 128q2 + 704q3 − 3072q4 +O(q5), q = eπiτ . (2.3.9)

The coefficients of this q-expansion are given in OEIS sequence A115977 (see [18]).

Finally, note that this is only one of several possible definitions of the modular lambda

function. Indeed, our definition of λ(τ) depends on the choice of correspondence between

points of Y (2) and enhanced elliptic curves for Γ(2) made in Proposition 2.2.6. In general,

if we send Γ(2)τ ∈ Y (2) to the enhanced elliptic curve (C/(Z+ τZ), P1(τ), P2(τ)), where

B = (P1(τ), P2(τ)) is a choice of basis for the 2-torsion points
{

0, 1
2
, τ

2
, τ+1

2

}
of C/(Z+τZ),

then the above construction would yield a modular function

λB(τ) =
℘(P1(τ) + P2(τ))− ℘(P2(τ))

℘(P1(τ))− ℘(P2(τ))
.

We can calculate the q-expansion of λB using Equation (2.3.3) and Equation (2.3.7), as

well as the relations

℘

(
1

2

)
− ℘

(
τ + 1

2

)
= π2θ2(0, τ)4,

where

θ2(s, τ) = 1 + 2
∑
n≥1

(−1)nqn
2

cos(2nπs), (2.3.10)
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σB ∈ S3 B = (P1(τ), P2(τ)) τB λB(λ) λB(τ) λB(q)

id

(
1

2
,
τ

2

)
τ λ

(
θ1(0, τ)

θ3(0, τ)

)4

16q
∏
n≥1

(
1 + q2n

1 + q2n−1

)8

(23)

(
1

2
,
τ + 1

2

)
τ + 1

λ

λ− 1
−
(
θ1(0, τ)

θ2(0, τ)

)4

−16q
∏
n≥1

(
1 + q2n

1− q2n−1

)8

(12)

(
τ

2
,
1

2

)
−1

τ
1− λ

(
θ2(0, τ)

θ3(0, τ)

)4 ∏
n≥1

(
1− q2n−1

1 + q2n−1

)8

(123)

(
τ

2
,
τ + 1

2

)
τ − 1

τ

λ− 1

λ
−
(
θ2(0, τ)

θ1(0, τ)

)4

− 1

16q

∏
n≥1

(
1− q2n−1

1 + q2n

)8

(132)

(
τ + 1

2
,
1

2

)
1

1− τ
1

1− λ

(
θ3(0, τ)

θ2(0, τ)

)4 ∏
n≥1

(
1 + q2n−1

1− q2n−1

)8

(13)

(
τ + 1

2
,
τ

2

)
τ

τ + 1

1

λ

(
θ3(0, τ)

θ1(0, τ)

)4
1

16q

∏
n≥1

(
1 + q2n−1

1 + q2n

)8

Table 2.2: The six possible definitions λB(τ) of the modular lambda function, corre-
sponding to the six bases B of Eτ [2]. The first column shows how S3

∼= Γ(2)\SL2(Z) acts
on these functions, by specifying the element σB ∈ S3 taking the basis

(
1
2
, τ

2

)
to B. The

third column gives the element τB ∈ Y (2) such that λB(τ) = λ(τB), i.e. the element such
that the enhanced elliptic curve (Eτ , B) is isomorphic to

(
EτB ,

1
2
, τB

2

)
. The fourth column

gives λB as a function of λ. The fifth column gives λB in terms of the theta functions
θi(0, τ), i = 1, 2, 3. Finally, the last column gives the q-expansion of λB.

which satisfies

θ2(0, τ) =
∏
n≥1

(1− q2n)(1− q2n−1)2 (2.3.11)

(again, these come from [7, Chapter V, §5, Corollary 1] and [5, Corollary 3.1]). The

results of these calculations are given in Table 2.2.

In particular, note that one of the choices of λB is 1
λ(τ)

. So, unlike the modular

j-function, which has a zero at τ = −1+
√
−3

2
, λ has no zeros or poles on H. Modular

functions with this property are called modular units.
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Chapter 3

Gross-Zagier’s factorization formula

3.1 Introduction

Singular moduli, that is complex numbers of the form j(a+b
√
−d), where a, b ∈ Q and d is

a positive integer, have been studied as far back as the works of Klein, Hilbert and Weber.

They are exactly the j-invariants of elliptic curves over C with complex multiplication,

i.e. elliptic curves whose endomorphism rings are orders in quadratic imaginary fields.

In 1984, Gross and Zagier discovered a remarkable factorization formula for norms of

differences of singular moduli (see Theorem 3.1.5 below). In [17], they provide two proofs

of this formula. In this chapter, I will discuss their first (algebraic) proof, adding some

details which were not present in the cited paper.

3.1.1 The Kronecker symbol

Recall that if p is an odd prime and a ∈ Z, the Legendre symbol
(
a
p

)
is given by

(
a

p

)
=


1, if a is a square mod p and a 6≡ 0 mod p,

−1, if a is not a square mod p,

0, if a ≡ 0 mod p.

(3.1.1)
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The Legendre symbol is multiplicative in its top argument, i.e.

(
ab

p

)
=

(
a

p

)(
b

p

)
.

Also, if p and q are distinct odd primes, then the law of quadratic reciprocity states that

(
q

p

)(
p

q

)
= (−1)

p−1
2

q−1
2 .

The Kronecker symbol generalizes the Legendre symbol to any pair of non-zero inte-

gers. It uses the same notation as the Legendre symbol, and is defined as follows:

1. If p is an odd prime then
(
m
p

)
is just the Legendre symbol, as defined above.

2.
(
m
2

)
=


0, if 2|m,

1, if a ≡ ±1 mod 8,

−1, if a ≡ ±3 mod 8.

3.
(
m
1

)
= 1.

4.
(
m
−1

)
=


1, if m ≥ 0,

−1, if m < 0.

5. If n = upa11 · · · parr , where p1, . . . , pr are distinct primes and u = ±1, then

(m
n

)
=
(m
u

)(m
p1

)a1
· · ·
(
m

pr

)ar
.

Lemma 3.1.2. The Kronecker symbol has the following properties:

1.
(
mm′

n

)
=
(
m
n

) (
m′

n

)
and

(
m
nn′

)
=
(
m
n

) (
m
n′

)
, for all m,m′, n, n′ ∈ Z with n, n′ 6= 0.

2. (Quadratic reciprocity, limited version) If m ≡ 1 mod 4, n ≡ 0 or 1 mod 4 and

m,n are relatively prime, then

(m
n

)
=

(
n

|m|

)
.
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If in addition to these properties we have sgn(m) = −sgn(n), then

(m
n

)
=
( n
m

)
.

3.
(
m
n

)
depends only on n mod m.

Proof. Property (1) follows immediately from the multiplicativity of the Legendre symbol.

For properties (2) and (3), see [9, Exercise 13.15(a)-(b)].

For more on the Kronecker symbol, see [9].

3.1.2 Gross-Zagier’s main theorem

Let d1, d2 < 0 be two negative fundamental discriminants with gcd(d1, d2) = 1, and let

D = d1d2 > 0. For i = 1, 2 let Oi be the imaginary quadratic order of discriminant

di, let wi = O×i be the number of units in Oi, and let hi = h(Oi) be the class number

of Oi. We say that an imaginary quadratic number τi ∈ H has discriminant di, and

write disc (τi) = di, if Z + τiZ is a fractional ideal of Oi. The singular moduli j(τi)

with disc(τi) = di are exactly the j-invariants of the elliptic curves over C with complex

multiplication by Oi. In [17], Gross and Zagier consider the following product:

J(d1, d2) :=

 ∏
τi∈Γ\H

disc (τi)=di

(j(τ1)− j(τ2)))


4

w1w2

(3.1.3)

Their main result is a formula for J(d1, d2), given in Theorem 3.1.5 below.

If l is prime and
(
D
l

)
6= −1, define

ε(l) =


(
d1
l

)
if gcd(l, d1) = 1(

d2
l

)
if gcd(l, d2) = 1,

(3.1.4)

where
(
di
l

)
is the Kronecker symbol. Note that since gcd(d1, d2) = 1, we must have either

gcd(l, d1) = 1 or gcd(l, d2) = 1. Also, if gcd(l, d1) = gcd(l, d2) = 1, then 1 =
(
D
l

)
=

18



(
d1
l

) (
d2
l

)
and so

(
d1
l

)
=
(
d2
l

)
. So ε(l) is well-defined. We extend ε multiplicatively: if

n = la11 · · · larr , where each li satisfies
(
D
li

)
6= −1, then

ε(n) = ε(l1)a1 · · · ε(lr)ar .

The main interest of this chapter is the following theorem of Gross-Zagier:

Theorem 3.1.5. Let d1, d2 be as above. Then

J(d1, d2)2 = ±
∏

x,n,n′∈Z
n,n′>0

x2+4nn′=D

nε(n
′).

This is [17, Theorem 1.3]. As stated earlier, in this chapter I will discuss their algebraic

proof of this result, adding many details which were omitted in their paper.

If m is a positive integer and every prime factor l of m satisfies
(
D
l

)
6= −1, we can

define

F (m) :=
∏

nn′=m

nε(n
′),

where the product runs over positive integers. Note that the definition of F depends on

d1 and d2 through ε. We can rewrite the formula of Theorem 3.1.5 as

J(d1, d2)2 = ±
∏
x2<D

x2≡D mod 4

F

(
D − x2

4

)
.

Proposition 3.1.6. Fix d1 and d2 as above. The function F has the following properties:

1. If there is a unique prime number l with ε(l) = −1 and dividing m to an odd power,

then F (m) is a power of l. Furthermore, if

m = l2a+1p2a1
1 · · · p2as

s qb11 · · · qbtt

with ε(l) = ε(p1) = . . . = ε(ps) = −1 and ε(q1) = . . . = ε(qt) = 1, then

F (m) = l(a+1)(b1+1)···(bt+1).

19



2. If there are at least two distinct primes l1, l2 with ε(li) = −1 and dividing m to an

odd power, then F (m) = 1.

3. If there are no such primes, then F (m) is a power of
√
m.

Proof. Write m = le11 · · · lerr . Then

F (m) =
∏

nn′=m

nε(n
′)

=

e1∏
i1=0

· · ·
er∏
ir=0

(
li11 · · · lirr

)ε(l1)e1−i1 ···ε(lr)er−ir

=
r∏

k=1

(
e1∏
i1=0

· · ·
er∏
ir=0

l
ε(l1)e1−i1 ···ε(lr)er−ir ·ik
k

)

=
r∏

k=1

l

e1∑
i1=0

· · ·
er∑
ir=0

ε(l1)e1−i1 · · · ε(lr)er−ir · ik

k

=
r∏

k=1

l

∏
j 6=k

 ej∑
ij=0

ε(lj)
ej−ij

 ·( ek∑
ik=0

ε(lk)
ek−ik · ik

)
k

=
r∏

k=1

l
Bk

∏
j 6=k Aj

k ,

where

Ak =

ek∑
i=0

ε(lk)
ek−i, Bk =

ek∑
i=0

ε(lk)
ek−i · i.

So we need to calculate Ak and Bk for each prime factor lk of m.

Case 1: ε(lk) = 1. Then

Ak =

ek∑
i=0

1 = ek + 1

and

Bk =

ek∑
i=0

i =
ek(ek + 1)

2
.

Case 2: ε(lk) = −1 and ek = 2ak is even. Then

Ak =

2ak∑
i=0

(−1)2ak−i =

2ak∑
i=0

(−1)i = 1
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and

Bk =

2ak∑
i=0

(−1)2ak−ii =

2ak∑
i=0

(−1)ii = −1 + 2− 3 + 4− . . .− (2ak − 1) + 2ak = ak.

Case 3: ε(lk) = −1 and ek = 2bk + 1 is odd. Then

Ak =

2ak+1∑
i=0

(−1)2ak+1−i =

2ak+1∑
i=0

(−1)i−1 = 0

and

Bk =

2ak+1∑
i=0

(−1)2ak+1−ii =

2ak+1∑
i=0

(−1)i−1i = 1− 2 + 3− 4 + · · ·+ (2ak + 1) = ak + 1.

The fact that Ak = 0 in case 3 gives part 2 of the proposition. The formula for F (m)

in part 1 is also clear by looking at the formulae of Ak and Bk in each case.

For part 3, note that in cases 1 and 2 we have Bk = ek
2
Ak, and so if m is as in part 3

then

F (m) =
r∏

k=1

l
ek
2

∏
j Aj

k = m
1
2

∏
k Aj .

Proposition 3.1.7. If m = D−x2
4

for some x ∈ Z satisfying x2 < D and x2 ≡ D mod 4,

then ε(m) = −1.

Proof. See also [9, Exercise 13.15]. We first fix some notation. By swapping d1 and d2 if

necessary, we can assume that d1 ≡ 1 mod 4. Let

a = ± gcd(d1,m),

with the sign chosen so that a ≡ 1 mod 4. Write

d1 = ad, m = ab.
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Claim 3.1.8. We have

ε(m) =

(
d1

b

)(
d2

a

)
, (3.1.9)

and (
d1

b

)
=

(
a

d2

)(
d

−1

)
. (3.1.10)

Before proving the claim, note that if gcd(n, n′) = 1 then
(
n′

n

)
= ±1 and so

(
n′

n

)−1
=(

n′

n

)
. Here we will only be taking the Kronecker symbol of coprime integers, so we will

use this property without stating so.

Proof. (of Claim) For Equation (3.1.9), we first note that gcd(d1, b) = 1. For this,

note that since m = D−x2
4

, d1|D, gcd(d1, 4) = 1 and d1 is squarefree, we have a =

± gcd(d1,m) = ± gcd(d1, x
2) = ± gcd(d1, x). Also, gcd(d2, a) = 1 since a|d2.

Second, note that if n ∈ Z with gcd(di, n) = 0 for i = 1 or 2, then ε(n) =
(
d1
n

)
. Hence

ε(m) = ε(a)ε(b) =

(
d2

a

)(
d1

b

)
.

For Equation (3.1.10), we start with some observations. First,

(
d1

b

)
=

(
d1

4b

)
=
( a

4b

)( d

4b

)
. (3.1.11)

Second, dividing 4m = d1d2 − x2 by a gives 4b = dd1 − a(x/a)2, and so

4b ≡ dd2 mod a. (3.1.12)

Hence

(a
d

)
=

(
a

d2

)(
a

dd2

)
by multiplicativity

=

(
a

d2

)( a
4b

)
by Equation (3.1.12) and Lemma 3.1.2

=

(
a

d2

)(
d1

b

)(
d

4b

)
by Equation (3.1.11),
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and so

(
d1

b

)
=

(
a

d2

)(a
d

)( d

4b

)
=

(
d

a

)(
d

4b

)
by quadratic reciprocity

=

(
a

d2

)(
d

4ab

)
by multiplicativity

=

(
a

d2

)(
d

D − x2

)
since 4ab = 4m = D − x2

=

(
a

d2

)(
d

−x2

)
since d|D and by Lemma 3.1.2

=

(
a

d2

)(
d

−1

)
by multiplicativity and since

(
d

x

)2

= (±1)2 = 1,

as desired.

Now, we have

ε(m) =

(
d1

b

)(
d2

a

)
by Equation (3.1.9)

=

(
d2

a

)(
a

d2

)(
d

−1

)
by Equation (3.1.10)

=

(
d2

sgn(a)

)(
d2

|a|

)(
a

d2

)(
d

−1

)
by multiplicativity

=

(
d2

sgn(a)

)(
a

d2

)2(
d

−1

)
by quadratic reciprocity

=

(
d2

sgn(a)

)(
d

−1

)
since

(
a

d2

)2

= (±1)2 = 1.

Finally, note that since a and d have opposite signs

(
d

−1

)
=


−1 if a > 0

1 if a < 0
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and, since d2 < 0, (
d2

sgn(a)

)
=


1 if a > 0

−1 if a < 0,

Hence ε(m) = −1 by considering the cases a > 0 and a < 0 separately.

It follows that if m = D−x2
4

, then there must be at least one prime l dividing m to an

odd power with ε(l) = −1. Hence F (m) is a power of l if there is only one such l, and

F (m) = 1 if there are two or more such primes l. So we can conclude the following about

J(d1, d2):

Corollary 3.1.13. If l is a prime dividing J(d1, d2) then

1. ε(l) = −1,

2. l divides an integer of the form D−x2
4

, and

3. l ≤ D
4

.

3.2 Preliminary results

In this section, I present two results from [17] which will play key roles in the algebraic

proof of Theorem 3.1.5. The first calculates the valuation of j(τ1)− j(τ2). The second is

a refinement of Deuring’s lifting theorem which will allow us to transition from counting

isomorphisms of elliptic curves to counting elements of an order in a quaternion algebra.

3.2.1 Calculating v(j − j′)

For the rest of this section, W will denote a complete, discrete valuation ring, with

uniformizer π and corresponding valuation v, such that

1. its field of fractions has characteristic 0,

2. its residue field k = W/π is algebraically closed of characteristic l > 0, and

3. v is normalized so that v(π) = 1.
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For example, we could take W to be (a finite extension of) the Witt vectors W
(
Fl
)
.

Also, to simplify things, we assume that l > 3. However, the main result of this section,

Proposition 3.2.8, is still true if l = 2, 3. See [17, Proposition 2.3] for these cases.

Let E,E ′ be elliptic curves over W with good reduction mod π. Then, by [11], E and

E ′ have Weierstrass equations over W ,

E : y2 + a1xy + a3y = x3 + a2x
2 + a4x+ a6 (3.2.1)

and

E ′ : y2 + a′1xy + a′3y = x3 + a′2x
2 + a′4x+ a′6. (3.2.2)

Let ∆,∆′ be the discriminants of E,E ′. Since E,E ′ have good reduction mod π, we can

choose the equations above so that ∆,∆′ 6≡ 0 mod π, and then ∆,∆′ ∈ W×. The change

of variables

(x, y) 7→
(
x− 3a2

1 − 12a2

36
,
y − a1x− a3

216

)
,

which is defined over W since 2, 3 ∈ W×, puts E in the form

E : y2 = x3 + Ax+B. (3.2.3)

The discriminant of this Weierstrass equation is 6−12 times the discriminant of Equa-

tion (3.2.1), so is a unit in W . A calculation gives that that the discriminant and j-

invariant of E are

∆ = −16(4A3 + 27B2), j = −1728
(4A)3

∆
. (3.2.4)

A similar change of variables gives E ′ the Weierstrass equation

E ′ : y2 = x3 + A′x+B′, (3.2.5)

and then its discriminant and j-invariant are

∆′ = −16(4(A′)3 + 27(B′)2) ∈ W×, j′ = −1728
(4A)3

∆′
. (3.2.6)
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For n ≥ 1, let Ison(E,E ′) denote the set of isomorphisms from E mod πn to E ′

mod πn, and let

i(n) :=
1

2
#Ison(E,E ′). (3.2.7)

The following result , which is [17, Proposition 2.3], relates the number of isomorphisms

E → E ′ mod πn to the valuation of j − j′.

Proposition 3.2.8. v(j − j′) =
∑
n≥1

i(n).

Proof. Since l > 3, we have v(2) = v(3) = 0. Also, since ∆ ∈ W× and 1728∆ =

−16(4A3 + 27B2),

0 ≥ min{v(A3), v(B2)},

so v(A) = 0 or v(B) = 0 since A,B ∈ W . Hence A ∈ W× or B ∈ W×.

Relative to the Weierstrass equations Equation (3.2.3) and Equation (3.2.5), any

isomorphism from E ′ to E over k is of the form

(x, y) 7→ (u2x+ r, u3y + su2xt) (3.2.9)

with r, s, t, u ∈ k and u 6= 0. Looking at the relations this gives between A,B and A′, B′,

we see that we must have r = s = t = 0 and that u must satisfy


A ≡ u4A′ mod π

B ≡ u6B′ mod π.

(3.2.10)

Conversely, any such u ∈ k gives an isomorphism E ′ → E, (x, y) 7→ (u2x, u3y). So

giving an isomorphism from E to E ′ over k is equivalent to finding a solution u to

Equation (3.2.10).

Similarly, by [11], we know that any isomorphism E ′ mod πn
∼−→ E mod πn is of

the form Equation (3.2.9) with r, s, t ∈ W/πn and u ∈ (W/πn)×. So finding such an

26



isomorphism is equivalent to finding a solution u of


A ≡ u4A′ mod πn

B ≡ u6B′ mod πn.

(3.2.11)

Now suppose that i(1) ≥ 1. Since k is algebraically closed, this is equivalent to saying

that j − j′ ≡ 0 mod π, i.e. that v(j − j′) ≥ 1. By the above discussion, it is also

equivalent to saying that there exists u0 ∈ k× satisfying Equation (3.2.10). We consider

separately the cases A ∈ W× and B ∈ W×.

Case 1: A is a unit. Note that since W is a discrete valuation ring, x ∈ W is a unit if

and only if x mod π is a unit in k. Then A mod π is a unit, so A′ mod π is a unit since

A ≡ u4
0A
′ mod π, so A′ is a unit in W . So by making appropriate changes of coordinates

on E and E ′ we can get A = A′ = 1. Subject to these constraints, we can modify B and

B′ only by ±1, so choose B,B′ so that v(B − B′) is maximal. In particular, note that

this means that v(B −B′) ≥ v(B +B′).

Now, for n ≥ 1, the number of isomorphisms mod πn is the number of solutions

u ∈ (W/πn)× to


u4 ≡ 1 mod πn

B ≡ u6B′ mod πn.

(3.2.12)

Under the assumption that v(B −B′) is maximal, the number of such solutions is

2i(n) =


4 if B ≡ B′ ≡ 0 mod πn,

2 if B ≡ B′ mod πn and B,B′ 6≡ 0 mod πn,

0 otherwise,
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or equivalently

2i(n) =


4 if B −B′ ≡ 0 mod πn and B +B′ ≡ 0 mod πn,

2 if B −B′ ≡ 0 mod πn and B +B′ 6≡ 0 mod πn,

0 if B −B′ 6≡ 0 mod πn.

Indeed, if there is such a solution, then B ∼= ±B′ mod πn, and then since v(B − B′) ≥

v(B+B′) we must have B ≡ B′ mod πn. Then there are two solutions if B 6≡ 0 mod πn

and four solutions if B ≡ B′ ≡ 0 mod πn.

So we have ∑
n≥1

i(n) = v(B +B′) + v(B −B′).

On the other hand, since A = A′ = 1,

j − j′ = −1728

(
(4A)3

∆
− (4A′)3

∆′

)
= −1728 · 43

(
∆′ −∆

∆∆′

)
= 1728 · 43

(
16 · 27B′2 − 16 · 27B2

∆∆′

)
= −21635

∆∆′
(
B2 −B′2

)
, (3.2.13)

and so

v(j − j′) = v(B2 −B′2) = v(B +B′) + v(B −B′)

since −21635

∆∆′
∈ W×.

Case 2: B is a unit. Then by the same argument as in Case 1, we have B′ ∈ W× as

well. Choose Weierstrass equations so that B = B′. Subject to this constraint we can

modify A and A′ only by a cube root of 1, so choose A,A′ so that v(A−A′) is maximal.

For n ≥ 1, the number of isomorphisms mod πn is the number of solutions u ∈
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(W/πn)× to 
u6 ≡ 1 mod πn

A ≡ u4A′ mod πn,

(3.2.14)

which is

2i(n) =


6 if A ≡ A′ ≡ 0 mod πn

2 if A ≡ ωA′ or ω2A′ mod πn, and A,A′ 6≡ 0 mod πn,

where ω = e2πi/3 is a primitive third root of unity. So we have

∑
n≥1

i(n) = v(A− A′) + v(A− ωA′) + v(A− ω2A′) = v(A3 − A′3) = v(j − j′),

the last equality coming from a calculation similar to Equation (3.2.13).

Corollary 3.2.15. Suppose that (l − 1)|12 and that E,E ′ have supersingular reduction

mod π. Then

v(j − j′) ≥ 12

l − 1
.

Proof. We know that when (l − 1)|12, there is a unique supersingular j-invariant in Fl,

and its automorphism group has order 24
l−1

. So we must have E ∼= E ′ mod π, and then

v(j − j′) ≥ i(1) = 12
l−1

.

Corollary 3.2.16. Let d be a negative fundamental discriminant, and suppose that E

has complex multiplication by the order O of discriminant d. If d < −4 and
(
d
l

)
= 1,

then

Nm(j)Nm(j − 1728) 6≡ 0 mod l.

Proof. Let K = Frac(O) be the imaginary quadratic field of discriminant d. Since(
d
l

)
= 1, E has ordinary reduction mod π for any prime π of K(j) dividing l. Then

EndW/π(E) = EndW (E) = O. If d < −4, then O× = {±1} and so j 6= 0, 1728 mod π

since the elliptic curves with these j-invariants have more than 2 automorphisms mod

π.
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Corollary 3.2.17. Suppose that
(
d
l

)
= −1. Then



j ≡ 0 mod 212 if l = 2,

j ≡ 1728 mod 36 if l = 3,

j ≡ 0 mod 53 if l = 5,

j ≡ 1728 mod 72 if l = 7,

j1/3(j − 1728)1/2 ≡ 0 mod 11 if l = 11,

j ≡ 5 mod 13 if l = 13.

Proof. Since
(
d
l

)
= −1, E has supersingular reduction modulo π for any prime π of

K(j) dividing l. If l = 2, 3, 5, 7, 13, then there is a unique supersingular j-invariant in

characteristic l. It is 0 if l = 2, 5, 1728 if l = 3, 7 and 5 if l = 13.1 Applying Corollary

Corollary 3.2.15 gives the result for l = 2, 3, 5, 7, 13.

If l = 11, then the only supersingular j-invariants are 0, 1728. So E ∼= E ′ mod π, for

some elliptic curve E ′ with j(E ′) = 0 or j(E ′) = 1728. If j(E ′) = 0, then

v(j) ≥ i(1) =
1

2
#AutW/π(E ′) = 3,

and if j(E ′) = 1728 then

v(j − 1728) ≥ i(1) = 2.

3.2.2 A refinement of Deuring’s lifting theorem

As before, let W be a discrete valuation ring with uniformizer π such that W/π is alge-

braically closed of characteristic l > 0. Let E0 be an elliptic curve over W/πn, and let

α0 ∈ EndW/πn(E) be such that Z[α0] is the ring of integers of an imaginary quadratic

field K, i.e. such that d := Tr(α0) − 4Nm(α0) is a negative fundamental discriminant,

1For the case l = 13, we can check that 5 is supersingular by checking that the equations H13(λ) = 0

and 5 = (1−λ+λ2)3

λ2(1−λ)2 are the same mod 13. This means that any of the λ values lying above j = 5 are

solutions to H14(x) = 0 mod l, and so correspond to supersingular elliptic curves by [26, §V, Theorem
4.1].
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where Tr(α0) = α + α∧ ∈ Z is the trace of α0 and Nm(α0) = α ◦ α∧ ∈ Z is the norm of

α0.

Note that α0 satisfies the quadratic equation x2 − tx + n = 0, where t = Tr(α0) and

n = Nm(α0). On Lie(E0), α0 induces multiplication by some w0 ∈ W/πn satisfying this

same equation.

If (E,α) is a lift of (E0, α0) to W , i.e. E is an elliptic curve over W and α ∈ EndW (E)

with (E,α) mod πn = (E0, α0), then α acts on Lie(E) by an element w ∈ W satisfying


w ≡ w0 mod πn

w2 − tw + n = 0.

(3.2.18)

So the existence of such a w is a necessary condition for the existence of a lifting of

(E0, α0) to W . The following proposition says that it is also a sufficient condition.

Proposition 3.2.19. Suppose that w ∈ W satisfies


w ≡ w0 mod πn

w2 − tw + n = 0.

Then there exists an elliptic curve E over W and α ∈ EndW (E) such that (E,α) ≡

(E0, α0) mod πn and α induces multiplication by w on Lie(E).

Moreover, if (E ′, α′) is another such lifting, then E ∼= E ′ and the diagram

E E

E ′ E ′

α

∼ ∼

α′

commutes.

Before the proof, we give a brief introduction to Serre-Tate’s deformation theory.

Let W,π be as above and let k = W/π be the residue field of W . Recall that we had

char(k) = l > 0.

Definition 3.2.20. Let A be an abelian variety over k. The l-divisible group of A,
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denoted A(l) or A[l∞], is

lim→
n→∞

A[ln] =
⋃
n>0

A[ln],

where A[ln] is the group scheme of ln-torsion points of A.

More generally, an l-divisible group (of height h) {Gn} over a scheme S is a system of

finite flat commutative group schemes

G1
i1−→ G2 → . . .→ Gn

in−→ Gn+1 → . . .

over S such that for each n ∈ N, Gn is locally free of rank lnh over S, and the sequence

0→ Gn
in−→ Gn+1

×ln−−→ Gn+1.

is exact.

This means that in identifies Gn with the ln-torsion of Gn+1.

A morphism of l-divisible groups {Gn} → {Hn} is a collection of homomorphisms

of group schemes fn : Gn → Hn, n ∈ N such that for each n, the following diagram

commutes:

Gn Hn

Gn−1 Hn−1.

fn

fn−1

The l-divisible group of A can be viewed as an l-divisible group in the general sense

by taking Gn = A[ln].

Definition 3.2.21. Let R be a local, Noetherian, complete ring with residue field k, and

let A be an abelian variety over k. A deformation of A to R is an abelian scheme A over

R together with an isomorphism of abelian varieties i : A⊗R k
∼−→ A.

We can define deformations in other categories similarly. For example, if G = {Gn}

is an l-divisible group over k, a deformation of G to R is an l-divisible group G = {Gn}

over R together with an isomorphism of l-divisible groups f : G ⊗R k
∼−→ G, that is to say

a morphism f = {fn} such that each fn : Gn ⊗R k → Gn is an isomorphism.
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Another example is the following: if Φ(x, y) ∈ k[[x, y]] is a (commutative, 1-dimensional)

formal group law over k (see, for example, [26, Chapter IV] for an introduction to formal

group laws), then a deformation of Φ to R is a formal group law F (x, y) over R such that

F mod m = Φ, where m is the maximal ideal of R.

If A is a deformation of an abelian variety A to R, then we get a deformation of the

l-divisible group G of A,

G = A(l) = lim→
n∈N
A[ln].

The theory of Serre-Tate says that the converse is true, i.e. that given a deformation

G of G, we can get a deformation A of A such that G = A(l), provided that char(k) = l.

So deforming an abelian variety A is equivalent to deforming its l-divisible group G.

Also, if A1, A2 are abelian varieties, then a homomorphism f : A1 → A2 gives a

homomorphism of the l-divisible groups, f̃ : A1(l)→ A2(l). If A1,A2 are deformations of

A1, A2 respectively, then f lifts to Hom(A1,A2) if and only if f̃ lifts to Hom(A1(l),A2(l)).

We also introduce the “canonical lift” of an abelian variety. Let R be a local, Noethe-

rian, complete ring with maximal ideal m and residue field R/m ∼= k, and let A be

an abelian variety of dimension g over k. We say that A is ordinary if A[ln](k) ∼=

(Z/lnZ)g,∀n ≥ 1. In this case, there is a unique lift A of A to R with the property

EndR(A) = End k(A) (via (f : A → A) 7→ (f mod m : A → A)). We call this A the

canonical lift of A to R.

Proof. (of Proposition 3.2.19) Let (E,α) be the reduction of (E0, α0) to k = W/π.

Case 1: E is ordinary. So Z[α] = End(E). Then there are unique (canonical) lifts

1. (E,α) of (E,α) to W , and

2. (Ẽ, α̃) of (E,α) to W/πn.

Then (E0, α0) and (E,α) mod πn are both lifts of (E,α) to W/πn, and so by uniqueness

they must be isomorphic. So (E,α) is a lift of (E0, α0), and it is clearly unique since any

other lift would also be a lift of (E,α).

Case 2: E is supersingular. Then the formal group f(x, y) of E over k has dimension

1 and height 2, and deforming (E,α) is the same as deforming f(x, y) considered as an
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Ô-module, where Ô is the completion of O = Z[α0] relative to l. Note that we can

indeed consider f as an Ô-module, since there is a w ∈ W lifting w0 and satisfying

w2 − tw + n = 0, so O ⊆W , so Ô ⊆W as well.

Now, I claim that f has height 1 as a formal Ô-module. To see this, note that since

it has height 2 as a Zl-module, we can write the homomorphism lf of f corresponding to

multiplication by l as a power series in xl
2
. Since E is supersingular, l is either inert or

ramified in O. We consider each case separately.

Case 2 a: l is inert in O. Then O/lO has q = l2 elements, and l is a uniformizer for

Ô. We can write lf as a power series in xl
2

= xq, so f has height 1 over O.

Case 2 b: l is ramified in O. Then O/lO has l elements, and Ô has uniformizer π

satisfying π2 = ul, for some u ∈ O×. If h is the height of f as a formal O-module, then

we can write πf as a power series in xl
h
, say

πf = a(xl
h

) = a1x
lh + . . .

Then

π2
f = a ◦ a(x) = a2

1x
l2h + . . .

is a power series in xl
2h. So lf = uf ◦ π2

f is too, since u is a unit, so

uf = u1x+ . . .

But we know that lf is a power series in xl
2
, so h = 1.

So f has height 1 as a formal Ô-module, and, by [16], its universal deformation space

is Spf (Ô), and there is a unique deformation F of f as an Ô-module, or equivalently as

an O-module, to any local, Noetherian, complete ring R with residue field k. Hence there

is also a unique deformation of (E,α) to any such ring. Now, the same argument as in

Case 1 shows that there is a unique lift of (E0, α0) to W .
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3.3 The algebraic proof of Gross-Zagier’s formula

3.3.1 Counting isomorphisms modulo πn

As in [17], we assume that d1 = −p, p > 0 prime, to simplify some computations. The

general case is handled in [13].

We use the following notation:

1. τ = 1+
√
−p

2
,

2. K = Q(
√
−p), and O = Z[τ ] is the ring of integers of K,

3. j = j(τ), and H = K(j) is the Hilbert class field of K,

4. w ∈ C is a fixed imaginary quadratic number of discriminant d2, K2 = Q(w) is the

quadratic field of discriminant d2, O2 = Z[w] is the ring of integers of K2, and H2

is the Hilbert class field of K2, and

5. H̃ = H ·H2.

We define the algebraic integer

α :=
∏

τ2∈Γ\H
disc (τ2)=d2

(j − j(τ2))
4

w1w2 ∈ H̃ ⊆ C, (3.3.1)

where as before wi is the size of the unit group of the imaginary quadratic order Oi with

discriminant di. Note that J(d1, d2) = NmH/K(α). Our goal is to calculate the valuation

of α at every non-archimedean valuation of H̃.

So let v be a finite place of H̃ corresponding to a prime ideal p = pv, and let l be the

rational prime lying above p. For the rest of this chapter, fix an embedding i : Q → Qp

such that p = i−1(mQp) ∩ OK , where mQp is the unique maximal ideal of Qp.

Let W (Fl) denote the Witt vectors of the field Fl. This is a complete discrete valuation

ring with uniformizer l and residue field Fl. Let W = W (Fl) ·OH̃ . Let π be a uniformizer

for W , and e = e(W/W (Fl)) be the residue degree of W over W (Fl). One can check that

e = 1 if l 6 |pq and e = 2 if l|p or l|q.
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Now, there exists an elliptic curve over H ⊆ Frac(W ) with j-invariant j and with

complex multiplication by O over H (i.e. with EndH(E) = O). So by [25, Theorem 9],

there exists an elliptic curve E over W with j-invariant j(E) = j, complex multiplication

by O over W , and with good reduction modulo π. Similarly, for each imaginary quadratic

τ2 ∈ C of discriminant d2, there exists an elliptic curve Eτ2 over W with j-invariant

j (Eτ2) = j(τ2), complex multiplication by O2 over W , and good reduction modulo π.

Write

J (d2) = {Eτ2 : τ2 ∈ SL2(Z)\H, disc(τ2) = d2}.

By Proposition 3.2.8, we can write

ord v(α) =
4

ew1w2

∑
τ2∈SL2(Z)\H
disc (τ2)=d2

ord v(j − j(τ2))

=
4

ew1w2

∑
E′∈J (d2)

ord v(j − j(E ′))

=
2

ew1w2

∑
n≥1

∑
E′∈J (d1)

#IsoW/πn(E,E ′).

Now, define

Sn := {α0 ∈ EndW/πn(E) : Tr(α0) = Tr(w),Nm(α0) = Nm(w), α0 = w on Lie(E)},

where w is the imaginary quadratic number of discriminant d2 fixed above.

Proposition 3.3.2. We have

#Sn =
1

w2

∑
E′

#IsoW/πn(E,E ′),

where the sum is over a set of representatives for the isomorphism classes of elliptic

curves with complex multiplication by Z[w]. Hence we can write

ord v(α) =
2

ew1

∑
n≥1

#Sn
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Proof. Given an isomorphism f : E
∼−→ E ′ mod πn, we get an element wf = f−1 ◦ w ◦ f

of Sn.

Conversely, let α0 ∈ Sn. Then w satisfies the conditions of Proposition 3.2.19 for the

pair (E mod πn, α0), and so there exists an elliptic curve F over W and α ∈ EndW (F )

such that

1. (F, α) ≡ (E,α0) mod πn

2. α induces multiplication by w on Lie(F ).

Then F has complex multiplication by Z[α] = Z[w], and hence is isomorphic to one of

the elliptic curves E ′, by some map f : F → E ′ with α = f−1 ◦ w ◦ f . Hence

f mod πn ∈ EndW/πn(E,E ′).

Moreover, Proposition 3.2.19 says that if (F ′, α′) is another lifting of (E mod πn, α0),

then F ′ ∼= F over W and we have a commutative diagram

F F

F ′ F ′,

α

∼ ∼

α′

hence E ′ is unique and f is unique up to an automorphism of E ′ over W , i.e. up to

multiplication by O×2 .

This shows that the map⋃
E′

#IsoW/πn(E,E ′) Sn

f wf = f−1 ◦ w ◦ f

is w2-to-1, which gives the first claim.

The second claim follows from the first part of the proposition and the fact that for

each τ2 of discriminant d2, there is, up to isomorphism, a unique elliptic curve over W with

complex multiplication by Z[w] and j-invariant j(τ), and so {Eτ2 : τ2 ∈ F , disc(τ2) = d2}
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is a set of representatives for the isomorphism classes of elliptic curves with complex

multiplication by Z[w].

So we need to determine the size of the set #Sn for all n ≥ 1.

3.3.2 Computing EndW/πn(E)

Recall that we had

α =
∏

τ2∈SL2(Z)\H
disc (τ2)=d2

(j − j(τ2))
4

w1w2 . (3.3.3)

We want to find ord v(α), where v is a finite place of H̃ lying above a prime l. By

Proposition 3.3.2, it’s enough to find #Sn for all n ≥ 1. To this end, we will find a

formula for the order EndW/πn(E) for n ≥ 1.

Proposition 3.3.4. If
(
l
p

)
= 1 then ord v(α) = 0.

Proof. Since
(
l
p

)
= 1, E has ordinary reduction mod π. So EndW/πn(E) = O for all

n ≥ 1. Since O has no elements of discriminant d2, Sn = ∅, ∀n ≥ 1. Hence ord v(α) =

0.

So assume that
(
l
p

)
6= 1, i.e. that E has supersingular reduction mod π. Also, let

d2 = −q, q > 0. Since E has supersingular reduction mod π, EndW/π(E) is isomorphic

to a maximal order in the quaternion algebra B ramified at l and∞, which we can write

as

B =

[α, β] :=

 α β

−lβ α

 : α, β ∈ K

 ⊆M2(K) (3.3.5)

by Proposition A.2. For n > 1, EndW/πn(E) is isomorphic to a subring of the maximal

order EndW/π(E).

Since p ≡ 3 mod 4, the class number h of K is odd, and j(O) is the unique real

j-invariant of discriminant −p. So there is a unique embedding Q(j) → R ∩ Q, sending

j to j(O). Since we’ve fixed an embedding Q→ Ql, this gives an embedding Q(j)→ Ql,

which can be extended to one of two embeddings i1 : H → Ql. Let p1 = i−1
1 (mQl) ∩ OH

and v1 be the valuation of H corresponding to p1. On the other hand, let v0 be the
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valuation on H obtained by restricting v. Then, for example by [4, Corollary 1.3.5],

there is a unique σ ∈ Gal(H/K) such that ord v0(x) = ord v1(σ(x)) for all x ∈ H×. Let

a = aσ be a fractional ideal of K such that ([a], H/K) = σ, i.e. such that the ideal class

[a] ∈ Cl(O) corresponds to σ under the Artin isomorphism.

Also, let D−1 = {x ∈ K : Tr(xy) ∈ Z, ∀y ∈ O} be the inverse different of O, and fix

λ ∈ O such that λ2 = −l mod D. Recall for later use thatD−1 = 1√
−pO and D =

√
−pO.

For x ∈ Z, define

δ(x) :=


2 if p|x

1 otherwise,

(3.3.6)

and define the set

Tn =
{

(x, b) ∈ Z× [a2] : b ⊆ O, x2 + 4l2n−1Nm(b) = pq
}
, (3.3.7)

where [a2] is the class of a2 in Cl(O). In particular, we have

T1 =
{

(x, b) ∈ Z× [a2] : b ⊆ O, x2 + 4lNm(b) = pq
}
. (3.3.8)

Proposition 3.3.9. If l 6 |pq, then e = 1 and for all n ≥ 1, we have

EndW/πn(E) =
{

[α, β] ∈ B : α ∈ D−1, β ∈ D−1ln−1a/a, α ≡ λβ mod O
}

and

#Sn =
w1

4

∑
(x,b)∈Tn

δ(x).

The sum in the proposition counts the number of elements in Rn, i.e. the number of

(x, b) ∈ Z× [a2] satisfying x2 + 4lNm(b) = pq, counting a pair (x, b) twice if p|x.

Before we prove this lemma, we give a result from [8] which will be useful. Let A

be a ring, M,M ′ be finitely generated projective left A-modules, and let M,M′ be left

A-module schemes over a base scheme S. Write M ′∨ := HomA(M,A).

Lemma 3.3.10. ( [8, Lemma 7.14]) The map
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ξM,M ′ : M ′∨ ⊗A HomS(M,M′)⊗AM HomS(HomA(M,M),HomA(M ′,M′))

l′ ⊗ ϕ⊗m (f 7→ (m′ 7→ l′(m′)ϕ(f(m)))

is a well-defined isomorphism.

Proof. To see that ξM,M ′ is well-defined, note that the map

ξM,M ′ : M ′∨ × HomS(M,M′)×M HomS(HomA(M,M),HomA(M ′,M′))

(l′, ϕ,m) (f 7→ (m′ 7→ l′(m′)ϕ(f(m)))

is A-multilinear, and so it induces a group homomorphism

M ′∨ ⊗A HomS(M,M′)⊗AM → HomS(HomA(M,M).

To check that it is an isomorphism, first note that if N,N ′ are another pair of finitely

generated projective left A-modules, then ξM⊕N,M ′ = ξM,M ′ ⊕ ξN,M ′ and ξM,M ′⊕N ′ =

ξM,M ′ ⊕ ξM,N ′ . This requires checking that the diagrams in Figure 3.1 commute.

Now, since M,M ′ are projective and finitely generated, there are A-modules N,N ′

and r, r′ > 0 such that M⊕N ∼= A⊕r and M ′⊕N ′ ∼= A⊕r
′
. Then by the above observation,

we have ξM⊕N,M ′⊕N ′ = ξM,M ′ ⊕ ξN,M ′ ⊕ ξM,N ′ ⊕ ξN,N ′ and ξM⊕N = ξ⊗rr
′

A,A . So ξM⊕N,M ′⊕N ′

is an isomorphism if and only if ξM,M ′ , ξN,M ′ , ξM,N ′ , and ξN,N ′ are, or if and only if ξA,A

is. So it’s enough to check that ξA,A is an isomorphism. This is easy to check.

Corollary 3.3.11. The map

M∨ ⊗A EndS(M)⊗AM EndS(HomA(M,M), )

l′ ⊗ ϕ⊗m (f 7→ (m′ 7→ l′(m′)ϕ(f(m)))

is a well-defined isomorphism of rings.

Proof. It follows from Lemma 3.3.10 with M ′ = M andM′ =M that it is a well-defined

isomorphism of groups. The ring structure on the left-hand side is given by

(l′1 ⊗ ϕ1 ⊗m1) · (l′2 ⊗ ϕ2 ⊗m2) = l′1 ⊗ ϕ1l
′
2(m1)ϕ2 ⊗m2.
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⊕
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⊕
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Corollary 3.3.12. Let E, σ, a be as above. Then for any W -scheme S, we have

EndS(Eσ) ∼= a−1 ⊗O EndS(E)⊗O a.

Proof. Applying Corollary 3.3.11 to M = a, M = E and A = O, we get

EndS(HomO(a, E)) = HomO(a,O)⊗O EndS(E)⊗O a.

So we need to show that HomO(a,O) ∼= a−1 as O-modules and that HomO(a, E) ∼= Eσ

as S-schemes.

Write a = 1
γ
〈ω1, ω2〉 with γ, ω1, ω2 ∈ O. If f ∈ HomO(a,O), then ω1f

(
ω2

γ

)
=

ω2f
(
ω1

γ

)
, and so for a = a1ω1

a2ω2
∈ γ we have f

(
a1ω1+a2ω2

γ

)
= a1ω1

ω1
f
(
ω1

γ

)
+ a2ω2

ω2
f
(
ω2

γ

)
= ax,

where x := γ
ω1
f
(
ω1

γ

)
= γ

ω2
f
(
ω2

γ

)
So we get mutually inverse bijections

HomO(a,O) {x ∈ K : xω1, xω2 ∈ O} = a−1

f γ
ω1
f
(
ω1

γ

)
= γ

ω2
f
(
ω2

γ

)

(a 7→ ax) x

Also, these bijections clearly respect the A-module structures, so HomO(a,O) ∼= a−1.

For a proof that HomO(a, E) ∼= Eσ, see [8, Corollary 7.11].

We also note that the right-hand in the lemma is a maximal order when n = 1 and

a = O:

Lemma 3.3.13. The ring

Rλ := {[α, β] ∈ B : α, β ∈ D−1, α ≡ λβ mod O}

is a maximal order in the quaternion algebra B. The only maximal orders of B containing

the order

R := {[α, β] ∈ B : α, β ∈ O}
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are Rλ and R−λ.

Proof. The elements [1, 0] ,
[

1+
√
−p

2
, 0
]
, [0, 1] ,

[
0, 1+

√
−p

2

]
form a basis for R, and a quick

calculation shows that disc(R) = p2l2.

Moreover, we have a short exact sequence

0→ R→ Rλ
ϕ−→ D−1/O → 0,

where R→ Rλ is inclusion and ϕ([α, β]) = β+O. Indeed, ϕ is surjective since ∀β ∈ D−1,

[λβ, β] ∈ Rλ, Ker(ϕ) ⊇ R, and Ker(ϕ) ⊆ R̃, since if [α, β] ∈ Ker(ϕ) then β ∈ O and so

α ∈ O as well since α ∈ λβ +O.

So [Rλ : R] = #D−1/O = p, where the last equality is obtained by noting that

1√
−p

1+
√
−p

2
≡ 1√

−p
p−1

2
mod O. Then disc(Rλ) = l2 since disc (R = [Rλ : R]2disc(Rλ),

and so Rλ is a maximal order. The same argument shows that R−λ is a maximal order.

Now, note that Rλ 6= R−λ, since otherwise we would have α ≡ λβ mod O ⇔ α ≡

−λβ mod O and so 2λ ∈ O for all β ∈ D−1, but if we take β = 1√
−p then 2λβ =

2λ√
−p 6∈ O since λ 6≡ 0 mod p. Since 1√

−p 6∈ Zp, we can use the same argument to show

that Rλ ⊗Z Zp 6= R−λ ⊗Z Zp. So Rλ ⊗Z Zp and R−λ ⊗Z Zp are two maximal orders

containing the order R ⊗Z Zp of B ⊗Q Qp. Also, Rλ ∩ R−λ = R, since [α, β] ∈ Rλ ∩ R−λ

if and only if α, β ∈ D−1 and α ≡ λβ ≡ −λβ mod O, if and only if α ∈ λβ + O,

β ∈ D−1 and 2λβ ∈ O, if and only if α ∈ λβ + O and β ∈ 1
2λ
O ∩ D−1 = O. So

(Rλ ⊗Z Zp) ∩ (R−λ ⊗Z Zp) = (Rλ ∩R−λ)⊗Z Zp = R⊗Z Zp.

Also, if q 6= p is prime, then since p is invertible in Zq, we have disc (Rλ ⊗Z Zq) =

disc(R⊗Z Zq) = (l2) as ideals in Zq, and so Rλ⊗Z Zq = R⊗Z Zq. Similarly, R−λ⊗Z Zq =

R⊗Z Zq, and if Q is any maximal order of B containing R then Q⊗Z Zq = R⊗Z Zq.

Now, let Q be any maximal of B containing R. We just said that Q⊗ZZq = R⊗ZZq =

Rλ ⊗Z Zq = R ⊗Z Zq = R−λ ⊗Z Zq = R ⊗Z Zq for any prime q 6= p. Also, we have

R⊗ZZp ⊆ (Q⊗ZZp)∩(Rλ⊗ZZq) ⊆ Rλ⊗ZZp, so either (Q⊗ZZp)∩(Rλ⊗ZZq) = R⊗ZZp

or (Q⊗ZZp)∩(Rλ⊗ZZq) = (Rλ⊗ZZp) since [Rλ⊗ZZp : R⊗ZZp] = p is prime. In the first

case, since R⊗ZZp is an Eichler order and B⊗QQp
∼= M2(Q), [28, Lemma 2.4] gives that
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Q⊗ZZp = R−λ⊗ZZp. Hence either Q⊗ZZq = Rλ⊗ZZq,∀q or Q⊗ZZq = R−λ⊗ZZq,∀q,

and so either Q = Rλ or Q = R−λ.

Also, note that Rλ
∼= R−λ via the map [α, β] 7→ [α,−β]. Indeed, this is clearly a

bijection from Rλ to R−λ, and [α, β] · [α′, β′] = [αα′ − lββ′, αβ′ + βα′] while [α,−β] ·

[α′,−β′] = [αα′ − lββ′,−αβ′ − βα′]. Hence any maximal order of B containing R is

isomorphic to Rλ.

Proof. (of Proposition 3.3.9) First, suppose that [a] = [O]. Then EndW/π(E) contains

EndW (E) = O, and by Skolem-Noether we can choose our inclusion EndW/π(E) ⊆ B so

that O is sent to {[α, 0] : α ∈ O}.

Since l 6= p, l must be inert in K, i.e. lOK is prime. Hence l splits completely in H/K,

and so if v|l is a finite place of H then Hv = Kl
∼= Ql2 , where Ql2 = Ql[x]/(xp

2−1 − 1)

is the unique unramified degree 2 extension of Ql. From general field theory, there

is an automorphism σ = σ(lOK/lZ) ∈ Gal(K/Q) such that σ induces the Frobenius

automorphism ϕ : x → xl on OK/lOK = Fl2 over Z/lZ. Since σ is nontrivial and

Gal(K/Q) = {±}, σ must be complex conjugation. Also, σ extends to an automorphism

τ : Kl → Kl, which must again induce ϕ on OK,l/lOK,l = OK/lOK .

Since j(O) = j(O) = j(O), also j(O)τ = j(O) and so Eτ = E since there is a unique

elliptic curve over W with j-invariant j(O) and good reduction mod π. Reducing

mod π, we have E mod π ∼= E(l) mod π, so E mod π is defined over Fl and EndW/π(E)

contains the Frobenius endomorphism Fr : (x, y) 7→ (xl, yl).

Also, if α ∈ O, we have [α]σ = [ασ] = [α], since [α]σ acts on Lie(E) by ασ. Hence

Fr ◦ [α] = [α] ◦ Fr, since if [α] is given by (x, y) 7→ (f(x, y), g(x, y)), then

Fr([α](x, y)) ≡ (f(x, y)l, g(x, y)l) mod π

≡ (f l(xl, yl), gl(xl, yl)) mod π

≡ (fσ(xl, yl), gσ(xl, yl) mod π

≡ [α]σ(Fr(x, y)) mod π

≡ [α](Fr(x, y)) mod π.
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Now, write Fr = [x, y] in EndW/π(E) ⊆ B. The condition Fr ◦ [α] = [α] ◦ Fr becomes

[xα, yα] = [xα, yα]. So xα = xα, ∀α ∈ O, and so x = 0. Then since E has supersingular

reduction mod π, Fr has trace 0 and so satisfies Fr2 + l = 0, i.e. Nm(y) = 1, so y is a

unit in OK . Since K = Q(
√
−p) with p ≥ 2, we have OK ⊆ {±1,±ω} where ω is a third

root of unity. If y = ±ω, then K = Q(
√
−3) contains all the sixth roots of unity, and

conjugation by [x, 0] for some sixth root of unity x gives an automorphism of B fixing O

and sending [0, y] to [0, 1]. If y = −1, then [α, β] 7→ [α,−β] gives such an automorphism.

So we can choose the inclusion EndW/π(E) ⊆ B so that O is sent to {[α, 0] : α ∈

O} ⊆ B and Fr is sent to [0, 1] ∈ B. Then EndW/π(E) contains the order R = {[α, β] :

α, β ∈ O}, and so by Lemma 3.3.13 it is isomorphic to

Rλ := {[α, β] ∈ B : α, β ∈ D−1, α ≡ λβ mod O}.

For n > 1, [15, Proposition 3.3] gives

EndW/πn(E) = O + lnEndW/π(E)

=
{

[α, β] : α ∈ D−1, β ∈ D−1ln−1, α ≡ λβ mod O
}
.

Now, let a be arbitrary. Since j(Eσ) = σ(j(E)) = σ(j), the unique embedding

Q(j(Eσ)) ↪→ Ql is ι′ = ι ◦ σ−1. So if v2 is the place on H corresponding to one of the

(equivalent) extensions of this embedding, we have v2(x) = v1(σ−1(x)) = v(x),∀x ∈ H×,

so Eσ corresponds to the identity element in Gal(H/K) and hence to the ideal class

[O] ∈ Cl(O). So by the case [a] = [O], we have

EndW/πn(Eσ) =
{

[α, β] ∈ B : α ∈ D−1, β ∈ D−1ln−1, α ≡ λβ mod O
}
.
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Applying Corollary 3.3.12 with S = Spec (W/πn), we get that

EndW/πn(E) = a−1 · EndW/πn(Eσ) · a

=
{

[x, 0] : x ∈ a−1
}
·
{

[α, β] : α ∈ D−1, β ∈ D−1ln−1, α ≡ λβ mod O
}
· {[y, 0] : y ∈ a}

=
{

[xyα, xyβ] : α ∈ D−1, β ∈ D−1ln−1, α ≡ λβ mod O, x ∈ a−1, y ∈ a
}

=
{

[α, β] : α ∈ D−1, β ∈ D−1ln−1a/a, α ≡ λβ mod O
}
.

Now we count the elements of Sn. We start by counting the number of elements with

trace Tr(w) and norm Nm(w).

First, suppose [α, β] ∈ Sn. Since D−1 = 1√
−pO and D−1a/a = 1√

−pa/a, we can write

α =
x+ t

√
−p

2
√
−p

, β =
γln−1

√
−p

,

with x, t ∈ Z and γ ∈ a/a. Then Tr([α, β]) = α + α = Tr(α) = t, and so t = Tr(w).

Also, note that Nm(α) + lNm(β) = Nm([α, β]) = Nm(w). Define b := (γ)a/a, We want

to check that (x, b) ∈ Tn.

Note that [a] = [a−1] in Cl(O), since aa = (Nm(a)) ∈ [O]. Hence a/a ∈ [a2], so also

b ∈ [a2].

Also, we have Nm(a) = Nm(a), and so

Nm(b) = Nm((γ)) = Nm(γ) = Nm

(
β
√
−p

ln−1

)
=

Nm(β)p

l2n−2
=
p(Nm(w)− Nm(α))

l2n−1

=
p

l2n−1

(
Nm(w)− Tr(w)2 + x2

4
− x2

4p

)
=

1

4l2n−1

(
−pdisc(w)− x2

)
=

1

4l2n−1

(
pq − x2

)
,

i.e. x2 + 4l2n−1Nm(b) = pq.

Conversely, let (x, b) ∈ Tn. Note that since [b] = [a2] and [a] = [a−1], we have

[ba/a] = [O], so ba/a is a principal ideal. If γ ∈ K is a generator for ba/a, we get an
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element [α, β] ∈ B by taking

α =
x+ Tr(w)

√
−p

2
√
−p

and β =
γln−1

√
−p

.

Then Tr([α, β]) = Tr(w) and Nm([α, β]) = Nm(w). We have w1 = #O× choice of

generator γ, so we want to determine for which γ we have [α, β] ∈ Sn, i.e. [α, β] ∈

End([α, β]) and [α, β] = w on Lie(E).

To check whether [α, β] ∈ EndW/πn(E), we need to check that α ≡ λβ mod O. Note

that

γ2 ≡ γγ mod O

= Nm(γ) = Nm(b),

and so

x2 = pq − 4l2n−1Nm(b) ≡ −4l2n−1γ2 mod O.

Hence

lβ2 = −γ
2l2n−1

p
≡ x2

4p
mod O

≡ −α2 mod O.

So α ≡ ±λβ mod O. And if α ≡ λβ mod O, then replacing γ by −γ gives α ≡ −λβ

mod O. If x ≡ 0 mod p, then we get lβ2 ≡ −α2 ≡ 0 mod
√
−p, and so we get

α ≡ λβ ≡ −λβ ≡ 0, so any generator γ gives an an element of EndW/πn(E). And if

x 6= 0 mod p, exactly half of the generators γ give such an element. So the number of

[α, β] ∈ EndW/πn(E) corresponding to a pair (x, b) ∈ Tn is


w1 if p|x

w1

2
if p 6 |x.
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Hence

#{[α, β] ∈ EndW/πn(E) : Tr([α, β]) = Tr(w),Nm([α, β]) = Nm(w)} =
w1

2

∑
(x,b)∈Tn

δ(x).

Finally, since Tr([α, β]) = Tr(w) and Nm([α, β]) = Nm(w), [α, β] must act on Lie(E)

by either w or w. And if [α, β] acts by w, then its dual [α, β]∧ = [α,−β] acts by w (to

see that [α,−β is the dual endomorphism of [α, β], note that [α, β] · [α,−β] = [αα +

lββ, 0] is the multiplication by Nm([α, β]) map). Since w 6= w mod πn by Hensel’s

lemma, and [α,−β] corresponds to the pair (−x, b) and the generator −γ of ba/a (if

[α, β] corresponds to (x, b) and the generator γ), exactly half of the endomorphisms

found above give multiplication by w on Lie(E). Hence

#Sn =
w1

4

∑
(x,b)∈Tn

δ(x),

as desired.

Proposition 3.3.14. If l|q, then e = 2, and for n ≥ 1 we have

EndW/πn(E) = {[α, β] ∈ B : α ∈ D−1, β ∈ lm−1a/a, α ≡ β mod O},

where m =
⌊
n+1

2

⌋
, and

#Sn =


w1

2

∑
(x,b)∈T1

δ(x), if n = 1

0, if n > 1.

Proof. Since l is inert in Av/Ql, the calculation in Proposition 3.3.9 gives

EndAv/lnAv(E) =
{

[α, β] ∈ B : α ∈ D−1, β ∈ D−1ln−1a/a, α ≡ λβ mod O
}
.
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Using the fact that W is a quadratic ramified extension of Av, we calculate

EndW/πn(E) = {[α, β] ∈ B : α ∈ D−1, β ∈ lm−1a/a, α ≡ β mod O},

with m =
⌊
n+1

2

⌋
.

Now, as in the proof of Proposition 3.3.9, the elements of this ring with trace Tr(w)

and norm Nm(w) give solutions to x2 + 4l2m−1Nm(b) = pq, where x ∈ Z and b ⊆ O is

an ideal in the same class as [a], and this correspondence is w1

2
δ(x)-to-1.

For n > 2, i.e. m > 1, we consider separately the cases l 6= 2 and l = 2:

Case 1: l 6= 2. Suppose that we had a solution (x, b) to x2 +4l2m−1Nm(b) = pq. Then

since l|q, we must have l|x, hence l2|q, which contradicts the fact that q is a fundamental

discriminant.

Case 2: l = 2. Then since q is a fundamental discriminant and 2|q, we can write q = 4q′

where q′ is square-free and q′ ≡ 2, 3 mod 4. Suppose that we had a solution (x, b) to

x2+22m+1Nm(b) = pq = 4pq′. Then 2|x, say x = 2x′, and then (x′)2+22m−1Nm(b) = pq′.

We again divide into cases.

Case 2a: 2 divides q′. Then we must have 2|x, and then 4|q′, which contradicts the

fact that q′ is square-free.

Case 2a: 2 does not divide q′. Then q′ ≡ 3 mod 4. On the other hand, (x′)2 +

22m−1Nm(b) ≡ 0, 1 mod 4 since m > 1 and (x′)2 is a square. This is again a contradic-

tion.

This shows that Sn = ∅ for n > 2. For n = 2, note that α0 ∈ EndW/π2(E) acts

on Lie(E) by an element of W/π, but w mod π2 does not lie in W/π, so we must have

S2 = ∅. Hence Sn = ∅ for all n ≥ 2.

Finally, for n = 1, note that since w ≡ w mod π, any α0 ∈ EndW/π(E) with Tr(α0) =

Tr(w) and Nm(α0) = Nm) automatically acts by w on Lie(E). So

#S1 =
w1

2

∑
(x,b)∈T1

δ(x),

as desired.
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Proposition 3.3.15. If l = p, then e = 1, and for n ≥ 1 we have

EndW/πn(E) = {[α, β] ∈ B : α ∈ O, β ∈ Dn−2a/a},

and

#Sn =


w1

2
#T1 =

w1

2
#
{

(x, b) ∈ Z× [a2] : x2 + 4lNm(b) = pq and p|x
}
, if n = 1

0, if n > 1.

Proof. The formula for EndW/πn(E) is obtained from a similar computation as was done

in Proposition 3.3.9.

Suppose that α0 = [α, β] ∈ EndW/πn(E) with Tr(α0) = Tr(w) and Nm(α0) = Nm(w).

Since Tr(α) = Tr(α0) = Tr(w) and β ∈ Dn−2a/a = (
√
−p)n−2a/a, we can write α =

Tr (w)+z
√
−p

2
and β = γ(

√
−p)n−1
√
−p with z ∈ Z and γ ∈ a/a. Taking x = pz and b = (γ)a/a

gives a solution to x2 + 4pnNm(b) = pq. Conversely, any solution (x, b) gives w1 choices

of generator γ of b, and half of those generators will give an element of Sn since w 6≡ w

mod π. So

#Sn =
w1

2
#Tn =

w1

2
#
{

(x, b) ∈ Z× [a2] : x2 + 4pnNm(b) = pq and p|x
}
.

If n > 1 then there are no solutions to x2 + 4pnNm(b) = pq since p 6 |q.

3.3.3 Completing the proof

As in § 3.3.2, let d1 = −p, where p is prime, and d2 = −q be negative fundamental

discriminants. Note that p ≡ 3 mod 4, so by quadratic reciprocity we have

ε(p) =

(
−q
p

)
=

(
−p
−q

)
=

(
−p
−1

)(
−p
q

)
= −ε(q).

So we can assume without loss of generality that ε(p) = 1.
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Now, for m ≥ 1 and c a fractional ideal of O, define

rc(m) := #{b ∈ [c] : b ∈ O,Nm(b) = m} (3.3.16)

and

R(m) := #{c an ideal of O : Nm(c) = m}. (3.3.17)

Note that since #Cl(O) is odd, the map [c] 7→ [c2] is a bijection, so

∑
[c]∈Cl (O)

rc2(m) =
∑

[c]∈Cl (O)

rc(m) = R(m).

We combine Proposition 3.3.9, Proposition 3.3.14 and Proposition 3.3.15 to get the

formula

ord v(α) =
1

2

∑
x∈Z

∑
n≥1

δ(x)ra2

(
pq − x2

4ln

)
.

Using the fact that J(−p,−q) = NmH/K(α), we get

ord v(J(−p,−q)) =
∑

σ∈Gal (H/K)

ord v(σ(α))

=
1

2

∑
σ∈Gal (H/K)

∑
x∈Z

∑
n≥1

δ(x)ra2
σ(j(E))

(
pq − x2

4ln

)

=
1

2

∑
σ∈Gal (H/K)

∑
x∈Z

∑
n≥1

δ(x)r(aσ)2

(
pq − x2

4ln

)

=
1

2

∑
c∈Cl (O)

∑
x∈Z

∑
n≥1

δ(x)rc2

(
pq − x2

4ln

)

=
1

2

∑
x∈Z

∑
n≥1

δ(x)R

(
pq − x2

4ln

)
.

To complete the proof, we use the fact that

R(m) =
∑
n|m
n>0

(
n

p

)
.
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This gives

ord vJ(−p,−q) =
1

2

∑
x∈Z

∑
n≥1

δ(x)
∑

n′| pq−x
2

4ln

n′>0

(
n′

p

)
,

so

ord vJ(−p,−q)2 =
∑
x∈Z

∑
n≥1

δ(x)
∑

n′| pq−x
2

4ln

n′>0

(
n′

p

)
,

On the other hand, let

P :=
∏

x,n,n′∈Z
n,n′>0

x2+4nn′=pq

nε(n
′).

Then we have

ord vP =
∑

x,n,n′∈Z
n,n′>0

x2+4nn′=pq

ε(n′)ord vn

=
∑

x,n,n′∈Z
n,n′>0

x2+4nn′=pq

∑
N>0
lN |n

ε(n′)

=
∑
x∈Z

∑
n,n′>0

x2+4nn′=pq

∑
m,N>0
n=lNm

ε(n′)

=
∑
x∈Z

∑
m,N>0

∑
n′>0

x2+4lNmn′=pq

ε(n′)

=
∑
x∈Z

∑
n>0

∑
n′>0

n′| pq−x
2

4ln

ε(n′).

To complete the proof, I’ll show that for every x ∈ Z and n ≥ 1 such that 4ln|(pq−x2),
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we have ∑
n′>0

n′| pq−x
2

4ln

ε(n′) = d(x)
∑

n′| pq−x
2

4ln

n′>0

(
n′

p

)
. (3.3.18)

I’ll handle the cases p|x and p 6 |x separately.

Case 1: p does not divide x. Then also p does not divide pq−x2
4ln

. So for each n′ dividing

pq−x2
4ln

, we have gcd(−p, n′) = 1, and so (by quadratic reciprocity)

ε(n′) =

(
−p
n′

)
=

(
n′

p

)
.

Summing over all such n′ and using the fact that d(x) = 1 gives Equation (3.3.18).

Case 2: p divides x. Then p2 divides x2, and so p divides pq−x2
4ln

with multiplicity one.

So we can write

∑
n′>0

n′| pq−x
2

4ln

ε(n′) =
∑
n′>0

n′| pq−x
2

4ln

gcd(p,n′)=1

(ε(n′) + ε(pn′))

=
∑
n′>0

n′| pq−x
2

4ln

gcd(p,n′)=1

2ε(n′) by multiplicativity of ε and since ε(p) = 1,

=
∑
n′>0

n′| pq−x
2

4ln

gcd(p,n′)=1

δ(x)

(
−p
n′

)

=
∑
n′>0

n′| pq−x
2

4ln

gcd(p,n′)=1

δ(x)

(
n′

p

)
by quadratic reciprocity

=
∑
n′>0

n′| pq−x
2

4ln

δ(x)

(
n′

p

)
since

(
n′

p

)
= 0 if p|n′.

This shows that ord vJ(−p,−q)2 = ord vP for every finite place v of H, and so

J(−p,−q)2 = ±P , as desired.
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Chapter 4

Two applications of Gross and

Zagier’s formula

In this chapter, I will give two consequences of Gross and Zagier’s factorization formula

(Theorem 3.1.5). First, in § 4.1, I will give a bound on v(j), where j is a singular modulus,

in terms of the discriminant of j, and v is a valuation above 2. Second, in § 4.2, I will

give a factorization formula for norms of differences of singular lambda values, similar to

Gross and Zagier’s formula for singular moduli.

4.1 Bounding the valuation of singular moduli

We start by establishing some notation. Let

1. K be a quadratic imaginary field of discriminant dK < 0,

2. OK = Z[t] be the ring of integers of K,

3. h be the class number of K,

4. H be the Hilbert class field of K,

5. v be a non-archimedean valuation of H dividing 2,

6. Av be the completion of the maximal unramified extension of the ring of v-integers

of H,
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7. W = Av[ω], where ω = −1+
√
−3

2
,

8. π be a uniformizer for W ,

9. E be an elliptic curve over W with complex multiplication by OK , and

10. j = j(E) ∈ H be the j-invariant of E.

A natural question to ask is how large the valuation v(j) of j can be. Moreover, how

does v(j) compare to the class number h of K?

Berwick’s congruences (see Theorem 5.1.2) tell us that v(j) ≤ 6 unless 2 is inert in

K, i.e. unless dK ≡ 5 mod 8, in which case v(j) ≥ 15.

Assume that 2 is inert in K. Also assume that dK < −4, since if dK = −3 then j = 0,

and that dK is prime, so that we may use results form § 3.3.2.

Now, let E0 be an elliptic curve over W with complex multiplication by Z[ω], where

ω = −1+
√
−3

2
. Note that j(E0) = 0. So by Proposition 3.2.8, we have

v(j) = v (j − j(E0)) =
1

2

∑
n≥1

#IsoW/πn(E,E0).

Also, note that if E ∼= E0 mod πn, then (see, for example, [26, §III, Theorem 10.1])

2 ≤ #IsoW/πn(E,E0) ≤ 24,

and so

N ≤ v(j) ≤ 12N, (4.1.1)

where

N := max{n : E ∼= E0 mod πn}. (4.1.2)

From here, I will bound N using two methods. First, in § 4.1.1, I will use results

from [17] to reduce the problem of finding isomorphisms E ∼= E0 mod πn to finding

pairs (x, b), where x ∈ Z and b is an ideal of OK in a fixed ideal class, such that

x2 + 22n+1Nm(b) = −3dK .
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From there, it will be easy to bound n in terms of dK , since x2 ≥ 0 and Nm(b) ≥

1. Second, in § 4.1.2, I will bound N using volume estimates for orders in quaternion

algebras, proven in [14].

Both methods give remarkably similar upper bounds. The bound of § 4.1.1, which is

somewhat better, is given in the following theorem.

Theorem 4.1.3. Let K be a quadratic imaginary field of prime fundamental discrimi-

nant dK. Let j = j(E), where E is an elliptic curve over W with complex multiplication

by OK. Then

v(j) ≤ 6 log2 |dK |+ 6(log2 3− 1).

Note that we can drop the condition that 2 is inert in K, since if 2 is split or ramified

in K then

v(j) ≤ 6 ≤ 6 log2 |dK |+ 6(log2 3− 1).

Finally, we can use this result, along with known bounds on the class number h of K

to answer the second question asked at the beginning of this section, namely how v(j)

compares to h. Let χdK be the Dirichlet character χdK (n) =
(
dK
n

)
. Recall that the

L-function of χdK is

L (s, χdK ) =
∑
n≥1

χdK (n)

ns
. (4.1.4)

Corollary 4.1.5. Let K be a quadratic imaginary field of prime fundamental discrimi-

nant dK and class number h, and let j = j(E), where E is an elliptic curve over W with

complex multiplication by OK. Suppose that the Riemann Hypothesis for L (s, χdK ) holds,

i.e. that all the zeroes of L (s, χdK ) satisfy Re(s) = 1
2
. Then there is a constant c > 0,

which does not depend on dK, such that

v(j)

h
< c.

Proof. By a result of Dirichlet, we can write the class number of K as

h =
w(dK)

√
|dK |L (1, χdK )

2
,
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where

w(dK) =


2, if dK < −4,

4, if dK = −4, and

6, if dK = −3.

Moreover, by [22, Theorem 1], assuming that the Riemann Hypothesis for L (s, χdK )

holds, we have

L (1, χdK ) >
c0

log log |dK |

for some constant c0 > 0 not depending on dK . Hence

h ≥
c0w(dK)

√
|dK |

2 log log |dK |
,

and so

v(j)

h
≤ 12 (log2 |dK |+ log2 3− 1) log log |dK |

c0w(dK)
√
|dK |

.

The right-hand side goes to zero as dK →∞, hence is bounded.

4.1.1 An upper bound using lemmas of Gross and Zagier

Fix n ≥ 1, and suppose that E ∼= E0 mod πn. Since Tr(ω) = −1 and Nm(ω) = 1, we

define

Sn := {α0 ∈ EndW/πn(E) : Tr(α0) = Tr(ω) = −1,Nm(α0) = Nm(ω) = 1, α0 = ω on Lie(E)},

as in § 3.3.1. By Proposition 3.3.2 with d2 = −3, we have

#Sn =
1

6
#IsoW/πn(E,E0).

In particular, this means that E ∼= E0 mod πn if and only if Sn is non-empty.
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Moreover, since 2 is inert in K, we have
(
dK
2

)
= −1, so by Proposition 3.3.9,

#Sn =
#O×K

2

∑
(x,b)∈Tn

δ(x),

where

Tn = {(x, b) ∈ Z× [a2] : b ⊆ OK , x2 + 22n+1Nm(b) = −3dK}

and

δ(x) =


2 if dK |x, and

1 otherwise.

Here, a is the fractional ideal defined in § 3.3.2. Hence Sn is non-empty if and only Tn is.

So if E ∼= E0 mod πn, then Tn is non-empty, and so there exists x ∈ Z and an ideal

b of OK (in the same class as [a2]) such that

x2 + 22n+1Nm(b) = −3dK .

Note that x2 ≥ 0, and Nm(b) ≥ 1, so we get

22n+1 ≤ −3dK = 3|dK |,

i.e.

n ≤ 1

2
(log2 |dK |+ log2 3− 1) .

Hence also

N ≤ 1

2
(log2 |dK |+ log2 3− 1) ,

and so

v(j) ≤ 12N ≤ 6 (log2 |dK |+ log2 3− 1) .

This proves Theorem 4.1.3.
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4.1.2 An upper bound using volume estimates

Fix n ≥ 1, and suppose that E ∼= E0 mod πn. Write

R = EndW/π(E0)

and

Rn = EndW/πn(E0).

Since E0 has supersingular reduction mod π, R is a maximal order in the quaternion

algebra B = B2,∞ ramified at 2 and ∞. Also, by [15],

Rn = Z[ω] + 2n−1R,

and so Z[ω] ⊆ Rn. Moreover, since E ∼= E0 mod πn, we have OK = Z
[

1+
√
dK

2

]
⊆ Rn, so

Z
[

1 +
√
dK

2
, ω

]
= Z + Z

1 +
√
dK

2
+ Zω + Z

1 +
√
dK

2
· ω ⊆ Rn.

Hence

covol (Rn) ≤ covol

(
Z
[

1 +
√
−dK

2
, ω

])
.

On the one hand, by [14, Lemma 2.1.1], we have

covol

(
Z
[

1 +
√
dK

2
, ω

])
≤ 4Nm

(
1 +
√
dK

2

)
Nm(ω) = 1 + |dK |.

On the other hand, we can write

B =

[α, β] =

 α β

−2β α


 ⊆M2(K),
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and, by Proposition 3.3.9,

Rn = {[α, β] ∈ B : α ∈ 1√
−3

Z[ω], β ∈ 2n−1

√
−3

Z[ω], α ≡ β mod Z[ω]}

= Z[1, 0] + Z[ω, 0] + Z
[
2n−1, 2n−1

]
+ Z

[
2n−1ω√
−3

,
2n−1ω√
−3

]
.

By [29, Ch. 17, Exercise 7] and a calculation using the fact that Tr [α, β] = Tr(α), we get

covol (Rn) = 4 · discrd(Rn) = 22n−1.

Hence

22n−1 ≤ 1 + |dK |,

i.e.

n ≤ 1

2
(1 + log2 (|dK |+ 1)) .

Applying this to N = max{n : E ∼= E0 mod πn} and using Equation (4.1.1), we obtain

v(j) ≤ 6 + 6 log2(|dK |+ 1). (4.1.6)

4.2 An analogue of Gross-Zagier’s factorization for-

mula for the modular lambda function

4.2.1 Introduction

In this section, I will study an analogue of Gross-Zagier’s product J(d1, d2) for the modular

lambda function λ. Let d1, d2 be coprime negative fundamental discriminants. For i =

1, 2, let Ki be the quadratic imaginary field with discriminant di, and let wi = #O×Ki .

Define

Λ(d1, d2) :=
∏

τi∈Γ(2)\H
disc τi=di

(λ(τ1)− λ(τ2)). (4.2.1)
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A priori, Λ(d1, d2) lies in the field

L = Q(
√
di, λ(τi) : discτi = di, i = 1, 2),

but in fact we have:

Lemma 4.2.2. Λ(d1, d2) ∈ Q.

Proof. Let

Fd2(X) =
∏

τ2∈Γ(2)\H
disc (τ2)=d2

(X − λ(τ2)) ∈ L[X].

Note that if τ2 ∈ Γ(2)\H is imaginary quadratic of discriminant d2, then λ(τ2) is an

algebraic number, and it’s Galois conjugates over Q are all of the form λ(τ ′2), with τ ′2 ∈

Γ(2)\H imaginary quadratic of discriminant d2. So Fd2(X) is a product of minimal

polynomials over Q of algebraic numbers of the form λ(τ2), hence Fd2(X) ∈ Q[X].

Now, we can write

Λ(d1, d2) =
∏

τ1∈Γ(2)\H
disc (τ1)=d1

Fd2(λ(τ1)).

If τ1 ∈ Γ(2)\H is imaginary quadratic of discriminant d1, then the Galois conjugates of

λ(τ1) over Q are of the form λ(τ ′1), with τ ′1 ∈ Γ(2)\H imaginary quadratic of discriminant

d1. So the Galois conjugates of Fd2(λ(τ1)) are of the form Fd2(λ(τ ′1)). Hence Λ(d1, d2) is a

product of norms over Q of algebraic numbers of the form Fd2(λ(τ1)). So Λ(d1, d2) ∈ Q,

as desired.

It is natural to ask whether we can find a formula for Λ(d1, d2) similar to Gross-Zagier’s

formula for J(d1, d2). In this section, I will do so, by proving the following Theorem:

Theorem 4.2.3. Λ(d1, d2) = 2mJ(d1, d2)6 for some m ∈ Z.

4.2.2 Calculating v(λ− λ′)

In order to prove Theorem 4.2.3, I will begin by giving an analogue of Proposition 3.2.8

for the modular lambda function.
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Let W be a complete discrete valuation ring with with uniformizer π such that

1. its field of fractions K has characteristic 0, and

2. its residue field k = W/π is algebraically closed of characteristic l > 2.

For example, we could take W to be the ring of integers of of Q̂ur
l · L, where Q̂ur

l is

the completion of the maximal unramified extension of Ql and L is the completion of

any number field at a prime p dividing l. Let v be the valuation corresponding to π,

normalized so that v(π) = W .

Let (E,P1, P2) and (E ′, P ′1, P
′
2) be enhanced elliptic curves for Γ(2) over W which

have good reduction modulo π. Let λ = λ(E,P1, P2) and λ′ = λ(E ′, P ′1, P
′
2). Since 2 is

invertible in W , we can find a Weierstrass equation for E of the form

E : y2 = x3 + a2x
2 + a4x+ a6. (4.2.4)

Since E has good reduction modulo π and k is algebraically closed, x3 + a2x + a4x + a6

factors into distinct roots over k, and hence over W by Hensel’s lemma. So we can write

the Weierstrass equation in Equation (4.2.4) as

E : y2 = (x− e1)(x− e2)(x− e3),

where e1, e2, e3 ∈ W are distinct. Since E has good reduction modulo π, we must have

xi − xj 6≡ 0 mod π. Note that (ei, 0), i = 1, 2, 3, are the points of order 2 of E, and we

can assume, by reordering the xi’s, that P1 = (e1, 0) and P2 = (e2, 0). Then, as in § 2.1,

(E,P1, P2) is isomorphic over K to the enhanced elliptic curve (Eλ, (1, 0), (0, 0)) via the

map

(x, y) 7→
(
x− e2

e1 − e2

,
y

(e1 − e2)3/2

)
,

where Eλ is the elliptic curve over W given by the Weierstrass equation

Eλ : y2 = x(x− 1)(x− λ).
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Moreover, Hensel’s lemma gives that (e1 − e2)1/2 ∈ W , and so (E,P1, P2) is in fact

isomorphic to (Eλ, (1, 0), (0, 0)).

A similar argument show that (E ′, P ′1, P
′
2) is isomorphic to the enhanced elliptic curve

(Eλ′ , (1, 0), (0, 0)) over W . We are now ready to prove the following result.

Proposition 4.2.5. Using the notation introduced above, we have

v(λ− λ′) =
1

2

∑
n≥1

#IsoW/πn((E,P1, P2), (E ′, P ′1, P
′
2)),

where for n ≥ 1, IsoW/πn((E,P1, P2), (E ′, P ′1, P
′
2)) denotes the set of isomorphisms of

enhanced elliptic curves for Γ(2) from (E,P1, P2) mod πn to (E ′, P ′1, P
′
2) mod πn.

Proof. By our above discussion, we can assume that (E,P1, P2) = (Eλ, (1, 0), (0, 0)) and

(E ′, P ′1, P
′
2) = (Eλ′ , (1, 0), (0, 0)). So write Eλ = Eλ mod πn and Eλ′ = Eλ′ mod πn. By

Remark 2.1.8, any isomorphism f :
(
Eλ, (1, 0), (0, 0)

) ∼−→ (
Eλ′ , (1, 0), (0, 0)

)
of enhanced

elliptic curves is of the form

(x, y)→ (x,±y).

If λ ≡ λ′ mod πn, then both of these maps define isomorphisms from
(
Eλ, (1, 0), (0, 0)

)
to
(
Eλ′ , (1, 0), (0, 0)

)
. On the other hand, if λ 6≡ λ′ mod πn, then we cannot have(

Eλ, (1, 0), (0, 0)
) ∼= (Eλ′ , (1, 0), (0, 0)

)
. So

#IsoW/πn((E,P1, P2), (E ′, P ′1, P
′
2)) =


0, if λ 6≡ λ′ mod πn,

2, if λ ≡ λ′ mod πn.

Proposition 4.2.5 follows from this and the fact that

v(λ− λ′) =
∑
n≥1

πn|(λ−λ′)

1.
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4.2.3 Proving Theorem 4.2.3

As before, let d1, d2 be coprime negative fundamental discriminants. Recall that our goal

is to prove the identity

Λ(d1, d2) = 2mJ(d1, d2)6,

for some m ∈ Z. Since Λ(d1, d2), J(d1, d2) ∈ Q, and any 2-unit of Q is of the form 2m

with m ∈ Z, we need to show that

v(Λ(d1, d2)) = 6v(J(d1, d2))

for any non-archimedean valuation v of

L = Q(
√
−di, λ(τi) : disc (τi) = di, i = 1, 2)

not dividing 2.

For i = 1, 2, let Ki = Q(
√
di), and let wi = #O×Ki . Fix a finite place v of L not

dividing 2. We need to show that

∑
τi∈Γ(2)\H
disc (τi)=di

v(λ(τ1)− λ(τ2)) =
24

w1w2

∑
τi∈SL2(Z)\H
disc (τi)=di

v(j(τ1)− j(τ2)). (4.2.6)

Let W be the completion of the maximal unramified extension of the ring of v-integers

of L. Let

1. π be a uniformizer of W , chosen so that v(π) = 1,

2. K be the field of fractions of W , and

3. k = W/(π) be the residue field of W .

Fix τ1 ∈ Γ(2)\H of discriminant d1. Write j = j(τ1) and λ = λ(τ1). By the same

argument as in § 3.3.1, there exists an elliptic curve E over W with j-invariant j(E) =

j, complex multiplication by OK1 and good reduction modulo π. Then, by the same
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argument as in § 4.2.2, E has a Weierstrass equation of the form

E : y2 = (x− e1)(x− e2)(x− e3)

with e1, e2, e3 ∈ W . Note that λ = λ(E,P1, P2) for some choice of Γ(2)-structure (P1, P2)

on E. So, by reordering the ei’s, we can assume that λ = λ(E, (e1, 0), (e2, 0)). Then,

again by the same argument as in § 4.2.2, the enhanced elliptic curves (E,P1, P2) and

(Eλ, (1, 0), (0, 0)), where Eλ is given by the Weierstrass equation

Eλ : y2 = x(x− 1)(x− λ),

are isomorphic over W . In particular, this means that E ∼= Eλ over W , and so Eλ has

complex multiplication by OK1 over W and good reduction modulo π.

Define

L(d1) :=
{(
Eλ(τ1), (1, 0), (0, 0)

)
: τ1 ∈ Γ(2)\H, disc(τ1) = d1

}
. (4.2.7)

This is a set of representatives for isomorphism classes over Qp of enhanced elliptic curves

for Γ(2) with complex multiplication by OK1 .

Now, we saw in § 3.3.1 that for each τ1 ∈ SL2(Z)\H of discriminant d1, there is an

elliptic curve Eτ1 over W with good reduction mod π, complex multiplication by OK1

and j-invariant j(τ1). By our above discussion, we can take Eτ1 to be Eλ(τ ′1
for some

τ ′1Γ(2)\ ∈ H lying above τ1 for some τ . Write

J (d1) = {Eτ1 : τ1 ∈ SL2(Z)\H, disc(τ1) = d1}. (4.2.8)

This is a set of representatives for the isomorphism classes over Qp of elliptic curves

with complex multiplication by OK1 . We get a surjective map from L(d1) to J (d1) by

forgetting the Γ(2)-structure ((1, 0), (0, 0)) on Eλ, i.e. by sending an enhanced elliptic

curve (E,P,Q) ∈ L(d1) to the elliptic curve Eτ1 representing the isomorphism class of E

over Qp.
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Note that the above discussion also works if we replace d1 with d2 and K1 with K2.

Also, note that the map L(di)→ J (di) is 2-to-1 if di = −3 and 3-to-1 if di = −4, since1

the quotient map Γ(2)\H → SL2(Z) is 2-to-1 above ω and 3-to-1 above i.

We are now ready to prove Theorem 4.2.3. We start by considering the case d1, d2 < − 4.

Lemma 4.2.9. Suppose that d1, d2 < −4. Fix τ1 ∈ Γ(2)\H of discriminant d1, and write

j = j(τ1) and λ = λ(τ1). Then

∑
τ2∈Γ(2)\H
disc (τ2)=d2

v(λ− λ(τ2)) =
∑

τ2∈SL2(Z)\H
disc (τ2)=d2

v(j − j(τ2)).

Proof. Let (E,P1, P2) = (Eλ, (1, 0), (0, 0)). By our above discussion and Propositions 3.2.8

and 4.2.5, we have

∑
τ2∈Γ(2)\H
disc (τ2)=d2

v(λ− λ(τ2)) =
∑

(E′,P ′1,P
′
2)∈L(d2)

v(λ(E,P1, P2)− λ(E ′, P ′1, P2))

=
1

2

∑
n≥1

∑
(E′,P ′1,P

′
2)∈L(d2)

#IsoW/πn((E,P1, P2), (E ′, P ′1, P
′
2)),

and

∑
τ2∈Γ\H

disc (τ2)=d2

v(j − j(τ2)) =
∑

E′∈J (d2)

v(j(E)− j(E ′)) =
1

2

∑
n≥1

∑
E′∈J (d2)

#IsoW/πn(E,E ′).

So we just need to show that

∑
(E′,P ′1,P

′
2)∈L(d2)

#IsoW/πn((E,P1, P2), (E ′, P ′1, P
′
2)) =

∑
E′∈J (d2)

#IsoW/πn(E,E ′)

for all n ≥ 1. Fix E ′ ∈ J (d2) and f ∈ IsoW/πn(E,E ′). Then f : (E,P1, P2)
∼−→

(E ′, f(P1), f(P2)) is an isomorphism of enhanced elliptic curves over W , so we get a

1One can also see this by studying how AutW (E) acts on the set of Γ(2)-structures on E.
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natural map

IsoW/πn(E,E ′)→
⊔

(P ′1,P
′
2)

IsoW/πn((E,P1, P2), (E ′, P ′1, P
′
2)),

where the disjoint union runs over all Γ(2)-structures (P ′1, P
′
2) for E ′. This is clearly a

bijection, and so

#IsoW/πn(E,E ′) =
∑

(P ′1,P
′
2)

#IsoW/πn((E,P1, P2), (E ′, P ′1, P
′
2)),

with the sum running over all Γ(2)-structures for E ′. Summing over all E ′ ∈ J (d2)

completes the proof.

Now, we generalize the above lemma to allow for the cases where one or more di is −3

or −4.

Lemma 4.2.10. Fix τ1 ∈ Γ(2)\H of discriminant d1. Write j = j(τ1) and λ = λ(τ1).

Then ∑
τ2∈Γ(2)\H
disc τ2=d2

v(λ− λ(τ2)) =
2

w2

∑
τ2∈SL2(Z)\H
disc (τ2)=d2

v(j − j(τ2)).

Proof. As in the previous lemma, it is enough to show that

∑
(E′,P ′1,P

′
2)∈L(d2)

#IsoW/πn((E,P1, P2), (E ′, P ′1, P
′
2)) =

2

w2

∑
E′∈J (d2)

#IsoW/πn(E,E ′).

So fix E ′ ∈ J (d1). As before, we get a bijection

IsoW/πn(E,E ′)→
⊔

(P ′1,P
′
2)

IsoW/πn((E,P1, P2), (E ′, P ′1, P
′
2)),

where the disjoint union runs over all Γ(2)-structures (P ′1, P
′
2) for E. Let F : L(d2) →

J (d2) be the natural map sending (E ′, P ′1, P
′
2) to E ′. An analysis of the action of Aut(E)
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on E[2] shows that the map

⊔
(P ′1,P

′
2)

IsoW/πn((E,P1, P2), (E ′, P ′1, P
′
2))→

⊔
(E′,P ′1,P

′
2)∈F−1(E′)

IsoW/πn((E,P1, P2), (E ′, P ′1, P
′
2))

is w2

2
-to-1, so we get

#IsoW/πn(E,E ′) =
∑

(P1,P2)

#IsoW/πn((E,P1, P2), (E ′, P ′1, P
′
2))

=
w2

2

∑
(E′,P ′1,P

′
2)∈F−1(E′)

#IsoW/πn((E,P1, P2), (E ′, P ′1, P
′
2)).

We complete the proof by summing over all E ′ ∈ J (d1).

Now fix τ1 ∈ Γ\SL2(Z) of discriminant d1, and let j = j(τ1). Note that there are 12
w1

values of τ ′1 ∈ Γ(2)\H with j(τ ′1) = j. Applying Lemma 4.2.10 to each of them gives

∑
τ ′1∈Γ(2)\SL2(Z)τ1

 ∑
τ2∈Γ(2)\H
disc τ2=d2

v(λ(τ ′1)− λ(τ2))

 =
24

w1w2

 ∑
τ2∈SL2(Z)\H
disc (τ2)=d2

v(j − j(τ2))

 .

Summing over all τ1 ∈ SL2(Z)\H of discriminant d1 completes the proof of Theorem 4.2.3.

68



Chapter 5

Berwick’s congruences and the

modular lambda function

In 1928, Berwick [1] conjectured several results on the valuation of j and j − 1728 above

certain rational primes p, where j is a singular modulus. In 1985, some of these congru-

ences were proven by Gross and Zagier [17], in the cases where p = 2, 3, 5, 7 or 11 and

the discriminant d of j satisfies
(
d
p

)
= −1. We’ve already seen Gross and Zagier’s result

earlier on, in Corollary 3.2.17. The general case remained unsolved until 2004, when it

was proven by Bettner [2].

In this section, I will give a similar result for singular values of the modular lambda

function λ. If τ ∈ H is imaginary quadratic, then λ = λ(τ) is related to the singular

modulus j = j(τ) by the polynomial equation

fj(λ) := (1− λ+ λ)3 − j

256
λ2(1− λ)2 = 0.

From this relation, and the well-known fact that j is an algebraic integer, one can deduce

that λ, as well as 1−λ, is a 2-unit (see Lemma 5.3.2). So we are interested in finding the

valuation of j at primes dividing 2. To do this, I will study the Newton polygon of fj(X)

in order to relate the valuation of λ to the valuation of j. This can then be combined

with Bettner’s result in order to give a similar result for the valuation of λ.
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5.1 Berwick’s congruences

In this section, I will recall Berwick’s congruences for p = 2. If H is a number field, and

p is a prime of H dividing 2, let vp be the valuation

vp(x) :=
1

[Hp : Q2]
log2

∣∣NmHp/Q2(x)
∣∣ , x ∈ H×. (5.1.1)

This is a representative for the finite place of H corresponding to the prime p, and it is

normalized so that vp(2) = 1.

Theorem 5.1.2. (Berwick’s congruence for p = 2) Let τ ∈ H be imaginary quadratic

of discriminant d < 0. Let K = Q(
√
d), let dK be the discriminant of K, and write

d = f 2dK (so f is the conductor of τ). Let s = ord 2(f). Then for every prime p of

K(j(τ)) dividing 2, we have

vp(j(τ))



≥ 15, if 2 is inert in K and s = 0

= 23−s, if 2 is inert in K and s ≥ 1

= 3 · 21−s, if 2 is ramified in K

= 0, if 2 is split in K.

Proof. If 2 is split in K, then we can use the same argument as in Corollary 3.2.16. Let

O ⊆ OK be the imaginary quadratic order of discriminant d. By [25], we can find a

field extension L of K(j(τ)), a prime p′ of L dividing p, and an elliptic curve E over

L with complex multiplication by O, j-invariant j(E) = j(τ) and with good reduction

mod p′. Then, since 2 is split in K, E has ordinary reduction mod p. But j = 0 is a

supersingular j-invariant in characteristic 2, so we cannot have j(τ) ≡ 0 mod p.

For the case where 2 is inert in K and d is a fundamental discriminant, see [17,

Corollary 2.5] or [24, §9.2]. The general case is proven in [2].

The following proposition allows us to replace the condition that 2 is inert, ramified,

or split in K to a condition on the Kronecker symbol
(
dK
2

)
, or equivalently to a condition

on dK mod 8.
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Proposition 5.1.3. Let K be a quadratic field of discriminant dK, and let p be prime.

Then

1. if
(
dK
p

)
= 0, then pOK = p2 for some prime p of OK, i.e. p is ramified in K,

2. if
(
dK
p

)
= 1, then pOK = pp′ for some primes p 6= p′ in OK, i.e. p is split in K,

and

3. if
(
dK
p

)
= −1, then pOK is prime in OK, i.e. p is inert in K.

In particular, for p = 2,

1. if 4|dK then 2 is ramified in K,

2. if dK ≡ 1 mod 8 then 2 is split in K, and

3. if dK ≡ 5 mod 8 then 2 is inert in K.

Proof. See [9, Proposition 5.16].

Corollary 5.1.4. (Berwick’s congruence, alternate formulation) Let τ ∈ H be

imaginary quadratic of discriminant d < 0. Let K = Q(
√
d), let dK be the discriminant

of K, and write d = f 2dK (so f is the conductor of τ). Let s = ord 2(f). Then for every

prime p of K(j(τ)) dividing 2, we have

vp(j(τ))



≥ 15, if dK ≡ 5 mod 8 and s = 0

= 23−s, if dK ≡ 5 mod 8 and s ≥ 1

= 3 · 21−s, if 4|dK

= 0, if dK ≡ 1 mod 8.

Table 5.1 gives the result of applying Theorem 5.1.2 to the rational j-invariants.

5.2 Newton polygons

In this section, I will introduce the basic theory of Newton polygons, following [21, Chap-

ter IV].
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τ K dK f dK mod 8 s ord 2(j(τ)) j(τ)
i Q(i) −4 1 4 0 6 26 · 33

2i Q(i) −4 2 4 1 3 23 · 33 · 113

√
−2 Q(

√
−2) −8 1 0 0 6 26 · 53

ω = 1+
√
−3

2
Q(
√
−3) −3 1 5 0 ≥ 15 0

2ω Q(
√
−3) −3 2 5 1 4 24 · 33 · 53

3ω Q(
√
−3) −3 3 5 0 ≥ 15 −215 · 3 · 53

1+
√
−7

2
Q(
√
−7) −7 1 1 0 0 −33 · 53

1 +
√
−7 Q(

√
−7) −7 2 1 1 0 33 · 53 · 173

1+
√
−11

2
Q(
√
−11) −11 1 5 0 ≥ 15 −215

1+
√
−19

2
Q(
√
−19) −19 1 5 0 ≥ 15 −215 · 33

1+
√
−43

2
Q(
√
−43) −43 1 5 0 ≥ 15 −218 · 33 · 53

1+
√
−67

2
Q(
√
−67) −67 1 5 0 ≥ 15 −215 · 33 · 53 · 113

1+
√
−163
2

Q(
√
−163) −163 1 5 0 ≥ 15 −218 · 33 · 53 · 233 · 293

Table 5.1: Theorem 5.1.2 applied to the rational j-invariants. Notation is the same as in
Theorem 5.1.2

Fix a prime p, and let Ω be the completion of the algebraic closure Qp of Qp. Let

f(X) ∈ Ω[X] be a polynomial of the form

f(X) = 1 + a1X + a2X
2 + . . .+ anX

n, an 6= 0.

Consider the points

(0, 0), (1, ord p(a1)), . . . , (n, ord p(an)),

omitting (i, ord p(ai)) if ai = 0. The Newton polygon of f is the convex hull of these

points, i.e. the highest polygonal line from (0, 0) to (n, ord pan) which is lower than all of

these points.

We can construct the Newton polygon explicitly as follows. Let vi = ord pai and

v0 = 0, so that we’re looking at the points (0, v0), (1, v1), . . . , (n, vn). For 1 ≤ i < j ≤ n,

let Li,j be the line from (i, vi) to (j, vj). It has slope

vj − vi
j − i

and length j−i. First, let i0 = 0, and take from among the lines L0,j, i = 1, . . . , n, the line
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L0,i1 of minimal slope. Next, if i1 6= n, take from among the lines Li1,j, j = 1, . . . , n, the

line Li1,i2 of minimal slope. Continue inductively, taking Lil,il+1
to be the line of minimal

slope out of the lines Lil,j, j = il, . . . , n. Stop when il+1 = n. Then the Newton polygon

of f is

N =
l⋃

m=0

Lim,im+1 .

The vertices of N are the points (im, vim) where the slope changes. If we choose i1, . . . , il

so that l is minimal, i.e. so that Lim,im+1 and Lim+1,im+2 have different slopes for each

m = 0, . . . , l− 1, then the vertices of N are exactly i0, . . . , il+1. In this case, we’ll call the

slopes of Li0,i1 , . . . , Lil,il+1
the slopes of the Newton polygon N .

The following result relates the slopes of the Newton polygon of f to the valuation of

its roots.

Lemma 5.2.1. Let f ∈ Ω[X] be as above, and let α1, . . . , αn ∈ Ω be the roots of f , so

that

f =
n∏
i=1

(
1− X

αi

)
.

If s is a slope of the Newton polygon of f with length l, then exactly l of the αi’s have

ord p (αi) = −s.

Proof. This is [21, Chapter IV.3, Lemma 4].

Example 5.2.2. Consider the polynomial

f(X) =
(
1−X +X2

)3 − 1728

256
X2 (1−X)2

= 1− 3X − 3

4
X2 +

13

2
X3 − 3

4
X4 − 3X5 +X6

=

(
X − 1

2

)2

(X + 1)2 (X − 2)2 .

Note that f = f1728, where, for j ∈ C, fj is the polynomial

fj(X) =
(
1−X +X2

)3 − j

256
X2 (1−X)2 ,
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Figure 5.1: The Newton polygon of f(X) = 1− 3X − 3
4
X2 + 13

2
X3 − 3

4
X4 − 3X5 +X6.

so the roots of f are exactly the singular λ-values of discriminant −4. The Newton

polygon of f is given in Figure 5.1, it is the lower convex hull of the points

(0, 0), (1, 0), (2,−2), (3,−1), (4,−2), (5, 0), (6, 0).

It has slopes 1, 0 and −1, each of length 2. So f has

1. 2 roots α with ord 2(α) = 1,

2. 2 roots α with ord 2(α) = 0, and

3. 2 roots α with ord 2(α) = −1.

On the other hand, by looking at the factorization of f we see that f has roots 2, −1

and 1
2
, each with multiplicity 2. This agrees with the Newton polygon of f .
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5.3 A Berwick-like congruence for the modular lambda

function

Fix τ ∈ H imaginary quadratic of discriminant d < 0. Let K = Q(
√
d), let dK be the

discriminant of K, and write d = f 2dK , so f is the conductor of τ . Let j = j(τ) and

λ = λ(τ). Then j and λ satisfy the relation

j = 256
(1− λ+ λ2)3

λ2(1− λ)2
. (5.3.1)

It is a well-known result that the singular modulus j is an algebraic integer. Moreover,

by [3, Theorem 1.1], j is not an algebraic unit. It follows from this and Equation (5.3.1)

that λ is a 2-unit:

Lemma 5.3.2. If τ ∈ H is imaginary quadratic, then λ = λ(τ) is a 2-unit.

Proof. Let K = Q(τ), let p be a prime of K(λ) not dividing 2, and let v = vp be the

valuation of K corresponding to p. Since j = j(τ) is an algebraic integer, we have

v(j) ≥ 0.

First, if v(λ) > 0, then

0 ≤ v(j) = v

(
256

(1− λ+ λ2)3

λ2(1− λ)2

)
= v(256) + 3v(1− λ+ λ2)− 2v(λ)− 2v(1− λ)

= −2v(λ) by the ultrametric inequality

< 0,

which is a contradiction. Conversely, if v(λ) < 0, then

0 ≤ v(j) = v(256) + 3v(1− λ+ λ2)− 2v(λ)− 2v(1− λ)

= 2v(λ) again by the ultrametric inequality

< 0,
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which is again a contradiction. So we must have v(λ) = 0.

Note that

1

λ
, 1− λ, 1

1− λ
,

λ− 1

λ
,

λ

λ− 1

are all 2-units as well, since they are all related to j in the same way as λ is (that is to

say, they satisfy the relation in Equation (5.3.1)).

We can use the same argument to bound the valuation of λ at primes dividing 2:

Lemma 5.3.3. Let p be a prime of K(λ) dividing 2, and v = vp the corresponding

valuation. Normalize v so that v(2) = 1. Then

−4 ≤ v(λ) ≤ 4.

Proof. If v(λ) > 4, then

0 ≤ v(j) = v

(
256

(1− λ+ λ2)3

λ2(1− λ)2

)
= v(256) + 3v(1− λ+ λ2)− 2v(λ)− 2v(1− λ)

= 8− 2v(λ) by the ultrametric inequality

< 0,

which is a contradiction. And if v(λ) < −4, then

0 ≤ v(j) = v(256) + 3v(1− λ+ λ2)− 2v(λ)− 2v(1− λ)

= 8 + 2v(λ) again by the ultrametric inequality

< 0,

which is again a contradiction. So we must have −4 ≤ v(λ) ≤ 4.

We can do better than this by applying Newton polygons to Equation (5.3.1). The

solutions to

j = 256
(1−X +X2)3

X2(1−X)2
,
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i.e. the roots of the polynomial

fj(X) := (1−X +X2)3 − j

256
X2(1−X)2, (5.3.4)

are exactly the values λ(τ ′), where j(τ ′) = j. These values are

λ, 1− λ, 1

λ
,

1

1− λ
,

λ− 1

λ
,

λ

λ− 1
.

Alternatively, S3 acts on Γ(2)-structures for the complex elliptic curve Eτ = C/(Z+ τZ),

which induces an action on K(λ), by taking

σλ(Eτ , P1, P2) = λ(Eτ , Pσ(1), Pσ(2))

for σ ∈ S3, (P1, P2) an ordered basis of Eτ [2] and P3 = P1 + P2. The roots of fj are the

values σλ, σ ∈ S3.

Theorem 5.3.5. Let τ ∈ H be imaginary quadratic of discriminant d, and let j = j(τ)

and λ = λ(τ). Let

Λ = S3 · λ =

{
λ, 1− λ1

λ
,

1

1− λ
,
λ− 1

λ
,

λ

λ− 1

}
.

Fix a prime p of L = Q(τ, λ) lying above 2, and let v = vp be the valuation corresponding

to p, normalized so that v(2) = 1.

1. If v(j) < 8, then, counting multiplicity, there are exactly

(a) two λ′ ∈ Λ with v(λ′) = 1
2
v(j)− 4 < 0,

(b) two λ′ ∈ Λ with v(λ′) = 4− 1
2
v(j) > 0, and

(c) two λ′ ∈ Λ with v(λ′) = 0.

2. If v(j) ≥ 8, then v(λ′) = 0 for all λ′ ∈ Λ.

Proof. Fix an embedding i : L ↪→ Q2 such that p = i−1
(
mQ2

)
. Then v(α) = ord 2(i(α))

for α ∈ L.
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The values λ′ ∈ Λ are exactly the roots of the polynomial

fj(X) = (1−X +X2)3 − j

256
X2(1−X)2

= 1− 3X +

(
6− j

256

)
X2 +

(
j

128
− 7

)
X3 +

(
6− j

256

)
X4 − 3X +X6.

The Newton polygon of fj over Q2 is the lower convex hull of the points

(0, 0), (1, 0),

(
2, v

(
6− j

256

))
,

(
3, v

(
j

128
− 7

))
,

(
4, v

(
6− j

256

))
, (5, 0), (6, 0).

Note that

v

(
6− j

256

)
= v(3 · 29 − j)− 8 ≥ min(9, v(j))− 8

and

v

(
j

128
− 7

)
= v(j − 7 · 27)− 7 ≥ min(v(j), 7)− 7.

If v(j) ≥ 8, then

v

(
6− j

256

)
≥ 8− 8 = 0

and

v(j − 7 · 27)− 7 ≥ 7− 7 = 0,

so the Newton polygon of fj is just the line from (0, 0) to (6, 0). So, by Lemma 5.2.1, all

of the roots λ′ of fj have v(λ′) = 0.

If v(j) < 8, then

v

(
6− j

256

)
= v(3 · 29 − j)− 8 = v(j)− 8 < 0

and

v

(
j

128
− 7

)
= v(j − 7 · 27)− 7 ≥ min(v(j), 7)− 7 = min(v(j)− 7, 0) > v(j)− 8.

So the Newton polygon of fj consists of
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1. the line from (0, 0) to
(
2, v

(
6− j

256

))
, which has length 2 and slope

1

2
v

(
6− j

256

)
=

1

2
(v(j)− 8) =

v(j)

2
− 4,

2. the line from
(
2, v

(
6− j

256

))
to
(
4, v

(
6− j

256

))
, which has length 2 and slope 0,

and

3. the line from
(
4, v

(
6− j

256

))
to (6, 0), which has length 2 and slope

−1

2
v

(
6− j

256

)
= −1

2
(v(j)− 8) = 4− v(j)

2
.

So, by Lemma 5.2.1, the valuations of the roots λ′ of fj are distributed as claimed in the

first part of the theorem.

Combining Theorem 5.3.5 and Theorem 5.1.2 immediately gives the following result:

Corollary 5.3.6. (Berwick’s congruence for λ) Let τ ∈ H be imaginary quadratic of

discriminant d < 0. Let K = Q(
√
d), let dK be the discriminant of K, and write

d = f 2dK (so f is the conductor of τ) and s = ord 2f . Let

Λ = S3 · λ =

{
λ, 1− λ1

λ
,

1

1− λ
,
λ− 1

λ
,

λ

λ− 1

}
.

Let p be a prime of K(λ) dividing 2, and let v = vp be the corresponding valuation,

normalized so that v(2) = 1. Then

{v(λ′) : λ′ ∈ Λ} =



{0}, if 2 is inert in K and s = 0

{0, 4− 22−s, 22−s − 4}, if 2 is inert in K and s ≥ 1

{0, 4− 3 · 2−s, 3 · 2−s − 4}, if 2 is ramified in K, and

{0, 4,−4}, if 2 is split in K.

Moreover, in the last three cases, each possible value of v(λ′) occurs an equal number of

times (twice, if d < −4).
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As was the case for j, we can reformulate this in terms of dK mod 8:

Corollary 5.3.7. (Berwick’s congruence for λ, alternate formulation) Let τ ∈ H be

imaginary quadratic of discriminant d < 0. Let K = Q(
√
d), let dK be the discriminant

of K, and write d = f 2dK (so f is the conductor of τ) and s = ord 2(f). Let

Λ = S3 · λ =

{
λ, 1− λ1

λ
,

1

1− λ
,
λ− 1

λ
,

λ

λ− 1

}
.

Let p be a prime of K(λ) dividing 2, and let v = vp be the corresponding valuation,

normalized so that v(2) = 1. Then

{v(λ′) : λ′ ∈ Λ} =



{0}, if dK ≡ 5 mod 8 and s = 0

{0, 4− 22−s, 22−s − 4}, if dK ≡ 5 mod 8 and s ≥ 1

{0, 4− 3 · 2−s, 3 · 2−s − 4}, if 4|dK , and

{0, 4,−4}, if dK ≡ 1 mod 8.

Moreover, in the last three cases, each possible value of v(λ′) occurs an equal number of

times (twice, if d < −4).

Table 5.2 summarizes the result of 5.3.7 when d is a discriminant of class number

1, i.e. when j(τ) ∈ Q. One can compare this against the minimal polynomials of the

corresponding λ-invariants, given in Table 5.3, to check that Corollary 5.3.7 is correct in

these cases.
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τ K dK f dK mod 8 s v(j(τ)) {v(λ′) : λ′ ∈ Λ}
i Q(i) −4 1 4 0 6 {0,±1}
2i Q(i) −4 2 4 1 3 {0,±5/2}√
−2 Q(

√
−2) −8 1 0 0 6 {0,±1}

ω = −1+
√
−3

2
Q(
√
−3) −3 1 5 0 ≥ 15 {0}

2ω Q(
√
−3) −3 2 5 1 4 {0,±2}

3ω Q(
√
−3) −3 3 5 0 ≥ 15 {0}

1+
√
−7

2
Q(
√
−7) −7 1 1 0 0 {0,±4}

1 +
√
−7 Q(

√
−7) −7 2 1 1 0 {0,±4}

1+
√
−11

2
Q(
√
−11) −11 1 5 0 ≥ 15 {0}

1+
√
−19

2
Q(
√
−19) −19 1 5 0 ≥ 15 {0}

1+
√
−43

2
Q(
√
−43) −43 1 5 0 ≥ 15 {0}

1+
√
−67

2
Q(
√
−67) −67 1 5 0 ≥ 15 {0}

1+
√
−163
2

Q(
√
−163) −163 1 5 0 ≥ 15 {0}

Table 5.2: The results of Corollary 5.3.7 when d has class number one, i.e. when λ lies
over a rational j-invariant.
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Chapter 6

An integral model for X(2)

6.1 Drinfield level structures and modular curves in

arbitrary characteristic

In this section, I will generalize the moduli problems from § 2.2 to elliptic curves over

general schemes. For a more detailed approach, see Katz and Mazur’s book [20].

Fix a base scheme S. An elliptic curve over S consists of a smooth curve E
f−→ S, with

geometrically connected fibers1 of genus one, together with a zero section [0] : S → E.

One can show (see [20, Theorem 2.1.2]) that an elliptic curve E/S admits a unique

S-group scheme structure such that for every S-scheme T ,

E(T ) ∼= Pic 0(ET/T ) = Pic 0(E ×S T/T )

as groups. Throughout this chapter I will treat all elliptic curves over S as S-group

schemes with this structure.

We want to generalize the concepts of enhanced elliptic curves for Γ(N),Γ0(N) and

Γ1(N), as introduced in § 2.2, to elliptic curves over arbitrary schemes S. To do this, we

first introduce the concept of A-structures and A-generators.

1This means that for every fiber Es = f−1(s), s ∈ S, and every field k, the scheme Es×Spec (Z)Spec (k)
is connected.
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Let E be an elliptic curve2 over S, and A an abelian group. An A-structure on E/S

is a group homomorphism

ϕ : A→ E(S) = HomS(S,E)

such that the effective Cartier divisor

G =
∑
a∈A

[ϕ(a)]

in C/S of degree #A is a subgroup-scheme of C/S. We call G the A-subgroup of C/S

generated by ϕ, and ϕ the A-generator of the subgroup G.

Now, fix an elliptic curve E/S and N ≥ 1. We define [Γ(N)]-structures, [Γ1(N)]-

structures and [Γ0(N)]-structures on E/S as follows.

1. A [Γ(N)]-structure on E/S, is a (Z/NZ)2-generator for the subgroup-scheme E[N ]

of E, i.e. a homomorphism

ϕ : (Z/NZ)2 → E[N ](S)

such that, as divisors,

E[N ] =
∑

(a,b)∈(Z/NZ)2

[ϕ(a, b)].

2. A Γ1(N)-structure on E/S is a Z/NZ-structure on E[N ]/S, i.e. a homomorphism

ϕ : Z/NZ→ E[N ](S)

such that the Cartier divisor ∑
a∈Z/NZ

[ϕ(a)]

on E/S is a subgroup-scheme of E.

3. Finally, a Γ0(N)-structure on E/S is a finite flat subgroup-scheme K of E[N ] which

2More generally, E could be any smooth curve over S equipped with an S-group scheme structure.
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(a) is locally free of rank N , and

(b) locally f.p.p.f.3 on S is cyclic. This means that S can be covered by schemes

T → S, which are f.p.p.f. over S, such that KT = K ×S T admits a Z/nZ-

generator for some n ≥ 1, i.e. a group homomorphism

ϕ : Z/nZ→ ET (T )

such that

KT =
∑

a∈Z/nZ

[ϕ(a)]

as effective Cartier divisors on ET/T .

Each of these definitions gives rise to a corresponding moduli problem, i.e. a con-

travariant functor from the category of elliptic curves E/S over arbitrary base scheme

to the category of sets. For N ≥ 1, we define the moduli problems [Γ(N)], [Γ1(N)] and

[Γ0(N)] to be the functors taking an elliptic curve E/S to the set of Γ(N)-, Γ1(N), or

Γ0(N)-structures on E/S, respectively.

If P is any moduli problem, then for every elliptic curve E/S, there is a functor from

the category of schemes over S to the category of sets defined by

T 7→ P(ET/T ),

where ET := E ×S T . We say that P is relatively representable if this functor is repre-

sentable for every elliptic curve E/S. In this case, we denote the S-scheme representing

this functor (for a fixed elliptic curve E/S) by PE/S. Katz and Mazur [20, First Main

Theorem 5.1.1] proved that the moduli problems [Γ(N)], [Γ1(N)], and [Γ0(N)] are all

relatively representable.

We say that a moduli problem P is representable if it is representable as a functor.

In this case, we denote the elliptic curve representing P by E/M(P). The base scheme

M(P) is called a fine moduli scheme for P , it represents the functor from the category

3f.p.p.f. stands for fidèlement plate de présentation finie, i.e. faithfully flat and finitely presented.
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of schemes to the category of sets taking a scheme S to the set of pairs (E/S, α) up to

isomorphism, where

1. E is an elliptic curve over S, and

2. α ∈ P(E/S) is a so-called “level P structure” on E/S.

If P is a relatively representable moduli problem, then we can define a coarse moduli

scheme for P , denoted M(P), as follows. Let R be a ring in which some integer N ≥ 3

is invertible. Choose a representable moduli problem Q which is finite étale and Galois

over R, and let G be the Galois group of Q. Note that such a moduli problem Q exists,

for example take [Γ(N)] if N ≥ 3 and the Legendre problem (see [20, §2.2.8]) if N = 2.

Then the “product” moduli problem (P ,Q) defined by

(P ,Q)(E/S) := P(E/S)×Q(E/S) (6.1.1)

is representable (see [20, §4.3.4]), so we can define M(P) locally on R by

M(P) := M(P ,Q)/G. (6.1.2)

This is a “best approximation” of a fine moduli scheme for P , and is independent of the

choice of representable moduli problem Q. If P is representable, then M(P) = M(P).

In particular, since the moduli problems [Γ(N)], [Γ1(N)] and [Γ0(N)], for N ≥ 1, are

relatively representable, we can form the coarse moduli schemes

Y(N) := M([Γ(N)]), Y1(N) := M([Γ1(N)]), Y0(N) := M([Γ0(N)]). (6.1.3)

For N > 2, the moduli problems [Γ(N)], [Γ1(N)] and [Γ0(N)] are affine and rigid4, hence

representable (by [20, Scholie 4.7.0]), so Y(N), Y1(N) and Y0(N) are in fact fine moduli

schemes for their respective moduli problems. On the other hand, the moduli problems

4This means that for any elliptic curve E, the group Aut (E) acts freely on the sets of Γ(N)-structures,
Γ1(N)-structures, and Γ0(N)-structures (respectively).
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[Γ(2)], [Γ1(2)] and [Γ0(2)] are not representable, since they are not rigid5. Hence Y(2),

Y1(2) and Y0(2) are not fine moduli schemes.

For the rest of this chapter, I will study the coarse moduli scheme Y(2). The main

result of the chapter will be a model for Y(2) as a scheme over Z.

Remark 6.1.4. It is common to denote the moduli schemes for [Γ(N)], [Γ1(N)] and

[Γ0(N)] by Y (N), Y1(N) and Y0(N) (for example, this is the notation used in [20]).

However, I will reserve this notation for modular curves over C (as defined in § 2.2),

and use the notation Y(N), Y1(N) and Y0(N) for the moduli schemes over Z to avoid

confusion.

6.2 Embedding Y (2) into a fiber product of modular

curves

For now, I will consider the modular curves Y (n), Y0(n) and Y1(n) over C, as in § 2.2.

Consider the topological space

Y := Y0(2) ×
Y0(1)

Y0(2), (6.2.1)

where the fiber product is taken with respect to the projection map

Y0(2)
j−→ Y0(1), [E,C] 7→ [E].

In this section, I will construct a natural embedding u : Y (2) ↪→ Y , which will later be

used, along with the integral model for Y0(2) given by Mestre [23, §5], to find an integral

model for Y (2).

5If E is an elliptic curve over a ring R in which 2 is invertible, then it has a Weierstrass equation of
the form

E : y2 = x3 + a2x
2 + a4x+ a6,

and the automorphism of E given by
(x, y) 7→ (x,−y)

relative to this Weierstrass equation acts trivially on the 2-torsion points E[2] of E. So this automorphism
also acts trivially on the Γ(2)-structures, Γ1(2)-structures and Γ0(2)-structures of E
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In this setting, note that Y0(2) = Y1(2), and so we can also write Y as

Y = Y1(2) ×
Y1(1)

Y1(2),

with the fiber product taken with respect to the projection map

Y1(2)
j−→ Y1(1), [E,P ] 7→ [E].

Then, points of Y are pairs ([E,P ], [E ′, P ′]) ∈ Y1(2)2 with [E] = [E ′], i.e. with E ∼= E ′

over C. Such a point can be written as ([E,P ], [E,Q]) for some Q ∈ E[2]. So points of Y

are pairs ([E,P ], [E,Q]) of isomorphism classes of enhanced elliptic curves for Γ1(2) lying

over the same isomorphism class of elliptic curves in Y1(1). Also, note that for i = 1, 2

we have projection maps

Y
πi−→ Y1(2) ∼= Y0(2), ([E,P1], [E,P2]) 7→ [E,Pi].

Remark 6.2.2. It may be tempting to say that points of Y correspond to isomorphism

classes of data (E,P,Q), where E is an elliptic curve and P,Q ∈ E[2] are points of exact

order 2 of E, which are not necessarily distinct. But, if we were to do this, we would have

to be careful about when two triples (E,P,Q) and (E,P ′, Q′) define the same point of Y .

This happens if we have isomorphisms f : (E,P )→ (E ′, P ′) and g : (E,Q)→ (E ′, Q′) of

enhanced elliptic curves for Γ1(2), but f and g need not come from the same isomorphism

of elliptic curves E → E ′. In particular, two triples (E,P,Q) and (E,P ′, Q′) with the

same base elliptic curve could define the same point of Y even if (P,Q) 6= (P ′, Q′). This

happens when Aut(E) acts non-trivially on E[2], which is the case only when j(E) = 0

or j(E) = 1728. To avoid this confusion, I will stick to my earlier notation for points of

Y , namely writing them as pairs ([E,P ], [E,Q]).
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Now, on the level of moduli problems, we have a map

Y (2)
u−→ Y, [E,P,Q] 7→ ([E,P ], [E,Q]). (6.2.3)

I will start by checking that the function u corresponds to a map of complex manifolds

Γ(2)\H → Γ1(2)\H ×
SL2(Z)\H

Γ1(2)\H.

Let τ ∈ H. It corresponds to the enhanced elliptic-curve
(
Eτ ,

1
2
, τ

2

)
for Γ(2), which

maps under u to the pair
([
Eτ ,

1
2

]
,
[
Eτ ,

τ
2

])
. The data

[
Eτ ,

1
2

]
∈ Y1(2) corresponds

to [τ ] ∈ Γ1(2)\H. Also, by multiplying by − 1
τ
, we have

[
Eτ ,

τ
2

]
=
[
E−1/τ ,

1
2

]
, which

corresponds to
[
− 1
τ

]
∈ Γ1(2)\H. So u should correspond to the map of complex manifolds

Γ(2)\H Γ0(2)\H ×
Γ0(1)\H

Γ0(2)\H

[τ ]
[
τ,− 1

τ

]
.

ũ

(6.2.4)

We check that the map ũ is well-defined.

We start with the map

H Γ0(2)\H × Γ0(2)\H

τ
(
[τ ] ,

[
− 1
τ

])
.

Since − 1
τ

= ( 0 −1
1 0 ) τ ∈ SL2(Z)τ , the image of this map lies in the fiber product

Γ1(2)\H ×
Γ1(1)\H

Γ1(2)\H = {([τ ], [τ ′]) : SL2(Z)τ = SL2(Z)τ ′} ⊆ Γ1(2)\H × Γ1(2)\H.

So we need to show that this map is Γ(2)-invariant. But this is clear, since Γ(2) ⊆ Γ1(2).

Now, we’d like to show that the map Y (2)
u−→ Y is in fact a map of algebraic varieties.

However, we run into a problem, namely that Y (2) is not a fine moduli space, so maps on
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the moduli data do not necessarily correspond to maps of algebraic varieties Y (2)→ Y .

To solve this, we will add extra data to our enhanced elliptic curves, namely a Γ(m)-

structure, for some odd integer m > 2, in order to get fine moduli spaces.

Fix an odd integer m > 2. Define

Γ(2,m) := Γ1(2) ∩ Γ(m). (6.2.5)

This is a congruence subgroup of SL2(Z) of level 2m, since Γ(2m) ⊆ Γ(m) and Γ(2m) ⊆

Γ(2) ⊆ Γ1(2). I’ll show that Γ(2,m)\H is a moduli space for isomorphism classes elliptic

curves with both Γ1(2)- and Γ(m)-structures.

Definition 6.2.6. Let m > 2 be an odd integer. A Γ(2,m)-structure on an elliptic curve

E/C is a pair (P, ϕ), where P is a Γ1(n)-structure on E, i.e. a point of E of order 2, and

ϕ is a Γ(m)-structure on E, i.e. a symplectic isomorphism (Z/mZ)2 → E[m]. We then

call (E,P, ϕ) a enhanced elliptic curve for Γ(2,m).

An isomorphism f : (E,P, ϕ) → (E ′, P ′, ϕ′) of enhanced elliptic curves for Γ(2,m)

is an isomorphism f : E → E ′ of elliptic curves such that f : (E,P ) → (E ′, P ′) and

f : (E,ϕ) → (E ′, ϕ′) are both isomorphisms of enhanced elliptic curves. We denote the

set of isomorphism classes of enhanced elliptic curves for Γ(2,m) over C by Y (2,m).

Note that giving a Γ(2,m)-structure on E is equivalent to giving data (E,P,Q,R),

where P is a point of order 2 and (Q,R) is a basis for E[m] with em(P,Q) = ζm.

Proposition 6.2.7. We have a bijection

Γ(2,m)\H Y (2,m)

Γ(2,m)τ
[
C/(Z + τZ), 1

2
, 1
m
, τ
m

]
.

Proof. Consider the map

H Y (2,m)

τ
[
C/(Z + τZ), 1

2
, 1
m
, τ
m

]
.

f
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We need to show that this is surjective with kernel Γ(2,m).

Let (E,P,Q,R) be an enhanced elliptic curve for Γ(2,m). Then (E,P ) is an en-

hanced elliptic curve for Γ1(2) and (E,Q,R) is an enhanced elliptic curve for Γ(m). So

by Proposition 2.2.6, there exist τ, τ ′ ∈ H such that (E,P ) ∼=
(
C/(Z + τZ), 1

2

)
and

(E,Q,R) ∼=
(
C/(Z + τ ′Z), 1

m
, τ
′

m

)
. Then C/(Z + τZ) ∼= E ∼= C/(Z + τ ′Z), so τ ′ = γτ for

some γ = ( a bc d ) ∈ SL2(Z). Multiplying by (cτ + d) gives

(
C/(Z + τ ′Z),

1

m
,
τ ′

m

)
=

(
C/(Z + γτZ),

1

m
,
γτ

m

)
∼=
(
C/(Z + τZ),

cτ + d

m
,
aτ + b

m

)
.

So

(E,P,Q,R) ∼=
(
C/(Z + τZ),

1

2
,
cτ + d

m
,
aτ + b

m

)
.

We need the following lemma:

Lemma 6.2.8. There exists γ′ ∈ SL2(Z) such that

γ′ ≡

1 0

0 1

 mod 2

and γ′ ≡ γ mod m.

Proof. We have SL2(Z)/Γ(n) ∼= SL2(Z/nZ) for n ≥ 1. Also, since m is odd, the Chinese

Remainder Theorem gives that

SL2(Z/2mZ) ∼= SL2(Z/2Z× Z/mZ) ∼= SL2(Z/2Z)× SL2(Z/mZ).

So

SL2(Z)/Γ(2m) ∼= SL2(Z)/Γ(2)× SL2(Z)/Γ(m).

Hence we can find γ′0 ∈ SL2(Z)/Γ(2m) such that γ′0 ≡ ( 1 0
0 1 ) mod Γ(2) and γ′0 ≡ γ

mod Γ(m), i.e. such that γ′0 ≡ ( 1 0
0 1 ) mod 2 and γ′0 ≡ γ mod m. Lifting γ′0 to γ′ ∈

SL2(Z) gives the desired matrix.
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Let γ′ =
(
a′ b′

c′ d′

)
∈ SL2(Z) be as in the lemma. Then, by multiplying by c′τ + d′,

(
C/(Z + γ′τZ),

1

2
,

1

m
,
γ′τ

m

)
∼=
(
C/(Z + τZ),

c′τ + d′

2
,
c′τ + d′

m
,
a′τ + b′

m

)
=

(
C/(Z + τZ),

1

2
,
cτ + d

m
,
aτ + b

m

)
∼= (E,P,Q,R)

This shows that f is surjective.

Now, we need to show that f(τ) = f(τ ′) if and only if τ and τ ′ are in the same

Γ(2,m)-orbit. First, if τ = γτ for some γ = ( a bc d ) ∈ Γ(2,m), then multiplication by

cτ + d gives an isomorphism

(
C/(Z + τ ′Z),

1

2
,

1

m
,
τ ′

m

)
=

(
C/(Z + γτZ),

1

2
,

1

m
,
γτ

m

)
∼−→
(
C/(Z + τZ),

1

2
,

1

m
,
τ

m

)
.

Conversely, suppose that

(
C/(Z + τ ′Z),

1

2
,

1

m
,
τ ′

m

)
∼=
(
C/(Z + τZ),

1

2
,

1

m
,
τ

m

)
.

Then since C/(Z + τZ) ∼= C/(Z + τ ′Z), τ ′ = γτ for some γ = ( a bc d ) ∈ SL2(Z), and the

isomorphism C/(Z + τ ′Z) = C/(Z + γτZ)
∼−→ C/(Z + τZ) is given by multiplication by

cτ + d. Choose γ so that this isomorphism induces the isomorphism of enhanced elliptic

curves for Γ(2,m) from
(
C/(Z + τ ′Z), 1

2
, 1
m
, τ
′

m

)
to
(
C/(Z + τZ), 1

2
, 1
m
, τ
m

)
. Then

(
C/(Z + τZ),

cτ + d

2
,
cτ + d

m
,
aτ + b

m

)
=

(
C/(Z + τZ),

1

2
,

1

m
,
τ

m

)
,

so we must have c ≡ 0 mod 2, c ≡ b ≡ 0 mod m and a ≡ d ≡ 1 mod m, so γ ∈

Γ(2,m).
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Now, note that we have a map

Y (2,m) Y (m),

[E,P,Q,R] [E,Q,R] .

So we can form the fiber product

Ym := Y (2,m) ×
Y (m)

Y (2,m).

Points of Ym are pairs ([E,P,Q,R], [E ′, P ′, Q′, R′]) with (E,Q,R) ∼= (E ′, Q′, R′). Note

that if (P,Q) is a basis for E[2m] with e2m(P,Q) = ζ2m, then

1. mP,mQ are points of order 2,

2. (2P, 2Q) is a basis for E[2m], and

3. if γ ∈ SL2(Z/2mZ) is the change of basis matrix from
(

1
2m
, τ

2m

)
to (P,Q), so

P
Q

 = γ

1/(2m)

τ/(2m)

 ,

then 2P

2Q

 = γ

1/m

τ/m

 .

So

em(2P, 2Q) = e2πidet γ/m = ζm,

which means that (2P, 2Q) is a Γ(m)-structure on E.

Therefore, we have a map

Y (2m) Ym

[E,P,Q] ([E,mP, 2P, 2Q] , [E,mQ, 2P, 2Q]) .

um

(6.2.9)
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Since Y (2m) is a fine moduli space, this corresponds to a morphism of varieties Y (2m)→

Y (m).

Let us find the corresponding map from Γ(2m)\H to Γ(2,m)\H ×
Γ(m)\H

Γ(2,m)\H.

The point [τ ] ∈ Γ(2m)\H corresponds to the isomorphism class of
(
C/(Z + τZ), 1

2m
, τ

2m

)
,

which maps under um to the pair

([
C/(Z + τZ),

1

2
,

1

m
,
τ

m

]
,

[
C/(Z + τZ),

τ

2
,

1

m
,
τ

m

])
∈ Ym.

Note that [
C/(Z + τZ),

τ

2
,

1

m
,
τ

m

]
=

[
C/(Z + γ0τZ),

1

2
,

1

m
,
γ0τ

m

]
,

where

γ0 =

1 +m −m

m 1−m

 .

Indeed, since γ0 ∈ SL2(Z), multiplication by mτ + (1−m) gives an isomorphism

C/(Z + γ0τZ)
∼−→ C/(Z + τZ).

And

1. mτ+(1−m)
2

≡ τ mod Z + τZ since m is odd,

2. mτ+(1−m)
m

≡ 1
m

mod Z + τZ, and

3. mτ2+(1−m)τ
m

≡ τ
m

mod Z + τZ.

So for [τ ] ∈ Γ(2m)\H,

um

([
C/(Z + τZ),

1

2m
,
τ

2m

])
=

([
C/(Z + τZ),

1

2
,

1

m
,
τ

m

]
,

[
C/(Z + γ0τZ),

1

2
,

1

m
,
γ0τ

m

])
.
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So um corresponds to the map

Γ(2m)\H Γ(2,m)\H ×
Γ(m)\H

Γ(2,m)\H

[τ ] ([τ ] , [γ0τ ]) ,

ũm

(6.2.10)

where

γ0 =

1 +m −m

m 1−m

 ∈ SL2(Z).

Let us check that this map is well defined. To start, we have a map

H Γ(2,m)\H × Γ(2,m)\H

[τ ] ([τ ] , [γ0τ ]) .

Note that γ0 ∈ Γ(m), so the image of this map lies in the fiber product

Γ(2,m)\H ×
Γ(m)\H

Γ(2,m)\H.

So we need to show that it is Γ(2m)-invariant. But this is clear, since Γ(2m) ⊆ Γ(2,m),

so if τ ∈ H and γ ∈ Γ(2m), then Γ(2,m)γτ = Γ(2,m)τ and Γ(2,m)γγ0τ = Γ(2,m)γ0τ .

To conclude, I’ve shown that the map u : Y (2) → Y defined in Equation (6.2.3)

corresponds to the map of complex manifolds

ũ : Γ(2)\H → Γ0(2)\H ×
Γ0(1)\H

Γ0(2)\H

defined in Equation (6.2.4). Moreover, if we fix an odd integer m > 2, then u sits in a

commutative diagram

Y (2,m) Ym

Y (2) Y,

um

u

(6.2.11)

where um is the map of moduli problems defined in Equation (6.2.9). This corresponds
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to a diagram of maps of complex manifolds

Γ(2,m)\H Γ(2,m)\H ×
Γ(m)\H

Γ(2,m)\H

Γ(2)\H Γ0(2)\H ×
Γ0(1)\H

Γ0(2)\H,

ũm

ũ

(6.2.12)

where ũm is the map defined in Equation (6.2.10). Since Y (2m) and Ym are fine moduli

spaces, the map ũm corresponds to a map of algebraic curves ualg
m : Y (2m) → Ym. Then

Equation (6.2.12) shows that ualg
m induces a map of algebraic curves ualg : Y (2)→ Y .

In subsequent sections, I will denote this algebraic map ualg simply by u.

6.3 An integral model for Y0(2)

The canonical modular polynomial for Γ0(2) is

ψ2(x, j) := (x+ 16)3 − jx.

It is the relation satisfied by the modular j-invariant j(z) and the hauptmodul

x(z) = 212 ∆(2z)

∆(z)
(6.3.1)

for X0(2). Here,

∆(z) = q
∏
n≥1

(1− qn)24, q = e2πiz,

is the modular discriminant function. Mestre [23] says that

ψ2(x, j) = 0 (6.3.2)

is a model for the modular curve X0(2) over Z, but does not provide a proof. In this

section, I will prove (see Theorem 6.3.6) that Equation (6.3.2) is indeed an integral model

for X0(2).
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Remark 6.3.3. Another classical model for X0(2) is given by the classical modular

polynomial

Φ2(x, y) := x3 + y2 − x2y2 + 1488x2y + 1488xy2 − 162000x2 − 162000y2 + 40773375xy

+ 8748000000x+ 8748000000y − 157464000000000.

(6.3.4)

This is the polynomial determined by the relation Φ2(j, j2) = 0, where j is the modular

j-invariant and j2 is the modular function j2(z) = j(2z). However, one can check that

the curve Φ2(x, y) = 0 has a singularity at the point (−3375,−3375), so this is not a

non-singular model for X0(2) over Q. This means that Spec Z[x, y]/(Φ2(x, y)) is not

isomorphic to the coarse moduli scheme Y0(2), since the latter is regular (hence normal).

On the other hand, it is easy to see that the curve ψ2(x, j) = 0 is non-singular over any

field who’s characteristic is not 2, so Equation (6.3.2) does define a non-singular model

for X0(2) over Q. In a field k of characteristic 2, we have

ψ2(x, j) = x(x2 − j) mod 2, (6.3.5)

so the curve ψ2(x, j) = 0 over k is the union two copies of A1
k meeting transversally at

the singular point (0, 0).

Theorem 6.3.6. The coarse moduli scheme Y0(2) is isomorphic to the scheme

G0(2) := Spec Z[x, j]/(ψ2(x, j)).

Proof. Recall that

Y0(1) = Spec Z[j]

is the coarse moduli scheme for [Γ0(1)]. Let π : Y0(2) → Y0(1) be the morphism of

schemes corresponding to the natural transformation between the moduli problems [Γ0(2)]

and [Γ0(1)] obtained by forgetting the Γ0(2)-structure on an elliptic curve E/S. By [20,

Theorem 5.1.1], the moduli problem [Γ0(2)] is finite, flat, and regular (hence normal). So
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Y0(2) is normal by [20, Lemma 8.1.2], and the morphism π is finite by [20, Proposition

8.2.2].

On the other hand, there is a morphism of schemes πG : G0(2) → Y0(1) coming from

the inclusion ring homomorphism

Z[j]→ Z[x, j]/(ψ2(x, j)).

The morphism πG is finite, since we can write

Z[x, j]/(ψ2(x, j)) = Z[j]⊕ Z[j]x⊕ Z[j]x2.

Moreover, a calculation using the programming language Singular [10] shows that

Z[x, j]/(ψ2(x, j)) is integrally closed6, hence G0(2) is normal.

Now, I will need the following lemma:

Lemma 6.3.7. There exists an element x ∈ O(Y0(2)) satisfying ψ2(x, j) = 0.

Proof. Let x(z) be the hauptmodul defined in Equation (6.3.1). This is a modular form

over C of weight 0 and level Γ0(2). Its q-expansion,

x(z) = 212q
∏
n≥1

(1− qn)24, q = e2πiz,

has coefficients in Z[1/2] (in fact in Z), so by the q-expansion principle (see [6, Proposition

1.8]), x(z) is actually a modular form of weight 0 and level Γ0(2) over Z[1/2], hence an

element of O
(
Y0(2)Z[1/2]

)
Then, since Y0(2) is normal (so O(Y0(2)) is integrally closed),

and x satisfies the monic polynomial ψ2(x, j) = 0 over O(Y0(2)), we have x ∈ O(Y0(2)).

Hence we have a ring homomorphism

O(Y0(2))→ O(G0(2)) = Z[x, j]/(ψ2(x, j)),

6By which I mean that it is integrally closed in its field of fractions.
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sending j ∈ Z[x, j]/(ψ2(x, j)) to the function j ∈ O(Y0(2)), and x ∈ Z[x, j]/(ψ2(x, j)) to

the function x ∈ O(Y0(2)) from Lemma 6.3.7. Since Y0(2) and G0(2) are affine, this gives

a morphism of Y0(1)-schemes

Y0(2) G0(2)

Y0(1)

f

π πG

Since π and πG are both finite morphisms, f is finite as well. So, since G0(2) is normal,

Zariski’s Main Theorem [27, Lemma 37.38.1, Tag 03GW] implies that f(Y0(2)) is an open

subscheme of G0(2) and f is an isomorphism onto f(Y0(2)).

Now, since G0(2) is normal, it is integral, hence irreducible. So f(Y0(2)) is dense in

G0(2), and f : Y0(2)→ G0(2) is a birational isomorphism. Finally, since Y0(2) and G0(2)

are normal, this means that f is an isomorphism.

6.4 The embedding u over Z[1/2]

As before, let Y := Y0(2)×Y0(1) Y0(2). Recall that we have a map u : Y (2) → Y defined

on the corresponding moduli problems by

[E,P,Q] 7→ ([E,P ], [E,Q]).

In § 6.2, we saw that this gives a map of algebraic varieties.

We can construct a similar map on the moduli scheme Y(2). Define

Y := Y0(2) ×
Y0(1)
Y0(2). (6.4.1)

We have a morphism of functors ρ1 from the moduli problem [Γ(2)] to the moduli problem

[Γ0(2)], sending the Γ(2)-structure

ϕ : (Z/2Z)2 → E[2](S)
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on an elliptic curve E/S to the Γ0(2)-structure to the sub-group scheme

ρ1(ϕ) := [ϕ(0, 0)] + [ϕ(1, 0)]

of E[2], which is a Γ0(2)-structure on E/S. We can use the same trick as was used in

§ 6.2 to see that this functor gives a morphism of schemes form Y(2) to Y0(2). We do

this affine locally over Z. Let R be a ring, and assume without loss of generality that

some integer m > 2 is invertible in R. Then, over R, we have

Y(2) = M([Γ(2)], [Γ(m)])/GL2(Z/mZ), Y0(2) = M([Γ0(2)], [Γ(m)])/GL2(Z/mZ).

The functor ρ1 induces a functor from ([Γ(2)], [Γ(m)]) to ([Γ0(2)], [Γ(m)]), which operates

as ρ1 on Γ(2)-structures and trivially on Γ(m)-structures. Since M([Γ(2)], [Γ(m)]) and

M([Γ0(2)], [Γ(m)]) represent ([Γ(2)], [Γ(m)]) and ([Γ0(2)], [Γ(m)]), this gives a morphism

of schemes

ρ̃1 : M([Γ(2)], [Γ(m)])→M([Γ0(2)], [Γ(m)]),

which is GL2(Z/mZ)-invariant since ρ1 operates trivially on Γ(m)-structures. Since ρ̃1 is

GL2(Z/mZ)-invariant, it induces a map of Y0(1)-schemes

u1 : M([Γ(2)], [Γ(m)])/GL2(Z/mZ)→M([Γ0(2)], [Γ(m)])/GL2(Z/mZ),

i.e. u1 : Y(2)→ Y0(2).

Similarly, we have a second morphism of functors ρ2 from [Γ(2)] to [Γ0(2)], sending

the Γ(2)-structure

ϕ : (Z/2Z)2 → E[2](S)

on an elliptic curve E/S to the Γ0(2)-structure

ρ2(ϕ) := [ϕ(0, 0)] + [ϕ(0, 1)].

The same argument as above shows that ρ2 induces a morphism of Y0(1)-schemes u2 :
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Y(2)→ Y0(2).

So we have a commutative diagram of scheme morphisms

Y(2) Y0(2)

Y0(2) Y0(1),

u2

u1 (6.4.2)

which gives us a morphism of schemes

u : Y(2)→ Y0(2) ×
Y0(1)
Y0(2) = Y . (6.4.3)

In the remainder of this section, I will study the extension by scalars to Z[1/2] of the

morphism u. If S is a scheme over Z, write

SZ[1/2] := S ×
Spec Z

Spec Z[1/2].

Consider the morphism

u : Y(2)Z[1/2] → YZ[1/2] = Y0(2)Z[1/2] ×
Y0(1)Z[1/2]

Y0(2)Z[1/2].

In § 6.3, I showed that Y0(2) is isomorphic to

G0(2) := Spec Z[x, j]/(ψ2(x, j))

over Z, where

ψ2(x, j) := (x+ 16)3 − jx

is the canonical modular polynomial for Γ0(2). So

Y0(2)Z[1/2]
∼= G0(2)Z[1/2] = Spec Z[1/2, x, j]/(ψ2(x, j)).
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Note that ψ2(x, j) = 0 gives

1

x
=

1

163

(
j − x2 − 48x− 768

)
,

so x is invertible in Z[1/2, x, j]/(ψ2(x, j)) and

j = j(x) :=
(x+ 16)3

x
.

So we can write

Y0(2)Z[1/2]
∼= Spec Z[1/2, x, 1/x].

Then we can write YZ[1/2] as

YZ[1/2]
∼= Spec Z[1/2, x, 1/x] ×

Spec Z[1/2,j]
Spec Z[1/2, x, 1/x]

∼= Spec

(
Z[1/2, x, 1/x] ⊗

Z[1/2,j]
Z[1/2, x, 1/x]

)
∼= Spec Z[1/2, x1, x2, 1/x1x2]/(x2j(x1)− x1j(x2))

= Spec Z[1/2, x1, x2, 1/x1x2]/(x1 − x2)(G(x1, x2)),

where

G(x1, x2) := x2
1x2 + x1x

2
2 + 48x1x2 − 163. (6.4.4)

Proposition 6.4.5. The pullback map

u∗ : O
(
YZ[1/2]

)
= Z[1/2, j, x1, x2]/(ψ2(x1, j), ψ2(x2, j))→ O

(
Y(2)Z[1/2]

)
.

is given by

u∗(x1) = x1(λ) := 24 λ2

1− λ
, u∗(x2) = x2(λ) := 24 (1− λ)2

λ
.
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Proof. By the universal property of fiber products, u is determined by the morphisms

ui = πi ◦ u : Y(2)Z[1/2] → Y0(2)Z[1/2] i = 1, 2,

where π1, π2 : YZ[1/2] → Y0(2)Z[1/2] are the projection maps onto the first and second

coordinate, respectively. So it is enough to find the pullback maps u∗1 and u∗2.

To do this, I will construct a hauptmodul x̃ for X0(2) which is a function of λ, and

show that this hauptmodul is in fact the function

x(z) := 212 ∆(2z)

∆(z)

given in § 6.3. Recall that a hauptmodul for X0(2) is a function x̃ ∈ C(X0(2)) such that

1. C(X0(2)) = C(x̃), and

2. x̃(Y0(2)) ⊆ C, i.e. any poles of x̃ are at the cusps of X0(2).

Note that any two hauptmoduls for X0(2) differ by a Möbius transformation. Indeed, if

x̃1 and x̃2 are two hauptmoduls for X0(2), then x̃1 ◦ x̃−1
2 is an automorphism of P1(C),

hence is a Möbius transformation.

Now, we have morphisms

X(2) P1
λ

X0(2)

X(1) P1
j

∼

2

6

3

∼

of the given degrees. Away from cusps, they are given functorially by

Y (2) Y0(2) Y (1),

[E,P,Q] [E,P ] [E] .
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We have Aut(X(2)/X(1)) ∼= S3, by letting σ ∈ S3 act on Y (2) ⊆ X(2) by permuting the

2-torsion points of an elliptic curve:

[E,P1, P2]σ =
[
E,Pσ(1), Pσ(2)

]
, P3 = P1 + P2.

The map X(2) → X0(2) is invariant under the action of (23) ∈ S3. Thus it induces a

morphism

X(2)/〈(23)〉 → X0(2),

which pulls back to a morphism

C(X(2)/〈(23)〉) = C(X(2))〈(23)〉 → C(X0(2)),

where C(X(2))〈(23)〉 is the subfield of C(X(2)) fixed by 〈(23)〉. The action of S3 on

P1
λ
∼= X(2) is given in Table 2.1. In particular, we see that

λ(23) =
λ

λ− 1
,

so

x̃ := 24 · λ · λ(23) = 24 λ2

λ− 1

is invariant under the action of 〈(23)〉 ⊆ S3.

Lemma 6.4.6. The function x̃ is a hauptmodul for X0(2).

Proof. First, since λ 6= 0, 1,∞ on Y (2), x̃ has no poles or zeroes on Y0(2).

To see that C(x̃) = C(X0(2)), recall that the function x(z) = 212 ∆(2z)
∆(z)

is a hauptmodul

forX0(2), so in particular C(X0(2)) = C(x). Also, x is a root of the irreducible polynomial

ψ2(T, j) ∈ C(X(1))[T ]. Note that for z ∈ H,

j(z) = 28 (1− λ(z) + λ(z)2)3

λ(z)2(1− λ(z))2
=

(
24 + 24 λ(z)2

1−λ(z)

)3

24 λ(z)2

1−λ(z)

=
(x̃(z) + 16)3

x̃(z)
,

so x̃ also satisfies ψ2(x̃, j) = (x̃+ 16)3 − jx̃ = 0. Hence C(x̃) = C(x) = C(X0(2)).
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Cusp of X(2) ∞ 0 1
Cusp of X0(2) ∞ 0 0

λ 0 1 ∞
x̃ = 24 λ2

1−λ 0 ∞ ∞
x = 212 ∆(2z)

∆(z)
0 ∞ ∞

Table 6.1: Values of the hauptmoduls x and x̃ at the cusps of X0(2).

Since x̃ is a hauptmodul for X0(2), it is related to the hauptmodul

x(z) = 212 ∆(2z)

∆(z)

by a Möbius transformation. So

x̃ =
ax+ b

cx+ d
,

for some a, b, c, d ∈ C. We calculate the values of x̃ and x at the cusps of X0(2). The

modular curve X(2) has cusps [0], [1] and [∞], while X0(2) has cusps [0] and [∞]. On

the cusps, the map X(2)→ X0(2) is given by

[∞] [0] [1]

[∞] [0].

Recall that the q-expansion of λ is

λ(z) = 16q1/2 − 128q + 704q3/2 +O(q2), q = e2πiz,

so λ(∞) = 0. Looking the action of S3 on P1
λ in Table 2.2, we see that λ(0) = 1 and

λ(1) = 0. Hence x̃(∞) = ∞ and x̃(0) = 0. To evaluate x at the cusps, note that it has

q-expansion

x(z) = 212q
∏
n≥1

(1 + qn)24 ,

so x(∞) = 0 and x(0) =∞. These calculations are summarized in Table 6.1.

Now, since x̃ = ax+b
cx+d

and x̃(∞) = x(∞) = ∞ and x̃(0) = x(0) = 0, we must have
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c = b = 0, so x̃ = ax
d

is a constant multiple of x. And, looking at q-expansions, we see

x(z) = 212q
∏
n≥1

(1 + qn)24 = 212q +O(q2), (6.4.7)

while

x̃(z) = 24 λ(z)2

1− λ(z)
= 24 (16q1/2 − 128q +O(q2))2

1− 16q1/2 + 128q +O(q2)
= 212q +O(q3/2),

so we must have x̃ = x.

Hence

x = 24 λ2

1− λ

as functions on Γ(2)\H, i.e. as modular forms over C of weight 0 and level Γ(2). Moreover,

we see from Equation (6.4.7) that the q-expansion of x, and hence of 24 λ2

1−λ , have integral

coefficients. So, by the q-expansion principle (see [6, Proposition 1.8]), x and 24 λ2

1−λ

are both modular forms over Z[1/2] of weight 0 and level Γ(2), hence elements of the

function ring O
(
Y(2)Z[1/2]

)
, and are equal in this ring. So the pullback if the map

u1 : Y(2)Z[1/2] → Y0(2)Z[1/2] is given by

u∗1 : O
(
Y0(2)Z[1/2]

)
→ O

(
Y(2)Z[1/2]

)
, x 7→ x1(λ) := 24 λ2

1− λ
. (6.4.8)

Now, note that over C, u2 = u1 ◦ α, where α is the automorphism of Y (2) given by

α : Y (2)→ Y (2), [E,P1, P2] 7→ [E,P2, P1].

So u∗2 = α∗ ◦ u∗1 over C. Looking at Table 2.1, we see that α corresponds to the action of

(12) ∈ S3 on Y (2). From the same table, we see that λ(12) = 1− λ, so the pullback map

α∗ is given by α∗(λ) = 1− λ, and so

u∗2(x) = α∗ ◦ u∗1(x) = α∗
(

24 λ2

1− λ

)
= 24 (1− λ)2

λ
=: x2(λ)
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as functions on Γ(2)\H, i.e. as modular forms over C of weight 0 and level Γ(2). On the

other hand, Table 2.1 gives that z(12) = −1
z

for z ∈ H, so

α∗ ◦ u∗1(x) = x(−1/z)

as functions on Γ(2)\H. Using the fact that ∆(−1/z) = z12∆(z) (see [12, Proposition

1.2.5]), we see that

x(−1/z) =
212

x(z/2)
= q−1/2

∏
n≥1

1

(1 + q1/2)24
= q−1/2

∏
n≥1

(∑
m≥0

(−1)mqm/2

)24

. (6.4.9)

So x(−1/z), and hence u∗2(x) and x2(λ), have q-expansions around the cusp ∞ with

integral coefficients, so by the q-expansion principle they are modular forms over Z[1/2]

of weight 0 and level Γ(2), i.e. elements of O
(
Y(2)Z[1/2]

)
. So the pullback map u∗2 is

given over Z[1/2] by

u∗2 : O
(
Y0(2)Z[1/2]

)
→ O

(
Y(2)Z[1/2]

)
, x 7→ x2(λ) = 24 λ2

1− λ
. (6.4.10)

Finally, the pullbacks of the projection maps πi : Y → Y0(2) are given by

O
(
Y0(2)Z[1/2]

)
= Z[1/2, x, 1/x] O

(
YZ[1/2]

)
= Z[1/2, x, 1/x] ⊗

Z[1/2,j]
Z[1/2, x, 1/x]

x x⊗ 1

π∗1

and

O
(
Y0(2)Z[1/2]

)
= Z[1/2, x, 1/x] O

(
YZ[1/2]

)
= Z[1/2, x, 1/x] ⊗

Z[1/2,j]
Z[1/2, x, 1/x]

x 1⊗ x

π∗2

Under the isomorphism YZ[1/2]
∼= Spec Z[1/2, x1, x2, 1/x1x2]/(x1 − x2)(G(x1, x2)), these

become

π∗1(x) = x1, π∗2(x) = x2.
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So, using the fact that u∗ sits in the commutative diagram

O(Y (2)Z[1/2])

O
(
Y0(1)Z[1/2]

)
O
(
YZ[1/2]

)
O
(
Y0(1)Z[1/2]

)
,π1

u1
u

π2

u2

and the expressions for u∗1 and u∗2 given in Equations (6.4.8) and (6.4.10), we see that u∗

is given by

u∗(x1) = x1(λ) = 24 λ2

1− λ
, u∗(x2) = x2(λ) = 24 (1− λ)2

λ
,

as desired.

Now, a calculation shows that u∗G(x1, x2) = 0, where G is the polynomial defined in

Equation (6.4.4). Hence u factors through a morphism

v : Y(2)Z[1/2] → V := Spec Z[1/2, x1, x2, 1/x1x2]/(G(x1, x2)).

Note that V is the subscheme of YZ[1/2] cut out by the equation G(x1, x2) = 0. Moreover,

one can check that the map v is a birational isomorphism, with the inverse of v∗ given by

λ 7→ x1 + 16

x1 + x2 + 32

Hence v lifts to a morphism ṽ : Y(2)Z[1/2] → Ṽ , where Ṽ is the normalization of V .

The next step in my construction is to give equations for the scheme Ṽ . However,

calculating these equations does not require that 2 be invertible, so I will now move on

to the next section, where I consider the map u : Y(2)→ Y over Z.

Remark 6.4.11. The scheme YZ[1/2] decomposes as YZ[1/2] = V ∪ D, where D is the

“diagonal component” of YZ[1/2], i.e. the subscheme cut out by the equation x1− x2 = 0.

On the level of moduli problems over C, the subscheme D corresponds to the points
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([E,P ], [E,Q]) ∈ Y such that (E,P ) ∼= (E,Q) as enhanced elliptic curves for Γ1(2). It

is comforting that u sends Y(2)Z[1/2] into the component V of this decomposition, since

if (E,P,Q) is an enhanced elliptic curve (over C) for Γ(2), then (E,P ) 6∼= (E,Q) as

enhanced elliptic curves if j(E) 6∈ {0, 1728}.

6.5 A model for Y (2) over Z

Again, we consider the morphism of schemes

u : Y(2)→ Y := Y0(2) ×
Y0(1)
Y0(2)

defined at the beginning of § 6.4. Recall that Y0(2) is isomorphic to the scheme G0(2) =

Spec Z[x, j]/(ψ2(x, j)), where

ψ2(x, j) := (x+ 16)3 − xj

is the canonical modular polynomial for Γ0(2). So we can write Y as

Y ∼= G0(2) ×
Spec Z[j]

G0(2)

∼= Spec

(
Z[x, j]/(ψ2(x, j) ⊗

Z[j]
Z[x, j]/(ψ2(x, j)

)
∼= Spec (Z[x1, x2, j]/(ψ2(x1, j), ψ2(x2, j))) .

In § 6.4, we studied the extension of scalars of u to Z[1/2], and calculated that the

pullback of

u : Y0(2)Z[1/2] → YZ[1/2]
∼= Spec (Z[1/2, x1, x2, 1/x1x2])

is given by

u∗(x1) = x1(λ) = 24 λ2

1− λ
, u∗(x2) = x2(λ) = 24 (1− λ)2

λ
.

Also, note that we have a morphism of schemes YZ[1/2] → Y , whose pullback is the map
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Z[x1, x2, j]/(ψ2(x1, j), ψ2(x2, j)) Z[1/2, x1, x2, 1/x1x2]

xi xi

j
(x1 + 16)3

x1

=
(x2 + 16)3

x2

.

So the pullback of the morphism u|Y(2)Z[1/2] : Y(2)Z[1/2] → Y is given by

O(Y) ∼= Z[x1, x2, j]/(ψ2(x1, j), ψ2(x2, j)) O
(
Y (2)Z[1/2]

) ∼= Z[1/2, λ, 1/λ(1− λ)]

x1 x1(λ) = 24 λ2

1− λ

x2 x2(λ) = 24 (1− λ)2

λ

j j(λ) =
(x1(λ) + 16)3

x1(λ)
= 256

(1− λ+ λ2)3

λ2(1− λ)2
.

As in § 6.4, define

G(x1, x2) := x2
1x2 + x1x

2
2 + 48x1x2 − 163.

A quick calculation shows that
(
u|Y(2)Z[1/2]

)∗
G = 0, so u|Y(2)Z[1/2] factors through a mor-

phism

v : Y(2)Z[1/2] → V := Spec (Z[x1, x2, j]/(ψ2(x1, j), ψ2(x2, j), G(x1, x2))) . (6.5.1)

One can check that this is a birational isomorphism, whose inverse is given by

λ 7→ x1 + 16

x1 + x2 + 32
.

So v lifts to a morphism

ṽ : Y (2)Z[1/2] → Ṽ
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where Ṽ is the normalization of V . A calculation using the programming language Sin-

gular [10] shows that

Ṽ ∼= Spec Z[x1, x2, t]/(g1, g2, g3),

where g1, g2, g3 ∈ Z[x1, x2, t] are the polynomials

g1(x1, x2, t) := x1x2 − t(16− t),

g2(x1, x2, t) := x1(16− t)− t2,

g3(x1, x2, t) := x2t− (16− t)2. (6.5.2)

The function j is given on Ṽ by

j = x2
1 + x1x2 + x2

2 + 48x1 + 48x2 + 768, (6.5.3)

and the pullback of v : Y (2)Z[1/2] → Ṽ(2) is given by

v∗(x1) =
16λ2

1− λ
, v∗(x2) =

16(1− λ)2

λ
, v∗(t) = 16λ. (6.5.4)

In § 6.5.1, I will show that Ṽ is in fact a coarse moduli space for the moduli problem

[Γ(2)], and hence Y (2) ∼= Ṽ over Z.

Remark 6.5.5. From Equation (6.5.4), we see that the modular lambda function λ is

given on Ṽ by the rational function

λ =
t

16
.

In particular, this means that λ is not defined as a function on Ṽ over Z. Although this

may seem surprising, it is consistent with our earlier observation that not all singular

λ-values are algebraic integers. On the other hand, we saw in Lemma 5.3.3 that if λ is a

singular lambda value7 then 16λ is an algebraic integer, so it makes sense that 16λ does

give a function on Ṽ .

7I.e. a value of the form λ(τ) with τ ∈ H imaginary quadratic.
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6.5.1 Our model is a coarse moduli space for [Γ(2)]

Theorem 6.5.6. The coarse moduli scheme Y(2) is isomorphic to the scheme

G(2) := Spec Z[x1, x2, t]/(g1, g2, g3),

where g1, g2, g3 ∈ Z[x1, x2, t] are the polynomials

g1(x1, x2, t) := x1x2 − t(16− t),

g2(x1, x2, t) := x1(16− t)− t2,

g3(x1, x2, t) := x2t− (16− t)2.

The morphism G(2) ∼= Y(2)→ Y(1) ∼= Spec Z[j] is given by

j = x2
1 + x1x2 + x2

2 + 48x1 + 48x2 + 768.

Proof. First, consider the morphism π : Y(2)→ Y(1) ∼= Spec Z[j] defined by the functor

of moduli problems [Γ(2)]→ [Γ(1)] sending a Γ(2)-structure on an elliptic curve E/S to

the unique [Γ(1)]-structure on E/S. The moduli problem [Γ(2)] is finite, flat and regular

(hence normal) by [20, First Main Theorem 5.1.1]. So Y(2) is normal by [20, Lemma

8.1.2], and π is finite by [20, Proposition 8.2.2]. The fact that π is finite means that it is

affine, hence Y(2) is an affine scheme.

On the other hand, consider morphism πG : G(2) → Spec Z[j] corresponding to the

map

Z[j]→ Z[x1, x2, t]/(g1, g2, g3), j 7→ x2
1 + x1x2 + x2

2 + 48x1 + 48x2 + 768.

We saw earlier that G(2) is the normalization of the scheme

V(2) = Spec Z[x1, x2, j]/(ψ2(x1, j), (x2, j), G(x1, x2)),
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so πG factors as

G(2) V(2)

Spec Z[j],

f

πG
πV

where πV is the projection morphism corresponding to the inclusion homomorphism

Z[j]→ Z[x1, x2, j]/(ψ2(x1, j), (x2, j), G(x1, x2)). Since G(2) is the normalization of V(2),

the morphism f is finite. Also,

Z[x1, x2, j]/(ψ2(x1, j), (x2, j)) ∼= Z[x, j]/(ψ1(x, j)) ⊗
Z[j]

Z[x, j]/(ψ1(x, j))

is the tensor product of two finitely generated Z[j]-modules, hence is a finitely gener-

ated Z[j]-module. So Z[x1, x2, j]/(ψ2(x1, j), (x2, j), G(x1, x2)) is a finitely generated Z[j]-

module as well, so the morphism πV is finite. Therefore πG = πV ◦ f is finite. Moreover,

G(2) is normal since it is the normalization of V(2).

Lemma 6.5.7. There exist elements x1, x2, t ∈ O(Y(2)) satisfying

g1(x1, x2, t) = 0, g2(x1, x2, t) = 0, g3(x1, x2, t) = 0.

Proof. Consider the functions

x1(z) := 212 ∆(2z)

∆(z)
, x2(z) :=

∆(z/2)

∆(z)
=

212

x(z/2)
, t(z) := 16λ(z)

on H. We saw in § 6.4 that

x1(z) =
16λ(z)2

1− λ(z)
, x2(z) =

16(1− λ(z))2

λ(z)
,

so a short calculation shows that

g1(x1(z), x2(z), t(z)) = 0, g2(x1(z), x2(z), t(z)) = 0, g3(x1(z), x2(z), t(z0) = 0.
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Now, the functions x1(z), x2(z) and t(z) are all Γ(2)-invariant, so they are modular

forms over C of weight 0 and level Γ(2). Their q-expansions are (see Equations (2.3.8),

(6.4.7) and (6.4.9))

x1(z) = 212q2
∏
n≥1

(1 + q2n)24,

x2(z) = q−1
∏
n≥1

(∑
m≥0

(−1)mqm

)
,

t(z) = 162q
∏
n≥1

(
1 + q2n

1 + q2n−1

)8

= 162q
∏
n≥1

(1 + q2n−1)8

(∑
m≥0

(−1)mq(2n−1)m

)8

,

(6.5.8)

where q = eπiz. These have coefficients in Z[1/2] (in fact in Z), so by the q-expansion

principle (see [6, Proposition 1.8]), x1, x2 and t are modular forms over Z[1/2] of weight

0 and level Γ(2), i.e. elements of O
(
Y(2)Z[1/2]

)
.

Finally, recall that x1 satisfies the relation ψ2(x1, j) = 0 over Z[j]. The function x2

satisfies the same relation since j(−1/z) = j(z). Also, we obtain from 2.1.7 that t satisfies

the relation

(t2 − 16t+ 256)3 − jt2(16− t)2 = 0.

Hence the elements x1, x2, t ∈ O
(
Y(2)Z[1/2]

)
are integral over O(Y(2)). Since Y(2) is

normal, O(Y(2)) is integrally closed, and so x1, x2, t ∈ O(Y(2)).

Lemma 6.5.7 gives a Z[j]-algebra homomorphism O(G(2)) → O(Y(2)), sending the

elements x1, x2, t ∈ O(G(2)) to the elements x1, x2, t ∈ O(Y(2)) (respectively) given in

the lemma. Since G(2) and Y(2) are both affine, this gives us a morphism of Y(1)-schemes

Y(2) G0(2).

Y(1)

f

π
πG

Since π and πG are both finite morphisms, so is f . Then, since G is normal, Zariski’s Main

Theorem [27, Lemma 37.38.1, Tag 03GW] gives us that f(Y(2)) is an open subscheme of
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G(2) and f is an isomorphism onto f(Y(2)).

Now, since G is normal, it is integral, hence irreducible, so f(Y(2)) is dense in G(2)

and f : Y(2)→ G(2) is a birational isomorphism. Since Y(2) and G(2) are both normal,

this means that f is an isomorphism.

6.6 Reduction modulo 2 and applications to elliptic

curves

In this section, I will study the reduction modulo 2 of the model laid out for Y(2) in

§ 6.5. Recall (Theorem 6.5.6) that

Y(2) ∼= Spec Z[x1, x2, t]/(g1, g2, g3),

where

g1(x1, x2, t) = x1x2 − t(16− t),

g2(x1, x2, t) = x1(16− t)− t2,

g3(x1, x2, t) = x2t− (16− t)2.

Reducing modulo 2, we have

g1(x1, x2, t) ≡ x1x2 + t2 mod 2,

g2(x1, x2, t) ≡ (x1 + t)t mod 2,

g3(x1, x2, t) ≡ (x2 + t)t mod 2. (6.6.1)

The function j, as given in Theorem 6.5.6, reduces to

j = x2
1 + x1x2 + x2

2 mod 2. (6.6.2)
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One can check that

(x1x2 + t2, (x1 + t)t, (x2 + t)t) = (x1, t) ∩ (x2, t) ∩ (x1 + t, x2 + t)

as ideals in F2[x1, x2, t]. Hence if we write

L1 = Spec F2[x1, x2, t]/(x2, t)

L2 = Spec F2[x1, x2, t/(x1, t)

L3 = Spec F2[x1, x2, t]/(x1 + t, x2 + t), (6.6.3)

then we find the following:

Corollary 6.6.4. We have

Y(2)F2 = L1 ∪ L2 ∪ L3,

where we identify each Li with its image under the open immersion Li → Y(2) corre-

sponding to the (natural) quotient homomorphism

F2[x1, x2, t]/(x1, t)(x2, t)(x1 + t, x2 + t)→ O(Li).

Now, let k be an algebraically closed field of characteristic 2. Since Y(2) is a coarse

moduli space for [Γ(2)], there is a bijection between points of Y(2)(k) and isomorphism

classes of pairs (E,ϕ), where E is an elliptic curve over k and ϕ : (Z/2Z)2 → E[2](k) is a

Γ(2)-structure on E/k (see [20, Lemma 8.1.3.1]). By Corollary 6.6.4, a point of Y(2)(k)

is a pair (x1, x2, t) lying on one of the lines x1 = t = 0, x2 = t = 0, or x1 = x2 = t in

A3
k. If a point (x1, x2, t) corresponds to the elliptic curve (E,ϕ), then by Equation (6.6.2)

the j-invariant of E is j(E) = x2
1 + x1x2 + x2

2. Let π : Y(2)(k) → Y(1)(k) be the usual

projection map. Then

π−1(j) =


{(
√
j, 0, 0), (0,

√
j, 0), (

√
j,
√
j,
√
j)}, if j 6= 0, and

{(0, 0, 0)}, if j = 0.

(6.6.5)
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If j 6= 0, then #(π−1(j)∩Li(k)) = 1 for each of the lines L1, L2, L3 from Equation (6.6.3).

Therefore, we conclude that

Corollary 6.6.6. The map

π|Li : Li(k) ⊆ Y(2)(k)→ Y(1)(k)

is an isomorphism for i = 1, 2, 3.

On the other hand, j = 0 is the unique supersingular j-invariant in characteristic 2,

so if E is an elliptic curve over k, then

E[2](k) ∼=


Z/2Z, if j(E) 6= 0, and

0, if j(E) = 0.

If j(E) = 0, then there is a unique Γ(2)-structure on E, corresponding to the unique

group homomorphism

ϕ : (Z/2Z)2 → E[2](k) = 0.

If j(E) 6= 0, then there are exactly three group homomorphisms

ϕ : (Z/2Z)2 → E[2](k) ∼= Z/2Z.

By Equation (6.6.5), each of these homomorphisms defines a Γ(2)-structure on E/k.

Example 6.6.7. Let W be a complete discrete valuation ring with uniformizer u, field of

fractions F , and algebraically closed residue field k = W/(u) of characteristic 2. Denote

by ordu the valuation on W , normalized so that ordu(2) = 1. Let E be an elliptic curve

over W with good reduction modulo u. Write E0 := E mod u and j0 = j(E0) = j

mod u. Suppose that E has a Weierstrass equation over F of the form8

E : y2 = x(x− 1)(x− λ). (6.6.8)

8Note that E will always have such a Weierstrass equation over a finite extension of W .
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Then there is a bijection between Γ(2)-structures on E/F (up to isomorphism), elements

of π−1(j) ⊆ Y(2)(F ), and elements of the set

S3 · λ =

{
λ,

1

λ
, 1− λ, 1

1− λ
,
λ− 1

λ
,

λ

λ− 1

}
,

given by sending λ′ ∈ S3 · λ to

1. the Γ(2)-structure ϕ : (Z/2Z)2 → E[2](F ) defined by ϕ(1, 0) = (1, 0) and ϕ(0, 1) =

(0, 0), or

2. the element
(

16(λ′)2

1−λ′ ,
16(1−λ′)2

λ′
, 16λ′

)
∈ π−1(j).

Elements of S3 · λ are the roots of the polynomial

(1−X +X2)3 − jX2(1−X)2 = 0.

Since ordu(j) ≥ 0, the same argument as in 5.3.3 shows that −4 ≤ ordu(λ
′) ≤ 4 for all

λ′ ∈ S3 · λ. Moreover, if ordu(λ
′) < 0 then ordu(1− λ′) = ordu(λ

′), so ordu

(
16(λ′)2

1−λ′

)
≥ 0

and ordu

(
16(1−λ′)2

λ′

)
≥ 0 for λ′ ∈ S3 · λ. Hence

16(λ′)2

1− λ′
,
16(1− λ′)2

λ′
, 16λ′ ∈ W

for λ′ ∈ S3 · λ, and so we can reduce elements of π−1(j) modulo u to get a map

π−1(j)→ π−1(j0).

Looking at Equation (6.6.5), we see that

{t mod u : (x1, x2, t) ∈ π−1(j)} =


{0,
√
j0}, if j0 6= 0, and ,

{0}, if j0 = 0.

In particular, there is an element (x1, x2, t) ∈ π−1(j) such that ordu(t) = 0 if and only if

ordu(j) = 0. Equivalently, there is an element λ′ ∈ S3 · λ such that ordu(λ
′) = −4 if and
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only if ordu(j) = 0, i.e. if and only if j 6≡ 0 mod u.

In particular, if E is an elliptic curve with complex multiplication, this example gives

the following result. Note that this result agrees with Corollary 5.3.6.

Corollary 6.6.9. Let W be a complete discrete valuation ring with uniformizer u and

algebraically closed residue field k = W/(u) of characteristic 2. Let ordu be the valuation

of W , normalized so that ordu(2) = 1. Let E be an elliptic curve over W with complex

multiplication by some order O in an imaginary quadratic field K. Let

Λ = {λ(E,ϕ) : ϕ a Γ(2)-structure on E}.

Then there exists λ′ ∈ Λ with ordu(λ) = −4 if and only if 2 is split in K.

Proof. The elliptic curve E has ordinary reduction modulo u if 2 is split in K, and

supersingular reduction modulo u if 2 is inert or ramified in K. Moreover, j0 = 0 is the

only supersingular j-invariant in characteristic 2, so 2 is split in K if and only if j 6≡ 0

mod u. The corollary then follows from the above discussion.
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Chapter 7

Conclusion

In this thesis, I have studied singular values of the modular j function and the modular

lambda function λ. I proved several results, some of which are analogues for singular

lambda values of known results on singular moduli. These results give rise to a few

natural questions.

For example, in chapter 4, I gave an upper bound for the valuation of a singular

modulus. If j is a singular modulus of fundamental discriminant d, and v is a valuation

of Q(j) dividing 2, normalized so that v(2) = 1, then I found (Theorem 4.1.3) that

v(j) ≤ 6 log2 |d|+ 6(log2 3− 1). (7.1)

To prove this, I used the fact that

N ≤ v(j) ≤ 12N, (7.2)

where

N = max{n : E ∼= E0 mod πn}.

Here π is a uniformizer in some complete discrete valuation ring W containing j, with

algebraically closed residue field, and E and E0 are elliptic curves overW with j-invariants

j and 0, respectively.

From here, it is natural to ask whether there exist singular moduli of arbitrarily
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large valuations. Namely, if we fix a valuation v on Q dividing 2, normalized so that

v(j) = 1, and an integer n ≥ 1, does there exist a singular modulus with v(j) ≥ n? By

Equation (7.2), this is equivalent to the following question:

Question 7.3. Fix an integer n ≥ 1 and a valuation v on Q. Let i : Q → Q2 be an

embedding inducing the valuation v. Does there exist

1. a finite extensionW of the Witt vectorsW
(
F2

)
, with uniformizer π and ramification

index e,

2. an elliptic curve E0 over W with j-invariant j(E0) = 0, complex multiplication by

Z
[
−1+

√
−3

2

]
, and with good reduction modulo π, and

3. an elliptic curve E over W with complex multiplication by the ring of integers OK

of some imaginary quadratic field K, and with good reduction modulo π,

such that E ∼= E0 mod πen?

In chapter 5, I gave a Berwick-like congruence for the modular lambda function above

the prime 2. If λ is a singular lambda value of discriminant d < 0, write K = Q(
√
d), and

let dK be the discriminant of K and f the conductor of d. Then I showed (Corollary 5.3.6)

that the set

Λ =

{
λ,

1

λ
, 1− λ. 1

1− λ
,
λ− 1

λ
.
λ

λ− 1

}
satisfies

{vp(λ′) : λ′ ∈ Λ} =



{0}, if 2 is inert in K and s = 0,

{0, 4− 22−ord 2(f), 22−ord 2(f) − 4}, if 2 is inert in K and s ≥ 1,

{0, 4− 3 · 2−ord 2(f), 3 · 2−ord 2(f) − 4}, if 2 is ramified in K, and

{0, 4,−4}, if 2 is split in K,

(7.4)

for any prime p of K(λ) dividing 2. A similar formula for norms (over Q) of singular

lambda values was proven by Yang, Yin and Yu [31]. It would be interesting to compare

my formula to their result.
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To prove Equation (7.4), I applied the theory of Newton polygons to the polynomial

fj(X) := (X2 −X + 1)3 − j

256
X2(1−X)2

to relate vp(λ
′), λ′ ∈ Λ to vp(j), where j is the singular modulus lying above λ. This

suggests a method which can be used to derive Berwick-like congruences for other haupt-

moduls µ.

Finally, in chapter 6, I gave an integral model for the modular curve Y(2). The main

idea of my construction was to embed Y(2) into the fiber product Y0(2)×Y(1) Y0(2), for

which we have an integral model coming from the integral model for Y0(2) given by the

canonical modular polynomial ψ2(x, j) = 0. The morphism Y(2) → Y0(2) ×Y0(1) Y0(2)

corresponds to the map

Y (2)→ Y0(2) ×
Y0(1)

Y0(2), [E,P,Q] 7→ ([E,P ], [E,Q])

of moduli problems over C. Again, this could suggest a method to obtain an inte-

gral model for Y(n) for integers n > 2, by embedding Y(n) into the fiber product

Y0(n) ×Y0(1) Y0(n). One would need to check that the canonical modular polynomial

ψn(x, j) gives an integral model for Y0(n).
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Appendix A

The quaternion algebra ramified at l

and ∞

Fix a prime p ≤ ∞. I will use the convention that ∞ is prime, with Q∞ = R. Recall

that if B is a quaternion algebra, then either

1. B ⊗Q Qp is a division algebra, or

2. B ⊗Q Qp
∼= M2(Qp) is the ring of 2× 2 matrices over Qp.

In the first case, we say that B is ramified at p, otherwise B is unramified at p.

Proposition A.1. (Hilbert) Any quaternion algebra over Q is ramified at an (finite)

even number of primes, counting ∞.

Proof. This follows from [29, Theorem 14.6.1].

Now, fix a prime l > 2. Then there is a unique quaternion algebra Bl,∞ which is

ramified at l and ∞ (and unramified at all other primes). I will show that Bl,∞ has the

following form:

Proposition A.2. Let K be an imaginary quadratic field such that

1. the discriminant −p of K is prime, and

2. l is either inert or ramified in K.
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Then

Bl,∞ ∼= B :=

[α, β] :=

 α β

−β α

 : α, β ∈ K

 ⊆M2(K).

Proof. First, note that since −p is a fundamental discriminant and p is prime, we must

have p ≡ 3 mod 4.

Fix a prime q 6= 2, l,∞. I need to show that B ⊗Q Qq is not a division algebra.

Equivalently, I must show that there exists an element b ∈ B⊗QQq such that det(b) = 0,

since b ∈ B ⊗Q Qq if and only if det(b) 6= 0. I will consider separately the cases where q

is split, inert and ramified in K.

Case 1: q is split in K. Then we can choose an embedding K ↪→ Q1, which gives an

isomorphism

K ⊗Q Qp
∼−→ Qq ⊕Qq, λ⊗ t 7→ (λt, λt).

We can extend NmK/Q to K ⊗Q Qq, by setting Nm(λ ⊗ t) := t2NmK/Q(λ) = t2λλ. On

Qq ⊕Qq
∼= K ⊗Q Qq, this is given by Nm(x, y) = xy.

A general element of K ⊗Q Qq is of the form α = 1 ⊗ x +
√
−p ⊗ y, with x, y ∈ Qp.

This corresponds to the element (x +
√
−py, x −

√
−py) ∈ Qq ⊕ Qqm and has norm

Nm(α) = x2 + py2. So we want to find a pair x, y ∈ Qq such that x2 + py2 = 0, i.e.

such that (x/y)2 = −p. Since q is split in K, we have
(
−p
q

)
= 1. So, since q 6= 2, −p is

a square mod q, so we can find an element a0 ∈ Z/qZ such that −p ≡ a2
0 mod q. By

Hensel’s lemma, a0 lifts to an element a ∈ Qq such that −p = a2.

This shows that there exists an element α ∈ K ⊗Q Qq such that αα = 0. Then

[α, 0] =

α 0

0 α

 ∈ B ⊗Q Qq

has determinant 0.

Case 2: q is inert in K. Then L = K ⊗Q Qq is an unramified extension of Qq. The

norm map NmK/Q : K× → Q× extends to a norm Nm : L× → Q×q = Z×q × 〈q〉 (every

element of Qq is of the form uqn with u ∈ Z×q and n ∈ Z). By [19, Proposition 3.6], we
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have Nm(L×) = Z×q × 〈q2〉. Then, since −l ∈ Z×q ⊆ Z×q × 〈q2〉, it must be the norm of

some α ∈ L. Then the element

[α, 1] =

 α 1

−l α

 ∈ B ⊗Q Qq

has determinant 0.

Case 3: q is ramified in K. Since K has discriminant −p, we must have q = p. Then

p 6= l, and l does not split in K, so
(−p
l

)
= −1. Using quadratic reciprocity and the fact

that p ≡ 3 mod 4, we have

(
−l
p

)
=

(
−1

p

)(
l

p

)
=

(
−1

p

)(p
l

)
(−1)

p−1
2

l−1
2

=

(
−1

p

)(
−l
p

)(
−p
l

)
(−1)

p−1
2

l−1
2

= (−1)
p−1
2 (−1)

l−1
2 (−1)(−1)

p−1
2

l−1
2

= (−1)(−1)
l−1
2 (−1)(−1)

l−1
2

= 1.

So, since p 6= 2, −l is a square mod p, i.e. there exists an element a0 ∈ Z/pZ such that

a2
0 + l = 0. By Hensel’s lemma, we can lift a0 to an element α ∈ Zp such that α2 = −l.

Then det[α, 1] = 0.

This shows that if q 6= 2, l,∞, then B ⊗Q Qq is not a division ring, and so B is

unramified at Q.

Now, I need to show that B is ramified at l and ∞, i.e. that B ⊗Q Ql and B ⊗Q R

are division algebras. To do this, note that for any field extension F of Q, we have

B ⊗Q F ∼=

[α, β] =

 α β

−lβ α

 : α, β ∈ F ⊗Q K

 ,

with the notation x⊗ y = x⊗ y. An element [α, β] ∈ B ⊗Q F is invertible if and only if
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det[α, β] 6= 0.

For F = R, we have F⊗K = R (
√
−p) = C, and α, α ∈ C, is just complex conjugation.

If [α, β] ∈ B ⊗Q R, then

det[α, β] = αα + lββ = |α|2 + l|β|2,

so det[α, β] = 0 if and only if α = β = 0. This shows that B ⊗Q R is a division ring, so

B is ramified at ∞.

Now, suppose that F = Ql, and assume that l 6= 2. I will handle the case l = 2 below.

Let [α, β] ∈ B⊗QQl. I need to show that [α, β] = 0. Suppose not. Since K = Q⊕Q
√
−p

as a Q-vector space, we can write α = a⊗ 1 + a′ ⊗
√
−p and β = b⊗ 1 + b′ ⊗

√
−p with

a, a′, b, b′ ∈ Ql. Then

det[α, β] = a2 + p(a′)2 + lb2 + lp(b′)2 ∈ Ql ⊆ Ql ⊗Q K.

By clearing denominators, we can assume that a, a′, b, b′ ∈ Zl and that at least one of

a, a′, b, b′ is not divisible by l. Reducing modulo l gives a2 + p(a′)2 = 0 mod l. We have

two cases:

Case 1: a′ 6≡ 0 mod l. Then −p = (a/a′)2 mod l is a square mod l, so
(−p
l

)
= 1.

But l does not split in K, so
(−p
l

)
6= 1, which gives a contradiction.

Case 2: a′ ≡ 0 mod l. Then a ≡ 0 mod l as well, and so l2 divides a2 +p(a′)2. Hence

l divides b2 + p(b′)2. Repeating the same argument with b and b′ shows that l divides

both b and b′. This a contradiction, since we assumed that at least one of a, a′, b, b′ is not

divisible by l.

This shows that, when l 6= 2, there is no [α, β] ∈ B ⊗Q Ql with det[α, β] = 0, and so

B ⊗Q Ql is not a division ring. Hence l is ramified in B when l 6= 2.

To finish the proof, note that Proposition A.1 implies that B is ramified at 2 if l = 2

and unramified at 2 otherwise.
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