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INTRODUCTION 

There appeared in 1885 an article by Barlow [1] in Nature 

in which the problem of the densest packing of spheres is 

discussed from the point of view of the physical chemist. 

While Thue [2,5] may be credited with the earliest mathe­

matical formulation of a packing problem, namely that of the 

densest packing of equal circles in the plane it was not 

until H. Minkowski [4] had laid a firm foundation to the 

Geometry of Numbers that wider interest was stirred in prob­

lems of this type. The resulta of subsequent investigations 

up to 1955 have been assembled by L. Fejes Toth [5]. The 

particular question with which we deal in this thesis has 

already been investigated by L. Fejes Toth [6] and C. A. 

Rogers [7]. However our approach to the problem and its 

formulation, the methods we develop and the precise resulta 

we obtain are distinct from those of the latter. 

The line of research which is continued here was 

init1ated by H. Zassenhaus [8] and has been successfully 

appl1ed by N. Smith [9] to the packing of the star-shaped 

domain 1 xy 1 ~ 1. 

Motivated by the necess1ty of a compactness property 

we define the concept of a quasi-Jordan polygon in terms 

of which we introduce a more general definition of a packing, 

more general in that the usual definition is comprehended 
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as a special case. Our main result, stated in Theorem 2, 

consista of an inequality involving the number of points of 

the packing and the •area• and 'perimeter• of the quasi­

Jordan polygon relating to it. The proof of the inequality 

proceeds by induction. It depends primarily on the possi­

bility of decomposition of the packing (Theorems 3, 4) which 

in turn depends on the decomposability of a quasi-Jordan 

polygon as discussed in Theorem 1. 



-3-

CHAPTER I 

A convex Jordan curve, r , with a centre of symmetry, 0, 

2. . 2. ( ) 1 P,P,1.1 P r defines a functior;;u: R xR-+ R, )J' P. ,P;z. = \~l where € 

and oP=- À~ , À eR . t' ·;has the ,~properties .. of a distance 

function: 

(a) ? (P., P.)-= 0 since }~1:: 0, IOPI ~ E > O; 
~, ~ 

(b) )-A (P.,~) > 0 for ~ i: P~ since IP. ~ >O, IOPI ~ E >O ~ 

( c) ? ( P, J ~) ~(~.P.) by the central symmetry of r ; 
(d) ? (P, >PL) + _? (P~, ~) ~ )J. (P,) P.3); 

) 
~ ~ 

(e) ~ (P, Q)~ _/) (R,S if PQ = R.S ) 
~ ~ ( ) 

(f) ,f-A (P)R.):. À_p(P,Q) if PR = ÀPQ ).>o · 

A proof of (d) may be found in Bonnesen-Fenchel [lO]. The 

function,j.J., ±s generally termed the "Minkowski distance" 

or "radial distance" defined by r. A point set, E, in R is 

said to be admissible with respect to r if the ~-distance 

between any two points of E is ~ l. 

Definition: l: A quasi-Jordan polygon, Il, is defined as 

the image of a Jordan polygon, K, with vertices P, J • • ·, P" l) 

under a unique mapping,e, into the plane, of the domain K* 

bounded by K which carries the triangles, T, , .. . .) T .. -:z, , of 

a vertex triangulation of K* barycentrically into triangles, 

T. , ... 1 T,;_:a.. , not necessarily proper, subject to the conditions: 

l) Hereafter subscripts shall denote least positive residues 
modulo n or modulo such other integer as will be clear from 
the text. 
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a) 6 preserves the orientation of the triangles T1 , ••• , T., ~.z.:, 

b) The sum of the angles at B P'- in the triangles T.i for 

which T~ has PL as a vertex is less than or equal to 360° 

It follows from the uniqueness of e and conditions a) and b) 
- -

~hat if T~ and T~ have a common vertex T~ and Tj have no 

interior points in common. 

In addition we define: 

(1) P~ ~ePi. as the vertices of TI; 
,t.- -

(11) as the angle, P(., at PL, the sum of the angles at~ in 

the triangles Tj for which Tj has P~ as a vertex so that 

0° ~"-pi.. ~ 360°; 

(111) J'; ,r<"P .. ,P.,.., ) + ~(Pif\,P, ) as the /{-length of TI; 
1\-.Z. -

(iv) TI* = l) T. as the quasi-Jordan domain bounded by TI; 
1.1=1 (. 

(v) the sum of the a reas of T 
1 

, ••• , T .,_:1 as the a rea of TI*; 

(vi) as a (simple) path in TI*, the image under e of a 

(simple) path in K*. 

From the definition of e it follows in accordance with 

(vi) that a polygonal path in il* is the image of a polygonal 

pa th in K*. We shall, when referring to a qualified subset 

of IT*, mean the image under e of a subset, 50 qualified, 

of K* as for example in (1) and (vi) above. 

Theo rem l: A simple path À. = P1 Q1 ••• Q.,..P~ in the quasi-

Jordan domain bounded by ~ ... P., determines a pair of quasi-

Jordan polygons, P1 ••• P.; Q..,.Q"'_' •.• Q1 and P1 Q1 ••• Q'tP.i ••• P" • 
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Proof: The pre-image of À in K*, a Jordan antecedent 

of n under a mapping e is a simple polygonal path with end 

points P, and Pj and vertices, Q,, ... ,Q.s. Amongst the latter, 

Q.t,, ... )Q~.,. satisfy GQtl\.= G.tt (lz ... t, ... ,r) while the remainder, 

Q.:.n-, .... 1QL 5 are contained in the sides of the triangles in 

the vertex triangulation of K*. The points Q,, . .. ) Qfi deter­

mine a refinement of the triangulation of K* which is fur-

thermore a vertex triangulation of K~ and K~, the demains 

into which .À di vides K*. e K, and G l<';j_ are quasi-Jordan poly~: 

gOnS With VertiCeS P, l ···l~leQSJeQ5-Il ... l SQ, and 1[, eQ,, ... ,8Qs, ~ > ···1 fn 

respectively for the conditions of Definition 1 are satis­

fied. It remains to show that: 

Lemrna 1: If P, ... ~ is a quasi-Jordan polygon and 
- !:. -

-R -p. -p. are collinear, P., •· • P: · · · Pr, l~r' a.. 1 Hl • is a quasi-Jordan poly-

gon. 

Proof: Clearly we may assume that the Jordan antece­

dent K* of P. ... Pn is convex. In the triangulation of K* 

T / 1 
let 1 , ••• , T..,. be all of those triangles which contain ~ . 

Let PL-• P.P~.,., P;, ... ~· .... , be the boundary of UT( We introduce 

a vertex triangulation of the domain K~ bounded by the convex 
t 

polygon ~-~ /1+-, Pj, ... Pj..,_, in the following manner. let ~Il be 

a vertex amongst ~., · ··, ~"1"-• which is nearest to FL, Pi.+1 then 

R-a R+r ~~ shall be a triangle of the triangulation. In a 

similar way, if kj ~-1 , a triangle may be determined in the 

domain bounded by Pi.-1 ~R. ..• ~.,._, having as one of its sides ft_, FJ~ 
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and, if k-# 1 in the domain bounded by f:.+, ~k FJ,l-1 ... f\ , a 

triangle one of whose sides is ft+,~R • Continuing in this way 

there results a triangulation of K' with the following pro-
" 

perty. There exists a mapping, e1
, of K~ which coincides 

" p -; 
with e on IL-l fi.+• Fj 1 ••• ) RJ· ; which maps K~ onto u ~ and 1 , 1 .,_, ..... 

which maps the triangles of the new triangulation of K~ onto 
" 

triangles which satisfy the conditions of Definition 1. Let 

e// be a mapping which coincides with 9 on K* - K-!t- and with 
A (. 

G
1 
on K~. The domain bounded by ~ ... f'~ · .. fn is a Jordan 

(. 

~ 

antecedent under the mapping e defining the quasi-Jordan 

polygon f, .. · f{ .. · fra · 

Definition 2: We define Œ' , a Dàcking with respect 

toP, as a pair (E,ll) where Eisa finite point set and IT 

is a quasi-Jordan polygon for which il* contains E and whose 

vertices are contained in E subject to: If ~ Q é ~ and the 

straight segment, PQ, is a path in il* then/(P>Q)-:3- 1 where 

~ is the Minkowski distance defined by r . 
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CHAPTER II 

Our principal result is the following: 

Theorem 2: Let r be a convex, centrally symmetric 

Jordan curve, ~ the Minkowski distance defined thereby and 

fP, (E J Tr) a packing with respect to f Then there holds 

the inequality: 

'j (-rr) ~ + 1 ~ n 

where A(IT*) is the area of IT*, M(IT) the /U-length of n, L:!:. 

the determinant of the critical lattice with respect to r 
and n the number of points in E. 

We first prove (13 ). To do so we shall require 

Lemma 2: If T, a triangle with admissible vertices, P, 

Q, R, has a pair of sides of /-length greater than 1 there 

exists a triangle T' with admissible vertices for which 

~(TJ < j-(-r) 

Proof: Let /- (P,Q) > 1, _;«(P,R) > 1. Since P lies 

outside r (Q) and J' (R) there exists 

a neighbourhood of P with the same 

property and in particular a point P• 

for which QPt = À. QP ( O<À< 1). 

Let T' be the triangle with vertices P; Q, R. We have 

A(T'*) < A(T*) and since 

?(P~ R.) ~ /(P',P) t 11A(P,R), 

r(P; R) ~(P;Q} ~ r (P~ P) -1-; CA{P1>Q) 1-j(PJ<) 

Fig.l. 



and 

He nee 

1'1 (T')~ M(T). 

:f-(Tt) < :f(T). 

..:..a-

At a later stage we shall require also the following 

lemma the proof of which is similar to the above. 

Lemma 3: If K, a convex quadrilateral with vertices 

P, Q, R, S admissible, has a pair of opposite sides and 

both diagonals of~-length greater than 1 there exista a 

quadrilateral K 1 wi th admissible vertices such that f.(t<)< ~Ü<). 

Proof: 

and of ~,. P +- '-S 

Let r(P;Q)>I) JA(s, R)> 1 

and ""Q t LR- let 

~Q. t LR ~ 7( • Since Q and R each 

lie outside both r-(P) and J1 (S) 

~ 

there exist neighbourhoods of Q P~-----+----~~ 

R. 

and R with the same property and, in particular, points Q' 

and R' for which FG'~ ,À.pQ_ (o~)...~t) and Cf.R1 = aR The 

quadrilateral, K', with vertices P, Q', R•, Sis again ad-

missi ble while A (K 1 *) < A (K*) . Moreover, sin ce 
/-'-(R.')s) ~ /(R)S) 1-JA(R)R.')) 

~ (_ R~s) r; ( Q~ P) ~ Î ( R ~) + ~ ( Q, Q_') .J. j'< la_~ p) ; 

so that r(Q~ P)+;U(Rjs)~~(Q~R')+-~(P}S)~/(Q,P)~(R)s)~(Q.,R)~(~s) 
and M(Kt) ~ M(K). 

He nee :f(K] <J(I<). 
We shall speak of K under these circumstances as being 

reducible. More generally, if IP::: (§")1T) is a packing in 

which E con tains n points and the re exista a packing /P 1
-=- ( e< 7f~ 
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in which E' con tains n points and 'J- (1ft) <: J (7T) we shall 

say~ is reducible. Two packings (E,ll) and (E',TI') will be 

called equivalent if 'if-(TI)= j-(1r') , E andE' containing 

the same number of points. 

Returning to the proof of (!3) let T be a triangle with 

admissible vertices, P, Q, R. By Lemma 2 a necessary condi­

tion that T be irreducible is that at most one side of T is 

of/ -length grea ter than 1. Assume then tha y (f~ GJjP (P; R.): 1. 

Referring to Figure 3, 

j.(T(xJ);: ~a .x:(~J,-~~)f-l1l. (CJ.-~~)l-2. 
The second derivative with respect 

to x2) 
' 

'j-ll(;c) ~ s~~( :x:(~;~-~;) +2(~:- ~:)] -1-.z~ ( ~,'-~0. 
/ Il / Il 

Since ~~ > ~~ < 0 and ~;~.) ~1 > 0 

it follows that J.v~) <,0. Under the circumstances if T[x) 

is irreducible either x = o or ~(Q,R) = l . If x = o then 

;U(P,Q) = 2 and (I3) is satisfied with equality. If ~(Q,R) = 1 

then (I3) will be established with the proof of 

Lemma 4: The lat ti ce, 1\ , genera ted by 
-7- -?>' 
OP, OQ for which 

/(O,P) = /tA(O,Q) = 7(P,Q) = 1 is admissible. 

Proof: Let P1 and P2 be distinct points in /\ . We 

2) We are assuming throughout that pis twice differentiable. 
The possibility of removing this restriction may be made to 
depend upon that of smoothing the vertices of a convex poly­
gon in a suitable manner and the application of the "Aus­
wahlsatz" of Blaschke [11]. 
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There exista P 3 € 1\ su ch 

.À, and À.l.. rational integers 

not both zero. If 

so that ,P ( P1 , Pl. ) 2 1 since 1 ,Â4 1 

)"" ( P, 1 P,. ) = 1 .À.1 1 2 1 · 

= .À.t.oQ1 ~(P,1PJ..) = IÀ.t_!P(01Q) 

2 1. Similarly 1 if A,._ = o, 

Let À, and ÀÂ. both be different from zero. If 1 .A-1 1 1: 1 ) 4 1 

let 1 )...,1 < 1 i\,~.1 . Sin ce / ( P,, P~) +j< (P,) P;) ~)A- (P~) P3), 

/u (P,, P"-) -1- 1 À1f ~ \À:t]) 

/'{ (P,) PJ ;ç / J'4/- )À,/~/ . 

It remains to consider the case in which l A.,l = 1 À.:~.l • In this 
~ ) -7 --'? 

case P1 P;. = /\.
1
(0P ± OQ). 

-7 ,_;;;. ~ 

Referring to Figure 4, QP =OP ~OQ 
~ ~ -:;. ....;. __,. 

while Q'P = Q'O + OP = OQ + OP. 

But~(P 1 Q) = 1 and 

j<(P/Q.') + ~(P,Q) 2 
1
J.((Q' ,Q) = 2. 

Thus )'<(P 1 Q') 21 andJA(P1 ,P.l) 2 1-À,I· Hence j-t(P11 P.1..) 21. 

This completes the proof of (I3 ). 

Theorem 3: If there exista a polygonal path 1 À. ':::: Q,QOL ... Ql" 

in TI* for which: 

(a) the interior points of the path are contained in the 

interior of n, 
(b) the vertices and end points are contained in E, 

(c) the sides are of/ -length 1 1 

then there exista À.o, a simple polygonal path in IT* with 
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end points Q 1 and QT and vertices a subset of those of À 

satisfying conditions (a)- (c). 

Proof: If) is itself a simple path then À.o""À • Other-

wise it suffices to show that there exista a polygonal path, 

X, in TI* with end points Q 1 and Q.,. , whose vertices are a 

proper subset of those of À and which satisfies conditions 

(a) - (c). 

Assume that À is not a simple path. Then at least one 

of the following holds: 

(1) A pair of vertices of À , say Qj and Qp_ (jj.k) coincide. 5) 
1 4) (11) A pair of aides of 1\ , say Q~ Qjtl and QkQ,It-t 1 intersect. 

In case (i~ certainly lk-jl > 1. Let 1:\ >j, thenQ, .. . QjQ~ .. · Qyo 

has the properties of ;
1

• In case (ii) 

let Q~QjTJ and QRQ~+r intersect at X. 

Assume that Q4QR is not a path in TI* and 

~(Qj, Qk) ~ 1. Since QjXQ~ is a path 

in TI* we deduce, from the triangles in 

the triangulation of TI* which cover the 

path QjXQk that since they do not cover QjQR there exista a 

vertex, P
51 

, of n in the 1nter1or of the triangle QdXQk. 

Since)-A- (Q~,P.s,) < 1, Q~P51 is not a path and there exists 

a second vertex P.s.a. of n in the interior of the triangle 

5) That is, they have the same pre-image in the Jordan ante­
cedent. 
4) The paths in the Jordan antecedent, of which QjQj+, and 
Q~QR+a are the images, intersect. 
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~ ~ 

QjXP5( where Qj Ps,' = À Qj P51 , P5; G XQtt· Continuing the 

argument we find a vertex P5 of TI for which QJ~ is a path 

in il* but ~(Qj,Ps) < l which is a contradiction. Hence, 

either /"< (Qj ,Qk) = l and Q0Qk is a path in il* or _)A- (Q~ ,Q~) > 1. 

But by the same arsumen t ~ ( Q.l +P Q tt +l ) 2. 1 while 

;« (Q.j ,Qk) + /~ (QJtl ,Q ktl) ~ ~(QJ ,QJ+I) + J'<(Q~,Qt<+' ) = 2 • 

Hence ~(QJ ,Qk) = l and QjQR. is a path in TI*. In that 

1 k-j 1 > l,letting l<.>j, Q 1 ... Qj QR ... Q.,. has the properties 

of X . 
We shall say that a pair of points of E are linked if 

there exists a path in TI* satisfying conditions (a) - (c) 

of Theorem 3 which has this pair of points as end points. 

A simple path in il* with the properties (a) - (c) of Theorem 3 

will be called a linkage (of the end points). Of parti-

cular interest will be the set of points of E each of which 

is linked to a particular vertex. We shall denote the set 

linked toP~ by à((Pt). 

Theorem 4: A necessary condition that (E,TI) be irre-

ducible is that either 

(a) there is a vertex of TI which is an interior point 

of a side of il and whose pre-image in the Jordan 

antecedent, K*, of IT* is a simple polygonal path 

joining a vertex of K to an interior point of a 

side of K5) 
' 

5) A special case of this is realized, when the angle at a 
vertex, P, is zero, in the vertex preceding or following P. 
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(b) there is a linkage between a pair of verticea of TI, 

or (c) (E,TI) is equivalent to a packing in which (a) or (b) 

holds. 

Proof: Let ua assume the contrary. The negation of (b) 

implies that d. (P'-) Il t (Pj) .. ~ (~~j ~ i=l, .. . ,s;i j,;l, .. . ,s) 

where P1 , ••• P5 are the vertices of TI. Hence there exista for 

each point Q è..,. of ;/, ( P (,.) a neighbourhood V ( Q~.., , € ~,.,) in the 

interior of TI no point of which is linked to a point of 

E - {/_ (PL ) - P ~ and in particular a neighbourhood V ( P~ , éi.) 

of P ~ no point of which is linked to a point of E - t (Pi.) - P~-· - P~+• 

Further, let <), = c( (E - {Pi} , TI), the distance between the se 

two sets in the QSaal sense save that only straight paths 

in TI* between their respective points are to be considered. 

Let 8;.. = min[J.<Pj ,n - PJ- 1 P,; - PJ Pj.H ) 1 j-=- t, ... ,.s}. The nega-

tion of (a j implies J: > o. Let Gi. = min [ é&. 1 ,Et,4 J ... ; f;.,~' ~ J. 
A rnapping, G:, of E and TI under which E- ~(Pi) - P~ re-

------~~ ~ 
mains fixed Tt. Pt. 6 V< Pl., tL) and '1i. Pi. 't'",: Qi..,. = Pt. Qi.._, and which 

maps TI into 7i.TI = P1 , ••. PL_, ('"Z2Pt.)Pc:.+ 1 .•••• P5 induces a 
H' p. (P•-•· T.P.:hl~ )ol('tllt P. ... )~ 1. 

transformation of (E,IT) into (liE, L;ll) whic~~s again a 

packing provided ~TI is quasi-Jordan. Furthermore, neither 

(a) nor (b) holwin 't"~TI. We note in particular that if P, Q 

in E, PQ not a path in TI, ?iP'iQ is a path in ('ill)* then 

clearly / (-rP, -r:: Q) 2. 1. For, under the circumstances the re 

exista a vertex of n a neighbourhood of which intereects PQ 

and no point of which is linked to both P and Q. 
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In a similar way, the negation of (a) and (b) leads to 

a mapping (;ij of TI and E defined by local variation of the 

vertices P~ and PJ which, if ~~TI is quasi-Jordan, induces 

a transformation of (E,TI) which is again a packing and 

neither (a) nor (b) hold in ~ijll. 

The existence of a local variation of the above type 

under which n remains quasi-Jordan will be ensured if 

) . Let us suppose ~p. = 360° • If 
" 

jA(P,_, ,P,·) >)'<(Pt ,Pi-tt) rotation 

of Pi. along ~(Pi ,Pc:+t ) JC (PL+-• ) in 

that sense which decreases ~PL-• (see 

Figure 6) clearly decreases both 

A(TI) and M(ll) hence also ~(ll) which 

is a contradiction. Thus )A (P~_, ,Pc:) .. ;«<Pc: ,P,+ 1 ), in 

which case 1 ( n) remains fixed und er a rota ti on of P ~ but 

continuance of such a variation leads to a packing, (E',IT'), 

inwhich (a) or (b) holds and forwhich 1-(n•) = 1-(TI), 

i.e. to condition (c). 

Assume then that ~Pt, < 360 ° ( i ,.. 1 ~ •• • , s ) . It remains 
~ ~ . \ 

for us to consider the case in which 0 < P~ < 360 ( ' "' Ir .,s) • 

There exista amongst the triangles of the vertex 

triangulat i on, one of which two aides are contained in n, 

ay P PP for Which 'P: <. 180°. B i--P. i, C:f-.( ~ For there exists, 

certainly, a triangle with a pair of aides in TI say P~ _ , P'VP'i--+t • 

If ~p~ < 180° our assertion 6s valid. Otherwise we may replace 
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TI, for the purpose of this argument, by Il' ""P1J.'') P~-1 P~r~)···) Ps 

having the triangulation of TI with the triangle P 1-,P~P~rl 

removed. Either a triangle of the type we seek exista in n• 
or we modify it in the same way as n. Continuing in this 

way we come to a polygon nn • P '' Pi
4

• • • Pis', 1 '- i., <. i..2. <- • •· <. '-s~ ~ s 

having the triangulation of TI with all those of the type 

P~-l P~P~T' removed. There exists amongst the remainder 

one, say P,· P1. Pi , and 
-r-1 -1 Y+ 1 

() < 180 , which as a triangle 

in the triangulation of TI is of the asserted type. 

This argument provides for the existence of a pair of 

consecutive aides, Pz_, P", P" Pi+l say, for which '- () 

p" < 180 

and neither Po::-~ Pc:.- 1 and Pi. P'-+• nor PL-• Pi. and P,~, Pc: ... ~ 

intersect. At least one of /f(P,·_, ,P,) = 1, ~(Pi,P~-4-,) ... 1 

holds. For otherwise application of Lemma 2 contradicts 

the irreducibility of (E, II). Let? ( P,, Pt+' } ... 1. We dis-

tinguish two cases according as: 

A) J. 
P,+, <"ie 

B) ' PL+I 2-K· 
Case A). By application of Lemma 3, at least one of 

~ ( Pi - , , PL. ) , / t< ( P i. .,. 1 , P i+).. ) = 1 • Let ~ ( P c:. _ 1 , Pi. ) "" 1 and 

assume ?(Pc:+r ,P,+:~..> > 1. We study the variation in 1-(II) 
P~ .. , Pi+l 

resulting from a variation of 

Pi~J along Pc:.+r Pi+~ under which 

~(Pi-f ,Pi) and ~(Pi ,Pi~t) each 

remain equal to one. Referring 

to Figure 7, we note that ~(TI) 



is a linear function with 

positive coefficients of x 

and t(2c.)) f(x) = x,~~- ;c:a.'j_,. 

Noting that 
ç x:.t. - x., :. .x. 

-16-

( 1 ) ( ~~ - 'J 1 ~ k. 
f(x.)-= x,k.- .x:~,. 

Fi~./b. 

Denoting ~ ~\ti. by \.1
1i.., •.( respectively ( ~ =- 1, .<.. ) ct ;cl ' xt d' ~ 

we find: 

Î 1 <j.., ') J...x., 
"t (oc.) ::.. - '(}, + K.--;!(.~· rÂ x. 

From equations (1), 1 1 

â 2 = ~~ c ~~ -lJ~r· j ~ =- ~: c ~;- 'éf;:J-' 
~~x, 3 

and ol ~a. = [ ( li~Y ~~ -(~~y~:'] ( ~( -1~)- · 
r''t-v-) __ 1 J..;c, /~•)2u.v + (L x.u')J

2

x., 
î '-...... - 2 ~ r ;xx: - x~- &• \.K.- a1 d....:c. :1. 

:: 
~- ~ { ( !)l. 1/ R- x. tf& ( /)).. Il 

;_ ')1 'éir ~-.z.- (u'-u")l 'tS:a. ~~ 
~~ ~~ ~· d. 

Since, if .x,,_,~o 1(n) would be reducible by translation of 

Pi- ·H towards Pi._..;l. 

and hence / 
~l. > 0 . 

holding P" fixed, we may assume .:X:4 <.o 

Returning to the expression for fû(x); 

if ~;' ~ 0' '}~- ~{ > 0; if 
/ / 

~.- ~).. < 0' 

th us ~Sj(~J{ 
<ô(- ~.{ ~ 0 ~ 

if !1(~o, k-.;t;~(>o) 

if 

also 
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f~ A Thus (:x:) ~ 0 , and, by a sui table choice of ~x , 

:J. (n) can be decreased. Let us assume, then, that_;«(Pc:+-~J ftu)=l. 

We consider now the variation in t(IT) resulting from 

a variation of P ë. and P._+, under which ~(P'--• ,P~), 

;U (Pi. , P j,-r-1 ) , )'< ( Pt..H , Pi.-+~ ) remain equal to 1. 

1<~) is an increasing 

linear func ti on of q> where 

( see Figure s) cp = r~ ~x, ~:l.- X.:~.~, • 

Noting that 

(2) 

(3) 

( 4) 

~"'--~1 ;:: t 1 

cp=- (r+X,) ~ +(r-x)~J-1 • 

Subject to the constraints 

( 2), ( 3) and 

(x)~) , (xf) ~ 1) > (x,1J~).) E Jl(P;.-1) 

~ has one degree of freedom. Choosing ~as independent 
/ If • 

variable and with ~i ;~i. (t- =I>.L) as before we find: 

cp"~)== (T+X,){' + 2(~1_~;) ~ +([-x.)~;'(~)~ f- FY-X)~,' t~]'~~. 
In virtue of (2) 

~. = }-~i . 
ol/JC. ~;- ~,' ) 

so that 

( 5) r.p, (x.) 

and (3), 

'Ç;_~,. ( ~:- ~.'T3[(~~- ~:t~" + ( 'f'-~J~/'- ( ~~-~:;~~:] 
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It suffices to assume that ~ 1 ~ 0, 1 .e. ~Pi.+-.2 Pc:_ 1 Pc: + "pc: 2. 7( 

~ ~ 

for otherwise P,:_, P ,;~4 Pi+t + Pirt 2 7( and we may inter-

change the roles of Pl-t and Pi+~ and so on. Assume then that 

~~~ 0 

By an argument similar to that used in the proof of 

Theorem 5 we find that )-1- ( Pï..- 1 , P i+.t.) 2. 1. For otherwise the re 

is a point of E in the interior 

of P,_, P, P,+-, Pt+-.:t.. The line 

parallel to Pi Pi.+J through such 

a point, say Q, which is nearest 

to P,; Pi+' cuts at least one of 

P ,_, Pi , Pt:.,. 1 Pi+~ say Pi.+t Pc:.,.-4 at X. Clearly QP i. is a pa th 

in ll* and, since f1(Pi,), Jf(P;,+-..J.) intersect at Pi.+t and a 

point outside P,:_, P, Pi+• Pi+:L , }'((Q,P,H) < 1. Hence there 

is a point Q' in the triangle P~+kQX for which in turn 

;U(Q~P~f~) < 1. Continuing in this way we arrive at a con­

tradiction. 
L. 

Returning to ( 5) , sin ce Pi._ , Pi P ,.,., < 180 o, x:,> X and 

since /(P,_, ,P,+J..) 2 1, -r- )JC. and, by (2), x,> X;;l, • 

He nee 

(6) ~~ >~'>~{ 
and z C ~~-~rx ~~- ~iX~~- ~:)-'< o. 

As to 

sin ce 

Il fi 

the coefficients of ~ , ~' and 
_L ~ ~:o..-~>-1..4 1 "Y- X>O -v--x.. ,. -x cJa.. > ' .... , ~ 

we find: 
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~ + (-r+x 1)~: > (JC 1- x,) ~i > 

'}+(y+ x,)~:- (x:+-:c,)~~ >(x +-x,)(~~-~() 

~ (Y+X.:tX'if-~.') 

> 0; 

and from (6), (7) 

[(,--X.)<j~ +-~J( ~~- ~iJ:LCid~-~n-j >o ~ 
also, since 

'-'~... _ C;J.;~..-I;it 4. -ul > (-r-:x:.)u{ .f-U <..O h - .;x::,-xl.. d' Cl ~ 

- [C "f"- :x:)';f.( +-LJ] (~~-~:t'( tJ~- csiJ-3 > 0 

" Il '1 In that Lf , j 1 , j;. < o we have established that 

cp''~)< 0 

In particular for ';}• in the neighbourhood of zero we see 

that 

lim cp'(.x:) = 11m <p'(x) =- (7-X)';f~ +(.,.+:x:.J~' =1=- 0 
'f, ~o... ~.~ 0-

Thus, by a suitable choice, asto sign, of J..x., J..qJ< 0 and 

-:f (TI) may be decreased. 

Case B). We again consider the variation in ~(il) 

resulting from a variation of Pi and P~~~ under which 

;.t<P~_, ,Pi.), /(Pi,Pc:.._,) and /(Pi+• ,Pt,,..l..) remain constant. 

In this case [f (TI) is a linear function of 'f where ( see 

Figure 10) 
"f(X.)= "t"!j---(.x,~~-X;t~l) 

~ (-r-.x:,)<a--Cf-X:)~, / 
· /(xa,'j&) 

since / / 

Fi~. 10. 

(2) X..t.- x,~ x.---r 



he nee '11 < o ; x 1 >o; 

if .x:s .x..il. ) -r-.x., ~ 0 1 

if .X.>X,_ 1 

if x,<o, ~,<o, 
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~.>.x. , (..,.-x,) >o; 

}'-lit 
-,-/>0 0--.?C,)~'+~,<o; 
'}~-cs.· 

Y"- X <.0 j (-r- x) s.(+~ >o~ 

if 'f' -;)C ~ 0 1 Er--~)~~ t- ~ :;?!!. 0 ) 

if .,.. - x <. 0 . 4J .. - ~. .> u 1 (t- x) (( 1 4- Il > 0 . • ';IC.:~,-:x:, ctl ) .,, d .) 

~<0 i 

X 1 >X:~., 'Y'- :>C >0 1 
~ .. -~;~. > 1 
;çx', ~·) 

if .JC1<.0 1 ~;>0) if Y - X.<OJ (Y-X.)'&~t-~<..Dj 

if -r-.x..>O, 

if T-.x, ~ o , (-r- :x:,)'éJ' f ~. >o ; 

l;l::o.- ~· >qi if 'f"-;>c., <O, iiC.;a.-X, ..t ' 

(iv) X<O, ~<..0 ~ '{<oj 
1 1.(, 0 >~a.> dl ) 

T"- x.> 0) 

~1 >'1:.) ~,> ~.t.) 
1 , 

'j -:$a. >O' 
~;'-!j{ .) 

(-r- x)~{ +- !t <. o; 
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when ~ > o and lf.l'~) > o when ~ <. o 

Hence 'f can be decreased by varying Pi. so as to decrease 
~ 

Pi. Pi.-• Pc:.+.l. . This completes the proof of Theorem 4. 

Turning to the proof of (In), let the points of E in 

a packing CP = (E,IT) be enwnerated and further, since ':f(n) 

is invariant under a translation of 0? let the first point 

be the origin of a rectangular coordinate system with res­

pect to which the remainder have coordinates (x,,~· ) , ( xz., lf ... ), 

... , (x.,_, , ~ n-• ) • This provides a correspondence between 
2r\-~ 

a packing and a point ~: ( .x,,~,)x,_,~a..) ... ,x"··~~~~-,) inR. . 
~ 

Since M(IT) 2 2j'<(Pi ,Pj), PL ,P~ e E, if IPt PJ 1 ~ 11'n 

where H = sup jOP 1, P e Jl ( 0), then 1 (IT) > 1:-M(IT) ~ n . 

We may therefore confine our consideration to the hypercube, 

S: l:cd~ t1n, l~d~ Kn (i.çr, .. . ,n-•). 

The points, ~ , are further restricted by the conditions 

which define a packing. Since these are all expressible as 

weak inequalities to be satisfied by continuous functions 

of the coordinates of the points of E, f;when restricted to 

S>is contained in the union, T, of finitely many closed sets. 

Thus T is closed and, since furthermore it is bounded, it 

is compact. 

Consider d- as a function of ~ . Certainly it is 

bounded below. It has therefore a greatest lower bound and 

indeed assumes an absolu te minimum at ): o e T. It suffi ces 

to prove In for the packing (E 0 ,TI 0 ) corresponding to ~o. 



-22-

Let us particularize In to I(n,m) corresponding to rn, tbe 

number of points of E not in n. We apply induction over the 

index set t<n,m) 1 o ~ m ~ n-3} and assume that the in­

equalities { I(n• ,m') 1 n• ~ n, ili' <rn; n' < n, m' ~rn} are 

true. 

By Theorem 4, n satisfies one of the conditions (a), (b) 

or (c) of that theorem and it is sufficient to assume either 

(a) or (b) holds. The vertex of condition (a) or the linkage, 

).., of (b) divides (E
0

,TI0 ) into two packings (EpTI1 ) and 

(E~,llz) for which in case (a) 

M(~) + M(IT~) = M(IT0 ) 

n, + n.l. = n + 1 ' 
in case (b) 

+ n-2. = n + 

and in both cases 

' 
where n is the number of points of EinE~ (i~J)2) and 

n(À) the number of points of E in Â . Clearly, n(~) = M()) + 1. 

Applying the inductional assumption to (E 1 ,TI 1 ), (E 4 ,fl~): 
A (n;) + M("TT;) + l ~ 
A 2 ,... n, 

Adding, we have in case (a) : 

.A(?ro) + M(lfo) +Z .> ri+l 
A ;L 
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and in case (b): 

A(rro) +- M(ïrô) + M(À) +;z.. ~ n + n (À)= n +- M(/..) +1. 
~ ;;.., 

Thus in both cases: 
M(lTo) + 1 2 n 

2 ::>" ) 

and [r(n• ,rn•) 1 n• ~ n, rn• < m; n• < n, rn• ~rn J implies 

I(n,m)· In particular, as a special case of the above argu-

ment we see that [r(n,o) 1 3 ~ n• < n} implies I(n,o)· 

Having already established I( 3,o) the proof of Theorem 2 is 

complete. 

Corollary (Theorem 2): Let (E,TI) be a packing in which 

~(n) • n, the number of points of E, and n is a Jordan 

polygon. There is a triangulation of ll* by triangles with 

vertices the points of E, sides of ~-length 1 and area each 

-f-.6. 

Proof: When n = 3 n is a triangle which, from the proof 

of (!3), has aides of ~-length 1 so that 

and A(1T)-=- l_.6 · 

A (lf) "" 3 - i - 1 
6. 

For n > 3, referring to Theorem 2 we find that the 

possibilities (a) and (c) of that theorem do not apply since 

n is a Jordan polygon. Hence there is a linkage between a 

pair of vertices of n which divides it into a pair of Jordan 

polygons IT 1 and rr~ and the packing (E,IT) into packings (E 1 ,IT 1 ) 

and (E2 ,IT,). Letting ~be the~-length of the linkage, 

n 1 and n.l, the number of points of E 1 and E;z.. respectively we 

have: 7f(rr,) + j- (-r&):: Agr) +- Mt"] + v+~ 
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= n.+ n.2,. 

Hence d- ( Ilt) = ni- ( i. ==- 1> ::<, ) and the corollary is appli­

cable to rr, and n~. If it is valid for n, and llz it is 

valid for n so that applying induction over the same index 

set as in the proof of Theorem 2, the corollary is established. 
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