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ABSTRACT 

A class of infinite dimensional Ornstein-Uhlenbeck processes that arise as 

solutions of stochastic partial differential equations with noises generated by 

measure-valued catalytic processes is investigated. 

The first topic is the determination of the covariance structure of the 

processes and identification of the Hilbert space in which the solutions live 

and have continuous paths. Example of catalysts which are singular measures or 

measure-valued processes are given and results on the behavior of the correspond­

ing catalytic Ornstein-Uhlenbeck processes are obtained. 

The second main topic is the study of the special case in which the catalyst 

is given by a super-Brownian motion. Continuity theorems are established and 

results on the regularity properties on and off the catalyst are obtained. 

The third main topic is to prove that the catalytic Ornstein-Uhlenbeck 

process with super-Brownian catalyst in one dimension arises as a high density 

fluctuation limit of a super-Brownian motion with a super-Brownian catalyst and 

with immigration using some of the techniques established before, particularly 

those based on properties of Sobolev spaces and Laplace functionals. 
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RESUME 

Nous etudions une classe de processus d'Ornstein-Uhlenbeck en dimension 

infinie qui apparaissent comme solutions d'equations aux derivees partielles 

stochastiques ayant des bruits generes par des processus catalyseurs a valeurs de 

mesures. 

Dans un premier temps, nous determinons la structure de covariance des 

processus et identifions les space de Hilbert dans lesquels se trouvent les solutions 

et dans lesquels elles ont des realisations continues. Nous donnos des examples 

de catalyseurs qui sont soit des mesures singulieres, soit des processus a valeurs 

en mesure, et nous obtenons des resultats sur le comportement du processus 

d'Ornstein-Uhlenbeck catalytiques correspondant. 

Ensuite, nous etudions le cas particulier, ou le catalysateur est un super-

mouvement Brownien. Nous etablissons des theoremes de continuity et nous 

obtenons des resultats sur les proprietes de regularite a l'interieur et a l'exterieur 

du domaine du catalyseur. 

Finalement, nous prouvons que le processus d'Ornstein-Uhlenbeck catalytique 

ayant un catalyseur super-Brownien en une dimension apparait comme la limite de 

fluctuations a haute densite d'un super-mouvement Brownien avec un catalyseur 

super-Brownien et un terme d'immimigration. Pour ce faire, nous utiliserons des 

techniques precedemment etablies, en particulier celles basees sur les proprietes des 

spaces de Sobolev et la transformation de Laplace. 
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CHAPTER 1 
Introduction 

The classical one-dimensional Ornstein-Uhlenbeck (OU) process given by the 

solution of the stochastic differential equation (SDE): 

dXt = -aXt dt + dBt 

where Bt is a standard Brownian motion and a > 0, is perhaps the simplest 

example of a stochastic (ordinary) differential equation, it is the equation for the 

Brownian motion of a particle with friction, its origin can be found in [OU 30], 

[Wa 45] and [Do 42]. It was established from the very beginning that under the 

assumption E X | < oo then the expectation, variance and covariance of Xt have 

simple expression and it is easy to characterize it as a Gaussian process. 

The next natural steps were generalizations to finite linear systems of SDE's 

and then to infinite dimensions. The latter inevitably leads to the treatment of 

the original equation as a stochastic partial differential equation (SPDE) involving 

an infinite dimensional Wiener process or space-time white noise. The whole 

development culminated with what is nowadays known as generalized Ornstein-

Uhlenbeck processes (see [DZ 92], [Ktz 07] and [Wal 85]) and which are described 

by a SPDE of the form: dXt = AXt dt + B dWt for some linear operators A, B and 

space-time white noise Wt. 
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At the same time, it was necessary to study in more detail the class of 

Gaussian processes, which are the counterpart of Gaussian random variables, they 

can be characterized as random processes whose finite-dimensional distributions 

are Gaussian, equivalently their Laplace transform is of the form exp(i (u, a) — 

\ (Bu,u)) where a is the mean and B is a linear self-adjoint non-negative definite 

operator called the correlation operator. These processes have simple properties 

and one tries whenever possible to determine first if a given processes is Gaussian 

or equivalent to one in a certain sense. 

On the other hand, the study of SPDE's, the nature of their solutions and 

the need to understand their microscopic structure gave raise to a new class of 

processes. The natural way to proceed is to consider systems of particles evolving 

according to a system of stochastic differential equations and then to consider 

its limit as measures, this procedure originated the measure-valued processes (see 

[Da 93]). It was surprisingly shown in [Da 75] that the solution of a perturbed 

2-dimensional heat equation with zero boundary conditions is not even a measure 

but a distribution. This stresses the fact that the question of the state space for 

solutions is an important problem. 

In this context, two classes of measure-valued processes are particularly 

interesting: the (W, K, $)-super-processes and the super-Brownian motion. The 

former can have cadlag paths once specified the branching rate K and branching 

mechanism $, and the latter describes the high density limit of independent 

particles undergoing a Brownian motion and dying or splitting in two. 
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At the microscopic level, the super-Brownian motion (SBM) has. interesting 

properties that make it suitable to model the catalyst process. Catalytic processes 

are of interest because they shed some light on the intrinsic structure of some 

processes, for example in chemical and biological systems. Such processes involve 

reactions that take place with different degrees of intensity depending of the 

presence of another component which plays the role of catalyst. We will introduce 

the class of catalytic Ornstein- Uhlenbeck processes described by a SPDE of the 

form 

dXt = AXt + a(t,x)dWt, 

here Xt is a function or generalized function on Rd or a bounded subset of Ed and 

a describes a spatially inhomogeneous catalyst having compact support or even 

being a signed measure. 

In the case that a(t, •) is given by SBM we will show that these are infinite 

dimensional generalizations of the class of affine processes which are defined as 

process whose Laplace functional has a vanishing non-homogeneous term and 

which recently aroused much interest in mathematical finance [Sh 02], [Du 03]. 

The objectives of this thesis are several. The first objective is to establish 

the relation among some class of generalized OU process in catalytic media, their 

covariance function and the space of continuity of the paths. Here, the media 

might be a single static or moving point or a measure also changing with the time 

either deterministic or random and particularly super-Brownian motion. 

It is important to mention that the problem of finding a Hilbert space of 

functions or generalized functions on the underlying space (Rd or [0, l]d) for the 
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continuity of the paths, is particularly challenging. It will be seen, that even 

without trying to find an optimal space ( in the sense of the minimal space ), 

establishing one such a space requires a lot of different techniques. The general 

strategy to solve this problem will be this: starting with L2, adjust the underlying 

measure or enlarge the space L2 in such a way that the Kolmogorov test is 

fulfilled. Recall that this test requires: 

E\\X(t)-X(s)\\a <C\t-s\l+0 

for some positive constants C, a, /3, and all t, s, G [0, T], ( see [Kat 99] pp 53). 

When the process Xt is a Gaussian process with marginal distributions in (H, ||-||) 

with zero mean, then a sufficient condition is the existence of a M > 0 and 

7 G (0,1] such that E(\\Xt - Xs\\
2) < M(t - s)7 , Vt, s > 0, in which case, X has 

a a—Holder version for any a G (0, ^-), ( see [DZ 92] pp. 83). This sufficient 

condition can be also verified when the covariance function p(s,t) = K(Xs,Xt) 

is locally Holder continuous: for each N G N there exists 6 — 0(N) > 0 and 

C = C{N) such that, for \s\, |t| <N, \p(s,t) - p(t,t)\ < C \s - tf ( see [Wil 86] I 

p. 61). 

There are some cases where the techniques require the analysis of higher 

moments and after somewhat lengthy calculations one can show that the inequal­

ities are satisfied, but one has to keep in mind that inequalities lie at the heart of 

applied mathematics. 

The second objective is to study the regularity of the paths of catalytic 

OU processes. Here, several examples of catalytic media are given, including 
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single point and moving catalysts, it will also be seen that out of the support 

of the catalyst, the process behaves as a pure diffusion and is smooth but that 

at fixed times it is not differentiable on the support of the catalyst, a result 

which is intuitive and whose proof relies on the inequality E \Xt(xi) — Xt(x2)\ > 

a \xi — x2\
a , a, a > 0, which is remarkably similar to Kolmogorov's inequality. 

The third objective is to do the same analysis for the quenched and annealed 

cases of the catalytic OU process. 

The 4-th objective, we will to show that the catalytic Ornstein-Uhlenbeck 

process with super-Brownian catalyst in one dimension arises as a high density 

fluctuation limit of a super-Brownian motion with a super-Brownian catalyst 

and with immigration. The main ingredients of the proof will be the Rellich's 

embedding theorem [Fo 99], Jakubowski's theorem, the Joffe-Metivier criterion 

[Da 93] and the convergence of finite-dimensional distributions using Laplace 

transforms. This is done in detail for the two-dimensional distributions, it required 

several pages of careful computations and it is a pleasure to verify its correctness. 

1.1 Thesis Outline 

Chapter 2 Some basic but interesting classes of generalized OU processes 

are reviewed in order to introduce some techniques and to indicate the technical 

difficulties involved. 

Chapter 3 Here some perturbations with bounded support as well as single 

point moving perturbations are studied and the space for solutions is identified and 

continuity of the paths is established. 
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Chapter 4 The super-Brownian motion as catalyst is introduced and the 

corresponding catalytic OU process is characterized by its Laplace transform, 

with this tool, some annealed and quenched cases are studied as well as some of 

their functionals, at the end we show that the process is not differentiable on the 

support of the catalyst. 

Chapter 5 One of the main results is proven, namely that the catalytic 

Ornstein-Uhlenbeck process with super-Brownian catalyst in one dimension 

arises as a high density fluctuation limit of a super-Brownian motion with a 

super-Brownian catalyst and with immigration. 
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CHAPTER 2 
Fundamental models and techniques 

In this chapter we review some basic results of stochastic analysis and 

fundamental classes of infinite dimensional stochastic processes. 

2.1 General Concepts 

Definition 2.1.1. Let (tl,?7, {Ft}t>o , P) be a filtered probability space. A 

stochastic process {Xt{co)}teT is a family of random variables with values on a 

Polish space E called the state space. T is assumed to be [0, oo) unless otherwise 

stated. Sometimes we write Xt(co) as Xt,X(t), or X(t,u). 

For a fixed sample point to E Q, the function t H->- Xt(oj); t > 0 is the sample 

path (realization, trajectory) of the process X associated with u. 

In the present discussion, two stochastic processes will be of central impor­

tance, namely the Wiener Process and the Ornstein Uhlenbeck Process, which will 

be defined next. 

Definition 2.1.2. Given a Hilbert space U, and a symmetric nonnegative operator 

Q G L(U) with Tr Q < oo, there exits a complete orthonormal system {e^} € U, 

and a bounded sequence of nonnegative real numbers Â  such that 

Qek = \kek, k — 1,2,... 

A [/-valued stochastic process {W(t)}t>Q, is called a Q-Wiener process if 

(i) W(0) = 0. 
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(ii) W has continuous trajectories. 

(iii) W has independent increments. 

(iv) C(W(t) - W(s)) = JV(0, (t - s)Q), t>s>0. 

If a process W(t),t e [0,T] satisfies (i)-(iv) for t, s e [0,T] then we say that W 

is a Q-Wiener process on [0,T]. 

The following is a basic properties of a Q-Wiener process whose proof can be 

found in any book of infinite dimensional stochastic processes ( see for example 

[DZ 92]): 

Proposition 2.1.1 ( [DZ 92] pp. 87). Assume that W is a Q-Wiener process, with 

TrQ < oo. Then: 

(i) W is a Gaussian process on U and 

E{W(t)) = 0, Cov(W{t))=tQ, t>0 

(ii) For arbitrary t, W has the expansion 

oo 

^) = E^'(^' (2-1-1) 
i= i 

where 

& = - i=<W(i ) ,e i> , J' = l , 2 , . . . 

are real valued Brownian motions mutually independent on (f2, .T7, P) and the 

series ( 2.1.1) converges in L2(^2,JF, P). 

The next is an important result, for it assures the existence of certain Q-

Wiener processes: 
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Proposition 2.1.2 ( [DZ 92] pp. 88). For arbitrary trace class symmetric 

nonnegative operator on Q on a separable Hilbert space U there exists a Q-Wiener 

process {W(t)}t>0. 

Remark 2.1.1. If Tr Q = oo, the Q-Wiener process can be shown to exist in a 

larger space and is known as a cylindrical Wiener process. 

Given a stochastic process {Xt(co)}teT its integral with respect to a Wiener 

process is the process defined by: 

(X • W)t = [ Xs dWs. 
Jo 

The theory of stochastic integration with respect to a Wiener process is now a well 

established technique, its construction and main properties can be found in the 

literature (see for instance: [DZ 92], [Wal 85]). 

We collect below the most important facts and use them to introduce some 

definitions and unless otherwise stated, all Hilbert spaces are assumed to be real 

and separable. 

Definition 2.1.3. Given a probability space (fi, T, {^t}t>o > ^)- We consider two 

Hilbert spaces H and U, we assume that there exists a complete orthonormal 

system {e^} in U, a bounded sequence of nonnegative real numbers Â  such that 

Qek = Xk ek, k = 1,2, •• • 

and a sequence /3k of real independent Brownian motions such that 

00 

(W(t),u) = Y/V^~k(ek,u)/3k, ueU,t>0. 
fe=i 
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We will consider the following linear equation 

. f dX(t) = [AX(t) + f(t)]dt + BdW(t) 

\ X(Q) = e 

where A : D(A) C H ->• H and B : D(B) c U ->• H are linear operators, / 

is an //-valued stochastic process. We will assume that the deterministic Cauchy 

problem 

u(t) = Au(t), u(0) = xeH 

is such that 

(i) A generates a strongly continuous semigroup S'(-) in H, 

(ii)B e L(U; H) 

Depending on the elements involved in (SPDE) and its difficulty, one can 

obtain some of the different solutions defined below: 

Definition 2.1.4. Strong, weak and mild solutions. 

An H-valued predictable process X(t), t G [0,T], is said to be a strong 

solution to (SPDE) if X takes values in D(A),FT a.s. and: 

(i) 
rT 

\AX(s)\ ds < oo, PT , 
' 0 

(ii) 
/ 
Jo 

X(t) = x + f [AX(s) + f(s))ds + BW(t), P - a.s. 
Jo 

An //-valued predictable process X(t), t G [0, T], is said to be a weak solution 

if the trajectories of X are P-a.s. Bochner integrable and if for all C, G D(A*) and 
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all t e [0, T\ we have 

(X(t),Q = <*,C> + [\(X(8),A*Q + </(*), C>] ds 
Jo 

+ (BW(t),C), P - o . 3 . 

An if-valued predictable process X(t), t € [0,T], is said to be a mi/rf solution if X 

takes values in D(B), PT-a.s, the following holds 

(i) 

¥[ f \X(s)\ ds) =1 
\Jo 

(ii) 

P ( / " 5 ( X ( s))||^o ds < oo ) = 1 

where ||-||Lo denotes the Hilbert-Schmidt norm of the operator, and for 

arbitrary t e [0,T]: 

(iii) . 

X(t) = S{t) + [ S(t- s)f{s) ds+ [ S(t - s)B(X(s)) dW(s) 
Jo Jo 

where S(-) is the semigroup generated by the operator A. 

The existence of each solution is given under the following conditions: 

Proposition 2.1.3 ( [DZ 92], pp. 121). Assume : 

(i) A generates a strongly continuous semigroup S(-) in H. 

(ii) B eL(U,H). 

(iii) 

[ IIS'CrJBUjo dr - [ Tr[S(r)BQB*S*(r)] dr < oo 
Jo 2 Jo 
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then the problem (SPDE) has exactly one weak solution which is given by: 

Xt = S{t)£+ [ S(t-s)f(s)ds+ [ S(t-s)BdW(s), te[0,T] 
JO JO 

Proposition 2.1.4 ( [DZ 92], pp. 147,148). Assume that either: 

(i) TrQ < +oo, U = H,B = IandAe L2(H). 

(ii) f G ̂ ( [ 0 , T] : H) n C([0, T]) : D(A)), P - a.s. 

(&)£€ D(A), F-a.s. 

or 

(i) (-Ay e L2(H) for some /? e (1/2,1). 

^ / e CQ([0, T] : if) n C([0, T]) : .0(A)) /or some a e (0,1), P - a.s. 

(Hi) £ E D(A), F-a.s. 

then, the problem (SDPE) has a unique strong solution. 

Proposition 2.1.5 ( [DZ 92], pp. 156). Assume that A : D(A) C H - • H is 

the infinitesimal generator of a Co semigroup S(-) in H. Then a strong solution 

is always a weak solution and a weak solution is a mild solution of (SPDE). 

Conversely if X is a mild solution of (SPDE) and 

E^T | |5(X(5)) | |2
Lo ds<+™. 

Then X is also a weak solution of (SPDE). 

In our discussion, the state space will be either the d-dimensional Euclidean 

space or a suitable infinite-dimensional space of functions, as it is well known, this 
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is a huge vast area, but for us, it will be enough to know any of the spaces listed 

below. 

Notation We will denote by % = L2(0, ^ , P), the space of square integrable 

functions defined on O with values in Rd. Hilbert spaces will usually denoted by 

H, or HI. 

If two different measures (ii and fj,2 are defined on the same measure space 

fi, we will refer to the spaces of square integrable functions as L2lfJ/1 and I/2,^2 

respectively and will drop the measure when the underlying measure is the 

Lebesgue measure. 

Definition 2.1.5. Given a Hilbert space H0, with a basis {ek} then 

n0 = <x = Y2 akek • ^2 a f c < °° 
fc=l fc=l 

'we define the weighted Hilbert space Hi with weights {wk : wk € K} as: 

{ 00 OO "̂  

x = ^akek : Wx^ = ^2(akwk)
2 < oo > 

k=l k=\ J 
and 

{ OO 00 

x = Y^ akek : \\x\\_x = Y1^<0° 
k=\ k=\ 

If w\ > wl > 0, then 
Hi C H0 C H_i 

and 
H; = H_I. 
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The use of weighted Hilbert spaces will be a useful technique that will be used 

frequently when there is a need to enlarge the state space of a given process. 

An important class of weighted spaces are the Sobolev spaces HP which are 

constructed starting with L2[0,1] in such a way that W C L2[0,1] and have some 

differentiability structure. Further details of these spaces are given in Sect. 2.4. 

2.2 Gaussian Processes in Hilbert Spaces 

Gaussian processes will appear frequently in this work, such as the quenched 

case of catalytic process. Gaussian random variables have finite second moments 

and consequently they can be studied by Hilbert space methods. Below we give 

their definition and summarize their most useful properties. 

Let (O, F, P). be a probability space. An H-valued stochastic process on 

[0, oo) is said to be Gaussian if, for and n G N and for arbitrary positive numbers 

ti , i2, • • •, tn, the Hn-valued random variable (X(ti),..., X(tn)) is Gaussian. 

Proposition 2.2.1. (Continuity of the paths for Gaussian processes) Let X be a 

Gaussian process on H. Assume that there exists M > 0 and 7 G (0,1] such that 

E(\\X(t) - X{s)||2) < M(t - s)\ Vt, s > 0. (2.2.2) 

Then X has an a—Holder continuous version, for any a G (0, (1/2)7). 

Proof. For any Gaussian random variable X with ~EX = 0 and any natural number 

m, we have EX2m = Cm(EX2)m and so it follows from ( 2.2.2) that 

E(||X(i) - X(s)\\2m) < Cm(t - s)m\ Vt, s > 0. 
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since m is arbitrary, one can always choose m large enough to apply the Kol-

mogorov test. • 

Definition 2.2.1. Let X be a Gaussian process in a Hilbert space H. Let 

m(t) =E(X(t)), and 

Q(t)=E(X(t)-m(t))®(X(t)-m(t)), t>0 

B(t,s)=E(X(t)-m(t))®(X(s)-m(s)), s,t>0 

the process is said to be stationary if and only if 

(i) m{t + r) = m(<), V i , r > 0 

(ii) B(t + r,s + r) = B(t,s), V t , s , r > 0 

Continuity of the paths for Gaussian systems can also be established using 

other criteria than the expectation of higher moment. Let X(t) be a Gaussian 

process with covariance B(s,t) as defined above and fix T € R+ and let 4> be the 

function defined as follows: 

</>(h) = s u p y/B{s,s) -2B(s,t) + B(t,t) 
(s,t)e[0,T],\s-t\<h 

Theorem 2.2.2. ( [XFe 74]) Assume the integral f™ cj)(e~x )dx is finite, then the 

Gaussian process X(t) has continuous paths almost surely and for every integer 

"OO 

p > 2 and every real x > \/l + 41np; we have: 

sup \X(t)\ > x [ sup y/B(s,t) + (2.+ V2) [ <f)(p-u2)du) < \p2n [ e-^du 
te[o,T] yo,T]x[o,T] h ) \ 2 Jx 

Theorem 2.2.3. (Fernique's inequality). Let X(t) be a Gaussian process with 

values on a Polish space E, S = [a, b}; with the notation of the above theorem, and 
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setting: 

we have the following inequality: 

sup | / | 
SxS 

P sup|A"(<)| >.x v H + '(2 + V2) J°°<f>(b-^p-"2)du <Jrf e 2 rfw 

For the proof of the above results see [XFe 74] pp. 48-51. 

2.3 Wiener perturbation of the heat equation 

Let us first study the heat equation under different perturbations and estab­

lish the relation between the covariance function and the space of solutions. 

2.3.1 Perturbation of the heat equation with Q-Wiener process with 
trace class Q 

Let U = H = L2(0), where O is a bounded open set of Rd, in this section 

O will be the unit interval (0,1), we are looking for solutions of X(t) E H of the 

following stochastic partial differential equation: 

dX(t,t) = &x(t,t;) + dwQ(t,(i) t>o, tea 

(SPE) { X(t,£) = 0 t>0, £edO 

where A is the Laplacian with Dirichlet boundary conditions and WQ is a Q-

Wiener process with trace class Q. 

Remark 2.3.1. X(t) takes values in H , which is an infinite dimensional space, note 

also that the corresponding deterministic equation only has the trivial solution, 

whereas (SPE) has a nontrivial solution in the space 1?{0). 
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In (SPE), we write X(t,£) = [X(t)](£) that is, the value of the function at 

the point £, and similarly for W(t, £) (where W(t, •) can in fact be a generalized 

function). 

The first step to solve the problem is to find the suitable space of solutions. 

The original problem can be expressed as the following Cauchy problem: 

Find X(t) in L2(G) such that: 

, dX(t,Z) = AX{t,Z)dt + dW(t,Z) t>0, £eO 
(Or) 

x(o,£) = o e e o 

Where D(A) = H2(0) 0 H^(0) ( see section 2.4 for definition and properties 

of these spaces ). 

Let us first verify a sufficient condition for the existence of a solution, namely: 

f \\S(r)B\\2
L0 dr= f Tr[S(r)BQB*S*(r)} dr < +00 

Jo 2 Jo 

this follows from the fact that Q is positive, trace class and so 

HQlli=Tr[Q] 
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Also SQS* is positive since (SQS*:r, x) — (QS*a;, S*x) and so 

Tr[S(r)QS*(r)] = H S ^ Q S ^ r ) ^ 

< 1IS(r-)|| HOIU ||S*(r-)|| 

= ||S(r)||Tr[Q]||S*(r)|| 

< +00 

Assuming in the last inequality that Tr Q < +00 and the growth property of a 

Co-semigroup: ||S(r)|| < Mewr, from which it follows that /„* ||S(r)|£0 dr, and so the 

solution is given by: 

X(t,0 = S(t)X(0,0 + / S(t-r) dW(r,0 
Jo 

*S(t-r)dW(r,0 

2.3.2 The heat equation perturbed by space-time white noise 

The case Q=I corresponds to space time white noise. This was studied by 

Dawson [Da 72], Walsh [Wal 81] and Kotelenez [Ktz 87], DaPrato and Zabczyk 

[DZ 92] and others. 

First in order to compute ||5'(r)||Lo, it is convenient to find the exact expres­

sion of the semigroup S(t). 

For that, observe that the functions 

4>k(x) — v2 Sin kirx 

= 1 
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are the eigenfunctions of the Laplacian A = A with the given boundary conditions 

and form a complete orthonormal system of H2(C), therefore: 

A<j>k = -k\2<f>k 

= - i i k <t>k for k=l,2, 

From the spectral mapping theorem 

or equivalently 

So 

^(S(t)) \ {0} = eta^ 

S(t)</>fc = e - ^ ^ 

|S(t)||2Lo = ^ ^ | ( S ( t ) ^ S ( t ) ^ ) | 2 

00 OO 

i=0 j=0 

= E 
OO 

2/j.it 
e 

%=o 

Hence 

Jo rr 

_ e-2nkf\ 

2/Xfc 
fc=0 

which according to Weyl's lemma is convergent only if d = 1 (see [Lib 04]). 

With the above results, one can find an explicit expression of the semigroup 

S(t) and also of the solution X(t). Let us write the space-time Wiener process 
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W(s) in the form W(s) = ^2kbk(s)<pk where bk(s) = (W(s),<f>k) are independent 

Wiener processes, from which, the solution can be written as 

X(t)= f S(t-s)Vfodbfc(s) 

= / y;s(t-s)^dbfc(s) 
J° k 

J° k 

= v[/V^-s)dbfe(s) 
k u° 
00 

fc=0 

where by definition: 

Vk{t) = [ e-^-^dbkis) (2.3.3) 
JO. 

2.3.3 Covariance structure 

The next point of interest, is to determine the covariance matrix and to 

examine its properties in order to get information about the space of solutions, for 

that reason, we need the following: 

Definition 2.3.1. Given two stochastic processes X(t) and Y(t) having finite 2nd 

moments, the Covariance of X(t) is defined by: 

Cov(X(t)) = E[[X(t) - EX(t)] <g> [X(t) - EX(t)]] 
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and Correlation of X(t) and Y(t) by: 

Cor(X(t),Y(s)) = E[[X(t) - EX(t)] <g> [Y(s) - EY(s)]] 

Remark 2.3.2. In the above definition, the operator tensor product a <g> b of any 

two elements a, b in a, given Hilbert space H is defined by (a <g> b)(c) = a (b, c), if 

H is finite dimensional and x e H is considered as a column vector, then a <g> b 

coincides with xTx. And it also follows that Cov and Cor are operators from H 

into H, further, the former operator is symmetric, positive definite and trace class. 

We now use (2.3.3) to find an explicit representation of the operators Cov and 

Cor for the solution of the equation (2.3.1) with Q — I with respect to the basis 

Cov(X(t))=E[X(t)®X(t)] 

= [ E ^ V , ) ] = [^E(V2V,)] 

where, by the Ito isometry: 

E(ViV<) = E ( ( e - ^ - ^ d b ^ s ) f e ^ ^ ^ d b ^ s ) J 

= f e-
2«(*-*) ds (2.3.4) 

Jo 
_ [1 - e-2^*] 
~ 2 ^ 

It is also interesting to find, for a given t, the covariance Cov(X(t,£),X(t,£)), 

this can also be done using the representation found above, that is: 
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k 

x(t,o = Y,vk(t)MO 
k 

where (j>k(€) = V^sin k7r£ and (f>k(C) = v^sin k7rC are now scalars and Vk(t) 

are the stochastic integrals given by (2.3.3). With this, we can compute: 

Cov(X(a)) = E[X(UW,C)] 

= E 

E 
*: i 

= EEKV'(^w)*w 
= E<^)<MC)E(W)W)) 

The third equality can be done because the sum ]T)fc Vfc(£)0A;(£) = X(t) is a. s. 

bounded, and the next one using several times Lebesgue's MCT and BCT, using 

now (2.3.4) one gets: 

Coy(X(t,0,(X(t,0) = J2M0M0 
k 

1 _ e-2rtfe* 

2/ife 

2^ f c 

E< MOMO Y^-toXOfote) 
(2.3.5) 

2/i* 
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From this expression one can establish properties of the long run behavior of 

the solution of (CP), recall that the Brownian bridge going from 0 to 0 at time 1 is 

specified by: 

EX(t,£) = 0 

Cov(X(U),X(U)) = £AC-£C 

Note also, that the function £ A £ — ££ is the Green function of the operator A 

on. the square [0,1] x [0,1], that is, the solution of the problem 

^ ( 0 = ̂ (0, ^ i 

0(0) = 0(1) = 0 

is given by: 

<Kt) = / tf A c - ecMO dc 
Jo 

Proposition 2.3.1. The solution X(t) of (CP), converges in the £,% norm as 

t —> oo to a Brownian bridge going from 0 to 1. 

Proof. The second term of (2.3.5) decays very fast to zero because of the factor 

e~2flkt, whereas the first term can be written as: 

E fo ( 0 0 ( 0 = y ^ (sinfc7rg)(sinfc7rC) 
2^fe ^ k2ir2 

which is the Fourier series of the function £ A ( — ££, with respect to the orthonor-

mal basis {V2SmkTT^,V2SinkTr(}. O 
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2.4 The state space of solutions and continuity of the paths 

As noted earlier, the space of solutions of (CP) is H2((9) f] Hj((9), for this 

reason, we summarize below the definition and basic properties of the Sobolev 

spaces on the interval [0,1]. 

Given a function 4> G L2[0,1], the series: 

+oo 

E 
where: 

m 

—oo 

ame'2™' 

e-i2vmt d t Am : = / <f>{t)t 

Jo 

is called the Fourier series of (f>, its coefficients called the Fourier coefficients 
of 4>. On L2[0,1], as usual, the mean square norm is introduced by the scalar 

product 

Jo 

We denote by fm the trigonometrical monomials: 

fm(t) := ei2™< 

for t G K and m G Z, the set {fm : m G Z} is an orthonormal system. Here, 

Parseval's equality assumes the following form: 

+ OQ pi 

Ut 
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Definition 2.4.1. Let 0 < p < oo. We denote by fP[0,1] the space of all functions 

0 € L2[0,1] with the property: 

+oo 

J2 (l + m2f\am\2 <oo (2.4.6) 
m=—oo 

for the Fourier coefficients am of 4>. The space rP[0,1], is called a Sobolev space. 

And we will abbreviate tP[0, 1] by rP 

The following properties of the Sobolev spaces will be needed later, for further 

details and proofs, see [Kr 99]. 

Theorem 2.4.1. The Sobolev space iF[0,1] is a Hilbert space with the scalar 

product 
+00 

(0 ,^0= ] P (l + m2)pambm 
m=—oo 

and the norm on ii/̂ fO, 1] is defined by: 

l.m=—oo J 

Theorem 2.4.2. If q > p then IP[0,1] is dense in iF[0,1], with compact imbedding 

from JP[0,1] into IF[0,1]. 

Proof. From (1 + m2)p < (1 + m2)q for m e Z it follows that fP D H9 with bounded 

imbedding 

IMI, < U\\q 

and the denseness is a consequence of the denseness of the trigonometric polynomi­

als is rP • 
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Theorem 2.4.3. Let p > 1/2, then the Fourier series for (f> e IF[0,1] converges 

absolutely and uniformly. Its limit is continuous and has period 1 and coincides 

with <j) almost everywhere, the imbedding //^O, 1] <->• C[0,1] is compact. 

Proof. For the series of <j> e rP[0,1], by the Cauchy-Schwarz inequality, we 

conclude that: 

oo ^ oo 1 oo 

re=—oo ) m=—oo ^ ' m=—oo 

the key observation is that the first summation on the right hand side converges 

for p > 1/2 and one can apply Dini's theorem. • 

Denote by C& x, the space of k-times continuously functions from R to C 

differentiable having period 1. 

Theorem 2.4.4. For k e N we have Ct^ c H1* and on Cft ^ the norm \\-\\k is 

equivalent to: 

U\\ky-=(f\\m2 + \t{k)(t)\2)dt^ 

Theorem 2.4.5. For 0 < p < oo, we denote by H~p[0,1] the dual space of IF[0,1], 

i. e. the space of bounded linear functionals on LF[0;1} endowed with the norm: 

-I 1/2 

^m=—oo 

where cm = F(fm). Conversely, to each sequence (cm) C C satisfying 

00 

J2 (l + m 2 )^ | c m | 2 <oo 
m=—oo 

there exists a bounded linear functional F € L2[0,1] with F(fm) — cm. 
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Remark 2.4.1. According to this definition, the delta function belongs to the space 

H"1 since, the delta function has a Fourier series expansion with coefficients am, 

with \am\ < 1, and so: 
+00 

^ (l + ra2)~ \am\ < oo 
m=—oo 

Theorem 2.4.6. For each function g £ L2[0,1], the dual pairing: 

G{cj>)= [ <j>(t)~g~(j) dt (/>eIP[0,l] 
Jo 

defines a linear functional G G H~p[0,1]. 

In this sense L2[0,1] is a subspace of the dual space H~p[0,1] and the trigono­

metrical polynomials are dense in H~p[0,1]. This fact can be represented the 

following way: 

• • • D H~2 D H~l D L2 D Hl D H2 •• • . 

Next we define the Sobolev space of functions which are suitable for dealing with 

boundary conditions. 

Definition 2.4.2. Let p G l , the Sobolev space HQ(0) is defined as the comple­

tion of the set C%°(0) of infinitely differentiate functions with support contained 

in O under the norm ( 2.4.6). 

With these tools, the question of continuity of the paths for the case Q=I can 

be solved, notice first, that the operator: 

A : H2(0) n Hj(O)-4 H2(0) n Hj(O) 
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is well defined in the sense of distributions, and using a well known theorem ( see 

[DZ 92] pp. 193), we have the following: 

Proposition 2.4.7. The solution of (CP) has continuous paths on L2([0,1]). 

Proof. For this case, one only has to verify the condition: 

/ t~a ||S(t)||£a(H) dt < oo for some s > 0 and a € (0,1) 

where: 

so that: 

oo 
2/ |s(t)iiU) = £ e - n V 

71=0 

e"n27r2idt 
rs rs - . 
/ *-°l|s(t)lGa(H)dt=/ r ° £ 

J0 J° n=0 

= J2 *~°e~nV 
(2.4.7) 

The last equality by using the monotone convergence theorem. The terms of the 

last summation can be bounded above by applying Holder's inequality: 

I" t-ae-n^H d t < f fS
 t-apdt\ " f f" g-n W df\ " (2.4.8) 

with - + - = 1, the first integral on the right side is finite for 1 > ap, with value: 

/ 

s s^~ap 

rap dt = 
1 — ap 

the rightmost integral of (2.4.8) is readily seen to be: 
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/ c -» a ^ d t . = i _ L ^ — 
Jo n n q 

< x 

n2n2q 

and so 

dtf < -
JO (n2ir2q)i 

Hence, for the sum (2.4.7) to converge, it is enough to find a,p, q such that: 

a e (0,1) 

v q 

q<2 

1 
- > a 

P 

one can verify that g = | , p = 3, o; = | satisfy the above conditions and so the 

equation (2.4.8) is finite and therefore, the solution of (CP) has continuous paths in 

MO,!])- • 

The following result from Iscoe and McDonald ( see [IsM 90] ) provides a 

result of continuity in I2 of Ornstein-Uhlenbeck processes. Given the stochastic 

differential equation: 

dXt = -AXtdt + V2adBt 

where A is a constant self-adjoint , positive definite operator on 1? having a 

complete orthonormal family of eigenvectors 4>k corresponding to its set of positive 

eigenvalues A&, k = 1,2,..., and a is constant, positive operator such that 

29 



(4>k, \fa(j>k) = *yak, (</>*, Vafij) = 0, i ^ j , The diagonal system 

dxk{t) = -\kxk(t)dt + V2a~dBk(t), fc = l ,2 , . . . . , (2.4.9) 

where zfc(t) = (Xt,(j)k), Bk(t) = (Bt,</>k), xk(0) ~ N(0,ak/Xk), enables us to write 

%t = {^fcWIJtLi as a vector of independent Ornstein-Uhlenbeck i.e. mean zero 

Gaussian processes defined by 

Exk(t)xk(s) = -£ exp(-Afe \t - s\) 

If J2T=i ah/^k < oo, then for each fixed t,xt G I2 a.s. (that is, X)fcli kfcWI2 < °° 

a.s.) and the continuity of the paths is given by the following: 

Theorem 2.4.8. Let f(x) be a positive function on [xi,oo) such that f(x)/x is 

nondecreasing for x > x\ > 0 and such that 

"°° dx 

•1 x\ 
ft \ <0° 

Suppose also that 

and 

Ok 

k 

f{aky xx) sup ———-— < oo 
k Afc V 1 

Then xt is continuous in P a.s. 

In Iscoe, Marcus, McDonald, Talagrand and Zinn [ISMTZ] a sufficient 

condition for continuity was found that is sharper than the above and necessary in 

certain special cases. 
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The above technique cannot be extended to the case M.d since A does not 

have a discrete spectrum on M.d. However if A :— A — \x\2 then —A has a discrete 

spectrum in K+ with eigenfunctions <$>}. = h^,... hkd which give a CONS for 

H0 := L2(R) where hk are the normalized Hermite functions (see [RT 03]). 

For 7 > 0 set 

Tin ="{' GHn (-A)*f < oo 

where (—A) 2 is the fractional power of —A. H 7 endowed with the scalar product 

(f,9),:=((-A)if,(-A)h)i 

becomes a separable Hilbert space. Let %_7 = %'. 

The imbedding %7 C %o is Hilbert-Schmidt if and only if 7 > d, that is, 

£i«£ < 00 

The semigroup 5(t) generated by 4̂ can be restricted to any %1 and extended 

to a strongly continuous semigroup on the corresponding spaces %_7 by duality 

preserving the norm (see [RT 03]). Then the imbedding Ho C %_7 is Hilbert 

Schmidt. The Wiener process associated to space time white noise W(-) is regular 

onn. -7-

Now consider 

(OU-Rd) 
dX(t,x) = AX(t,x)dt + W(dx,dt) t > 0, a; G 

X(0,a;)=Xo i e t f 
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so that we can extend the given SDE onto "%_7 and solve it there via the stochas­

tic convolution: 

X(t) = S(t)X0 + [ S(t- s)dWs (2.4.10) 
Jo 

We have the following: 

Theorem 2.4.9. Given any positive 7 > d, the SDE given by (OU-Rd) has 

continuous paths in the space 7{_7. 

Proof. Let W be a Q-Wiener process, continuity of the paths follow easily from the 

condition: 
rp rp 

[ Tx[S{t)QS*{t)]dt< [ WStyQWJSWW dt 
Jo Jo 

rwQWjsmmndt 
Jo 

[ ||g||1dt = r||Q||1<+oo 
Jo 

< 

since Q is trace class in %_7. • 

Remark 2.4.2. Using the same procedure based on a scale of Schwartz distribu­

tions, we can also prove that the real-valued space-time white noise in K has con­

tinuous paths in the Sobolev space H-^/2+5), following the guidelines given in the 

appendix, with Q = Id and U = L2 it follows that Uo = Ql^{U) = Id(L2) = L2 

and the embedding HQ = L2 <-» H-(i/2+s) being compact. We will use this result 

later in Ch. 5. 
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2.5 Hausdorff dimension and support of a measure 

For the catalytic OU process, we will see latter that the Hausdorff dimension 

of the support will play an important role in the continuity of the paths, so, let us 

recall some concepts and definitions: 

Definition 2.5.1. Suppose that (X, p) is a metric space , p > 0, and 5 > 

0. For A e X, let 

{ oo oo ^ 

J^(diam Bjf : A C \jBj and diam Bj<s\ 

with the convention that inf (j> — oo. As 5 decreases the infimum is being taken 

over a smaller family of coverings of A , so HPts(A) increases. The limit 

Hp(A) = \imHp,s(A) 

is called the p-dimensional Hausdorff ( outer) measure of A. 

The following property follows immediately from the definition, details on the 

proof can be found in [FL 85], pp. 85,86. 

Proposition 2.5.1. If HP(A) < oo, then Hq(A) = 0 for all q > p. If HP(A) > 0, 

then HP(A) = oo for all q < p. 

According to the above Proposition, for any A C X the numbers 

inf {p > 0 : HP(A) = 0} and sup {p > 0 : HP(A) = oo} 

are equal. Their common value is called the Hausdorff dimension of A. 

Definition 2.5.2. A Borel measure p on En , of compact support and with 

0 < p(Wl) < oo, is called a mass distribution. The t-potential at a point x due to 
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mass distribution \i is defined as 

J \x-y\ 

The t-energy of// is given by: 

iM = [ M*)M*) - [[ *P*& 
J J J \x - y\ 

The following is an important result known as Prostman's lemma: 

Proposition 2.5.2. Let E be s Souslin subset ofW1 

(a) If It(/j,) < oo for some mass distribution fj, supported by E, then t < dim 

E. 

(b) If t < dim E, then there exists a mass distribution \x with support in E 

such that It (A*) < OO. 

Corollary 2.5.3. Let E,t and fi as in (b) of the above theorem, then there exists 

0 < K < oo such that 

[j^±t<K VxeR 
J \x-y\ 
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CHAPTER 3 
Catalytic Wiener and Ornstein-Uhlenbeck processes 

In this chapter, we introduce a more general class of processes than those 

studied before. The new class of processes differs from those described above 

in that the intensity of the perturbation or activity depends on the presence 

of another component which can be thought of as a catalyst and plays a role 

analogous to catalysts that increase the rate of chemical reactions. 

3.1 Definitions and Properties 

In mathematical terms, a catalyst can be described as a measure or mass /i 

which is static or can evolve on time fit, more precisely: 

Definition 3.1.1. Let (E,£,v) be a a—finite measure space. A random set func­

tion Wu on the sets A E £ of finite z^—measure is called a white noise based on u, 

if: 

(i) Wv(k) is a N(0,u(A)) random variable 

(ii) if A n B = 0 , then W„(A) and W„(B) are independent and 

WV{AUB) = WV(A) + WV(B). 

We will also denote Wu by W(du,dt) or W(dx,dt). The existence of the white 

noise as well as a consistent theory of integration with respect to white noise based 

on a given measure can be found in the reference see [Wal 85]. 
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The space-time white noise on K corresponds to the case E — R x [0, oo) and 

v is Lebesgue measure on E. 

Of importance for us is the isometry property; let / be a measurable function, 

then the stochastic integral: 

»t 

'0 JR. 

satisfies the property: 

X{t) = '[ [ f(s,x)W(dx,ds) 
JO JR 

EX2(t) = [ [ Ef2(s,x)dxds. 
Jo JR 

In the case E = Rd <8> [0, oo) and u(dx, ds) = /j,(dx)ds we will also refer to 

such a processes as the Catalytic Wiener process W^dt, dx) based on the catalyst 

fx G M(Rd). In this case the isometry is given by 

X(t)= [ [ f(s,x)Wtl(dx,ds) 
Jo JM. 

satisfies the property: 

EX2(t) = [ [Ef2(s,x)n(dx)ds. 
Jo JR 

Another class of processes closely related to the above processes are the 

measure-valued processes of which we give below its definition and basic proper­

ties: 

Let (E, d) be a compact metric space, C(E) the space of continuous functions, 

£ = B(E) the cr-algebra of Borel sets of E, and M\(E) the space of probability 

measures on E. We denote by ME (resp. pb£) the bounded ( resp. non-negative 

36 



bounded) S-measurable functions on E. If /J, G M\{E) and / G b£, we define 

(//, / ) := /jg /dp;. Note that Mi (2?) endowed with the topology of the weak 

convergence is a compact metric space (recall that p n =̂> p if and only if (pn, f) —> 

( / i , / )V/€6C(E)) ' . 

Let A be the set of functions, strictly increasing Lipschitz continuous functions 

from [0, oo) onto [0, oo) such that 

7(A) := sup 
s>t>0 

For u, u' eDE = D([0, oo),E): 

p:= inf (7(A)+ / e~" ( 1 A sup d(w(t A u), co'(X(t A u))) J du A^A V Jo V t>o / 

it is easy to verify that p defines a metric on DJS. The resulting topology is called 

the Skorohod topology (Ji-topology) on Dg. Let V := B(D[0, oo);E)) denote the 

a-algebra of Borel subsets with respect to this topology. Let Xt(co) := u(t) for UJ G 

D and X>° := a(Xs :< s < t),Vt := f| Vt+e C 2?. 
£>0 

Then (DE,T>, (T>t)t>o, (Xt)t>o) denotes the canonical stochastic process on i?. 

Let D = £>([0, oo), Mi(JK)) be endowed with the usual Skorohod topology 

and Xt : D -»• Mi(S), A"t(w) := w(t) for w G D.Let £>t° = <x{Xs : 0 < t} ,V = 

V£>t° = #(D),£>t
+ : f| £>t°+e. Then (B,(Vt)t>o,V,(Xt)t>o) defines the canonical 

probability-measure-valued process. 

By an Mi (i?)—valued stochastic process we mean a family of probability 

measures {P^ : p G Mi(£)} on (D,X>, (X>t)t>0) such that: 

(i) P„(X(0) = p) = 1, that is n 0 P p = 5M 

log 
A(S) - A(i) 

* 
< oo 
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(ii) the mapping fj, —t P^ from M\(E) to M\(D) is measurable. 

Let {/J-t}te[o,oo) € C([0,oo),M1(Ed)) and consider the white noise on [0, oo)xEd 

with 

u(dx,ds) = fj,s(dx)ds. 

Now consider the equation: 

dXt = AXt dt + dWu 

(3.1.1) 
X0 = 0 

here W^ is a white noise based on the catalytic \xt. 

In the next chapter we consider the random case in which yt,t evolves in time 

according to a superbrownian motion, that is, we will take fi = fit = Zt, where Zt is 

a (a, d, /3)-superprocess. Here Zt, W^ and Xt are will be assumed to be defined on 

the same probability space (Q,, T, P, {^"j^o)-

As before, the aim is to compute the covariance and Laplace functional of the 

process Xt. But before, we introduce some special processes and will try to study 

its relations and similarities. 

3.2 Ornstein-Uhlenbeck with single point catalyst in [0,1] 

We would like to carry out the same analysis we did in Chapter 2, but this 

time with a Brownian perturbation placed on a subset of O = (0,1), which could 

be expressed formally as the following Cauchy problem: 

Find X(t) in L2([0,1]) such that: 
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(CP1) dX{t,z) = AX(t,t)dt + dw6l/2(t>Z) *>o> £e[o, i ] 
*(o,£) = o £e[o, i ] 

Note that W^^(dx, ds) = 6i/2(dx)dBs where B* is a standard Brownian 

motion. Note also that 5i/2 is not a function, but this difficulty can be overcome 

using the sine series of the delta function, by computing first the Fourier series of 

the Heaviside function on (0,1). 

4 0 < r r < l / 2 
H(Z) ; 

1/2 < x < 1 

The Fourier cosine expansion of such a Heaviside function is easily seen to be: 

„ / _ Cos 3irx Cos 5nx 
2 -Cos nx + + 

\ 3 5 

The above choice was done, because its derivative, which is the 5 function at 

the midpoint has the expansion: 

oo 

2 (Sin 7TX - Sin 3TTX + Sin 5nx + •••) = 2 ^ ( - l ) f e + 1 S i n (2k-l)7rz 
fc=i 

This is in terms of the eigenfunctions of the Laplacian with Dirichlet bound­

ary conditions which give a basis for L2(0,1). Therefore, one can find its value 

under the semigroup and the solution of (CP1) is then given by: 
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X(t,x)= f S(t-s)51/2(:r)dB, 
Jo 

= - f ( s ( t -s ) ]T(- l ) f c + 1 Sin (2k-l)7ra; ] dB 

= - f (^(-l)*+ 1S(t-s)Sin'(2k-l)7rar) dB, 

= f (JTa^e-^-A dBs 

where, by definition: 

ak{x) = (-l)fc+1Sin(2k-l)7rx 

A = iMik-i = n2(2k - l ) 2 

Hence: 

2 rt I °o 

E(X(t,x)X(t,y))=(^j jf ff>(aOe-*<«-'>J (f>(y)e-*<*-'> J dBs 

° pt OO OO 

/ Z)E°*(a:)a'(v)c"Wfc+* , ) ( t"' )ds 
J° fc=l J = l 

' 4 V y , « afc(g)at(y) , _ e_(V)fc+^)n 

As before the exponential term decays rapidly to zero and is therefore only a 

transient one, so in the long run, the stationary effect is given by: 

40 



£\2 ~ ~ ak{x)ai{y) 

42 f f f 1lfc+<Sin(2k-l)7rx- Sin(21-l)7ry 

' ^ t? t r (2A; - l )2 + (21 - l )2 

for the particular case x — y = 1/2, one gets: 

Cov(X(t,x)X(t,x)) = £ £ £ ( - 1 ) * + ' 
^fetf (2fc - l)^ + (2Z - l)^ 

this covariance is seen to be infinite by comparison with the integral 

dxdy II (2x - l)2 + (2y - l )2 

1 < X 2 + J / 2 < R 2 

after the transformation (x,y) (->• \(x — l,y — 1) and using polar coordinates, it 

becomes 
1 r2*fRrdrd6 TT, „ 

U/—=2b f l 

which tends to infinity as i? —>• 00. 

However, when (a;,y) 7̂  (1/2,1/2), the covariance is finite, to see this assume 

y 7̂  1/2 and fix k, then the sum 

\ N _ 1 u + ; Sin(2fc - l )7nrS in(2r - l )7 ry 
£ f (2A; - l )2 + (21 - l )2 

=(-1,^ («- 1,™g(-1)-_^L^7a^_ 
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is an alternating series, which changes sign after a certain period depending on y, 

and its summation is O ( ^-i)2) > ^ s shows that the summation over k > 1 is 

finite. 

Theorem 3.2.1. The process given by ( 3.2.2) has a continuous version on 

£2[0,1]-

Proof. Let us write first (3.2.2) as: 

X{t,x) = [ H{r,x)dBr 
Jo 

where: 
00 

k-l 

and ak(x) — (-l)fc+1Sin(2k-l)7nr, Vfc = £t2fc-i7*"2(2& - l )2 , so, we get for the 

increments: 

X(t)-X(s)\\2
L2=E f ( f H(t-r,x)dBrj dx 

= H2(t-r,x)drdx 
JO J s 

— H2(t — r,x) dxdr 
J s Jo 

= I \\H{t-r,: 
Jo 

,x)\\\2 dr 
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from the definition, it follows: 

00 

\\H(t - r,x)\\2
L2 = £exp(-27r2(2£; - \)2{t - > ) ) 

<C [ exp(-(t - r)x2) dx 
= C(t - r) 

so: 

_ r ^ - V 2 

\X(t)-X(8)\\
2„= fl\\H(t-r,x)\\l2dr 

Jo 

< l C(t-r)-1/2dr = K(t-Sy 
J s 

Therefore X has a a — Holder continuous version for any a 6 (0, \) by Proposition 

2.2.1. • 

3.2.1 Catalytic OU processes on [0,1]: uniform L2 boundedness 

We introduce the following: 

Definition 3.2.1. A solution Xt of a OU processes said to be uniformly L2-

bounded, if sup E(Xt(x)2) < oo. 

We proved above that for the single point catalyst at | , E(X(t, | )2) = oo so 

that this process is not uniformly L2-bounded. 

Theorem 3.2.2. 

(i) If n is the Lebesgue measure, then Xt is uniformly L2-bounded only if 

d=l. 

(ii) Xt is not uniformly L2-bounded if d = 1 and ji = S0. 
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(Hi) For any set of positive Hausdorff dimension E C R there exists a mass 

distribution \x supported by E such that X? (i.e. the OUprocess based on the 

measure JJL ) is uniformly L2-bounded. 

Proof. Denote by p(t — s, x, y) the kernel corresponding to the Laplacian on 

[0,1] without boundary conditions Recall that for a OU processes with a Wiener 

perturbation based on the measure [i, we have: 

E(X(t,x)2) = J J(p(t-s,x,y))2ti(dy)ds 

If \x is the Lebesgue measure: 

E(X{t, *?) = £% 

which is finite only if d = 1, this proves (i). 

Assume now, d = 1 and /i = S0, and comparing f p2(t — s,x,y)ds with a 

gamma distribution, one obtains: 

E(X(t,x)2)=C1 f-l—^dy) 
J \x-y\ • 

which clearly is not uniformly L2-bounded thus proving (ii). Note that this 

corresponds to the fact that the covariance of a one point catalyst in d = 1 is 

infinite at the catalyst, as seen before. 

For (Hi), the inequality : 

1 const 
In -. r < -T t > 0. 

\x-y\ \x-y\ 
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yields: 
H(dy) 

E{X{t,x)2) <C f 

Now applying Corollary 2.5.3 gives the desired result. • 

i f 

Corollary 3.2.3. The catalytic OU process based on the Cantor set on [0,1] is 

uniformly I?-bounded. 

Proof. The Cantor set has Hausdorff dimension j ^ | . • 

3.3 Wiener perturbation at the center of the domain in R2 

A Fourier analysis can also be carried out for a Wiener perturbation at the 

center of the square [0, l]2 , but the situation here becomes extremely difficult to 

handle due to the complexity of the Fourier coefficients as well as to the many 

involved summations. We will present two different approaches to the problem and 

verify that they are both consistent. 

To begin we note that given a bounded continuous function /(•) the solution 

to the equation 

dX(t,Z) = ±AX(t,£) + f(x)W(dt,dx), X ( 0 ) = = 0 

is given by 

X(t,x) = J Jp(t-s,x,y)f(y)W(ds,dy). 

In order to relate this to catalytic Ornstein-Uhlenbeck processes with singular 

catalysts in this section we obtain the case of a single point catalyst in R2 as a 

limit of processes with absolutely continuous catalysts. 
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We consider the catalytic Ornstein-Uhlenbeck equation: 

( dX(t,x) = AX(t,x)dt + WS{00)(dt,dx), t>0, xeR2 

X{0,x) = 0 xeR2 

The objective is to show that this process can be obtained as a limit (in sense 

of f.d.d.) of processes with absolutely continuous catalysts on a certain Hilbert 

space. 

3.3.1 Two equivalent sequences of approximating processes 

We first construct a sequence of approximate process I given by the 

equations: 

, dXn(t, x) - AXn(i, x) + Dn(x)W(dt, dx) t>0, x G R2 

(NBn) 
Xn(0,x) = 0 xe 

As usual, W(dt,dx) is a space-time white noise and Dn(x) = [p(l/n, rr,0)]1//2 is 

the sequence, given by: 

n A 1 ( lb"2 

Un ~ /27TU/2 e X P 

This choice of an approximate delta sequence will simplify the analysis, since it can 

be operated with the semigroup of the Laplacian , namely the heat kernel. 

For x •£ (0, 0), the solution of (NBn) is then given by the stochastic convolu­

tion: 

Xn(t,x)= / p(t- s,x,y)Dn(y)W(ds,dy) 
JO JR2 
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Lemma 3.3.1. 

lim Cov(Xn(t,x),Xn(t,y)) 
n—>oo 

^ e x p ( - ( | | s | | 2 + ||y|la)/t) 

I r f + IMI3 

(3.3.3) 

Proof. First note that Cov(Xn(t,x),Xn(t,y)) = E(Xn(t,x)Xn(t,y)) is given by 

E / / p(t-si,x,zi)Dn(zi)W(dsi,dzi) 
.JO JK 2 

• / / p(t-s2,y,Z2)Dn(z2)W(ds2,dz2) 
Jo JR2 

= / / p(t-s,x,z)p(t-s,y,z)Dl(z)dzds 
Jo JR2 

— / P(t — s, x, z)p(t — s, y, z)p(l/n, 0, z)dz ds 
Jo JR2 

= I / p(t — s,x, z)p(t — s,y,z)ds J p(l/n, 0, z)dz 

The innermost integral is easily found to be: 

t2 P(t,x,z)p(t,y,z) 

\\x - z\\2 + \\y - z\\2 

With this, one can compute the covariance, the following way: 

p(t,x, z)p{t,y, z)p(l/n,0, z) Cov(Xn(t,x),Xn(t,y))=t2 [ 
JR2 \x — z\\ + \\y — z\\ 

dz 

Taking the limit as n —>• oo and since p(l/n, 0, z) —>• 50(z) in the sense of 

distributions, we obtain the covariance of the limiting process to be: 
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Cov(X(t,x),X(t,y)) = lim E(Xn(t,x)Xn(t,y)) 
n->oo 
*2„ _t2p(t,x,0)p(t,y,0) 

" Irf + llvll2 (3'3'4) 

_ ^Hl r f+M 2 ) /* ) 
i n2 I I 112 

F + M 
n 

Remark 3.3.1. Similar to the one dimensional case, the covariance is infinite at the 

center where the Wiener perturbation is placed and it is positive and finite away 

from the origin. 

We next consider a second approximate process II given by the equations: 

f dYn(t,x) =AYn(t,x)+p(l/n,x)dBt t>0, xe 

Yn(0,x) = 0 xeR2 

where Bt is a standard Brownian motion. 

Remark 3.3.2. Note that the perturbation is now a 1-dimensional Brownian 

motion, and that the approximate 5-sequence is now p(l/n,x). 

The covariance of this process is given by:, 

48 



Cov(Yn(t,x),Yn(t,y))=E(Yn(t,x)Yn(t,y)) = 

= E / / p(t-si,x,zi)p(l/n,zi)dBaidzi 
Jo Jm.2 

• / / p(t-s2,y,z2)p(l/n,z2)dBS2dz2 
Jo Jm.2 

= / / / p^~ s^x^zi)p(t- s,y,z2)p(l/n,z1)p(l/n,z2)dz1dz2ds 
Jo Jm2 Jm2 

= / pit - s + 1/n, x, 0)p(t — s + l/n, y, 0)dz ds 
Jo 
exp(- ( |N | 2 + ||y||2)/(^ + 2/n)) 

NI2 + IMI2 

therefore: 

lim Cov(yn(t,x), Yn{t, y)) = lim E{Yn(t,x)Yn(t, y)) 
n—>oo n—>oo 

_exp(-(|lx||2 + Hy|i2)A) 

INI2 + IMI2 

which is the same as the obtained by the approximate process Xn. 

The convergence of (YBn) to X(t) is easier to prove, so that we will refer to 

the process (YBn) as the approximate process and will rename it Xn. 

The next step is to prove the following convergence result. We first introduce 

the measure na(x) = {\\x\\a A l)dx on R2 and Hilbert space Ha = L2(R2, l^a)-

Theorem 3.3.2. For a > 0, the processes Xn(t, •) converge in the sense of f.d.d. 

of Ha-valued processes to the solution X(t,x) of (NB), which is given by the 
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stochastic convolution 

X(t,x) = f S(t-s)6mdBt 
Jo 

= p(t - s,x,y)6{0,o)(dy)dBs 
JOJR2 

= / p(t — s,x,0)dBs. 
Jo 

Proof. We must show that for t > 0 that Xn(t) -» X{x) in the mean square, i.e. 

l i m E | | X n ( t ) - X ( i ) | | 2
H a = 0 (3.3.5) 

n—voo 

This follows from the Ito isometry: 

E|Xn(t ,s) - X ( t , a : ) ^ = E| / (p(l/n +t - s,x,0) - p(t - s,x,0))dBs\
2 

Jo 

= / \p(l/n + t-s,x,Q) -p(t- s,x,0)\2ds. 
Jo 

The continuity of p(t — s,x,Q) implies the pointwise convergence: 

lim p(l/n + t — s,x, 0) = p(t — s,x, 0), 
n—>oo 

In order to apply the dominated convergence theorem, note that 

\p(l/n + t-s,x,0) -p(t-s,x,0)\2 = \p{l/n + t - s,x,$)\2 

+ \p(t-s,x,0)\2 

- 2(p(l/n + t-s,x,Q),p(t - s,x,0)) 

together with the inequality (t — s) < (1/n + t — s) implies: 

p(l/n + t - s,x, 0)p(t - s, x, 0) ^p2(t- s, x, 0) 
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Noting that f*p2(t - s,x,0)ds < <»Mt-«p(-IMI /f) the Lebesgue dominated 

convergence theorem applies and 

E[\\Xn(t)-X(t)\\2
Ha^0. 

Using the decomposition 

/

t+s /> 

/ p(t + s-u,x,Q)dB, 

it then follows that the finite dimensional distributions converge. 

Remark 3.3.3. Note that if O denotes the unit ball 

= E / Xl(x,t) dx = EX%(x,t) dx 
Jo Jo 

= « / 
Jo 

dx -2\\x\\2/(t+2/n) 

io \\x\\2 

and the last integral is infinite since (0,0) € O. However, taking the measure 

density 11x11° for some a > 0, we get: 

E\\X*(t)\\Ha<M<oo 

Then using Chebyshev's inequality, the following is true for any K > 0: 

n\\Xn(t)\\Ha>K}<^-2 V n e N 

and therefore yields: 

n\\x(t)\\Ha > K) < | L . . 
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3.3.2 The question of state space and continuity of the paths 

Theorem 3.3.3. The solutions of (NB)have a continuous version on the Hilbert 

space Hi. 

Proof. We first use polar coordinates to evaluate the following norm: 

/

°° 1 o2 

exp(-^—)p(pM)dp 

f°° 1 o2 

next, we estimate each of the above integrals, take f3 G (1,3/2), inequality 3.5.14 

yields: 

< C 2 ( t - r ) " - 2 

similarly: 

/

oo 2 roo 

_ _ ^ _ e x p ( - ^ 7 ) d p < C 3 ( ^ r r 2 y i p^dp 
<C4(t-r)?-2 

So: 

E \\X(t)-X(8)\\
2
El =J*Mt-r,x,0)\\ll dr 

<(C2 + CA) [\t-rf-2dr 
J s 

<C5(t-s)?-1 
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the assertion follows since /3 > 1. • 

Remarks 

1. From 

\\x\\ < I ^ \\x\\l+a < I, \/a > 0 

follows the continuity of the paths on L2-spaces whose measure has density 

||a:||1+a, as well as measures with densities of the form 

\\x\\1+aexp(-f3\\x\\), a,/3>0 

2. The same conclusion is valid for processes obtained by replacing A by any 

given operator C of the form: 

d d 

Cu(r, x) 2 J a,ijdiju(r, x) + j P 6j(r, x)diu(r, x) 

where r € K, x e E = Rd, and â - = â j and are elliptic i.e. there exists K > 0 

such that 

d 

5^flij(r,a;)ti*j > K ^ * f V (r,x) e Rl+d,tx,... ,td G R 

This is due to the simple fact, that the corresponding semigroup 

Ptf(x) = EJ(Xt) 

can be represented as 

Ptf(x) = J f(y)p(t,x,y)dy 
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where p(t, x, y) is a symmetric function satisfying: 

p(t,x,y) < Clt-^e-c2\x-y\yt 

for some C\ and C2 depending only on K, ( see [Ba 98] Th. 5.5 for further 

details ) 

3. We can now extend the above techniques to the unit ball O = {x 6 E2 : ||x|| < 1} 

with a Wiener perturbation placed at the origin, that is, consider the SPD: 

dX(t,x) =AX(t,x)dt + 6(o,o)(x)dWt, t > 0, xeO 

(UC) { X(0,x) = 0 xeO 

X(t,x) = 0 xedO 

as well as its sequence of approximate process given by: 

dXn(t, x) = AXn(t, x) + Dn(x)dW(t, x) t > 0, x eO 

(UCn) <j Xn(0,x) = 0 xeO 

Xn(t,x) = 0 x£dO 

This time, the delta sequence will be chosen to be: 

Dn(x) = C ^/p(l/n,0,x) J0{\\x\\) 

where Jo is the Bessel function of order zero and C is a normalizing constant, 

recall that the Bessel functions are radial solutions of the heat equation 
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and also its eigenvalues under homogeneous boundary conditions and in 

particular, J0 is positive on the unit circle and zero at the boundary. 

Therefore, the solution is given by: 

Xn
t = C [ [ p(t - 5, x, y)Dn(x) W(dy, ds) 

J0 JR2 

hence: 

E||Xf||^2 = C 2 / / / p2(t-S,x,y)p(l/n,0,y)JQ(\\y\\)dxdyds 
Jo JUL2 JR2 

= CI f 7T—\ f f P((t-s)/2,x,y)p(l/n,0,y)J0(\\y\\)dxdyds 
Jo \t ~ s) JR2 JR2 

= CI [ r ~ [ p(l/n,0,y)J0(\\y\\)dyds 
Jo * ~ s

 JR2 

=c1re x p ("a / w )j0(o)cfa 
Jo t — s 

ft ds 
= Ciexp(-o;/n)Jo(0) / - — 

Jo * — 
s 

= oo. 

As before, considering instead Hi : 

E\\X?\\2
Hl =C f [ [ p2(t-s,x,y)p2(2/n,0,y)nJ0{\\y\\)\\x\\dxdyds 

Jo Jm2
 JR2 

= Cn U / / p((t-s)/2,x,y)\\x\\dxp(l/n,0,y)Jo(\\y\\)dyds 
Jo \t ~ s) JR2 JR2 

= Cn2[\t-a)-1'2 [ p(l/n,0,y)J0(\\y\\)dyds 
Jo JR2 

= Cn2 f exp (-a/n)J0(p)(t - s)" 1 / 2 ds 
Jo 

= CVi2exp(-a/n)J0(0)*1 /2 
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which shows continuity of the paths. 

We can also investigate higher moments of \\Xt\\, for that , recall the following 

property of the stochastic integration with respect to Brownian motion: 

E 

E 

[/' 
Jo 

f(s)dWs 2V2 

PH'-KSG) 
f f(s)d 

Jo 

ffis) 
Jo 

ds 

with these facts and using the simplified notation p(s, x) = p{t — s, x, 0) , it will be 

shown below that E ||Xt||Z;2 = oo. In spite of its discouraging appearance, we will 

carry out the calculations since it introduces some techniques which are to be used 

later. 

Proposition 3.3.4. Let L2 be the space of square-integrable functions w.r.t 

Lebesgue measure in E2
; then for the solution Xt of (NB), ¥.\\Xt\\L = 0 0 . 

Proof. 

/ ( / p(s, x, 0) dWs) dx 
JR2 \JO J 

/ ( / p{s,Xi)dWs) dxx • I ( / p(s,x2)dWs) dx: 
JR2 \J0 / JR2 \J0 J • 

I p(si, xi)p(s2, xi)p(s3, x2)p(s4, x2)dWSldWS2dWS3dWS4dxidx2 
yt 4x[o,( ] ! 

= / p(si,Xi)p(s2,xi)p(s3,x2)p(s4,x2)E[dWaidWa2dWS3dWS4}dxidx2 
^K4x[0,t]2 

= E 

= E 
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Now using a Riemann sum analysis and the fact that the Wiener process in the 

above stochastic integrals is the same, as well as the properties given above, the 

four innermost integrals are equal to the following simplified sum: 

= / p2(s,x1)ds- / p2(s,x2)ds 
Jo Jo 

+ ( / p{s,x1)p(s,x2)ds\ I / p(s,xi)p(s,x2)ds 

+ 1 p(s,xi)p(s,x2)ds\ ( / p{s,xi)p(s,x2)ds 

= I p2(s,xi)ds\ • ( / p2(s,x2)ds) 

+ 2 ( / p(s,xi)p(s,x2)dsj 

After integration w.r.t. dx\ and dx2 ( 3.3.8), one gets: 

L Of 
p2(s,x)ds I dx 

f f — 
A 2 JO (t ~ 

1 Jo *-*. 

( *1 

( *1 

= s2 

= s3 

A s3 = 

A s2 = 

= «4) 

= S4) 

(3.3 

(3.3 

(3.3 

•7) 

.8) 

.9) 

s)2 

i2 

exp 
2Nr dsdx 

0 0 
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t 11*111+11*211 

and for ( 3.3.9) one gets: 

/ / ( p(s,xi)p(8,x2)d8)dx1dx2= / / I / ,. ,o -ds I dx\dx2 

= C2 [ 
Jo 

-dx 

oo -2r2/t 
-dr 

oo 

A second option is to change the underlying measure of K2, as it is shown 

next, d\x = \\x\\ dx leads to the desired conclusion: 

2 

E||*t|liaM (f (^ p 2 (s ,^) d/i(a;) 

+ 2 / / ( p(s,xi)p(s,X2)ds) dfi(xi)dfj,(x2) 
JU2JK.AJO J 

now, we compute each summand separately: 

2 

\,/]R2 \JQ 
p2(s,x)ds I rfx 

211x1 
/ / 71—^exp | - ""•"" 1 dsdx 

i t f JO {* ~ ~ sy t- s 

[' [ _k 
Jo Jm? (t -

f\t-s) 
Jo 

exp I —:—— | dxds 

l>2ds 

t-s 

D 

= Ci(*) 3 . 

For the second term, we observe that for xi,x2 € M.2 then (xi,x2) G M4, ||£i|| + 

||^2||2 =f2 and that the measure in R2 given by d\x = \\x\\ dx, induces the measure 
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in R4 given by dfj,(x) — r2Cos9iCos92dxidx2, so: 

/ / I p(s,xi)p(s,x2)ds) dfj,(xi)dfj,(x2) = 
JR2JR2\JO J 

=11(1 
= / 

e t~s 

(t - s)2 dS I ^ ( ^ 1 ) ^ ( ^ 2 ) 

r4 

fOO 

r CosdiCosd2dxidx2 

/•oo 

= C2 / re~2r ^ dr (polar coordinates) 
JO 

= C73*. 

Now, fixing T > 0 large enough, we have: 

E | | ^ | l i 2 M = Cit3 + c 2 i < c 3 ( r ) ^ 

3.4 Moving perturbations 

The objective of this section is to develop the necessary tools and techniques 

to deal with perturbations changing in time. This will be further developed in the 

next chapter in which super-processes are going to play the role of catalysts. 

As a first example, consider the effect of a Brownian perturbation based on a 

measure changing in time, namely, W(dt, dx) = 5ct(dx)dWt, where Wt is a standard 

Brownian, c > 0 if d = 1, or is a given vector if d > 1. This is a perturbation 

moving along the line given by ct, as before, the solution is given by the stochastic 

convolution: 

X(t,x)= [ [ p(t-s,x,y)W(5cs(y),ds) (3.4.10) 
JO JRd 
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and the variance is given by: 

EX2(t,x) = ——-. / - -rexpf-J \x — cs\ 
t - s 

ds. 

The value of the covariance will depend on the dimension d of the space , if 

the perturbation hits or not the point x and in the former case, if at time t, the 

perturbation lies before, at, or after the point x. These values will be computed in 

the next theorems. 

Theorem 3.4.1. Let d—1, let X(t,x) be given by (3.4-10). Then for any given 

c > 0 and a point x = ct0, the variance of X(t,x) = X(t,ct0) is given by: 

f:^eW(-^)ds<K<oo t<t0 

VarX(t,x) = { oo t =; tQ 

finite, but -^ oo as t —» oo t > t0 

Remark 3.4.1. In one dimension, any given point x > 0 is hit sometime by the 

perturbation Sct. 

Proof. • Assume first that the perturbation is at the point x, that is x 

and t = to, so: 

"t0 1 / c 2 ( t 0 - s ) 2 

= cto, 

EX-
., x f° 1 ( C2(t0-S)2\ 
' * « , , * . = / exp Y ~ 

Jo to ~ S V h - 8 J 
ds 

fto 1 
= / exp (—c2(t0 — s)) ds = oo 

Jo to — s 

The last identity results by comparing \ and e x as x —> 0. 
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• Before the perturbation hits the point, that is when t < t0 then x — cs 

c{to — t) + c(t0 — s) and the inequality: 

x-cs\\2\ ( c
2[(t0-t) + (t-s)}2 

exp = exp 
t—s I \ t—s 

( c 2 ( t 0 - t ) 2 \ , 

Setting M = c2(t0 - i)2, yields: 

EX2(i ,x) < / — e x p f-:—- ) ds 
s \ t — s 

y0 ~ 
< / j - ^ — exp I ] ds = K < oo 

When the perturbation has passed the point: t > t0, as before, one gets: 

\x — cs\ 
2 \ / „2r/+ +̂  i_ (+ „\12 

exp — = exp 
t-s J \ t-s 

c*[(t0-t) + (t-s)Y 

< exp f - ^ ~ ) exp (2c2(t - t0)) 

The inequality is obtained by setting M = c2(t0 — t)2 and noticing that 

2c2 (t — t0) > 0 and — c2(t — s) < 0, so that for t > t0, the covariance is 

bounded by: 

C1 1 ( M \ 
EX2(t, x) < exp(2c2(t - t0)) / exp ds < oo 

Jo t — s \ t — s) 
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However this time, because of the factor exp(2c2(£ — £0))>the covariance 

cannot be uniformly bounded, in fact it goes to infinite as t does, to see this; 

from t-s < t and -c2(t-s) > -c2t, follows 2c2(t-t0) -c2{t-s) > c2(t-2t0) 

and so: 

/ ||a;-cs||2\ / c2(t0-t)
2\ , 2/ n ., 

exp f-11
 t_s" J > exp I y _ s > j exp(c2(* - 2*0)) 

Therefore, the covariance satisfies the following inequality; 

i ^ n ^ i _ ^ ^r_f 2c2(to-t)
2\ds / 7 exp I -V— — ) ds > - exp(2c2(t-2i0)) / exp 

Jot — s \ t — s J t JQ 

where the last integral is 0(t), so that 

« 0(exp(2c2(t - 2t0)))->• oo as t ->• oo. 

t - s 

• 

For the continuity of the paths, we have the following: 

Theorem 3.4.2. If d — \, the process X(t,x) given by (3.4-10) has continuous 

paths in the space Li-

Proof. The key observation is that the variance is infinite only at the point ct 

which has zero Lebesgue measure and its expression is the same for the other 

points of the line, so that: 
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EIIX t l lLs = / EX2(t,x)dx 
i t 

= / EX2 (t, x) dx 
JR\{ct} 

= / / ' -
JM. JO t ~ 

= ff — 
Jo Jw. t ~ 

\x — ct\ 
t-s 

\x — ct\ 

'0 JU v ~ s 

Cds 

t - s 

I dsdx 

dx ds 

_ r c 
~ Jo (t- 5)V2 

Ct1'2 

u 
When d > 2, a distinction has to be made according to ~x = cto for some t0 or 

x ^ cto for all to, that is if the perturbation hits or not the point x. 

Theorem 3.4.3. Let d > 2 and let X(t,x) be given by (3.4-10), then for any given 

vector c 6 l d and a point x — cto, the variance of X(t, x) = X(t, cto) is given by: 

VarX(t,x)= < 

/ o ' £ e x p ( - ^ ) * < # < ( » t<to 

00 t = to 

finite, but —> oo as £ —>• oo t > t0 

If the point does not lie in the line of the perturbation, i. e. x ^ ct, W > 0, the 

variance is bounded by a constant. 

Proof. Since the analysis is similar to the case d = 1, it will be assumed first , that 

the point lies in the line of the perturbation and so there are three cases: 
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• t <t0, when the perturbation still does not reach the point: 

<Y-L- I M U 
exp ( ] as 

ft0 1 / M \ , 

-7o (^Fe x pr^J <0° 
in the second line M = 2 ||c||2 (t — t0)2, and the last integral is finite for any 

d>2. 

• t = t0, when the perturbation is at the point x, we get the following 

OO EX2(t0, ctQ) = f ° , l exp ( - ||c||2 (t0 - s)) ds = 
J0 V'O ~~ s) 

• When, t > t0, the perturbation has passed the point: 

EX2(t,ct0) < exp(2 ||c||2 (t - t0)) f ^ exp (-j^—j ds < oo 

And the same reasoning as in the case d = 1 shows: 

EX2(t,ct0) -> oo as t -)• oo 

• So far, the situation is identical to the one-dimensional case, except when 

the point x does not lie in the line ct, this makes a difference in higher 

dimension, here we can assume 0 < dist(x%ct) = K < oo, so: 

uniformly on t, so that the variance does not go to infinity. 
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For the continuity of the paths, we will write x = {x\, x2), and assume without 

loss of generality that c = (ci,0), i.e. the perturbation moves along the x\ axis. 

Theorem 3.4.4. When d = 2, the process 3.4.10 has continuous paths in the 

space L2 endowed with the measure dfx = x\ exp (—x\) dx\dx2. 

Proof. Similarly to the proof of 3.4.2, the main observation is that the variance is 

infinite only the set of zero Lebesgue measure {ct}, and so: 

E | | * t | £ j 0 l ) = / VX2(t,x)d(, 

= / EX2(t,x)d^ 

= fJith*"*(-2J^*d-d» 
/R2\{ct} 

_ \ 
— s)2 ~ r \ t _ s 

for the particular choice of c, we have \\x — ct\\ > x\ and so: 

= C / —2 exp ( — - J exp {—x\)x\ dxxdx2 

= C exp (—xf) dx\ • / exp ( — ^ 1 dx2 

•< Cx{tfl2 

which shows the Holder continuity of the paths. • 
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3.4.1 A randomly moving catalyst 

In the next section we will consider the case of a catalyst given by a measure-

valued stochastic process. In this section we consider the simple case of a ran­

domly moving atom (j,t — 8st where Bt is a Brownian motion in Rd starting at 

the origin. In the case of a random catalyst there are two processes to consider. 

The first is the solution of the perturbed heat equation conditioned on a given 

realization of the catalyst process - this is called the quenched case. The second is 

the process with probability law obtained by averaging the laws of the perturbed 

heat equation with respect to the law of the catalytic process - the is called the 

annealed case. 

We will now determine the behavior of the annealed process and show that it 

also depends on the dimension as expressed in the following: 

Theorem 3.4.5. Let Bt be a Brownian motion and let XsB(.)(t,x) be given by 

(3.4-10), with &B(t) instead of Sct, the annealed variance of XsB(.)(t,x) is given by: 

.£[VarXM .)(t ,aO] = { 

1/4 d = l, x = 0 

<oo d = l, x ^ 0 

oo d> 2 

Proof Let us assume d = 1 and by simplicity that x — 0, then the second moments 

are computed as follows: 

EX2{t,0)=E — ^ - e x p f - 1 ' V ; | )ds 

f* 1 m ( B2(S)\ J 

= / ^r-, rEexp ^ - ds 
J0 2n(t-s) K V t-sj 
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The expectation in the last integral can be computed using the Laplace transform 

Mx of the xi distribution as follows: 

E - P (-737 j = SEexp {-—.. 

I ft- 8 
2TT \t + s 

1/2 

So, a trigonometric substitution shows: 

For x ^ 0 and d = 1, using a spatial shift we have 

E X 2 ^ = E l 2 ^ e X P (g( ' ) -*) a 
ds 

= / -—; r-r- r-r-rr / e *~a e 2* dyds 

JQ 2n(t - s)(2nSy/2 J y 

Jo 27r(t-s)(27rs)1/2 
/ e *-« ayas 

< const 
J o(s(t- S))V2 

ds < oo. 

When d > 2 and the perturbation is <5#(t) as before, then " ^ ^ is distributed 

as Xd > a n ( i its Laplace transform is: 

Mx(t) = 
i d / 2 

1 - 2 * 

So: 

EX: 

Jo 

ds 
(f _ s2)d/2 
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Which is infinite when d = 2,3 at x = 0 and hence everywhere. • 

Remark 3.4.2. Note that the annealed process is not Gaussian. A similar calcula­

tion can be used to show that E(X4(t, x)) ^ 3(E(X2(t, x)))2. 

3.5 Perturbations with compact support in Rd 

The purpose of this section is to establish some properties of stochastic 

processes influenced by a catalyst of bounded support, which will be used in the 

next chapter. 

We begin with the one-dimensional case. 

Theorem 3.5.1. Let d = 1 and /i be a mass distribution, then the solutions to 

(BS) always have continuous paths in L,2(M) w.r.t Lebesgue measure dx. 

Proof. 

E\\X(t)-X(s)\\2
L2= [ [ [p2(t-r,x:y)v(dy)drdx 

JRJS JR 

= / / P2(t-r,x,y)dxn(dy)dr 
Js JM.JM. 

f* f »(dy)dr 
J. h(t-r)W 

. 

dr 
(t - r)V2 

=:2 fji{R){t - s)1/2 

and the continuity follows from Proposition 2.2.1. • 

We now consider the behavior off the support of the catalyst. 

Proposition 3.5.2. Consider the SPDE of the form 
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dX(t, x) = AX(t, x)dt + W^dx, ds) t > 0, x eO 

X ( 0 , z ) = 0 xeO 

where (i is a measure with compact support. Then the solution is C1'2 and solves 

the heat equation off the support of //. 

Proof. The following are the four main ingredients of the proof 

Leibniz's rule: assume f(x,t) and df/dt are continuous, a(t) and b(t) differen-

tiable functions, then 

d fm fb{t) d 
- / f(x,t)dx= / -f(x,t)dx + f(b(t),t)b'(t)-f(a(t),t)a'(t) 
at Ja{t) Ja(t) 0t 

as well as the following important properties of the heat kernel: 

Poisson integral: Let w be a continuous function on Rd with compact support, 

then: 

u(x,t)= p(t,x,y)w(y)dy (3.5.11) 

defines an infinitely differentiable solution of the heat equation on Rdx[0, oo). 

Derivatives of the heat kernel: ^tkdxtp(t, x, y) can be written as a finite linear 

combination of (x — y)lt~3e~ 2* . Hence for any M > 0 

Qk+t 
SUP l^fca pP(^x^y)\ < ° ° - (3.5.12) 

t>0,\x-y\>M Ot^dx^ 

The noise process: W^ds^dy) restricted to 0 < s < T is with probability 

one a (Schwartz) distribution on R x Rd with compact support, namely, 

[0,T] x supp(/u). Therefore by a basic result of Schwartz [Sch], Theorem 
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XXVI, W^ds, dy) can a.s. be represented by the sum of a finite number 

of derivatives of continuous functions having their supports in an arbitrary 

neighborhood of [0,T] x supp(/u). 

With this, the proposition can be proven. Note first that the solution of (BS) is 

given by the stochastic convolution 

X(t) = [ S(t-s)dWlx(s) 
Jo 

= [ [ p(t-s,x,y)dW(l(ds,dy) (3.5.13) 
Jo J&d 

If x £ supp(//), then a.s. we can choose the neighbourhood of supp(/ii) in the 

Schwartz representation of W^ so that its closure does not contain x, that is, 

dist(x,supp(/Li)) > M > 0. 

Therefore, Leibniz's rule can be applied to (3.5.13) to yield a.s. for x $.£. 

supp(/i): 

dX C* d C f 
-sr(t,x) = — p(t-s,x,y)Wli(ds,dy)+ / p{0,x,y)X(0,dy) 
ot J0 at jUd 7Rd 

= [ A [ p(t-s, x, y)Wfl(ds, dy) + [ 5{x - y)X(0, y) 
Jo Jm.d Jud 

= A / / p(t- s,x,y)Wfl(ds,dy) 
Jo Jw 

= AX(t,x) 

noting that the last integral of the second line vanishes and that p(t, x, y) satisfies 

the heat equation. All interchanges of differentiation under the integrals are 

justified since by (3.5.12) all integrands involved are bounded continuous function 

of (x,t,s). • 
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Remark 3.5.1. Continuing this argument and using induction it can be shown 

directly that X(t, x) is C°° away from the catalyst. 

We will next show that the the solution is also continuous in L2(^) for any 

with bounded density and support disjoint from the support of /i. We will use the 

following easy to verify inequalities valid V a G l , en > 0 , £ > 0: 

-*(-!) *(£)v (3-5-14) 
1 / a\ e 1 

- exp — < —-— t if a = 1. 
a v \ tJ ~ a2 

Since the support of fi is assumed bounded, we can write Supp JJL C {X : m < \\x\\ < M} 

for some m, M > 0, we will see below, that any measure v whose support is 

bounded away from that of pi, for example taking 

Supp vc{x: \\x\\ < ra/2 or 2M < ||ai|| < 3M} , 

the idea behind, is that then: 

Vra > 0 : / / r~^a'' \7~/ < oo 
fi(dy)u(dx) 

\x-y\ \m 

Theorem 3.5.3. Let d = 2,3, then the problem (BS) has continuous paths in the 

space L2(^) where v is a measure whose support is bounded away from that of \x 

according to the above definition. 

Proof. For any a > 0: 

• d=2 
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E \\X(t) - X(s)\\l2{u) = f [ f p2(t - r,x,y)t,(dy)v(dx)dr 
Js JR2 JR2 

= / / / P2{t-r,x,y)drn(dy)u(dx) 
JR2 JR2 JS 

< C(a)(t - 8)« / / " « " < < « 
JR2 JR2 

= C{{a)(t-s)a 

\x-y\\ 

• d=3 

E | |X( t ) -X( S ) | | 2
i 2 ( l / ) = / / f p2(t-r,x,y)n(dy)v(dx)dr 

Js JR3 JR3 

= / / / P2(t ~ r,x,y)drfj,(dy)u(dx) 
JR3 JR3 Js 

= f f oexpf - ^ ~ y H \v(dx)li(dy) 
jR3JR3(t-s)\\x-y\\2 P \ t-s J V ; m y ; 

+ 1 L jx^wexp f-^f) ^}^} 
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the first integral of the last equality can be bounded above using ( 3.5.14), with 

a = 1 + /3, (3 > 0 one obtains: 

[ [ ,. , ! 2exV(-^l)u(dxMdy) 
JR3 JR3 (t - s)\\x-y\\ \ t - s J 

Supp i/Xfi 

< WQM*. ~\P i i v(dx)n(dy) c(m-sf If 
Supp vxfj, 

<ci(m-s)p-

For the second integral, using again ( 3.5.14), with a — (3, j3 > 0 yields: 

f f — T exp ( - "* y |1 ) v(dx)fi(dy) < 

< ff (* " s)\ ( 1 -) v(dx)v(dy) 
Supp i/x/i 

<a.m-*Y ff v(dx)ll(iv) 

Supp (^x^j 

So, taking /? G (0,1], one obtains: 

E\\X(t)-X(s)\\2
L2iu)<2CM(t-sf 

this shows the continuity of the paths. 

• 
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Remark 3.5.2. The same procedure can be used to show the continuity of the 

paths in dimensions higher than three. 
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CHAPTER 4 
The Catalytic Ornstein-Uhlenbeck Process with 

Super-Brownian Catalyst 

4.1 Outline 

The main objective of this section is to study a natural class of catalytic 

Ornstein-Uhlenbeck processes with a random catalyst, namely super-Brownian 

motion. We begin by introducing the notion of the class of affine processes 

that gives a unified setting in which to view Ornstein-Uhlenbeck processes, 

superprocesses, and the Ornstein-Uhlenbeck process with super-Brownian catalyst. 

We then review the framework and basic properties of super-Brownian motion 

which we need and introduce the Ornstein-Uhlenbeck process with super-Brownian 

catalyst. The main results of this section are the identification of state space and 

sample path continuity for both the quenched and annealed processes as well as 

regularity properties of the process at fixed times. 

4.2 Affine Processes and Semigroups 

In recent developments, Affine processes have raised a lot of interest, due to 

their rich mathematical structure, as well as to their wide range of applications in 

branching processes, Ornstein-Uhlenbeck processes and mathematical finance. 

In a general form, Affine Processes are the class of stochastic processes for 

which, the logarithm of the characteristic function of its transition semigroup 

has the form (x,i[)(t,u)) + (j)(t,u). Important finite dimensional examples of such 
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processes are following SDE's: 

• Ornstein-Uhlenbeck process: z(t) satisfies the Langevin type equation 

dz(t) = (b - /3z(t))dt + y/2adB(t) 

This is also known as a Vasieck model for interest rates in mathematical 

finance. 

• Continuous state branching immigration process: y(t) > 0 satisfies 

dy{t) = (b - f3z(t))dt + ay/2y(t)dB(t) 

with binary branching rate a2, linear decay rate j3 and immigration rate b. 

This is also called the Cox-Ingersoll-Ross model in mathematical finance. 

• General affine diffusion process in R2: r(t) — aiy(t) + a2z(t) + b where 

dy(t) - fa - pny{t))dt 

+ any/WJdB^t) + al2^/2y~{f)dB2{t) 

dz(t) = (b2 - fay{t) - p22z{t))dt 

+ o2l^j2y{t)dBl(t) + a22^2y{t)dB2(t) + V2adB0(t) 

It can be seen that the general affine semigroup can be constructed as the convo­

lution of a homogeneous semigroup ( one in which <f> = 0) with a skew convolution 

semigroup which corresponds to the constant term (f>(t,u). 

Definition 4.2.1. A transition semigroup (Q(t)t>o) with state space D is called 

a homogeneous affine semigroup (HA-semigroup) if for each t > 0 there exists a 
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continuous complex-valued function i/)(t, •) := (ipi(t, -),ip2(t, •)) o n ^ s u c n that: 

/ exp{(u,£)}Q(t,x,d£) = exp{(x,V(t,u))}, xeD,ueU. (4.2.1) 

The HA-semigroup (Q(t)t>0) given above is called regular if it is stochastically 

continuous and the derivative i/j't(0,u) exists for all u G U and is continuous at 

u = 0. 

Definition 4.2.2. A transition semigroup (P(t))t>o on D is called a (general) 

affine semigroup with the HA-semigroup (Q(t))t>o if its characteristic function has 

the representation 

exp {(u, £)} P(t, x, d£) = exp {(x, ip(t, u)) + (j)(t, u)} , x G D,u £ U 

where ip is given by (4.2.1) and (p(t, •) is a continuous function on U satisfying 

0M) = o. 
Further properties of the affine processes can be found in ( [Du 03] and 

[Da 05]). We will see that the class of catalytic Ornstein-Uhlenbeck processes we 

introduce in this chapter forms a new class of infinite dimensional affine processes. 

4.3 A brief review on super-processes and their properties 

Given a measure /i on Rd and / G B(Rd), denote by {/J,, / ) := fRd / d / i , let 

M/r(]Rd) be the set of finite measures on Rd and let Co(Md)+ denote the continuous 

and positive functions, we also define: 

Cp(R
d) = {/ G C(Rd) : ||/(a0 • la f IL < oo,p > 0} 

Mp(R
d) = {n G M(Rd) : (1 + \x\p)~l d(x{x) is a finite measure} 
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Definition 4.3.1. The (a, d, /3)-superprocess Zt is the measure-valued process, 

whose Laplace functional is given by: 

EM[exp(- {ii>,Zt))] = exp[- (U^,/*)] » e Mp(Rd), </> G Cp(Rd)+ 

where fj, = Z0, and Ut is the nonlinear continuous semigroup given by the the mild 

solution of the evolution equation: 

u(t) = AQ u(t) - u{t)1+0, 0 < en < 2, 0 < /5 < 1 
(4.3.2) 

w(0) - V, ^ e £>(AQ)+. 

where A a is the generator of the a-symmetric stable process. That is, u(t) := Utip 

satisfies the non-linear integral equation: 

u(t) = Util>- [ Ut_s(u1+/3(s))ds. 

It has been shown in [Wat 68] that there exists such a process which is a 

finite measure-valued Markov process with sample paths in £>(R+, Mp(R.d)). The 

special case a = 2, f3 = 1 is called super-Brownian motion and this has sample 

paths in C(R+,Mp(Rd)) 

Consider the following differential operator on Mp( 

LFM = \ I ^ g + I **) A g ) (*) (4.3.3) 

Here the differentiation of F is defined by 

. SF 
:\im(F(n + e6x)-F(pi))/e 

0H(X) e4-0 
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where 5X denotes the Dirac measure at x. The domain V(L) of L will be chosen 

a class containing such functions F(/J,) — /((//, <j>\),..., ((J,, (f>i)) with smooth 

functions <f>i,... ,<j>n denned on M.d having compact support and a bounded smooth 

function / on Rd. As usual (fj,,<f>) := / <j>{x)fj,(dx). 

The super-Brownian motion is also characterized as the unique solution to the 

martingale problem given by (L,V(L)). The process is defined on the probability 

space (fyJFjP^, {£Tt}t>0) and ' 

Pp(Z(0) = //) = 1, P,(Z € C([0,00), Mp(R
d))) = 1. 

4.3.1 The super-Brownian motion in R 

We now recall results of Konno and Shiga [Ksh 88] as applied to super-

Brownian motion in R. 

Theorem 4.3.1. (Konno and Shiga 88) Let (£}, F, PM, X t) 6e £/ie super-Brownian 

motion taking values in MP(R), p > 1 governed by L. Then for every // e Alp.' 

fij P^ almost surely, Zt(dx) is absolutely continuous with respect to dx for all 

t > 0 and its density Z(t, •) is an E-valued continuous function in t > 0. Here 

E = {f £ C(R): ||(1 + \x\2)-r/2f(x)\\ < ooVp > 0} 

(ii) for S > 0 £/iere ezisfc an M._n+S\(M)-valued standard Wiener process Wt 

(see Rem. 2.4-2) defined on an extension of the probability space (f2, .F, P^) such 

that: 

Zt{x) - Zt0(x) = f y/~Z~(x~)W(ds,dx) + f AZs{x)ds (4.3.4) 
Jto J to 
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holds in the distribution sense for every 0 < t0 < t, P^-almost surely. More 

precisely, ( 4-3-4)"means that for every <p G S(R) 

{Z.t,c!>)-(Zt0,<t>)= f [ y/~Zjx)<f>(x)W(ds,dx)+ [ (Xs(x),&4>)ds 

4.3.2 Some properties of super-Brownian motion in Rd 

In this subsection we review some basic properties of super-Brownian motion 

(SBM) Z(t). The compact support property, that is, the closed support S(Zt) is 

compact for t > 0 if S(ZQ), is compact was proved by Iscoe [Is 88]. Further results 

on the support process were obtained in [Da 89]. Here we summarize the results 

needed for the analysis of the catalytic OU process in a super-Brownian catalyst. 

Let 

h(t) = (t(\ogrl) V l))1/2 

and for a given \i e MF(Ed), let P^ denote the law of Z on C([0, oo), MF). 

Theorem 4.3.2. ([Da 89]) If \x e MF(Rd), then for P^-a.s. for each c> 0 there is 

a 5(ui, c) > 0 such that if s,t > 0 satisfy 0 < t — s < 5(u>, c) then: 

S(Zt) cS(Zs)
ch{t-s) 

where, given the set A C M.d, we define Ar = {x : d(x,A) < r } . 
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If Kx and K2 are non-empty compact subsets of Rd let 

Pi(Ki, K2) := min[sup d(x, K2), 1] and 
x€Ki 

p(Ku*P) = l 

Let K(Ed) denote the set of non-empty compact subsets of Rd with metric p. 

Theorem 4.3.3. ([Da 89]) {S(Zt) : t > 0} is a right continuous process taking 

values in (K(Rd),p). 

Remark 4.3.1. The latter results show that S(Zt) propagates with finite speed. 

It is also well known (see, for example [Da 93]) that Zt, t > 0 is a.s. a singular 

measure if d = 2 and if d > 3, then 

Hausdorff dim S{Zt) = 2 for all t > 0, a.s. 

4.3.3 Second moment measures of SBM 

In this section we evaluate the second moment measures of SBM, E(Zi(dx)Z2(dy)). 

These will be needed below in order to compute E[||Z t||^J in the study of the an­

nealed catalytic OU process. 

To accomplish this, note first that given any two random measures Z\ and Z2, 

then it is easy to verify that: 

E((ZUA)),E({Z2,A)), AeB(Rd) 

E({ZUA))(Z2,B)), A,BeB(Rd) 
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are well defined measures which will be called the first and second moment 

measures. Similarly one can define the n-th moment measure of n given random 

variables denoted by: 

E(Z1(dx)Z2(dx2),--- ,Zn(dxn)). 

Recall also that if a given measure fj, is related to the measure dx in such a way 

that for some function / G bC(R) and for every Borel set B G B we have: 

V(B) = / f{x) 
JB 

dx 

then, necessarily: 

n(dx) — f(x)dx 

We now consider SBM Zt with Z0 = JJL. Then for A G R+ and (j) € C+ 

E^ [exp(-A ((j), Zt))] = exp [- (u(X, t),n)] =: exp(-F(A)) 

where, u(X,t) satisfies the equation: 

ii(t) =Au(t) -u2(t) 

u{\,0) = \<j> 

Then the first moment of the r. v. is computed according to 

E([ <j>(x)Zt{dx)) 
d\ = ^(0) 

(4.3.5) 

A=0 
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since F(0) = 0. F(X) will be developed as a Taylor series below. First rewrite 

( 4.3.5) as a Volterra integral equation of the second kind, namely: 

u\ ((*)+ / Tt„s{u2{s))ds = Tt(\<l>) 
Jo 

whose solution is given by its Neumann series: 

u(t) = Tt (Xcj>) + ^ ( - l ) f e T f c C W ) ) (4.3.6) 
k=l 

where the operators Tt and T are defined by: 

Tt(A0(a;)) = A [p(t,x,y)<f>(y)dy 
JR 

T(Tt(A0)) = - / Tt_s[(Ts(A0))2] ds 
Jo 

= -A2 f Tt.a[{Ts(j>)2\ ds 
Jo 

= - A 2 / p(t-s,x,y)[ p(s,y,z)((){z)dz) dyds. 
Jo JR \JR J 

We obtain F(A) = E^°=i(-l)n+1Cn An, and: 

cx — \ Tt<j> /J,(dx) 
JR (4.3.8) 

= 7 P(t,x,y)<l>{y)dyn(dx) 
JR JR 

c 2 = / / P(t-s,x,y)( p(s,y,z)(f)(z)dz) dyds^(dx) 
JRJO JR \JR / (4 3 9) 

= / / p(t-s,x,y)p(s,y,z1)p(s:y,zi)(j)(zi)(p(z2)dzidz2dyn(dx)ds 
Jo JR4 

(4.3.7) 
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C4 = / / P(t~ S,X,W) 
JR JO 

/ / -p(s - si, w,y) ( / p(s, y, z)<p(z) dz ) dy ds1 
Jo JR \JR J 

2 (4.3.10) 

ds dw/i(dx) 

and so on. 

Remark 4.3.2. The above procedure can also be used for any a G (0, 2],j3 = 1, any 

dimension d > 1 and any C0 semigroup St. 

Taking now d— 1, Z0 — dx, a given Borel set A 6 B(M) and (j) — IU, we obtain 

from ( 4.3.8): 

E(A,Zt)= [ f p(t,x,y)<f>(y)dydx 
JRJR 

= p(t,x,y)dxlA(y)dy 
JRJR 

= [ dy 
J A 

i.e. ~E{Zt(dx)} is the Lebesgue measure. 

The covariance measure E(Zt(dxi)Zt(dx2)) can now be computed applying 

the same procedure to <j> — Aily^ + A2IA2
 in which case we conclude that 

— {u(t),fj) — F(Xi, X2) is again a Fourier series in Ai, and A2, with constant 
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coefficient equal to zero, and only the coefficient of AiA2 has to be computed: 

T(Tt<f>) = - f 7U[(r s0) 2] ds 
Jo 

= - f Tt^s[(Ts(X1lAl+X2IA2))
2}ds 

Jo 

= - [ Tt_s[A
2(TsIAl)

2 + 2XlX2TsIAlTslA2 + X2
2(TslA2)

2} ds (4.3.11) 
Jo 

= -X\( T4_s[(T,IAl)
2] ds - 2X,X2 [ Tt_s[TslAl • TslM]ds 

Jo Jo 

-X2 [ Tt^s[(TslA2)
2]ds 

Jo 

So: 

E(Zt(Al)Zt(A2)) 
d2F(X1,X2) 

Ai=A 2 =0 (4.3.12) 
dXidX2 

= [ [Tt„s[TsIAl-TsIA2]»(dx)ds. 
Jo JR 

In order to obtain the density for the measure K(Zt(dxi) Zt(dx2)), we write in 

detail the last integral as follows: 

/ / p(t-s,x,y)l p(s,-y,zi)dzi- p(s,y,dz2)dz2) ^{dx)dsdy 
Jo JRJR \JAI JA2 J 

applying Fubini yields: 

/ / / / / p^ ~ s ' x ' y}P(s> y> ZMS> J/» z2) dy n(dx) ds dzx dz2 
JAVJA?JO JRJR 

from which, we conclude that E(Zt(dxi)Zt(dx2)) has the following density w.r.t. 

Lebesgue measure: 

/ / p{t~ s,x,y)p(s,y,z1)p{s,y,z2) dy fj,(dx) ds (4.3.13) 
Jo JR JR 
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assuming fj,(dx) is the Lebesgue measure in R and dx\-dx2 is the Lebesgue measure 

in E2 one obtains the second moment measure Mt(dxidx2) defined as: 

A4t(dxidx2) = I / p(2s,xi,x2)ds I • dxx dx2 

For the case t\ ^ t2, assume t\ < t2 then: 

(4.3.14) 

E 

= E 

= E 

= E 

= E 

E J <t>xZtl- J <f>2Zi 

<f>iZtl-E / $2Zt2\TZtx 

\o{Zr) :0<r<tx 

<j>\Zti • T i 2 -* i J faZt. 

foztl • 7*2-tl 

= E[<fc,Ztl)<Tta_tl(&)>Ztl>] 

so, replacing in ( 4.3.12) I^2 by Tt2-tl{J.A2)
 a n d performing the same analysis, we 

can define following measure on R2 

Mtlt2{dxidx2) p(2s + t2 — ti,xi,x2)ds) • dx\dx2 

notice that if Z0 = 50(x), then 4.3.13 yields: 

Mtlt2 {dxidx2) = ( / / p(h - s, 0, y)p{s, y, xi)p(s, y, x2) dyds) • dxxdx2 

Summarizing, we have proven the following: 
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Lemma 4.3.4. Denote by dx,dxidx2 the Lebesgue measures on E and R2, the 

one dimensional super-Browinian motion Zt induces the following first and second 

moment measures: 

(i) if ZQ = dx, Mt(dx) = dx the Lebesgue measure. 

(ii) if ZQ = So(x),then: 

M.t(dx) = p(t,x) • dx 

(Hi) if ZQ — dx: 

M.t{dx\dx2) = I / p(2s,xi,x2)ds 1 • dx\ ote2 (4.3.15) 

(iv) if Z0 = S0{x): 

M.t(dxidx2) = I / p(t — s,0,y)p(2s,Xi,x2) dy ds) • dxi dx2 (4.3.16) 

(v) if t\ < h and ZQ — dx: 

Mtlt2(dxidx2) = f / p(2s + t2-ti,xi,X2)ds\ • dxxdx2 (4.3.17) 

(vi) if t\ < t2 and ZQ = SQ (X) : 

Mht2{dxidx2) = ( / / p(ti - s,0,y)p(s,y,x1)p(s,y,x2)dydsj • dxx dx2 

(4.3.18) 

4.4 Catalytic OU with the (a, d, /3)-superprocess as catalyst 

The main object of this section is the catalytic OU process given by the 

solution of 

dX(t,x) = AX(t,x)dt + WZt{dt,dx), X0{t,x) = 0 (4.4.19) 
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where Zt is the (a, d, /3)-superprocess, in the following discussion, we will assume 

that the catalyst and the white noise are independent processes. 

Proposition 4.4.1. The variance of the process X(t) given by (4-4.19), is: 

EX2(t,x) = / / p2(t-s,x,u)Zs(du)ds 

and its covariance by: 

EX(t,x)X(t,y) = / / p(t — s,x,u)p(t — s,y,u)Zs(du)ds 

JoJRd 

Proof. In order to compute the covariance of X(t); recall that the solution of 

( 3.1.1) is given by the stochastic convolution: 

X(t,x)= / / p(t — s,x,u)Wzs(ds,du) 
JoJRd 

From which, the covariance is computed as: 

EX2(t,x)= [ [ [ [ p{t-r,x,u)p(t-s,x,w)E[WZr(dr,du)Wz,(ds,dw)] 

The covariance measure is defined by: 

Covwzidr, ds; du, dw) = E[WzT(dr,du)Wzs(ds,dw)} 

= 5s(r) dr 5u(w) Zr(dw) 

The second equality is due to the fact that Wzr is a white noise perturbation and 

has the property of independent increments in time and space. • 
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We will compute now the characteristic function E[exp(? ((j),Xt))], where by-

definition: 

(<j>,Xt)± [ X(t,x)<j>(x)dx, <£eC(Rd) 
JM.d 

which is well-defined since Xt is a random field. For this, we need the following 

definitions and properties, for further details see [Is 86]. 

Definition 4.4.1. Given the (a, d, /?)-superprocess Zt, we define the weighted 

occupation time process Yt by 

< \j), Yt > = f <'^,Zs>ds ipe Cp{Rd). 
Jo 

Remark AAA. The definition coincides with the intuitive interpretation of Yt as 

the measure-valued process satisfying: 

Yt{B)= [ Zs(B)ds, foTBeB(Rd) 
Jo 

Theorem 4.4.2. It can be shown ([Is 86]) that, given fi e Mp(R
d) and 0, ip 6 

Cp(R.d)+, and p < d + a then the joint process [Zt, Yt] has the following Laplace 

functional: 

£M[exp(- <iP,Zt>- < (f), Yt >)] = exp[- < U}iJ>, y. >], t> 0, 

where Jjf is the strongly continuous semigroup associated with the evolution 

equation: 

u(t) = Aau(t) - u(t)1+l3 + (j) 
(4.4.20) 

u(0) = V 
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A similar expression will be derived when 4> is a function of time, but before, 

we need the following: 

Definition 4.4.2. A deterministic non-autonomous Cauchy problem, is given by: 

( u(t) = A(t)u(t) + f(t) 0<s<t 

u(s) — x 
where A(t) is a linear operator which depends on t. 

Similar to the autonomous case, the solution is given in terms of a two 

parameter family of operators U(t, s), which is called the propagator or the 

evolution system of the problem (NACP), with the following properties: 

• U{t, t) = / , U(t, r)U{r, s) = U{t, s). 

• (t, s) —> U(t, s) is strongly continuous for 0 < s <t<T. 

• The solution of (NACP) is given by: 

u(t) = U(t, s)x + J U(t, r)f(r)dr (4.4.21) 

• in the autonomous case the propagator is equivalent to the semigroup 

U(t,s)=Tt-a. 

Theorem 4.4.3. Let fj, G Mp(R
d), and $ : R\ ->• Cp(R

d)+ be right continuous 

and piecewise continuous such that for each t > 0 there is a k > 0 such that 

$(s) < k • (1 + l ^ ) - 1 for all s G [0,i]. Then 

E^ exp (-'(9, Zt) - j f ($(S), Zs) ds^j = exp ( - (U^,»)) 
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where Ufto is the non-linear propagator generated by the operator Au(t) = 

Aau(t) —. u1+P(t) + <E>(£); that is, u(t) = Ufto%! satisfies the evolution equation: 

u(s) = Aau(s) - u(s)l+? + $(s), t0 < s < t 
(4.4.22) 

u(t0) = * > 0. 

Proof. The existence of Ufto follows from the fact that $ is a Lipschitz perturba­

tion of the maximal monotone non-linear operator AQ(-) — ul+^{-) (refer to [Ze 89] 

pp. 27). 

Note that the solution u{t) depends continuously on <&, to see this, denote by 

Vt
a the subgroup generated by AQ, then the solution u(t) can be written as: 

u(t) = Vt{V) + f *£.(*(«) - u1+\s)) ds 
Jo 

from which the continuity follows. 

So we will assume first that $ is a step function defined on the partition of 

[0, t] given by 0 = sQ < si < • • • < SJV-I < sN = t and $(t) = 4>k on [sfc_i, sk], k = 

1, • • • , N, we will denote the step function by $AT-

Note also that the integral: 

<$(*), Yt) = / ($(s), Zs) ds, $ : R\^ Cp(R
d) 

Jo + 

can be taken a.s. in the sense of Riemann since we have enough regularity on the 

paths of Zt-

Taking a Riemann sum approximation: 

91 



EM exp -(*,Zt)- [ {$(s),Zs)ds 
Jo 

= lim EM I exp 
N-+00 E(^'Z*«)^-(^ + *'Z') ) 

Denote by Uf and U?N the non-linear semigroups generated by Aau(t) — 

ul+P(t) + $(t) and Aau(t) - ul+l3(t) + $#(*) respectively. Conditioning and using 

the Markov property of Zt we can calculate: 

E„ exp -i*,zt)- [ mS),zs)ds 
Jo 

= lim E„ ( exp 
JV-+00 ^ » 

= &V|M«*P 

-{*,zt)-Y, (4>k,zs)ds 

<tf, Zt)~Y, (<t>k, Zs) ds- (<f>N-u Z„) ds 
fc=l Jsk-i JSN-I 

k ( Z s ) , 0 < s < S j V - i ) ) 

= lim EM [ exp ( - V / \<f>k, Za) ds ) E„ exp(- (*, Zt> - / (<j>N, Zs) ds) 

k(z s ) ,o<s< S j v _ i ) 

lim E J exp ( - V ['(<j>k, Zs) ds ) Ez e x p ( - (*, Z,> - / (<i>N, Zs) ds) 

lim Ew I exp 
7V->oo 

lim E„ exp 
iV->oo 

- £ fl^Zs) ds) exp(- <£C w - w - i* .^- i» J 
fc=i ^ ^ - i / / 
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where Us^
!
SN_1^f is the mild solution of the equation: 

u(s) - A Q « ( s ) - u(s)l+0 + 0AT-1, SAT-! < S < SN 

U(SJV-I) = * . 

Performing this step N times, one obtains: 

E„ (exp - (*, Zt) - J ($(s), Zs) ds \ 

= YxraE, (exp [- (Uf»_So • • • ^ - . . - . ^ V . * . ^ > ] ) 

^ ^ E ^ e x p I - ^ ^ Z o } ] ) 

= J i m ^ e x p [ - < ^ £ / f " *,^>] ' 

= exp [-(U**,/,>] 

where in the fourth line UQN = I. The last equality follows because the solution 

depends continuously on $ as noted above and the result follows by taking the 

limit as N —> oo. 

• 
Now let Xt be the solution of (4.4.19). The previous result will allow us to 

compute the characteristic-Laplace functional E[exp(z {<j>,Xt) — (A, Zt))] of the pair 

[XuZt]. 

Theorem 4.4.4. The characteristic-Laplace functional of the joint process [Xt, Zt] 

is given by : 

E„[exp(z(0,Xt) - (X,Zt))} = exp(- (u(t),fj)) 

93 



where u(t) is the solution of the equation: 

")?' X' = AQM(S, X) - u1+0(s, x) + G\{t -3,x), 0<s<t 
ds (4.4.23) 

u(0,x) — A 

with G,), defined as: 

G^,(t,s,z) = / p(t — s,x,z)4>(x)dx 
JRd 

Proof. First recall the following property of the Gaussian processes: 

E[exp(i(0>X t»] = e x p ( - V a r ^ , X t » 

with: 

So 

Hence: 

(4>, Xt) = [ X(t, x)(f){x) dx, <f> G C{Rd) 
JRd 

[{<f>,Xt)
2}= [ [ X(t,x)X(t,y)<j>(x)cf>(y)dx> 

JRdJRd 

Var[(0,Xt>] = E[(4>,Xt)
2} 

= [ f cf>(x)E[X(t,x)X(t,y)}(f)(y) dx dy 

= (j)(x)rt(x,y)(f)(y) dx dy 
jRdJmd 

where by definition: 

Tt(x,y) = E[X(t,x)X(t,y)} ' 

= p(t-s,x,z)p(t-s,y-,z)Zs(dz)ds 
JoJRd 
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So: 

Vav[(<f),Xt)} = <f>(x)p(t--s,x,z)p(t- s,y,z)<f)(y)Zs(dz)dxdyds 
JoJRdJRdJRd 

= / / 9<t>(t ~ s, z) Zs(dz) ds 
JoJRd 

In the last line: 

9<t> (t-s,z) = / / p(t-s,x,z)p(t-s,y,z)(f)(x)<t>(y)dxdy 
jRdjRd 

I p(t — s,x,z)4>(x) dx 
JRd 

Note that the function: 

G^t- s,z) = p(t- s,x,z)(f)(x) 
JRd 

dx 

considered as a function of s, satisfies the backward heat equation: 

0 
ds 

G4t(t-s,z) + AgG4,(t-s,z) = 0, 0<s<t 

with final condition: 

G*{t) = 4>(x) 

So: 

E[exp(i((f),Xt))} = exp - [ <Gl(t-s,z),Z3{dz) > ds 
Jo 
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where G^ is given by the above expression. With this, assuming ZQ = /J, we have 

the following expression for the Laplacian of the joint process [Xt, Zt]: 

E^[exp(i((l>,Xt)-(X,Zt))] 

= E /1[E /1[exp(i^,X t) - (\,Zt))\a(Za),0< s < t}] 

= E / I[exp(- (A, Zt))EM[exp(i (</>,Xt))|a(Zs),0 <s<t]] 

= E„ 

= E„ 

exp ( - / / Gl(t - s, z)Zs{dz) ds - (A, Zt) 

e x p f - y (Gj ( t - s^ ) ,^ )ds -A<l ,Z t ) 

= exp(-(«(t),jti)) 

and the result follows after renaming the variables. 

(measurability) 

(by definition) 

( by Theorem 4.4.3) 

• 
4.5 The state space and continuity of the paths 

As in chapter three, it is of interest to determine the state space of the process 

{Xt} and the continuity of its paths. 

It has been seen above that this problem requires a variety of different 

techniques depending on the nature of the model. For processes with a random 

catalyst a distinction has to be made between the Quenched process, which is 

Gaussian conditioned on {Zs : 0 < s < t} and the Annealed process which is a 

compounded stochastic process and is not necessarily Gaussian. These two cases 

will of course require different treatments. For the quenched case, properties of 

Xt are obtained for a.e. realization or for a set of realizations of Zt of positive 

probability whereas for the annealed case we obtain, for example, results on the 

annealed law fcmWFm P^)(X(t) G A)P((Z e d(/i(-))), where PK.)(X(t) G A) 
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denotes the probability law for the Ornstein-Uhlenbeck process Xt in the catalyst 

{fi(s), 0 < s < t}. 

In the case d = 1 we will also consider both the bounded case [0,1] and the 

case of the whole real line E. 

4.5.1 The Quenched OU process with super-Brownian catalyst 

Let us consider the problem: 

We begin with the the case where Zt is super-Brownian motion on [0,1] (with 

absorbing boundary conditions). Find a Hilbert space H, where the solutions of 

the following SDE lie 

dX(t,x) = AX(t,x)dt + WZt(d^dx) t > °> x G [0,1] 

(CSE) { X(t,x) = 0 t>0, a; = 0,1 

X(0 ,a ; )=0 a; €[0,1] 

that is, a Hilbert space H, such that E | |^t | |^ < oo. 

For that purpose, recall that the trigonometric functions ek(x)y/2Sinkirx 

form a complete orthonormal system (c.o.s.) of L2[0,1] with zero boundary values, 

and they are also the eigenvalues of the Laplace operator with Ae^ = A& e^, A& = 

-(/br)2 . 

Denoting by T(t) the semigroup generated by the Laplacian with Dirichlet 

b.c, it follows from the spectral mapping theorem that: 

97 



T(t)ek = / p(t,x,y)ek(y) 
Jo 

dy 

eXktek 

Using now the results of the last section, we get: 

E[(Xt,ek)
2} = f [ gek{t-s,z)Zs{dz)ds 

Jo Jo 

where, as before: 

9ek = f 
Jo 

p(t- s,z,y)ek(y)dy 

= [T(t - s)ek(z)f 

= e2Xk^-s) Sin2 knz 

Hence conditioned on Zs{x) < C\ (recall that we can assume this without loss 

of generality by Theorem 4.3.1), 

E[||X(£)||2] = E £ W W 2 

,fc=0 

(Parseval's identity) 

(MCT) = Y,E[(X(t),ek)
2} 

OO „i «1 

= V 2 / e~2k^2 ^s) / Sin2 kirz Zs(dz) ds 

jV»a*a('-) da. 
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Using now, the inequality established in Ch. 2, namely: J2T=ie 2k ^^ ^ < 

C 2 ( t - s ) ~ 1 / 2 , we get: 

E[||X(i)||2] < Ct1'2 

so that, with probability one , the solutions lie in ^[0 ,1] ; in fact, the same 

procedure shows that : 

E[\\X{t)-X(s)f}<C(t-s)^. 

Since conditioned on {Zs : 0 < s < t}, the process Xt is Gaussian, we can also 

conclude, that the process Xt has continuous paths on I/2[0,1]. 

We can also prove the following: 

Theorem 4.5.1. Now consider the process on E, with super-Brownian catalyst Zt 

with S{ZQ) compact. Then: 

EH^Ttll2 < CCa;)^1/2. 

Proof. Expressing the solution of (4.4.19) in integral form: 

We have: 

X(t,x)= / / p(t-s,x,y)WZs{ds,dy). 
. Jo Jm. 

Xt\\
2= [ [ [p(t-s,x,y)Wz.{ds,dy) dx 

JR UO JM. 
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Applying Fubini and ltd isometry, yields: 

E\\Xt\\
2= [ f [ p2(t-s,x,y)Zs(dy)dsdx 

JRJO JR 

- / p2(t- s,x,y) dx Zs(dy) ds 
Jo Jw Ju 

Now by the compact support property and Theorem 4.3.1, sup0<s<isup]RZ(s,a;) < 

C(u) and C(u) < oo, Pz0-a-s-

Since 

/ p2(t- s,x,y)dx 
JR 

[4TT(< - s)]V2 

we then have 

KIIJCI^CMjf ( ^ d. 

< C{u)tll2 

from which, the desired result follows. • 

Theorem 4.5.2. In dimension d > 1 and with Z0 € MF(R.d), the problem: 

{ dX(t,x) = AX(t,x)dt + WZt(dx, dt) t > 0, a; G Ed 

X(0,a;) = 0 i £ l d 

/zas /or a.e. realization of {Zt} continuous paths in a space of distributions S-n for 

any n > d/2. 

Proof. The proof follows the lines of Th. 2.4.9, noting first that the Zt(-) has 

continuous paths in .M(]Rd) with sup 0 < t < r Zt(R
d) < oo. Therefore WZt lives on 

S-n for n > \ (see definition in remark below) since Sn °-)- Sm is Hilbert-Schmidt 
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if n > m + d/2 and <So = L2(M.d). The result now follows since the the semigroup 

Tt can be extended to a bounded operator on <5_n and sup0 < t < T ||Tt|| where ||Tt|| is 

the operator norm on S-n (see [RT 03], Theorem 2.4). ' • 

Remark 4.5.1. Let <S(Rd), be the Schwartz space of rapidly decreasing functions. 

That is, each / e <S(Rd) is infinitely differentiable and for each non-negative 

integer k and each non-negative integer-valued vector a = (cei,..., ad) we have 

lim \x\k\daf(x)\ = 0 
\x\—>oo 

where 

and |a| = OL\-\- •.—h ad- Let S'(M.d) denote the dual space of <S(Md) equipped with 

the strong topology and let Sn be the closure of <S(Rd) under the norm: 

Q 

where hq, q — (g1 ? . . . , qd) are the basis for L2(Rd) given by the d-fold tensor 

product of Hermite functions (see Appendix for details). 
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4.5.2 The Catalytic OU Process - Higher Moments 

We can now use the results of the last section together with the techniques of 

Ch. 2, to determine properties of the solutions of (4.4.19), from: 

X{t, x)= p{t~ s, x, y)WZs (ds, dy) 
Jo JR 

Using the short forms p = p(t - s,x,y), dWs = WZs(ds,dy); pi(x) = 

p{t - Si, x, y{), pij = p(t - Si, Xj,yi), dWSi = WZs. {dsi, dy{), for , i = 1, • • • 4, j = 

1,2 as well as Vx = [0, t] xR,V2 = [0, tf x R 2 , D 4 = [0, t}4 x E4, and noting that 

Pij = Pi(xj), we can compute: 

E{\\Xt\\i\Zs,0<s<t} 

= E 

= E 

= E 

JR WO JR 
s,x,y)WZa{ds,dy) dx 

-\2 

pdWs) dx! 
Vx 

pdWs dx2 
Vi 

f ( f pl{xl)dWs' • [ p2(Xl)dwA dxx 
JR \JVI JVI J 

[ ( [ p3(x2)dWs*- [ Pi(x2)dWs* 
JR \JVI JV\ 

E 

E 

/ / P11P21 dWSldWS2 dxx 
Ju JV2 

[ [ P32P42 dWS3dWSi dx2 
JR JV2 

f [ PnP2iP32P42dWSldWS2dWS3dWSidx1dx2 
JR2 JV4 

= [ I PnP2iP32P42E(dWSldWS2dWS3dWH)dxldx2 
JR2 JVA 

= I i + I 2 + I3. 

Each one of the above integrals can be evaluated using the independence of the 
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increments of the Wiener process, according to the following cases: 

Case 1: st = s2 A s3 = s4, then: pnp21 = p2
n = pl(xi), p32p42 = P%2 = pl(x2), 

and E(dWSldW"dW'3dWa*) = ZSl{dyl)dslZSz{dyz)dsz, hence: 

- I I pl(xi)pl(x2)ZSl(dy1)ds1ZS3(dy3)ds3dx1dx2 
Jw2 Jv2 

= / / l%(xi) ZSl{dyi)dsidxi / / p\{x2) 
JR JVX J IJTSL Jvi 

II p2 Zs(dy)dsdx 

ZSz{dy3)ds3dx2 

I'll"' 
Jo JRJR 

I'l 
Jo JR 

dx Zs(dy)ds 

Zs{dy) 
n2 

ds 
y/t-S 

Case 2: sx = s3 A s2 = s4, then: p n p 3 2 = pnPi2 = pi(xx)pi(x2), p2ipi2 = p2ip22 

P2(xi)p2{x2), and E(dWSldWS2dWS3dWS4) = Zai(dyi)ds1Za2(dy2)ds2, hence: 

Is 

= / ( ' Pi(xi)p2{xi) dxi • Pi(x2)p2{x2) dx2) ZSl(dyi)dsiZS2(dy2)ds2dxi 
Jv-z \JR JR J 

= I p2(2t - si - s2, yu y2) ZSl(dyi)dsiZS2(dy2)ds2 
Jv2 ' 

Case 3: Sl = s4 A s2 = s3, then: p n p 4 2 = pnpl2 = pi(zi)pi(ar2), P21P32 = P21P22 = 

P2(xi)p2(x2), and E(dW81dWSadW*3dWfl4) = Z8l(dyi)dsiZ82(dy2)ds2, and we get 

the same result as before, namely: 

1 3 = / P2(2t-s1 - s2,yx,y2) Zsl(dy1)dsiZS2(dy2)ds2 
Jv2 
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Putting everything together, yields: 

E [ | | X t | £ 3 | Z „ 0 < 5 < t ] 

= C 
Jo Jm yt — s 

+ 2 p2(2t-si- s2,yl,y2) ZSl(dyi)dsiZS2(dy2)ds2 
Jv2 

So: 

E[\\Xt\\l]=E(E[\\Xt\\l\Zs,0<s<t}) 

CE I'l 
Jo Js. 

Zs(dy) 
yT^s 

ds 

CE 
1 r Zs(dy) II 

.Jo JR 

ds 

(4.5.24) 

+ 2E / p2(t - s i - s2,yi,y2) ZSl(dyi)ds1ZS2(dy2)ds2 (4.5.25) 

UO JR Vt — S 

+ 2 / p2{2t-si-s2,yuy2)E{ZSl{dyl)ZS2{dy2)) dsxds2. 
Jv2 

To illustrate the application of these results we prove: 

Proposition 4.5.3. The quenched process on Rd, d > 1 has continuous paths on 

L2{u), where v is a finite measure with: 

dist(supp(v), supp(Zt)) = m > 0 
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Proof. The above formulas can be reexpressed for higher dimension d > 1, and 

weighted spaces with the measure v(dx): 

E[||X t | | i2( l / ) |Z„0<3<t] 

= C [ [ [ p2v{dx)Zs{dy)ds 
Jo Jwd Jmd 

+ 2 / ( / PiMp2(xi) u(dxi) • / Pi{x2)p2{x2) v{dx2)\ ZSl(dyx)dslZS2(dy2)ds2 

J \Jwd JRd J 
[0,l]2xR2d 

(4.5.26) 

for any a > 0, inequality ( 3.5.14) , yields: 

2 _ e x p - f l l s - y l l V f t - s ) ^ ( t - s ) ° 

(t - *i) a (< - s2)Q 

Pi(xi)p2(xx) =p(t-suxuyi)p(t- s2,xuy2) < C- 2 2a 
\\x\ — 2/xII \\x2 -y2\\ 

then: 

nut\\Uu)\Zs,o<s<t] 
p{dx)Zs{dy)\-< Cj»*> ( [ J 2a } 

\jRd jRd \\X ~ y\\ J 

+ 2C2t
2+2a ( f f u(dx^)ZsAdyi)\ . ( f f v(dx2)ZS2(dy2)\ 

\jRdjRd \\xi-yi\\2a J \JmdJRd | | x 2 -y2 | | 2 a / 

from which the assertion follows, since by hypothesis, all three integrals are 

finite. • 
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4.5.3 The Annealed O-U process with super-Brownian catalyst: 
State space and sample path continuity 

Now, we apply the techniques developed above to prove the following result: 

Proposition 4.5.4. Let X(t) be the solution of the stochastic equation: 

(CEJ) 
dX(t,x) = AX{t,x)dt + WZt(dt,dx) t>0, xe 

X(0,x) = 0 x e 

(i) ifZ0 = dx , then E ||X(t)||Ja = oo . 

(it) if ZQ = S0(x), then the annealed X(t) has continuous paths in L2 

Proof. It has been seen before that, the solution Xt satisfies: 

E[||X t | |
4J = E 

+ 

f l 
.JO JR 

2 / p2(2t - si - s2,Xi,x2)E(Zsl(dxi)ZS2(dx2)) dsxds2 

Zs{dx) 

Vt^s 

The first integral is bounded above as follows: 

Zsidx) r r zs(dz 
Jo JR Vt— 

f / n / ZSl{dxi)dsA • I / ' / ZS2(dx2)ds2 

\Jo V* - si JM. ) \h V* _ s2 JR 

/ / 1 // w s Zai(dxi)Za2(dx2))dsids: 
Jo Jo \y\t — 'Si){t — s2) JR JR J 

+1L iw^hsF L LE[z- ̂ - H d s i *» 

(4.5.27) 

(4.5.28) 
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For the last two integrals, we assume Z0 = dx, and sx < s2, using ( 4.3.17) we 

obtain: 

/ [E[ZSl(dx1)ZS2{dx2)} = 
JR JR 

— p(2s + s2 - si,xi,x2)ds • dx\dx2 
JR JRJO 

= / / p(2s + s2 — Si,xi,x2)dxidx2 • ds 
Jo JR JR 

— I / dx2 • ds 
Jo JR 

= oo. 

This shows (i). For (ii) assume now Z0 = 50(x), and sx < s2, using ( 4.3.18), one 

obtains: 

f /"E[ZSl(da;i)Za2(da:2)] = 
JRJR 

= / ( / p(si-s,0,y)p(s,y,xl)p(s,y,x2)dyds\dxidx2 

JRJR \JO JR J 

= / / p(st-s,0,y)p(s,y,x1)p(s,y,x2)dx1dx2dyds 
Jo JR JR JR 

= / P(si ~ s,0,y)dyds 
Jo JR 

= ds = Si 
Jo 

and similarly, for s2 < sx : 

f [E[ZSl(dxl)ZS2{dx2)} = s2 
JRJR 
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so that (4.5.28) can be written as: 

77 
Jo JR 

•fl 
Jo Jo 

Zs(dx) 
ds 

Vt^s~ 
1 rS2 sidsids2 

J1'2 + Jo Js2 

s2dsids2 

[(t - 8l){t - 82)]W ' J0 J.a[(t-*l)(t-82)]
1'a 

each one of the last integrals will be estimated below. A direct integration shows: 

(t ^ l" w ^ k > w ^ (it3/2+1« - -)3/2 - *" - «?*) 
±TT^{^ + I(t-*) 3/2 

Hence: 

similarly: 

and: 

t pS2 

If 
Jo Jo 

_ 4 tz'2 2 
~ 3 ( £ - s 2 ) V 2 + 3 ' 

S\ds\ds2 
< ^t2 + -t2 = 2t2 

o Jo l(t-si)(t-s2)y/* - 3 3 

(* 

s2 /" dsi 

- 82)1'2 b (t - *1 ) l /2 «2 

JO J so. 

s2ds\ds2 
< 

h JsA(t-8i)(t-s2)}^- 2" 

Both inequalities together imply: 

E 
.Jo JR 

Zs{dx) 
ds < Cit2 

Similarly, we estimate below the second integral of ( 4.5.27): 

(4.5.29) 
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/ p2(2t-si-S2,Xi,x2)E(Zsl(dxt)ZS2(dx2)) dsids2 = 

= \ p2(2t-s1-s2,xux2)E(ZSl(dxi)ZS2(dx2)))ds1ds2 

Jo Jo \JM.JR J 

+ / ( / / P2(^-Si-s2,x1,x2)E(ZSl{dx1)ZS2(dx2)))dslds2 
Jo Js2 \JRJR / 

when 0 < si < s2. Using ( 4.3.18) with 0 < s < Si < s2 < t, we obtain the 

following estimate for: 

I i = / [ p2(2t-s1~s2,xl,x2)E(ZSl(dx1)ZS2(dx2)) 

= ~ 7 S x ™ P( i ~> XUX2)P(SI ~ s> V)P(S, V, xi)p{s, y, x2)dx1dx2dyds 

y/2t - Si - S2 J 2 
[0,s2]xR3 

= >». = p{ i — + a, y, x2)p{si - s, 0, y)p(s, y, x2) dx2dyds 
y/2t ~ Si - S2 J 2 

[0,s2]xR2 

= / 0 , 1 [ P( ^ " *1 " ' ^ + 25,0, 0)p(*i - s, 0, y) dycfe 
V2t - si - s2 J 2 

[0,s2]xR 

=7r4=rkp!z^ii)+2s,o,o )ds 
V2£ - sx- s2 J0 2 =, ^ r, i * 
y/2t - Si - S2 J0 y/(2t -Si- S2) + As r2_i 

Jo A /4 y/2t - Si - S2 Jo i/4s 

<CU' ~* 
2t — si — s2 

so, we obtain: 
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/ / Ii ds±ds2 < Ci I \ A— - dsx ds2 

Jo Jo io Jo V ^ - S i - s2 

= Ci I y^ [2y/2t - s2 - 2yJ2t - 2s2\ ds2 
Jo

t (4.5.30) 

<C2 </s2~Vids2 
Jo 

< C3t
2 

when 0 < s2 < si, using 4.3.18 with 0 < s < s2 < sx < t, and following the same 

steps above for the integral: 

h= f [p2{2t-s1-s2,xl,x2)E(ZS2{dxl)ZSl(dx2)) 

2t — S\ — s2 

therefore: 

h ds1ds2 < C4 / / J— dsi ds2 

Jo Jo Jo JS2 \ 2t-si-s2 

= C5 Vi [2y/2t - 2s2 - 2y/t - s2\ 
Jo 

< C6 / ViVids2 
Jo 

= C6t
2. 

Gathering ( 4.5.29), ( 4.5.30) and ( 4.5.31) yields: 

nutwu < ce. 

In the same way we can obtain the estimates 

E[\\Xt-Xs\\
4
L2]<C(t-s)2. 

(4.5.31) 
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for the increments which shows the continuity of the paths using Kolmogorov's 

criteria. • 

4.5.4 Further results on sample path continuity 

In this section we establish the space of continuity of the paths of the catalytic 

Ornstein-Uhlenbeck on [0,1] with zero boundary and initial conditions. Let us 

recall first that the set {sin kivx} , k = 1,2... are the nonzero eigenvalues of the 

space of functions with zero boundary values, and further: 

S(t)sin knx — exp(—k2n2t)sin knx, fe = l , 2 . . . 

denote by Â  =• k2ir2, the completion of the space CQ[0, 1] under the L2 norm is 

L2[0,1], so let 4>k(x) = sin knx, k = 1,2... be a basis of L2[0,1], any element 

/ € L2[0,1] has the expansion: 

oo 

f(x) = Ylak^k^ 

so: 
oo 

S(t)f(x) = ^2akeyLp(-\kt)<f)k(x) 
k=i 

this is the desired expression for the semigroup. It can also be expressed as an 

integral operator, using ak = J0 sin kny f(y)dy, and applying the bounded 

convergence theorem yields: 

s(t)f(x) = J' (J£exp(-\kt)Mx)My)) f(v)dy 

= [ G{t,x,y)f(y)dy 
Jo 
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where the kernel G(t,x,y) ( usually called the Green function ) is given by : 

oo 

G(t,x,y):=^2e-x"Uk{x)My). 

With this property we can now prove the following particular case: 

Theorem 4.5.5. The annealed solution of the problem 

{ dX(t, x) = AX(t, x)dt + WzAdx, dt) t > 0, x E [0,1] 

X(t,x) = 0 t = 0 or x = 0,1 

with Z0 = 8\/2 is given by: 

X(t,x)= [ [ Y,e~Xhlt~8)<l>i'(x)<l>k(y)Wz.(d8,dy) (4.5.32) 
Jo Jo fe>x 

has continuous paths in L2[0,1]. 

Proof. It is a well known fact, .that the semigroup S(t) of this problem is a positive 

semigroup smaller than the heat operator T(t) of the same equation with no 

boundary conditions, in the sense that if f(x) > 0 then: 

S(t)f(x) < T(t)f(x) 

from which it follows, that the covariance measure of the process satisfies: 

E(Zt(dx1)Zt{dx2)) = f ! St-s[SslAl • S,IA2] n(dx) ds. 
Jo JR 

< [ I' Tt_s[TalAx-TslA2]yi{dx)ds 
Jo JM. 

= p(t~ s,0,y)p(s,y,xi)p(s,y,x2) dy dsdxidx2 

Jo JR JR 

= tdx\dx2 
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following the same steps of Proposition 4.5.4, we arrive the desired conclusion. • 

In fact, using a completely different technique we can prove a more general 

result for the quenched case: 

Theorem 4.5.6. In dimension d > 1 and with Z0 € MF(Ed), the problem: 

dX(t,x) = AX(t,x)dt + WZt(dx,dt) t>0, x e [0, l]d 

{cou-[o,i]d) { v ' y ' A . " L J 

X(0,z) = 0 xed[Q,l]d 

has for almost every realization of {Zt} continuous paths in i/_n for any n > d/2, 

where U-n is a certain space of distributions (see Appendix). 

Proof. As in the above Theorem, the solution is given by: 

x(t,x)= [ [ J2e'Xk{t~s)M^h(y)wZs(dy,ds) 
Jo Jo k>1 

Let 

Then 

of /> ! 

Ak(t)= [ [ e-x^-sHk{y)WZs{dyM 
Jo Jo 

X(t,x) = Y^<t>k{x)Ak{t) 
k>\ 

we will show that X(t) has continuous paths on some space Hn mentioned in the 

Appendix. Hn is isomorphic to the set of formal eigenfunction series 

oo 

fc=l 

for which 

l„ = £**( !+ **)"<«>• 

113 



Fix some T > 0, we first find a bound for E < supA^(i) >. 
[t<T J 

Let Vk(t) = J0 J0 0fc(a;)VF(Zs((ia;),ds), integrating by parts in the stochastic 

integral, we obtain: 

Ak(t)= f* e-^*-'Wk(s) 
Jo 

= Vk- [ \ke-Xk^Vk(s)ds. 
Jo 

Thus: 

Thus 

sup \Ak{t)\ < sup |Vfc(*)| + (1 + f Xke
x^-sUs) 

t<T t<T JQ 

<2suP |y f c( t ) | 
t<T 

Thus 

Using now: 

E { s u p ^ ( 0 J < 4 E { s u P y f c
2 ( t ) ) 

<16E{Vfc
2(*)} (Doob's inequality) 

= 16 f [ [ (j)k{x)(t)k{y)Zs{dx)Zs{dy)ds 
Jo JO JO 

< 16TZ|[0,1] = C. 

E ( ^ s u p ^ ( i ) ( l + Afe)-"] < C ^ ( 1 + Afc)-
B. (4.5.33) 

\A:>1 t-T J k>l 

J^( l + Xk)-
p < oo iip>d/2 

fc>l 

S U P ll^fclloo (1 + Afc)
 p < oo if p > d/2 
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then ( 4.5.33) is finite if n > d/2 and clearly: 

ll*(t)ll-„ = £ ^ ( * ) ( i + A*)-B 

fc>i 

is a.s finite, hence X(t) G H^n. Moreover, if s > 0, 

\\X(t + s) - X{t)tn = J^iMt + a) - Ak(t)f(l + Afc)~
B 

The summands are continuous since W is and the sum is bounded by 

4 V s u p ^ 2 ( t ) ( l + Afc)-" 

for a.e. u>. Now Ak(s) ->• Ak(t) as s 11, hence \\XS - Xt\\_n -> 0 as s 11. if W is 

continuous, so is Ak, and we can let s 11 to establish X is also left continuous. • 

4.6 The Identification Problem for the Catalyst 

The question to be considered in this section is whether by observing the 

catalytic Ornstein-Uhlenbeck process it is possible to determine the support of the 

catalyst. In Theorem 3.5.1 we proved that the solution of the catalytic Ornstein-

Uhlenbeck process is smooth off the support. In one dimension since X(t,x) is 

a continuous function of x the set X(t, x) > 0 is an open set. In this section we 

prove that in d = 1 the OU process is non-differentiable in the interior of the 

support. 

Theorem 4.6.1. Given a catalytic OU {X(t, -)}t>o with super-Brownian catalyst 

{Z(t)}t>o in M1 with Z(0) = do, X(0, •) = 0, then a.s. X(t,-) is non-differentiable 

at a.e. x in the interior of S(Z(t)). 
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Proof. By Theorem 4.3.2 S(Z(t)) is compact and with positive probability has 

non-empty interior by Theorem 4.3.1. Let x e Int(S(Z(t)). Then Z(t,x) > 0 and 

by the joint continuity of Z(s,x) (by Theorem 4.3.1(i) ) there exists 5 > 0 such 

that Z(s,x) > 8 for t — S < s < t, \y — x\ <2S. Now consider 

n(X(t,x)-X{t,y))2] 

= (E[X(t,x)-X(t,y)])2 + Var[X(t,x)-X(t,y)} 

Note that E[X(t, x)] = 0 so we only need to compute the variance. Now recall that 

by the Konno-Shiga representation 

X(t,x) = J fp(t-s,x-y)Wz(dy,ds) 

= J J p(t-s,x- y)WZ-si(x_u,,+2S)xit-s,t) (dV'ds) 

+ J J p(t-s,x- y)WsUm_2StX+2S)Mt_Sit)(dy,ds) 

where we can take Wz-6i(x_2StX+25)X(t_s,t)i -28,x+2S)x(t-s,t) m(iependent so that for 

yi,y2^(x-6,x + 6), 

E[X(t, yx) - X(t, y2)}
2 > E[Xs(t, Vl) - Xs(t, y2)}

2 

- E[X8(t, yi)]2 + E[Xs(t, y2)}
2 - 2E[X5(t, Vl) • Xs(t, y2)} 

= E[X*s(t,yi)}
2 +E[X*8(t,y2)]

2 - 2E[X;(*>yi) • X*5(t,y2)} + o(|y i - y2\) 

where X* is driven by space-time white noise on all of E multiplied by \f5. 

Here the o{\y\ — y2\) term comes from the missing contribution from outside 
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(x — 25,x + 28), that is: 

Xs(t,x) = p(t- s,x,y)WSi{x^26,x+2S)x(t-s,t)(dy^ds) 

X*s{t,x)= [ fp(t-s,x,y)V5W(dy,ds) 
Jt-25 J 

Hence: 

EW(t ,Vi) • Xg(t,y2)} = 6 p(t-s,yuu)p(t - s,y2,u)dsdu 
Jt-25 J 

and 

E[(X*(t,yi)-X*(t,y2))
2} 

= 28 j Jp(2{t - s),ufduds + o(\yi - y2\) 

-25 / p(2{t - s), yi-y2- uf duds 
Jt-s J 

= 2 / '(4s " - L " ^ ) d S + o(\yi - y2\) 
Jo Vs Vs 

> 2 f0 e"^(4= - 4 = e _ k l ^ ) d s + °dwi - 1̂) 
Jo Vs Vs 

= ^L(l - e-2^-^) + o(\yi - y2\) 

> c\yi -j/21 + o(\yi - y2\) 

for some c > 0. Here we used the Laplace transform: 

f°° 1 2 1 
/ e-fia-=e-^ds = -7^e~^a a>0,/3>0 

Jo VFs V^ ~ 

This satisfies the condition (3) in Yeh's theorem [Y 67] (also see [Be 69]) and 

implies that a.s. X(t, x) is non-differentiable at a.e. y 6 (x — 5, x + 5). O 
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Remark 4.6.1. Berman [Be 69] has extended Yen's results and proved not only' 

non-differentiability but other properties including unbounded 7 variation for 

7 < 2. 
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CHAPTER 5 
Relations with catalytic branching 

5.1 Super-Brownian motion in super-Brownian catalyst 

A basic question in the study of chemical and biological process is the relation 

between description at microscopic and macroscopic levels. In this chapter, we 

consider the catalytic branching system ( described in [Da 99] ). In this system 

at the microscopic level the molecular reaction occurs only in the presence of a 

catalyst and from the macroscopic point of view, &• catalyst can be considered as a 

spatially inhomogeneous rate function. 

At the microscopic level we begin with a system of reactant particles and 

a spatial density field p = {pt(x);t > 0,x £ Rd} representing the catalyst. We 

assume that the reactant particles move independently in Rd according to standard 

Brownian motions and in addition each particle located at the point x at time 

t may die or split into a random number of offsprings at rate proportional to 

the amount of catalyst pt{x) present. The newly created particles start moving 

independently at the position of their parent. 

Let N(t) denote the random number of particles at time t and Xi(t) the 

location of the z-th particle at time t, so that the state of the reactant at time t 

is given by the measure-valued process X^=i ^(t)- If w e start at time s with a 
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single particle at a, this system of branching Brownian motions is described by its 

Laplace transition functional 

v(s, t, a) := EsX exp(- ]T] </>{xi(t)) 
i+l 

which satisfies the catalytic reaction diffusion equation 

UV\S t &} 1 

^ 7 — = -Av(s,t,a) + ps(a)(G(v(s,t,a)) - v(s,t,a)), v\s=t = e~4' 

where <j> is a nonnegative measurable function on Rd. If we assume that the 

offspring distribution of the reactant has a finite second moment we obtain in the 

limit the catalytic super-Brownian motion X = Xp — {X£;t > 0} in Rd, described 

by the log-Laplace function 

v(s,t,a) - logEs>(Soexp (- f Xt
p(db)^(b) 

which solves a special case of the catalytic diffusion equation introduced above, 

namely: 

dv(s,t,a) 1 A / , x / N 2 / , \ ^ , i < 
= _Au(s,t,tt) - ps[a)v {s,t,a), s < t, v\s=t = <p 

Here the equation is written in backward form and ps(a) is understood as the 

generalized density function of the measure ps (da). 

In the case in which pt(db) = jdb, where 7 is a (strictly) positive constant, Xp 

is the continuous super-Brownian motion (SBM) with constant branching rate 7. 

However in applications the catalytic mass p can be a singular measure p(db) (e.g. 
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concentrated on a hyper-surface), may vary in time, pt(db), ( varying medium ), or 

even be sampled from a random object (random medium). 

In this Chapter we begin with the case of super-Brownian motion in a 

super-Brownian catalyst constructed in [Da 95] and then show that in the one-

dimensional case the high density fluctuations of this process lead to the catalytic 

Ornstein-Uhlenbeck process with super-Brownian catalyst. 

5.2 Statement of the Fluctuation Limit theorem 

Following the notation in Ch. 4, we will denote by Z(t) a super-Brownian 

motion in [0,1], which by the result of Konno and Shiga is absolutely continuous 

with a density that can be described by the stochastic equation: 

dZ(t, x) = -AZ( i , x)dt + y/Z(t,x)dW(t, x) 

Z(0,x) = n 

We now introduce a sequence, Xk(t), of super-Brownian motions on [0,1] 

with catalyst given by Z(t) and reflecting boundary conditions. These are special 

cases of the processes constructed in [Da 95] and in the one dimensional case the 

processes Xk(t) satisfy the Konno-Shiga stochastic partial differential equations: 

dXk(t,x) = ^AXk{t, x)dt + (3(9k - Xk(t,x))dt + JZ(t,x)Xk^X>dW{t,x) 

X(0,x) = 6k 

(5.2.1) 
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where A is the Laplacian with Dirichlet or reflecting boundary conditions on [0,1]. 

In other words the Xk(t,x) are super-Brownian motions with immigration in the 

catalytic super-Brownian medium Z(t). 

We define the fluctuations around 9k by 

Vk{t,x)=Xk(t,x)-0k. 

The main result of this chapter is the following: 

Theorem 5.2.1 (SBM in SBM catalyst with immigration). Assume /3 > 0 , ^ —>• 

oo and \Vk(0,x)\ —>• 0 uniformly. Let V denote the solution of 

dV(t, x) = ( i AV (t, x) - pV(t, x))dt + y/Z(t,x)W(dx, dt) t>0 

V(0,x)=0. a; €[0,1] 

Here | A is the generator of reflecting Brownian motion, that is with domain 

£>(fA) = { / e C 2 [ 0 , l ] , /'(0) = / ' ( l ) = 0}. 

Then for almost every realization of Z, Vk converges to V in the following 

ways: 

1. in the sense of finite dimensional distributions (f.d.d.) on L2([0,1]), 

2. in the sense of weak convergence of processes, that is, probability laws on 

C{[0,oo),H_{i+S))for6>0. 

Remark 5.2.1. The reason for the difference in 1 and 2 is that the proof of 

tightness works only in the larger space if_ 1/2+5. 

In order to formulate the next results we introduce the notation to make 

explicit the quenched and annealed processes. For a fixed realization of Z — f{t,x) 
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we denote the corresponding processes by X[ and X*. The annealed process will 

be denoted by X*. 

Corollary 5.2.2. The annealed processes XI also converge to X* in the same 

ways. 

This is an infinite dimensional analogue of a recent result of Dawson and Li 

[Da 05]. We will also consider the process without immigration. 

Theorem 5.2.3 (SMB in SBM catalyst without immigration). Consider the 

sequence of super-Brownian motions on [0,1] with catalyst given by Z(t), Xk(t), 

and which satisfy 

dXk{t,x) = lAXk(t,x)dt - pxk(t,x)dt + Jz(t,a) „ ' dW(t,x) 
2 V 9k (5.2.2) 

X(0,x) = 6k 

that is Xk(t,x) are super-Brownian motions with no immigration in the super-

Brownian catalyst Z(t). Here | A again denotes the generator of reflecting Brown­

ian motion. 

Note that E(Xk(t,x)) = 9ke~^ and consider the fluctuations around the 

mean defined by Vk(t, x) = Xk(t,x) — 6ke~^1. Assume that /3 > 0, 6k —y oo and 

E \Vk(0,x)\ —y 0. Then in the same ways as in Theorem 5.2.1 Vk converges to the 

process given by the OU-type equation: 

,1 
dV(t,x) = {-AV(t,x) - /3V{t,x))dt + ^Z{t,x)W{e~ptdx,dt) t > 0 

^ ( 0 , ^ = 0 . re G [0,1] 
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Remark 5.2.2. These results are stated and proved on [0,1] but it can be similarly 

extended to R assuming that /J, has a bounded density with compact support. 

Following the tradition of probabilistic limit theorems we first prove a weak 

law of large numbers and then the analogue of the central limit theorem which is 

the fluctuation limit theorem. 

To illustrate the key idea we first consider the one-dimensional case. 

Theorem 5.2.4. (A Weak Law of Large Numbers for the real-valued case) Con­

sider the sequence of M.+-valued processes associated to the stochastic differential 

equations: 

dXk{t) = /3(0k - Xk{t))dt + xl*Mw(dt) 

xk(o) = ek. 

Assume that /3 > 0 and 9k -> oo. Then 

'Xk(t) 
Ok 

Proof. The solution is given by : 

—> 1 in probability. 

Xk(t) = e-?% + (30k J* e-«'->cfa + J* e-«*-> J^-W(ds) 

= 9k+l!e~*{t~s)y^jrw{ds) 
o 

Taking expectations: 

E(xk(t)) = ek 
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and so: 

E 'xk(ty 
Oh. 

1 Vk> 1 

For the second moments, write first: 

Hence: 

Xk(t)
2 = 

= e2
k + 2^fk f ^-^y/x^wids) 

Jo 
-20t rt rt 

+ f f e^+S2WXk(s1)Xk(s2)W(ds1)W(ds2) 
Jo Jo 

(5.2.3) 

This means: 

nxk(t)f 

el 
-2/3t rt rt 

+ [ [ e^+^E[Xk(Sl)Xk(s2)}V
25Sl(s2)d(S2) 

Jo Jo 

Ms) = 9\ + [ e-^2t-2s^Ey-^ds 
Jo &k 

= el+ (* e-w-^ds' I 
3<M 

n + ^-e-^) 2/3 

E 
Xk(t) 

8h 

-\2 

—>• 1, as k —>• oo 

together with ( 5.2.3) yields: 

Var 
Xk(t) —> 0, as k —> oo 

(5.2.4) 
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and by Chebyshev's inequality: 

Xk(t) —>• 1, in probability. 

D 

Theorem 5.2.5. (A weak law of large numbers for the C([0, l])-valued processes 

Xk) The sequence of processes Xk given by ( 5.2.1) satisfies: 

'xk(t,xy 
Ok 

-4 1 weakly in probability. 

Proof. Since by the results of [Ksh 88] Z(s,y) is a.s. bounded on [0, T] x [0,1], it 

suffices to prove this with \Z(s,y)\ < C. We define Yk(t,x) = Xk(t,x)/9k and let 

A == | A — /3I with reflecting boundary conditions, that is, with domain D(A) = 

{/ G C2[0,1] : / '(0) = / ' ( l ) = 0}. Then equation ( 5.2.1) can be formulated as: 

dYk(t, x) = AYk(t, x)dt + /3dt + -=y/Z(t,x)Yk(t,x)W(dx, dt) 

Yk(0,x) = l. 

Denote the semigroup on C([0,1]) generated by A as £(£), that is, 

V<£ € C6(E) : S(t)<j>(x) = e~pt [ p{t, x, y)</>{y) dy 
Jo 

where p(t, x, y) is the transition density of reflecting Brownian motion. 
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Then the solution is given by: 

Yk(t,x) = S(t)(l) + p [ S(t-s)(l)ds + -^= [ S(t- s)VZ(s,y)Yk(s,y)W(ds,dy) 
JO V^k JO 

= e~pt [ p(t,x,y)dy + P [ [ e-^-s)p(t - s,x,y)dyds 
Jo Jo Jo 

+ ~W / ^sp(t-s,x,y)y/zJ^Y^y)W(ds,dy) 
Vyfc Jo Jo 

[ [ e^sp(t - s, x, y)y/Z(s, y)Yk(s, y) W(ds, dy). 
Jo Jo 

e-Pt r* ri 

Then one obtains: 

E(Yk(t,x)) = lVxe[0,l]. (5.2.5) 

Now consider the second moments: 

E[Yk(t,x{)Yk(t,X2)l=l+ 

+ - 5 — / / / / ^s'+S2)p(t-s1,x1,y1)p(t-S2,x2,y2) 
"k Jo Jo Jo Jo 

•1E,[Z(s1,y1)Yk{suy1)Z(s2,y2)Yk(s2,y2)f
2 • 5yi(y2)5Sl(s2)d(y2)d(s2) 

when si — s2 = s and y\ = y2 = y, KYk(s,y) = 1 and assuming x-i = x2 = x, we 

obtain: 

E[Yk(t,x)]2<l + ^—- / e^sp2(t-s,x,y)dsdy (5.2.6) 
Vk Jo Jo 

the numerator in the last term is bounded and this shows: 

Var [Yk(t, x)] —> 0, as k —>• oo 

D 
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Remark 5.2.3. This suggests that the sequence of random processes defined by 

Vfe := Xk — Ok satisfies: 

dvk(t,x) = \m{t,x) -pvk(t,x)dt+ Jz^xWt,x) w{dx^dt) 

^(0,a:) = 0 

and converges to a process V given by the SPDE: 

dV(t, x) = \AV(t, x) - 0V(t, x)dt + y/Z{t,x) W(dx, dt) 

V(0,x) = 0. 

However since we have only proved convergence of kg' —t 1 pointwise in 

probability the proof in the next section will be based on Laplace functional 

calculations. 

Remark 5.2.4. One can also consider the case of absorbing boundary conditions 

A = \A- 01, D(A) = {f e C2[0,1] : /(0) = / ( l ) = 0} and the solution Yk{t,x) of 

the problem: 

dYk(t,x) = AYk(t, x)dt + (0 + 7T2) sinirxdt + -= y/Z(t, x)Yk(t, x) W{dx, dt) 
VOk 

Yk(0,x) = sin nx. 

The analogous result is that Yk(t,x) converges in probability to sin7ra; for all 

x e (0,1) and t > 0. 
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5.3 Proof of the Fluctuation Limit Theorem 

5.3.1 Key ingredients 

For the convergence of the processes we will denote the above sequence of 

processes by (X") , (Yt
n) and (Z™) respectively and summarize below some facts 

about convergence of processes which will be used later. For the following basic 

facts about weak convergence refer to [EK]. 

Definition 5.3.1. Consider a sequence of stochastic process Xn defined on 

probability spaces {(Sln-,Tn, Pn)}^Li a n d a process X defined on a probability 

space {(Q,,!F, P*)} all with continuous paths on a Polish space E. Denote by Pn 

and P the induced measures on C([0, oo),E). We say that {Xn}n>0 converges in 

distribution to X if: Pn => P in the topology of weak convergence of probability 

measures. 

In order to prove weak convergence of such a sequence it suffices to verify 

1. The finite dimensional distributions converge. 

2. The probability measure {Pn}nen are relatively compact in the set of 

probability measures on C([0, oo), E). 

To prove relative compactness, by Prohorov's theorem it suffices to prove 

tightness. The sequence {Pn} is tight if for every e > 0, there is a compact set 

K C C([0, oo), E) such that Pn{K) > 1 - e, for every n G N. 

Theorem 5.3.1 ( [Kat 99], Th. 4.15). Let {Xn}™=1 be a tight sequence of 

continuous process such that the finite-dimensional distributions of {Xn}™=l 
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converge to those of X, that is given 0 < t\ < • • • < t^ < oo then: 

(Xti > • • • > Xtd ) =** (^*l > • • • ! " ^ t j 

Lei Pn denote the measures induced on (C[0, oo),#(C[0, oo))) 6y {^n}^L r TTien 

{•f "}^Li converges weakly to the measure P induced by X. 

5.3.2 The Laplace Functional 

In this section we develop the Laplace functional methods needed in the proof 

of the convergence of the finite dimensional distributions. To explain the idea we 

begin with the one-dimensional continuous branching process. 

Proposition 5.3.2. The continuous state branching (CSB) given by the SODE: 

dXt = -pxtdt + y/x~tdWt 

Xo = x 

has Laplace functional given by: 

Ex exp(-AXj) = exy(-u(t)X0) 

where u(t) satisfies the equation: 

(5.3.7) 

du 2 

^ = -/?„-„ 
u(0) = A 

Proof. Define 

M(\,t,x)=Ex(e-xxM) 
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Using Ito's lemma 
dM 0BM l,2dM • s 

with solution 

M(X,t,x) = e~Xx 

Let u be the solution of 

* ^ = -0u(A,i)-±Ti2(A,t) , u(X,0) = X 

from the above definitions: 

M(u(X,t~s), s,x)e-u^t~s)x 

is a constant, since: 
dM(u(X,t- s),s,x) _ 

d~s : " 

Therefore 

Ex(e-xx^) = M(X, t, x) = M{u{X, t), 0, x)e~u^x 

Adding an immigration term (3t to Xt, one obtains the continuous state 

branching with immigration process (CBI), and can verify (see [Li]) the following 

propositions: 

• 
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Proposition 5.3.3. The continuous branching process with immigration (CBI), 

given by the SPDE: 

(5.3.10) 
dYt = P{\-Yt)dt+ y/YtdWt 

has Laplacian functional given by : 

EM exp(-Ay(t)) = exp(- / pu(s) dfi) 
Jo 

du 2 

w(0) = A 

Proposition 5.3.4. Let f be a continuous function on [0, oo) x [0,1]. Then the 

superprocess on [0,1] given by the SPDE: 

dX{t,x) = -AX{t,x) dt + P(d - X(t,x))dt + y/f(t,x)X(t,x)W(dt,dx) 
2 (5.3.11) 

X{0,x) = g(x), z e [ 0 , l ] , 

has Laplacian functional given by : 

E jUexp(- / (f>(x)X(t,x)dx) = exp(- / u(t,x) g(x)dx - (39 / / vr(t,x)dxdr) 

where /i(dx) = g(x)dx 

^ = ±Au-(3u-f(t,x)u2 u(O) = 0-

-^ = -Avr - /3vr - f(s, x)v?, r <s <t 

vr(r,x) = (f>(x). 

(5.3.12) 
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5.3.3 Convergence of the finite dimensional distributions 

According to the above discussion, convergence in distribution of the finite-

dimensional distributions plus tightness of {Zn}n>l imply convergence of the 

processes. 

We first prove the convergence of the one-dimensional distributions, as noted 

in the introduction , we do it first for the case where there is no immigration term: 

Theorem 5.3.5 (Convergence of the one-dimensional distributions, processes 

without immigration). Fix t > 0 and assume f3 > 0, and let Xk(t,x) be the se­

quence of super-Brownian motions on [0,1] with catalyst Z(t) and no immigration, 

given by: 

dXk(t,x) = l&Xk(t,x)dt - 0Xk(t,x)dt+x Z(t,x)Xk^X>dW(t,x) 
2 y 0*; 

x(o,x) = ek 

then, the fluctuations around 6k defined by Vk(t,x) = Xk(t,x) — ^fce_/3i converge in 

distribution to the distribution of the solution V(t, x) of the OU-type equation at 

time t (that is, weak convergence of probability laws on L2([0,1])): 

dV{t,x) = (^AV(t,x) - pV(t,x))dt + s/Z{t,x)W{e-ptdx,dt) t > 0 

V{0,x) = 0. a; €[0,1] 

i.e. 

Vk(t)=>V(t) 

Proof. Let Xg = 9ndx, and 0 G C+([0,1]). Since Z(t,x) a.s. has a density 

w.r.t. Lebesgue measure, it suffices to prove this for a fixed function Z(t,x) = 
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f(t,x), where f(t,x) e C0{R). Then: 

E„ exp - (A0, Xt
n) = E„ exp -A f <f>{x)X?{dx) 

= exp -(u(t),n) 

= exp — / u(A, i, x)9ndx 
Jo 

where u satisfies the equation: 

du 1' „ , . . i t 2 

it(A, 0,a;) = A0(x) 

using the following notation for the semigroup: 

Tfu(x) = e-fit [ p(t,x,y)u(y)dy 
Jo 

we get: 

'n 

(5.3.13) 

Substitution of the same expression for u(A, s, x) on the right hand side of (5.3.13) 

yields: 

(A, t, x) = \TU -£• [ Tf_J(s, x) (ATjV - T [' Tstrf(r, x)u\\ r) dr) ds 
Vn JO V Vn Jo / 

U 
6 
A2 ' rt 

= X1f^-^[J TUf(s,x){T^f)ds^+o{el) 

(5.3.14) 
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So, the Laplace transform for the fluctuation Vt
n : X(t,x) — 6ne~^ can be written 

as: 

E^exp —A 

E 

f 4>{x)Vt
n(dx) 

Jo 

,„exp - / (f)(x)(\X?(t,dx) - \dne~pt)dx 
Jo 

= exp I— / u(X,t,x)9ndx + A^e-*8* / (f>(x)da 

= exp (-\9n [ Tf<j>(x)dx + \2 [ [tTf_s(f(S,x)(T^)2)dsdx+ 
\ Jo Jo Jo 

\9ne-^ [ </>(x)dx + o(6n) 
Jo , 

+ 
Observing the following relation: 

f Tf<t>(x)dx = e-pt [ f p(t,x,y)<f)(y)dydx 
Jo Jo Jo 

,-pt I (t>(y)dy 
Jo 

(5.3.15) 

and also 
"t pi 

f hUf-{T!<t>)2{x))dxds 
JoJo 

= [ f e-M-*[p(t - s, x, y)f(s, y) (e-?s [p(s, y, z)cj>(z)dz ) dy 
JoJo Jo \ Jo 

= I I e~mS)f^-s^Af P(s,2,y)^)^) dyds 

= y y e-W-*f(t-8,y)Cj p(t-u,z,y)<f>(z)dz\ dydu 

= ffe^sf(s,y)(Tf_^(y))2dyds 
Jo Jo 

dxds 

(5.3.16) 
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and putting these facts together we obtain: 

E^exp - (xj cf>(x)Vt
n(dx)\->eW (\2 J J e^sf(s,x)(Tf_s^))2dxds 

as n —>• oo. 

On the other hand, the OU-type process given by the SPDE: 

dVt = (l&Vt - PV?J dt + y/f{t^)W(e-0tdx, dt) 

Vt = 0 

is Gaussian centered, with covariance: 

E f </>{x)Vt{dx) 
Jo 

[ [ TtLafa)y/fMW(e-0'd8,dx) 
Jo Jo 

j I {Tlscj)(x))2e-^f(s,x)dsdx 

so that: 

Eexp - (A f </>(x)Vt(dxU = exp ( A 2 / f e-^sf(s,x)(Tf_s(j)(x))2dxds\ . 

This shows that Vt
n => Vt, as n —> oo. • 

Theorem 5.3.6 (Convergence of the one-dimensional distributions, processes with 

immigration). Fix t > 0 and assume (3 > 0, and let Xk(t,x) be the sequence of 

super-Brownian motions on [0,1] with catalyst Z[t) and immigration f36k, given by: 

dXk(t,x) = ^AXk(t,x)dt + (3{0k - Xk(t,x))dt + Jz(t,x)Xk^X^dW{t,x) 

X(0,x) = 6k, 
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and Vk(t,x) the fluctuations around 9k defined by Vk(t,x) — Xk(t,x) — 9ke~0t. 

Then Vk(t,x) converges in distribution to V(t, x) where the latter is the catalytic 

OU-process given by the equation: 

dV(t, x) = (-AV(t, x) - pv(t, x))dt + y/Z(t,x)W(dx, dt) t>0 

V{0,x) = 0. I 6 [ 0 , 1 ] 

that is, 

Vk(t)=*V(t). 

Proof. Let X* = \i = 9kdx, and <fr e C+([0,1]). As above we take a fixed 

realization Z(t,x) = f(t,x) where f(t,x) £ Co(R). Then the Laplace transform of 

Xn{t,x) is given by ( 5.3.12) with f(t,x) replaced by &f-, 9 by 9k, <p by A0, A > 0 

and g(x) = 9k. 

The Laplace functional of the fluctuation Vk(t,x) := Xk(t,x) — 9k is given by: 

E e x p ( - / X(p(x)Vk(t,x)dx) 

iff /" i \\ (6'317) 

= exp ( - I 9k / u(t, x)dx + (39k / / vs(t, x)dsdx - 9k J 1 . 

Using the same notation for the semigroup, Tf, as in the last theorem, as well as 

the substitution given by eq. ( 5.3.14), we obtain: 

u(X,t,x) = \T?4> - £ ( / V - S ( / M ( W ) da) 
Un \Jo / (5.3.18) 

+ higher order terms in —. 
9k 
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Setting f(t) := f(t,x) and F(s) •= f(T^)2dx, we evaluate below the term 

9k f v(t)dx + 0dk f* f u(s)dsdx - 6k of eq. (5.3.17): 

#fc / v(t)dx + 9k I / u(s)dsdx — 9k = 

= f f{TUf(s)-{T!<i>)2))dsdx + P f f f S(Tf_s_u(f(u)-(Ti<j>)2))dudsdx 
Jo Jo Jo Jo Jo 

= [(e-W-)f(t-s) [ {TsP(f))2dx)ds + P [ [ \e-^-s-^f(t-s-u) [ {T^fdx)duds 
Jo Jo JoJo Jo 

= e'pt [e-^t-^f(t-s)F(s)ds + (e^s [ ' e^uf(t - u)F(u)du)0 
Jo Jo 

Jo 

= - / " / " f(s,x)(Tlscf>)2dxds 
Jo Jo 

(Integration by parts) 

Hence: 

E^exp-tx </>(x)Vn(t,x)(dxU -> exp ( A2 / / f(s,x){T?_s4>(x))2 dxds 

as n -> oo. 

Similarly, the catalytic OU process given by the SPDE: 

dVt = C^AVt - PV^J dt + y/J(£x)W(dx,dt) 

Vt = 0 

is Gaussian centered, with covariance: 

E f (f>(x)Vt(dx) 
Jo 

[ [ Tf_8<l>(x)y/ffcx)W(ds,dx) 

Jo Jo 

= J J ( l f > ( a ; ) ) 2 f(s,x)dsdx 
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so that: 

Eexp - (A I <f>(x)Vt(dx)] = exp (\2 f f f{s,x){T^_s(j){x))2dxds 

This shows that Vt
n =$• Vt, as n —> oo. D 

Theorem 5.3.7 (Convergence of the finite-dimensional distributions). With the 

notation of the last theorem, given d > 1 and real numbers 0 < t\ < • •• < td < oo, 

then 

(vt
n

1,...,vt
n

d)Mvh...,vtd). 

Proof. We will give the proof with d = 2 and for the case without immigration. 

The cases d > 3 and with immigration follow in essentially the same way. Let us 

take t\ < t2, 0i, 02 £ C°°[0,1], /x = Xfi = 8n • dx, then we have for the fluctuations 

Vt
n = Xt

n - 9ne-0t: 

EM exp(- (X1<f>1, V£) - <A202, V£» = exp«A101 ,0ne~^) + (A 20 2 ,0 ne"^)) 

•E /,exp(-(A101,X t"1> - (A202,Xt"2» 

(5.3.19) 
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Using the Markov property, the last factor of the above equation is computed 

below: 

E„exp(- (Aifc.XS) - (X2cj>2,X^))E,{E,(exp(-Xl (faX^) - A2 {cj>2, X?2))\ftl)} 

= EM[exp(-A1 ( ^ , X £ ) ) E ^ e x p ( - A 2 <^,* t
n

2) \Ttl]] 

= EM[exp(-A1 < 0 1 , ^ » E / i e x p ( - A 2 <&,X£_ t l»] 

= E^[exp(-Ax < ^ , ^ » e x p ( - {u(X2<j>2M - h)),X^)} 

= EMexp - (Ai<h + «(A202,t2 - tO.XIJ} 

= exp - (u(Ai0i + u(X2(f)2, h - h), h), X%) 

= exp -6n / u(Xi<j)i + u(\2(j)2, h - h), t\)dx 

(5.3.20) 

where it(A0, t) satisfies: 

du{\(j>, t) 1 M(A<M)2 

^ = 2 Au(A<M) - PHA<f>,t) - f[t,x) 

W (A ,0 ) = X(f>. 

In order to simplify the notation we now set f(t,x) = 1 - the case with / G 

C([0, oo) x [0,1]) follows in exactly the same way as we have done for the one 

dimensional marginal. As before, the integral representation of u is given by : 

u(A<M) =Tf(X<j>) - 1 f Tls{u2(Xcj>,s))ds 
Vn Jo 

Tfu(x) := e~0t [ p(t, x, y)u(y) dy. 
Jo 
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With this notation, we can compute the integrand of the last expression in 

( 5.3.20) : 

u(\2<h,t2-t1)=Tf2_tl(\i<h)-±- I' 1Tf2_h_s(u
2(X2^,s))ds (5.3.21) 

"n JO 

u(Ai^i + u(A202, t2 - ti), ti) = 7g(Ai^i + u(A202, <2 - *i)) 

-^-[1Tfl_s(u
2(Xl(l)1 + u{X2(f)2,t2-t1),s))ds 

Vn JO 

(5.3.22) 

In order to keep track of the terms o(0*), we will write shortly u2(r) := 

u{\24>2,r) and express ( 5.3.21) as a Volterra integral equation: 

Mr) ~ On1 f T?_s(ul(s))ds = \2T?(h (5.3.23) 
Jo 

whose solution is given by the Neumann series: 

CO 

Mr) = 5>*(A2T,fy2) 
k-0 

where the operator Ak is denned recursively as: 

A°(\2T?<h) = l{X2Tr^2)X2Tr^2 

Al(\2Tf<h) = tf frTL(^h)2ds 
Jo 

= 9-'Xl[rTrUTs^2)
2ds. 

Jo 

oo(r) := X2TrU2 

ox(r):=Ai [* if^Tfa)2 ds 
Jo 
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this means: 

«2(r) = a0(r) + o1(r)(9-1 + 0 ( 0 

u\{r) = a0(r)2 + 2a0(r)al(r)d-1 + 0(e~2) 

For ( 5.3.22), let ux{r) :— w(Ax0! + u2(t2 — ti),r) and write it in the form of a 

Volterra equation: 

Mr) ~ KX [ Tf_s(ul(s))dx = T?{\x<j>x + u2(t2 - tx)) 
Jo 

= T?(\xcf>1) + Tf(u2(t2-tx)) 

= AxT/0! + T?a0(t2 - ti) + 6^T?ax(t2 - tx) + O(0~2) 

which is the same integral equation as for u2 with a different non-homogeneous 

term. In this case we have: 

oo 

u1(r) = Y^Ak(Tf(\1cf>1 + u2(t2-t1))) 
fc=0 

but this time the operator Ak is given by: 

A\T?{\x<t>x + u2(t2 - h))) = I(T;?(Ai& + u2(t2 - tx))) 

= Tr
p{\l<j>1 + u2(t2-t1)) 

= XxTfcj>x + Tfa0(t2 - tx) + d~lT?Mh - h) + 0{d~2) 

A1(Tr
0(X1cf)1 + u2(t2 - tx)))9^ f T/_s(Tf(A^x + u2(t2 - tx)))

2 ds 
Jo 

= Kl f I?-.(AiT^! + Tla0(t2 - tx))
2ds + 0 ( 0 

Jo 

= 9~l / V - . ( A i T / ^ +T/ao(*2 - *i))ads + 0 ( O -
JO 

= Kl [ Tf^iXxTfa + T?a0(t2 - tx)fds + O(0n~
3) 

Jo 
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setting: 

b0(r) := X&ffa+Tfaofo-h) 

b1(r):=T?a1(t2-t1) + 

+ / V - . ( ( A i T / ^ ) 2 + 2AiT/^r/ao(«2 - *i) + (r/aote - *i))2)ds 
JO '0 

We obtain: 

u(Ai0i + u2(*2 - tx),*!) = 6o(<i) + F-&i(*i) + o(^"2) 

where: 

b1(tl) = \lTf1 f
2 \^(T^2)2dS + A? P Tf^T^rf ds 

Jo Jo 

As in the one dimensional case, the term &o(*i) vanishes and we get: 

E„ exp(- (Ax^x, Zl) - (\2cf>2, Z£)) -+ exp( f b^dx). 
Jo 

Using eqs. ( 5.3.15) and ( 5.3.16), we obtain: 

[ h(t)dx= [ f e-Ps(Tf2_s\2(j>2)
2dxds 

Jo Jo Jti 

+ f r e ^ l g ^ A ^ i + 2*_.A2&)2 dsdx. 
Jo Jo 
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Now consider the two-dimensional distributions of the limit process Zt. Using the 

notation ip{ := Aj<fo, i = 1,2 and dWs = W(e~^dy,ds): 

E 
• , 1 

/ Ai^iZ t l + X2(j)2Zt2 
Jo 

= E 

= E 

= E 

f (f1 TLs^i dWs+ I" T&_.rkdWa 
Jo \Jo Jo 

t ( r Tf^i dws+ r ii_aihdwa + r Tt^2dws 
.Jo \Jo Jo Jh 

J Qf ' Cz£_,Vi + 7i_MdW. + J 2 T^2dw)j 

= f [t\lf1-.1>i+T!i_,rh)2e-f»d8dy+ f f (T^.M2 e^dsdy 
Jo Jo Jo Jti 

= [ f\Tf1_sX^1 + Tf2_sX2h)2e^tdsdy+ [ A : zg_ ,A 2 &) 2 e^dsdy 
Jo Jo Jo Jti 

= / bi(t)(x)dx 
Jo 

where, in the fourth equality, we used : 

; fx Fsdws • [ 
Jo Ju 

E / X FsdWs • J 2 FsdWs = 0. 

This completes the proof of the convergence of the two-dimensional distribu­

tions. Repeated use of the Markov property and essentially the same calculations 

gives the proof of the n-tuple distributions for any n. • 

Remark 5.3.1. The same procedure shows the convergence of the finite-dimensional 

distributions for both cases, without immigration and with immigration. 
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5.3.4 Proof of tightness 

In the previous subsection we proved that for any d e N and fa,-. .,<f>d G 

C+([0,l})A(Vn(h)Ai),---,(Vn(td)^d)) => ( < m 0 i > , . . - , ( V ( t ) , & » . Our 

objective is now to establish weak convergence of processes in the sense of weak 

convergence of the probability laws on C([0, oo), H*) where the separable Hilbert 

space if* is specified below. Since all the processes involved have a.s. continuous 

sample paths it suffices to prove tightness in D([0, oo), H*), the Skorohod space of 

cadlag paths (see [EK], Ch. 3, Prob. 25(d)). 

For the tightness in D([0, oo), if*) we will apply the following criterion of 

Jakubowski with E — H*. 

Theorem 5.3.8. (Jakubowski's criterion for tightness for D([0, oo), E)) 

Let (E, d) be a Polish space. Let ¥ be a family of real continuous functions 

on E that separates points in E and is closed under addition, i.e. f,g G F => 

f + geW. Given f G F, / : DE -> D([0,oo),R) is defined by (f{x)){t) := f(x{t)). 

A sequence, {Pn} of probability measures on D^ is tight iff the following two 

conditions hold: 

(i) for each T > 0 and e > 0 there is a compact Kr,e C E such that: 

Pn(D([0,T},KT,€))>l-e 

(ii) The family {Pn} is W-weakly tight, i.e. for each f G F the sequence 

< Pn o ( / ) _ 1 [ of probability measures in D([0, oo), E) is tight. 

The proof will then follow in two main steps. In step 1 we verify condition (i) 

of Jakubowski's theorem and then in step 2 we verify condition (ii). 
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Step 1. 

We first identify a scale of Hilbert spaces that will be used to identify the 

compact subset K needed for condition (i) of Jakubowski's theorem. 

For a real number s, let Hs be the Sobolev space given by the image of L2(R) 

under the operator A~s = (I — A)~s/2 - see Appendix for details. 

The strategy is to show first that supEsup 0 < t < r ||V^n||^_ < M < oo for s > | , 
n 

that is the processes form a bounded set in H~s and then we use the following 

theorem ( see [Fo 99], pp. 305): 

Theorem 5.3.9. (Rellich's Theorem). Suppose that {fk} is a sequence of 

distributions in Hs that are all supported in a fixed compact set K and satisfy 

supfc llAlls < oo. Then there is a convergent subsequence {fkj} in Ht for all 

t < s, s,t e l . That is, Hs is compactly embedded in Ht and bounded subsets of Hs 

are embedded into compact subsets of Ht. 

Since as above we can assume that Z(t,x) < C o n [0, T] x [0,1], without 

loss of generality we can replace Z(t, x) by a constant in the following calculations 

since all bounds obtained will then dominate those with Z(t,x). 

Lemma 5.3.10. Given the process X™ defined by the SPDE ( 5.2.1) with {0n}n>l 

such that 6n > 1 6n —> oo, and W(dt,dx) space-time white noise on [0,1] with 

values in H~s for s > \, then the processes defined by the stochastic integrals: 

w , x f* lxn(s,x)Z(s,x) rTr, , , , Mn(t,x)=l J V J y ' W(ds, dx) 
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are H-s-valued martingales uniformly bounded in n, that is, there is an M such 

that: 

E sup ||Mn(t)||_s < M < oo 
0<t<T 

Proof. Assume that supte[0T]ia,G[01] Z(t,x) < C. Let {cj)k} be a c.o.n. system of 

H0[0,1], then the real-valued martingales: 

{mn{t,x)Ak{x)) = J* jT1 JZ^X)^S^) Mx)W(ds,x) 

satisfy 

E (mn(t, x), (j>(x)) (mn(t,x),ip(x)) 

= f [\{x)^x)E{)^^)ds 
JO Jo "n 

<Ct <f>(x)i(>(x)dx. 
Jo 

Since the embedding H0 C H~s is Hilbert Schmidt for s > 1/2 

E\\Mn(t)\\
2_s<CtJ2Ui\ts <°o 

and the result follows by Doob's inequality (see [MP], [MP2]). 

• 
Recall that the quadratic variation of the i/_s-martingale, [M]t, is a process 

such that \\Mt\\
2_s - [M] t is a martingale. 

We can now apply the following result of Kotelenez (see [Ktz 87], [Ktz 07]): 

Theorem 5.3.11. (Maximal Inequality for Stochastic Convolution Integrals) Let 

m(-) be an M-valued square integrable cadlag martingale with quadratic variation 
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[M]tand U(t,s) a strongly continuous two-parameter semigroup of bounded linear 

operators on HI. Suppose there is an r\ > 0 such that: 

\\U(t,s)\\m)<e^ V O < i < o o . 

Then the H-valued convolution integral J0 U(t,s)M(ds) has a cadlag modification 

and for any bounded stopping time r <T < oo: 

|2 

E sup 
0 < 4 < T 

/ U(t,s)m(ds) 
Jo 

< eiTr>E[M]n 

Using the above result, we now prove: 

Lemma 5.3.12. Fix T > 0; s > | and consider the processes Vt
n = X™ — 9n where: 

dX? = l&X?dt + 0(6n - X?)dt + JZ^fX'W{ds, dx), X0
n = 6n. 2 V t)n 

Then 

Proof Then: 

r n | | 2 E sup \\Vt
n\\ts < M < oo for some M > 0. 

0<t<T 

v? = x?-en fM l/3 (Z(t,x)X?(x)V/2 

Qn 
W(dy,dx) 

is a H-s valued process. As before: 

K = 
Z(t,x)X? 

9n 

1/2 

W{ds, dx) 

is a fL^-valued martingale with quadratic variation [Mn]t satisfying: 

"* rl rZ{t,x)X?(x)~ 
E[M»]t = jf £ IMI-. / E 

# n 
dx ds < oo 
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since by theorem ( 5.2.5) R(Z(t,x)X?(x)/6n) < C. Together with Theorem 

( 5.3.11), this yields: 

E sup IIV^U < M < oo. 
0<t<T 

D 

Remark 5.3.2. Since M is independent of n we also obtain the following bound 

uniformly on n: 

supE sup \\V?\\_S < M < oo 
n 0<t<T 

Theorem 5.3.13. Given s > \ and S > 0, the measures induced by the process Vt
n 

on C([0, oo),if_(s+(5)) satisfy condition (i) of Jakubowski's criterion. 

Proof. Let M be as above. Given e > 0 and an integer m let I C H^s be the 

bounded set defined by: 

K={heH-a: \\h\\_s<mM} 

Then, by Chebyshev's inequality : 

P[Vt
n G Kc for some 0 < t < T] < supP[ sup ||Vt

n||_s > mM] < — 
n 0<t<T m 

choosing m > 1/e, follows: 

F[sup sup \\Vt
n\\_s > mC] < — < e. 

n 0<t<T TTl 

By Rellich's theorem, the set 

K={heHHa+i):\\h\\_(a)<mM} 
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is a compact subset of if_(s+(5). This shows the first condition of ( 5.3.8) • 

Step 2. 

For the second part we will use the Joffe-Metivier Criterion for tightness of 

D-semimartingales , see [JM] or the Appendix. Let us write first the Vt
n = X™ - 6n 

in the form : 

x""'9n=[ GAX*dt+f5{dn~xr))dt+Si y^r d W s 

Then, for a given eigenfunction 4> € C([0,1]), A</> = — X(f>: 

(Vt
n, <f>) = J ( ^AX; , <tyds + J <J3(6n - -X?), 0) ds 

+ [ [ \r-ir<t>dWs 
Jo Jo 

pt pt pi I XnZ 

= J (-(\ + P)(Xs-6n,4>))ds + J J ^-L-±<j>dWa 

Defining the real-valued process V" := {Vt
n,4>} and the martingale M" := 

Jo fo \/^1r±(t)dWs we can write the above process, the following way: 

V? = /"( - (A + )9)V7)ds+ f dMn
s. 

Jo Jo 

Now set: &„(V?) := -(A + /3)V? and <rn(M") := 1. Let £>(L) C C(R) be the space 

generated by the polynomials, for ip € •D(I') the process ^(V™) satisfies: 

# ( V ? ) = t//(V?)MV?) dt + ^ ' W ) d[M?] + V'(Vn cZM? (5.3.24) 
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where according to ( 5.2.5) the quadratic variation [M"] satisfies: 

[M?] = [ f <t?E: 

Jo Jo 
^ ' "dxds< Ct 

e. 

that is, d[M]" < Cdt for some constant C. Then equation ( 5.3.24) can be written 

as: 

#(V?) = ty'(V?)MV?) + \r(Vt)) dt + VW) dM». 

Following the notation of Joffe-Metivier , let: 

1 
L{1>, V", t) := <//(V?)6n(V?) + ^ " ( V ? ) 

with ip(x) = x and ip2(x) = x2, the local coefficients of first and second order are 

defined as follows: 

Pn(z,t,w):=L(il),z,t,u) = -(\ + P)z 

an(z,t,uj) := L(tp2,z,t,u) - 2zfin(z,t,u) = 1 

Then we can verify the conditions of the Joffe-Metivier criterion (see Appendix) 

with An
t = t : 

(i) supE|V£| 2 = 0 < o o 
n 

(ii) 

\(3n(z,t)\2 + an = \(\ + f3)\2z2 + l 

= (A + /5)5 

.(A + /3)2 

where in the last line K := (A + f3)2 and C"(w) := T X + ^ 

+ 22 
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for every T > 0: 

sup S u p E | C ? | < 7 3 — - -
n te[Q,T] {\ + py 

< oo 

lim supP( sup Ct" > k) = 0. 
fc->oo n te{0,T] 

(iii) From A™ = t follows A" - An
s = (t - s) and the condition is satisfied, 

(iv) The process 

y n 

is such that V™ = 0 and also: 

|V?| 

d« + M? 

ds + M" (A + / ? ) / V?, 
Jo 

< 2(A + P)2 ( f \n
sds J + 2|M?|2 

< 2(A + f3)H [ |V?|2 ds + 2 |M?|2 

Jo 

taking the sup on t e [0, T] : 

sup |V?|2 < 2(A + /3)2T / sup |V?|2 ds + 2 sup |M?|2 

te[o,r] Jo re[o,s] te[o,T] 

< 2(A + (3)22T [ sup |V?|2 ds + 2 sup |M?| 
JO re[0,s] ie[0,2T] 

setting: 

Ci := 4(A +/3)T 

C2 := 2 sup |M?|2 

t6[0,2T] 

«(t) := sup |V?|2 

se[o,«] 

(5.3.25) 
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then eq. ( 5.3.25) can be written as: 

v(T) <Ci f v(s)ds + Q 
Jo 

Gronwall's lemma implies: 

v(T)<C2(l + C1TeClT) 

that is: 

sup |V?|2 < 2 sup |M?|2 (1 + (A + /3)24T)e(A+^24T. (5 
te[o,T] te[o,2T] 

Now using the maximal inequality for martingales: 

E sup |M?|2 < 4 sup E |M?| 2 

\t€[0,T] J te[0,T] 

and taking expectations-on both sides of ( 5.3.26), yields: 

E sup |V?|2 < E I 2 sup |M?|2 (1 + (A + /3)24T)e(A+/3)2.4T 

t£[0,T] \ te[0,2T] 

( < 2 ( l + (A + 0) 24r)E sup |M?|2 

\*e[o,2r] 

< 2(1 + (A + /3)24T) • 4 sup E |M? 
te[o,T] 

Condition (iv) now follows with KT := 2(1 + (A + /3)24T) 4 sup E |M 
\ te[o,T] 

and recalling that E |V"| .= 0. 
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(v) Finally: 

E [ sup |M?| 1 < 4 sup E |M" | ( martingale inequality ) 
^e[o,r] / te[o,T] 

< 2(1 + (A + /3)24T) ( 4 sup E |M?| 
\ te[o,r] 

= KT. 

This verifies that the family Pn is F-weakly tight with F given by finite 

linear combinations of eigenfunctions and therefore condition (ii) of Jakubowski's 

criterion is satisfied. This completes the proof that that the sequence of process 

Vn is tight in £)([0, oo),iJ_(s+(j). As pointed out above, since all processes are 

continuous this implies tightness in C([0, oo),i/_(s+($)) (see [EK] pp. 153 problem 

25.) 

Step 3 

Combining steps 1 and 2 we have proved that Vt
n => Vt in the sense of weak 

convergence of probability laws on C([0, oo), H^s+s)). 

Proof of the Corollary To prove the weak convergence it suffices to show 

that for every bounded continuous function, F, on the appropriate spaces in 

convergence statements (1) and (2), 

Vim E{F(X;))-+E(F(X*)). (5.3.27) 
fc—>oo 

But since E(F(X*)) = E[E(F(XZ))] and we have proved in Theorem 5.2.1 that 

P({Z : lim E{F{Xi)) = E(F(XZ))}) = 1 (5.3.28) 
K—>00 
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(5.3.27) follows by bounded convergence. 

i 
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CHAPTER 6 
Concluding remarks 

In this concluding chapter we briefly discuss some possible extensions of the 

results obtained in this thesis as well as some open problems. 

The great variety of techniques explored in this work, particularly those 

concerning continuity of the paths of the solutions and computation of higher 

moments can be easily adapted to higher dimensions and extended to larger classes 

of catalytic processes. However others still seem to be very challenging, to mention 

a few: 

• the OU with catalyst <JB(<)! here very few results have been obtained; 

• the more general SBM (a,d,(3), (3^1 would require new methods in the 

annealed case since, for example, fourth moments are expected to be infinite 

in this case. 

Only one functional of the catalytic OU process in a SBM media based on the 

Laplace functional was obtained, other functionals are of interest but they were 

not included due to the length of the thesis. 

The fact that the variance is infinite on the support of a catalyst has been 

already observed for one-point catalysts and it seems to be true for more general 

singular catalysts in higher dimensions. This conjecture is supported by a zero-one 
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law of Gaussian processes which asserts that a Gaussian process has with probabil­

ity zero or one, either continuous or locally unbounded paths. Unfortunately, the 

available criteria are still extremely difficult to verify. 

The proof of the fluctuation limit theorem in Chapter 5 is based on explicit 

calculation of finite dimensional distributions and simple convergence of processes, 

this procedure is safe but needs long computations. Other possibilities using the 

Feymann-Kac formula or the martingale problem method could be explored. 

The proof of the fluctuation limit theorem relies on the fact that SBM has 

a density in d — 1 and the situation in higher dimensions is challenging since 

densities do not exist. It is known that non-trivial SBM with SBM catalyst exists 

only in d = 1,2 and 3, and is a pure deterministic diffusion in higher dimensions 

(see [Da 95]), whereas the OU process with SBM catalyst is non-trivial in all 

dimensions. The nature of the fluctuations in the intermediate dimensions d — 2, 3 

and whether or not they are described by a catalytic OU process is an open 

problem. 

Catalytic Ornstein-Uhlenbeck where there is a correlation between the moving 

particles (Q ^ Id) normally known as colored noise are easier to deal with 

than the case Q = Id ( white-noise), this is due to the fact that the technical 

difficulty involving the cylindrical Wiener process does not appear, this might be 

an interesting topic for future research. 
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Appendix 

Nuclear and Hilbert-Schmidt operators 

Let E, G be Banach spaces and let L(E, G) be the Banach space of all 

linear bounded operators form E into G endowed with the supremum norm. Let 

us denote by E' and G' the dual spaces of E and G respectively. An element 

T G L{E, G) is said to be a nuclear operator if there exists two sequences 

{a,j} C G, {</̂ } C E' such that 

3=1 

and T has the representation 

Tx = 2_.a>j<l)j(x), x€E 

The space of all nuclear operators from E into G, endowed with the norm 

( 00 00 

£ > i l | - Uj\\ '.Tx = Y,ai4>i{x) 
3=1 3=1 

is a Banach space and will be denoted by Li(E, G). We write L\(E) instead of 

Li(E,E). 

Theorem Let K be another Banach space; such that T G L I (E, G) and S g 

•L{G,K) then TS e LX{E,K) and WTS^ < \\T\\ \\S\l, 
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Let H be a separable Hilbert space and let {efc} be a CONS in H. If T G 

L\ (H, H) then we define the trace of T: 

00 

3=1 

Theorem If T G Lx (H) then Tr T is a well-defined number independent of the 

choice of the orthonormal basis {e^}. Further: 

(i) |Tr r | < \\T\\V 

(ii) If S e L(H), then TS, ST £ lx{H) and 

TrTS = Tr ST< \\T\h \\S\\ 

Proposition A nonnegative operator T € L(H) is nuclear if and only if for 

any orthonormal basis {efc} on H: 

oo 

^ ( T e j , e , - ) < + o o 
3=1 

Moreover, in this case Tr T = ||T||X. 

Let E and F be two separable Hilbert spaces with complete orthonormal 

basis {ek} C H, {/,•}. C F. A linear bounded operator T : H ->• E is said to be 

Hilbert-Schmidt if 
oo 

^ | T e f c | 2 < o o 
fc=i 
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It is easy to verify that the set L2(E,F) of all Hilbert-Schmidt operators from E 

into F, equipped with the norm : 

i m i 2 = ( £ i T e * i 2 ) 

is a Hilbert space with scalar product given by: 

oo 

We write L2(E) instead of L2(E, E). 

Proposition Let E, F, G be separable Hilbert spaces. If T € L2(E, F) and S G 

L2{F,G), then ST e LX{E,G) and 

1 1 ^ < ||s|yr||2 

The Cylindrical Wiener process 

Let Q be a general bounded, self-adjoint, nonnegative operators Q on U. 

We want to consider the Wiener process with covariance operator Q, when Q is 

not nuclear we proceed as follows: assume without loss of generality that Q is 

strictly positive: Qx ^ 0 for x ^ 0. Let U0 — Qll2(U) with the induced norm 

||u||0 = | |Q_1/2(u)| | ,U e UQ, and let U\ be an arbitrary Hilbert space such that 

U is embedded continuously into U\ and the embedding of UQ into U\ is Hilbert-

Schmidt. Let {gj} be an orthonormal and complete basis in UQ and {/3j} be a 

family of independent real valued standard Wiener processes. 
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Proposition The formula 

00 

w(t) = Y^9Mt), t>o 
3=1 

defines a Qx-Wiener process on U\ with Tr <5i < oo. For arbitrary a e U, the 

process 
oo 

j=i 

is a real valued Wiener process and 

E (a, W(t)) (b, W(s)) = (tAs) (Qa, b),a,beU 

Moreover we have Im Q± — C/0 and 

W\o = Q:1/2U 

Details of the proof can be found in [DZ 92] Prop 4.11, the main ingredient of 

which is the fact that the series defining W(t) is convergent in L2(0, J7, P; U\) 

since: 

E X>&w 
3=n 

EM?' m > n > 1. 
3=n 

and the embedding J : UQ —> U\ is Hilbert-Schmidt which means Yl'jLi \\9j\\i < °°-

It is important to remark that the space U\ is not uniquely defined, in fact, 

it is often the case that one has to find such a space Ui and we show below some 

basic techniques to find it. 
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Some Hilbert-Schmidt embeddings 

• Let M be a smooth compact d-dimensional differentiable manifold (e.g. 

[0,1] or a domain in M.d) with a smooth boundary and let L be a self-adjoint 

uniformly strongly elliptic second order differential operator with smooth 

coefficients, and smooth homogeneous boundary conditions, then — L has a 

CONS of smooth eigenfunctions {(j)n} with eigenvalues {An} which satisfy 

' £ ( 1 + Xj)-p < oo if p >d/2. 
3 

N 

Let E0 be the set of / of the form f(x) = ]T Cj^jfa) with N finite, where 

the Cj are constants. For each integer n, positive or negative, define the space 

Hn = {f E E0 : \\f\\n < oo} to be the completion of E) with respect to the 

norm given by : 

II/II„ = E ( 1 + A M 
3 

Note that the embedding J0 : Hn -> Hm is HS if n > m + d/2. Indeed, set 

ej = (1 + \jYnl2(\)j. The e,- form a CONS relative to ||-||n, and 

3 3 

Ii f,g E Hn, we can represent / by the formal series 

3 3 

where ^ ( 1 + Aj)nc? = | | / | |n < oo. Then Hn and H_n are dual under the 

product (f,g) = E j c A -
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The cf)j are smooth, so that the elements of Hn will be differentiable for 

large n. Since E = f] Hn, E will consist of C°° functions. Note that if 
n 

/ e Hn, Lf e Hn-2 since Lf = J2 ^jci^r 
j 

• Let Q C Rd be a bounded domain and let E0 = V(Q) be the set of C°° 

functions of compact support in Q,. Let ||-||0 be the usual L2-norm on Q and 

set 

IHL = IHIS+ E II^^IIJ 
l<|a|<n 

where a is a multi-index of length \a\ , and Da is the partial derivative 

operator. Let En be the completion of E$ in the topology induced by the 

norms \\-\\n-

In this case HQ — L2(Q,) and Hn is the classical Sobolev space ( normally 

denoted by WQ'2(£1). By Maurin's theorem, the embedding mapping 

W™+k'2{Q) -+ W™'2(£1) 

is a HS operator, if k > d/2. 

The spaces i/_„ ( dual of Hn) consist of derivatives: / € H-n iff there exists 

fa £ L2 such that 

/ = J2 Daf<* 
\a\<n 

• If we let f2 = Rd in the above example, we can use the Fourier transform to 

define the Hn. Let E — <S(Rd). If u G E, define the Fourier transform u of u 

by 

u(^) = f e-
27rx<u{x)dx 
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If it is a tempered distribution, i.e. if u e S'(Rd), we can define u ( as a 

distribution ) by u((f>) := u(4>), <j> € E. Define a norm on E by 

l«llt = /"(i + Kia)'|fi(fli2de 

and let Ht be the completion of E in the norm ||-||r 

If u is a distribution whose Fourier transform u is a function, then u € Ht 

iff ||u||t is finite. The space H0 — L2 by Plancherel's theorem. For t > 0 the 

elements of Ht are functions. For t < 0 they are in general distributions. It 

can be shown that if t is an integer, say t = n, the norms ||-||n defined this 

way and those of the last example are equivalent. Note that ||-||t makes sense 

for all real t , positive or negative, integer or not, and it can be shown that 

the imbedding form Ht into Hs is HS if t > s + d/2. 

The Hermite functions Let E := S(Rd), be the Schwartz space of rapidly 

decreasing functions. Let 

^)M-l)V2J^e-*2 

and set 

hk(x) = (^22kk\)-^2gk(x)e-x2 

the {gk(x)}k>0 are called the Hermite polynomials, and the {hk(x)}k>Q are the 

Hermite functions. The latter are a CONS in L2(Ed). 

Let q — (qi,... ,qd) where the qt are non-negative integers, and for x = 

(xi,. ..,xd) 6 Rd, set 

hq(x) = hqi(xi) •••hqd(xd) 
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Then hq € S{Rd), and they form a CONS in L2(Rd). If 0 e <S(Ed), let 0g = (0, /i,) 

and write: 

q 

Define 

n * = E ( 2 i 9 i + d ) n ^ 

where |g|2 = <^ H h ̂ - 0 n e c a n s n o w IML < oo if 0 e <S(Rd). Let Sn be the 

completion of E in ||-||n. Note that this makes sense for negative n, in fact for all 

real n and: 

further S-n is dual to Sn under the inner product 

((j), V>) = E ^ A 

The Hilbert-Schmidt embedding of such spaces is easily verified here, since the 

functions eq = (2 \q\ + d)-nl2hq are a CONS under ||-||n and if m < n: 

E N L = E ( 2 M+d ) ( n _ m ) 

q q 

which is finite if n > m + d/2. Thus the embedding: 

Sn <—» Sm 

is Hilbert-Schmidt if n > m + ^. 
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Remark that the spaces Sn can be also described in terras of the spectral 

properties of the operator (\x\2 — A), it is a well-known fact that 

{\x\2-A)hq = {2\q\+d)hg 

The Joffe-Metivier Criterion 

A cadlag adapted process X, defined on (f2, J7, Tt, P) with values in E is 

called a D-semimartingale if there exists an increasing (fl, JF, JFU P) function A(t) a 

linear sub-space D(L) C C(E), and a mapping L : (D(L) x E x [0, oo) x Q,) ->• E 

with the following properties: 

(ai) For every (x, t,co) G E x [0, oo) x Q) the mapping 0 —> L(<j), x, t, u) is a 

linear functional on D(L) and L((p, .,t,u) € D(L). 

(aii) For every 0 G .D(L), (x, t,o;) —>.L(<f>, x,t,cu) is #(R) x "P—measurable, 

where V is the predictable a—algebra on [0, oo) x £1, (V is generated by the 

sets of the form (s,t] x F where F e Ts and s, £ are arbitrary), 

(bi) For every (j> £ D{L) the process M^ denned by 

M*(*,w) := <j>{Xt(co)) - 4(XQ{u)) - [ L{<j>,Xs„,s,uj)dAs 

Jo 

is a locally square integrable martingale on (fi,^7, jFt,P), 

(bii) The functions -0(x) := a; and -02 belong to D(L). 

The functions 

P(x, t, w) := L(-0, x, t, u>) 

a(x,t,ui) := L((ip)2,x,t,co) — 2x/3(x,t,co) 
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are called the local coefficients of first and second order. 

Theorem (Joffe-Metivier Criterion for tightness of D-semimartingales) 

Let Xm = (Om, Tm, T™,Pm) be a sequence of D-semimartingales with common 

D(L) and associated operators Lm, functions Am,f3m, and am. Then the sequence 

{Xm : m G N} is tight in D([0, oo),R) provided the following conditions hold: 

(i) supE|X0
m |2 <oo . 

m 

(ii) there is a K > 0 and a sequence of positive adapted processes 

{Ct
m : t > 0} (on Qm for each m) such that for every m G N, x G R, u G VLm 

(a) | / U M , ^ ) | 2 + M M , w ) < K ( C r ( o ; ) + :z2). 

(b) for every T > 0 

sup sup E[C*t
m] < oo and lim supPm( sup Ct

m > k) = 0 
m te[0,T] fc^°° "i *e[0,T] 

(iii) there exists a positive function 7 on [0, 00] and a decreasing sequence of 

numbers \5m\ such that lim 7(4) = 0, lim 8m = 0, and for all 0 < s < t and 

all m. 

(Am(t).-Am(s))<^(t-s) + 5m 

Further, if we set M™ := Xt
m - X0

m - /„* /3m(X™_, s,.) cL4™, then for each 

T > 0 there is a constant Kx and mo such that for all m>mo, 

(iv) E( sup |X™|2) < KT{\ + E |X0
m|2) and 

te[o,T] 

(v) E( sup |Mt
m|2) < KT{\ + E|X0"f) 

t€[0,T] 
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List of symbols and abbreviations 

BS: catalyst with bounded support , 69 

BCT: Lebesgue boundec convergence theorem, 22 

CE: SBM catalyst in R, 106 

COU-Rd: SBM catalyst in Rd , 100 

COU-[0,1]: SBM catalyst on [0,1], 112 

COU-[0,l]d: SBM catalyst on [0, l]d, 113 

CP: Cauchy Problem, 17 

CP1: Cauchy Problem with a perturbation on the center, 39 

CSE: SBM catalyst ,97 

H,n,M: Hilbert space 13 

?i7: subspace of Ho, 31 

HP(Q): Sobolev spaces on £1 24 

HQ(Q): Sobolev space with zero b. c. 27 

Ha = L2(R2,yua): weighted L2 space, 49 

Ho, Hilbert space of reference, 13 

L2(0), Z/2(S1): space of square integrable functions on Q 13 

L\: HS operators from Im(<3x/2) into H, 11 

MCT: Lebesgue monotone convergence theorem, 22 

NACP: non-autonomous Cauchy Problem , 90 
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NB: catalytic OU without boundaries, 46 

NBn: approximate process of NB, 46 

SMB: super Brownian motion. S: rapidly decreasing functions, 101 

S': space of distributions, 101 

Sn: sub-space of <S', 101 

OU: Ornstein-Uhlenbeck. OU-Rd: OU process in Rd, 31 

Tt: semigroup of the Laplacian on Rd or [0,1] 

UC: OU in the unit circle, 54 

UCn: approximate process of UC, 54 

YBn: approximate process of NB, 48 

Z: SBM, super-Brownian motion. 
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