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Abstract

Testing digital devices constitutes a major portion of the cost and effort involved in their

design, production, and use. Built-In Self-Test (BIST) has been warmly embraced by the

Integrated Circuits (lC) industry as a solution for the continuously aggravating testing

problem. BIST provides a simple go/no-go test screening answer. However, when test

falI-out is high, it becomes neccssary to diagnose faults to improve the yield.

Signature Analysis (SA) is typicaUy used in a BIST environment to compact the out­

puts of a module into a final signature. Several SA-based diagnostic schemes have been

developed in the pasto An overwhelming majority of these techniques assume the presence

of very few error bits in the Test Response Sequence (TRS). However, this assumption is

generally unrealistic since a faulty device in a practical BIST environment can generate an

enormous number of erroneous bits in the TRS.

In this thesis, a comprehensive survey of the current SA-based BIST diagnostic schemes

is presented first. Then, novel BIST fault diagnosis techniques for scan-based VLSI modules

are preseoted, based on multiple signature analysis.

The proposed schemes do oot assume any specifie fault model and thus, can be used

to diagnose aU voltage-detectable faults. Diagnosing various malfuoctions in a module

begins by identifying the faulty scan elements that capture errors during test. Based on

rnultiple faulty-signature information, the schemes guarantee the identification of these

ceUs, regardless of the number of errors the module may produce in the TRS.

The techniques can be used at aIl levels of integration to provide chip level, printed

circuit board, multi-chip module, and system level diagnostics. At the chip level, the diag­

nostic results are combined with well-developed classical diagnostic techniques to provide

gate level or even transistor level diagnosis.

Two diagnostic algorithms have been developed, to be used with the proposed Built-In
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Self-Diagnosis (BISD) module. An adaptive diagnostic algorithm is developed to minimize

the nUInber of signatures that must be collected during diagnosis. The algorithm does

not impose any limit on the number of faulty scan elements, and can exactly identify any

number of them.

Another non-adaptive diagnostic algorithm has also been developed. In this algorithm,

an upper limit on the number of faulty scan elements is assumed. The identification of

the faulty clements is guaranteed whether the actual number of these ceUs is greater than,

cqual ta, or less than the set upper limite However, the identification may not be exact,

where the algorithm may declare non error-capturing scan ceUs as faulty ceUs.

Software simulations, assuming various modules with different scan chain sizes and

diffcrent number of error-capturing scan elements, are used to quantify and compare the

performance of the above algorithms. The experimental results support the use of the new

BISD technique as a practical solution to the challenging diagnosis problem in scan-hased

BlST environments.

ii
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RésUIIlé

Le test de circuits intégrés numériques représente une part importante des coûts et des

efforts associés à leur développement, production et mise en application. Le procédé

d'auto-test in situ ou Built-In Self-Test (BIST) a donc été accueilli avec enthousiasme

par l'industrie des semi-conducteurs comme une réponse efficace au problème grandissant

du test des circuits intégrés. BIST rend un simple verdict de type go/no-go. Cependant,

un fort taux d'erreurs rend indispensables des moyens de diagnostic plus poussés, afin de

localiser la source du défaut .

Dans ce but, l'analyse de signature (Signature Analysis - SA) est couramment utilisée

conjointement au test BIST. Plusieurs techniques basées sur la SA ont été dévelopPées dans

le passé. La plus grande majorité d'entre elles repose sur l'hypothèse d'un très faible nombre

de bits erronés dans la séquence de réponse (Test Response Sequence -TRS). En pratique,

cette hypothèse est rarement vérifiée dans la mesure où un circuit intégré défectueux peut

générer un très grand nombre d'erreurs dans la TRS.

Cette thèse présente dans un premier temps un tour cl 'horizon détaillé des techniques de

diagnostic BIST basées sur l'analyse de signature. De nouveaux procédés BIST basées sur

l'analyse de multiples signatures et destinés au diagnostic de modules VLSI sont ensuite

proposés.

Ces nouvelles techniques présentées ici ne sont basées sur aucun modèle d'erreur et

par conséquent peuvent être appliquées au diagnostic de toute erreur décelable par mesure

de tension. La recherche des causes du dysfonctionnement d'un module nécessite dans

un premier temps l'indentification des cellules ayant capturé des erreurs lors du test.

En s'appuyant sur l'analyse de plusieurs signatures, les techniques proposées garantis­

sent l'identification de ces cellules, indépendamment du nombre d'erreurs générées dans la

TRS.

• Ces techniques s'appliquent à différents nivealLx de diagnostic: du composant à la carte

iii
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électronique jusqu'au système. Appliquées aux circuits intégrés, les résultats obtenus par

ces procédés peuvent être associès à des méthodes de diagnostic classiques pour localiser

la source de l'erreur au niveau de la porte logique, voire même du transistor.

Deux algorithmes associès à la méthode BISD (Built-In Self-Diagnosis) ont été développés.

Un premier algorithme adaptatif permet de minimiser le nombre de signatures nécessaires

au diagnostic. Cet algorithme n'impose aucune limite dans ses hypothèses quant au nom­

bre maximum de cellules capturant une erreur. De plus il garantit l'identification de ces

dernières quelque soit leur nombre.

Un second algorithme, non-adaptif fait l'hypothèse d'un nombre maximum de cellules

capturant une erreur. L'identification des éléments représentant une erreur est garantit

que leur nombre soit supérieur, égal ou inférieur à cette limite supérieure. Toutefois, il se

peut que l'algorithme déclare une cellule "saine" comme une cellule ayant une erreur.

Les performances de ces algorithmes ont été simulées et comparées en fonction de

différent types de modules, de "scan chain" de différentes longueurs et du nombre d'éléments

capturant des erreurs. Les résultats expérimentaux démontrent l'efficacité de la méthode

BI5D proposée et plaident en faveur de son utilisation dans le diagnostic de circuits intégrés

numériques.

IV
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Chapter 1

Introduction

Testing digital devices constitutes a major portion of the cost and effort involved in their

design, production, and use [1]. Generating practical and effective tests for today's complex

circuits has emerged as a major problem [9]. The testing problem has been continuously

aggravated by the increasing levels of silicon integration. In fact, experts consider the test­

ing problem to be a major obstacle in preventing the full exploitation of new technologies

such as ~1ulti-Chip~Iodules (NICNls) [10]. Consequently, the test technology has to evolve

ta meet the testing requirements of these devices.

Integrated circuits are produced by manufacturing a wafer of silicon having many copies

(called die) of the lC. Typically, only a fraction of the die work properly [11]. Thus, the

wafer must be tested in a process called wa/er-sort, to sort out the working die. The die

that pass wafer-sort are packaged.

vVhether or not the chip carries out the function it was intended for is also verified

in a process called functional testing. Traditionally, lCs have been tested by applying

functional test vectors on high speed testers [12]. The test vectors attempt to exercise aU

the logic in the chip by causing it to execute ail of its functions. Failures are modeled

at the Register Transfer Level (RTL) or functional level in terms of the deviations in the

expected function. A functional test must also verify that no unintended function has been

additionally performed.

Although functional testing can realistically account for the actual effects of physical

failures on the logic [1], it is extremely difficult to isolate the failures. Another problem with

this approach is that an exhaustive set of functional test vectors is usually impractically

1
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large, such that only a subset of it is used in testing. As a result, one never knows of the

existence of physical defects that will result in a fault for sorne test vectors which are not

included in the test set. These problems with functional testing drove most of the work on

testing to the structural domain [1].

In structural testing, the Circuit Under Test (CUT) is first described in terrns of logic

primitives. Each of the primitives are faulted in turn, and a test is generated for each

fault. In a complex CUT, many different failure models are possible. The assumption that

faults can be modeled by logic gate inputs or outputs stuck to either a logical 1 or logical

o values [3], has been widely used despite the fact that it does not cover an the possible

fa ilure modes.

1.1 Design For Test and BIST

It is common knowledge that designers arc capable of placing a large nurnber of components

on a single chip by using current Very-Large Scale Integration (VLSI) and Ultra-Large

Scaie Integration (ULSI) technologies. As VLSI devices increased in complexity in recent

years, the difficulty and cost of testing and failure analysis have also increased rapidly in

commensurate proportions.

One obstacle to testing such circuits is the excessive volume of test data that must be

stored. The Automatic Test Equipment (ATE) has become very expensive, and the time

required to develop and apply high fault coverage tests has become prohibitively long.

This is mainly due to the fact that the ratio of devices on a chip t<> the number of 1/0
pins is const.antly increasing. Validating the state of a digital module has beconle ail but

impossible, without direct access to its internaI state.

Having said that, it appears that the only practical solution to ea5ing the test problem

and reducing the test cast, lies in designing the testability into the circuits themselves.

The term Design For Testability (DFT) describes a set of design techniques that make

the process of product testing more economical. Most of these techniques increase the

observability and controllability of a product's internaI state. The higher the degree of test

access, the simpler the process of test generation will be [12].

Scan design is the most widely used DFT technique in modern VLSI modules. A scan

design in test-mode connects sorne or a11 of the state elements in a module into a single or

multiple chain(s), through which test vectors can be applied. This allows the test pattern
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gcneration tools ta develop tests for stdctly combinational circuits, rather than the much

more complex sequential ones.

Bccause of the high levels of silicon integration, it would also seem reasonable that a

small portion of the circuits in a module be devoted to the testing of the remaining ones.

This concept is termed BIST.

BIST has been warmly embraced by the IC industry [1, 13, 14J, as a practical solution

for testing today's large and complex VLSI modules and tomorrow's even larger and more

complex ULSI modules in deep sub-micron [15, 16J.

In BIST, the test pattern generation and the output response analysis are both con­

ducted on the same module as the CUT. In arder to reduce the large amount of data space

required to store the responses of the CUT, the responses are compacted into a small

signature of a few bits which capture the effects of any existing faults. Although several

compactors have been used in practice, Signature Analysis (SA) has been by far the most

widely llsed data compaction technique [1].

At the end of a test session, the resulting signature is compared to the expected one

• from a fault-free circuit. A fault is detected if the two signatures are different.

BIST has been shown to be more effective than classical external testing. Since most

of the test can be performed by circuitry resident on the module itself, the test equipment

requirements for the CUT cao be greatly simplified, and the dependence on the latest,

rnost sophisticated external test systems is greatly reduced. This results in a reduction of

the total test effort for that CUT which in turn considerably decreases the overall testing

cost.

ldeally, solving the testing problem may require that every chip incorporates both DFT

and BIST [9]. lncorporating DFT and BIST into an IC enables a high level of test quality

and a reduction in the IC test time and cost. Understanding their economics is essential

in determining the proper amount of DFT and BIST to include at the different module

levels.

The analysis of the trade-offs associated with test strategies for complex modules clearly

indicates that incorporating DFT and BIST with varying degrees at the chip, board or

NICNI level is economically justifiable [9, 17J.

•
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In addition to fault detection, an le manufacturing test facility must also provide sorne

way of identifying what went wrong [18]. This process is calIed fault diagnosis.

Diagnosis is the process of determining the cause(s) of circuit failure once they have

been identified to be faulty by a detection test set. In other words, diagnosis maps the

observed misbehavior of the eUT into physical faults affecting its components or their

interconnections [3].

Diagnosing a eUT requires the determination of a set of diagnostic test patterns which,

when applied to the eUT in question, detects and locales aIl the modeled faults or their

combinations which are consistent with the observed symptoms. The degree of diagnostic

resolution must be sufficient ta define the necessary corrective action [19J.

Fault location is often more difficult than fault detection and usually requires the appli­

cation of more test vectors [20]. This is mainly due ta the large number of failure sources

and the need to accurately isolate such failures [21] .

1.3 The Critical RaIe of Fauit Diagnosis

As the le industry evolves towards the 2pt century, many trends are developing, making

the diagnosis of VLSI modules a formidable challenge.

Competition and product innovations have been pushing le manufacturing towards

building more ci!'cuitry into smaller packages. Deviee and system operating speeds are

growing faster than our ability to either test or verify [16J.

Process technologies have kept in step by continuing ta advance bath horizontally, with

reduccd gate dimensions approaching the theoreticallimits, and vertically, with no limit in

sight to the number of interconnect layers [16]. These changes are resulting in continuously

smaller and more complex products.

Product manufacturing and testing goals, however, have not changed: higher quality,

reduccd cost, shorter time to market, and correct functionality [22]. Diagnosis plays a

critical raIe in achieving these goals as explained next.
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Customer expectations are for a higher level of product quality and reducoo product cost.

In order to keep current customers and gain market share, products must be provided \Vith

correct functionality, at the right cost, without compromising quality [22]. Nowadays, cost

and quality have achieved the same level of importance as functionality [16].

To produce cast-effective, high-quality products, testing and fault diagnosis must be

included as critical requirements early in the design cycle [23]. Treating them as an af­

terthought can result in higher costs and less reHable products [9].

Thus, the role of failure analysis has changed from that of a reactive one to that of a

pro-active one [24]. Waiting for failures to come back from the field, in order to assess the

reliability of a product, is not a valid option. By that time it is too late, and customers

will find alternate supply sources [24].

It is the role of the pro-active failure analysis to conduct diagnostic testing in order

to assist the designer in eliminating the cause before the parts ship. This results in a

high-quality, cost-effective and more reHable product in the field [24] .

1.3.2 Shorter Time to Market

Competition is driving the need for a fast Time Ta ~[arket (TTNI). New products are being

developed more quickly. Design cycle times are decreasing inversely proportional to the

product densities and operational speeds [16]. The test development time has to keep in

pace.

In today's world of fast product introductions, it has become essential and often critical

to have high testing throughput and fast, accurate diagnostics [22, 24]. Quickly debugging

the root cause of failures and implementing the corrective actions, results in significant

time and cost savings [25].

Time to market will differentiate the players in this highly competitive le industry [16].
Diagnosis in conjunction with well designed parts, where testability and diagnosability are

taken into consideration, will make a fast-turn TTM possible [24] .
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Fault diagnosis is important at aIllevels of silicon integration. First at the system level, if a

fault is detccted, then the system cannot be simply discarded since it is the most expensive

part.

There are several system diagnostic goals. The simplest is àiagnosis for field repair,

where the primary objective is to minimize the test time and improve the maintenance

throughput, thus increasing the availability of systems. This is achieved by identifying and

isolating the faults to system modules rather than the individual failure sources within a

module.

Locating the faulty board(s) or multi-chip module(s) in the system is the first step in

repairing il. Once the replaceable faulty modules are located, they can be replaced in the

field by fault-free ODes and the system down time can he minimized.

System level diagnosis is also an integral part of the process of achieving fault-tolerance

[26]. Fault tolerance is defined as thc ability of systems to operate correctly in the presence

of faults or malfunctions [27]. A fault tolerant system includes idle spare components in

addition to th(. ones in operation.

Ta achieve fault tolerance, the system is tested first for fault detection. Once a fault

is detected, fault diagnosis is used to locate the faulty component(s). Depending on the

diagnosis results, the system must reorganize the hardware to replace the faulty components

by spares. FinaIly, a fault recovery process is initiated to restore a system to its correct

statc, 50 that it can continue to operate without its normal behavior being disrupted

[28, 29].

Two trends have incited interest in fault tolerant systems. The need for extrcmely

rcHable digital systems is one major trend. Society has hecome increasingly dependent

on digital systems for applications in which mistakes can be costly, devastating, or even

life-threatening. Consequently, fault-tolerance has hecome a basic requirement in these

systems [27].

A telecommunication system is one such system. Telecommunication equipment is oCten

located in remote areas where manual service is not available aIl the time. Remote failure

diagnosis is essential in achieving tolerance in such systems [30].

A second trend is the feasibility of constructing multiprocessor systems. Due to the

advancing VLSI technologies, it is economically feasihle to fahricate large array processor
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systems of identical cells interconnected by a regular structure [29]. These systems can

be used to attain high throughput, and are of great interest in application areas such as

image processing, and matrix computations. Their regularity which makes them suitable

for VLSI implementations, also tends to make them error prone [31]. Locating the faulty

processors is again a prerequisite tor reconfiguration and fault tolerance [32, 33].

1.3.4 Board-Level and MCM Diagnosis

~1oving clown to the next level, if a fault is detected in a board or MClVl, then it also

cannot be simply discarded. The reason is again economics.

The growing complexity of various life applications has resulted in subsystems built

around boards consisting of a large number of chips [34}. Boards are produced in low

volumes as compared to the production volumes of the chips mounted on them. A multi­

layered double-sided board, tightly packed on both sides with Surface Mount Technology

(SNlT) components, could cost several thousand dollars [35]. Hence, circuit boards cannot

be just discarded, since the cost of a new one is higher than the cost of repairing it.

In addition, a board may contain several expensive chips. These chips include sorne

highly sophisticated VLSI and Application-Specifie Integrated-Circuit (ASIC) chips. These

chips, such as the ooes used in military applications, are usuaUy manufactured in smaU

volulnes. Thus, ooce they are mounted on the board, a board can oot be simply sacrificed

j llst because a single or a few other inexpensive chips 00 the board are faulty.

Again, locating the faulty chip(s) on the board rather thao the failing logic inside the

chip(s) is a prerequisite for efficient repair [18]. The problem of diagnosing such complex

boards has become a major bottleneck [34].

Once the faulty chips are located, they can be replaced, and the board can be reinstallcd

in a system again.

Similar to a board design, MCM technology allows placing many ICs on a common

substrate in a single package, for increased reliability and decreased sizc and weight [12].

Either seen as complex integrated circuits or as compact boards, NlCMs have become one

of the most suitable answers to today's application needs, be it from avionics, consumer

clectronics, automotive or telecommunications. The use of MCMs is projected to dominate

the electronics industry in the 2pt century [36].

• As the J\'lCM technology becomes more sophisticated, the number of expensive chips
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mounted on an ~fCM grows rapidly. As a result, the need for repairing the faulty MCMs is

becoming more and more important, where replacing a bad chip is far more cost effective

than throwing away a whole MCM module [37].

1.3.5 Chip-Level Diagnosis

Fioally, moving down to the chip level, if a fault is detected, then it is again important to

locate the source(s) of failure(s) inside the chip.

Since a defect in a chip is often not repairable, and since chips are produced in large

volumes, it is usually economical to just discard the faulty ones. The oaturally rising

question is, then why diagnose faults in chips that are going to be discarded anyway?

First, if a fault is found that explains the failure data collected during test, then design

errors cao be discovered by inspecting the design databases. Discovering these errors is

the first step in correcting the design in a future silicon stepping.

Failure diagnosis is also critical to the chip manufacturer. ldeally, when aIl the manufac­

turing processes operate properly, the end product is good. However, due to the intricate

nature of le manufacturing, even the best manufacturing processes sometimes produce lCs

with defccts [22].

During the start-up phase of production, identifying the source(s) of chip failure(s) is

an efficient way of iclentifying process errors for the purpose of yield improvements. Both

zero yield and low yield are conditions that signal the neecl for failure diagnosis [18].

The fabrication errors can be discovered by inspecting the fabrication databases or the

faulty devicc itself with the aid of an electronic-scanning microscope. Using the diagnosis

results, the settings and the control of a manufacturing process can then be adjusted.

Finally, fault diagnosis is also important in improving chip quality. Diagnosing a chip

that passes the original production test and then fails in the field, can provide information

on the design and/or fabrication weaknesses. Samples of faulty chips that exhibit common

recurring failure modes are good candidates for such diagnosis. Utilizing the diagnosis

results, the design and/or fabrication can he improved to minimize future occurrences of

the failure [38].

Ta summarize, in order to remain competitive in the marketplace, IC designers and

• manufacturers must be able to rapidly debug new products and pracesses and usher them
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quickly ta high volume production [39]. This leads to high-quality chips being manufac­

tured, which in turn decreases the diagnostic effort required at the higher MCl\tI, board,

and system levels.

1.4 Classical Diagnosis Methods

Traditionally, fault simulation methods have been used to provide an automated diagnosis,

using falllt dictionaries.

A fault dictionary is a cross-reference list that associates each fault in the list with the

nleasures defined for each test vector in the diagnostic test set [18]. Each erroneous bit at

the output is called a failing measure for that particular test.

The dictionary database is created by simulating a reference copy of the circuit for each

of the modelcd faults in the list. A fault-dictionary generation program uses the simulation

outputs, to compile lists of failing-measuresjpattern combinations which llniquely describe

the simlliated faults .

During testing, an external tester applies the test patterns, and stores the observed

CGT outputs in a data-log. If a module fails during test, a lookup program examines the

tester failure data-log and matches the failing measures to faults in the dictionary. Close

matches indicate the likeliest fault source(s) [40].

In addition to fault dictionaries, various other Failure Analysis (FA) processes can be

llsed to determine the correct root cause of failures. Powerful FA processes continue to

be devcloped, based on internai IC scanning using an electron beam, ion beam, photon

emission microscopy, optical microscopy (visible, infrared, or scanning laser microscopy),

thermal infrared scanning, scanning probe, and other techniques combined with other

innovative test methods [41, 42J. Physical access to a defect site is also possible \Vith wet

or dry etching for layer removal and cross sectioning.

Thesc FA techniques can also be combined with the fault dictionary method to ob­

tain more efficient IC diagnostics. The faults identified by the dictionary rnethod can

significantly narrow the search space for subsequent FA techniques.

Moving up to the next level, in-circuit testing in conjunction with functional testing

are traditionally used to test and diagnose boards.

• In-circuit testing, is a test practice in which the mounted chips are tested one at a

•
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time [12]. In order to test each chip on the board, the tester must have direct physical

access to the individual chips, board edge connectors and vias. The chip access method

that has been used for many years is a bed-of-nails test fixture contacting each pin \Vith a

spring-Ioaded probe. Since each chip is tested separately, diagnosis is readily achieved.

The other traditional method of testing a board has been \Vith a functional tester

through an edge-connector, or a test bus such as the boundary scan bus (43, 44]. Diagnosis

is typically achieved through a combinatioD of custom diagnostic routines, guided probing

from a failed board output back to the chip Dode causing the failure, and the use of

clectronic instrumentation such as a logic analyzer or an oscilloscope (45].

In sorne applications, a fault dictionary is used in place of, or in addition to, the guided

probe [40]. By matching the failed responses of a board with a similar set of responses in

the fault dictionary, it is possible to map back to the likeliest failure locations.

Next, at the ~[CNI level, a module can be tested and diagnosed by treating it as either

a very compact board [12] or a very complex chip.

Treating an NICLVI as a compact board, fault diagnosis is achieved \Vith a tester and a

• fault dictionary or guided probe [12]. Treating it as a complex chip, electron-beam probing

is the likely FA tool [46].

Finally, at the system level, diagnosis is achieved by extensive diagnostic software rou­

tines exercising the normal functions of the system in an attempt to isolate the occurring

hardware failures [47].

1.5 Inadequacies of Classical Diagnostic Methods

The aforementioned classical diagnosis methods are facing formidable challenges in the

VLSI era.

•

First at the chip level, VLSI circuits fabricated in increasingly deep sub-micron tech­

nologies are making the job of diagnosing failures more difficult [15]. Traditional methods

of failure analysis are becoming inefficient and less effective.

New diagnostic capabilities are required for VLSI ICs with new features such as larger

chip area, tiner chip dimensions, higher speeds, additional interconnection layers, power

distribution planes, and flip chip or array bonding packaging configurations [42]. These
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features~ reduce or prevent the use of conventional FA methods, and make it more difficult

to recreate and observe failure conditions, without destructive de-processing [15, 42].

Fault isolation with a fault dictionary, requires an excessive computational time and

space for large chips [23]. Even moderately sized circuits cao require an enormous amouot

of test stimulus to ensure a sufficient diagnostic coverage [19]. Not withstanding the recent

advances in speeding up the simulation algorithms [48, 49], diagnostic fault simulation

remains a computationally difficult problem [50].

Traditional, labor-intensive FA techniques such as liquid crystal analysis or photon

emission microscopy, while still quite valuable, are begjnning to become less useful [39].

Infrared optical techniques are limited in the defect mechanisms they can find [25].

The packaging technology is bringjng into prominence other limitations that may be

placed on FA tools by the physical structure of the circuit. Internai probing is oCten inef­

fcctive in VLSI chips, because there are normally no probe points except at the device 1/0
pads. Even the newer non-contact electron-beam probing has limited use. This technique

is Dot effective when there are many layers of metal. The metal and/or silicon can be

removed to provide internaI circuit access, but that might destroy other parts of the chip.

~Ioreover, this technique is only useful if the defects have already been localized to a small

area [18]. Choosing the appropriate probe points contioues to he a serious hottleneck [51].

~vloving up to the next level, the increasing levels of integration, advances in the physical

interconnect technology and more advanced packing technologies are aIl challenging the

diagnostic capabilities of traditional, hoard-Ievel FA tools.

Today~s VLSI boards typically indude large pin-couot devices, multiple internaI and

external data buses, ASICs, SNIT devices, multi-Iayer board structures, MCMs, and com­

ponents \Vith very high speeds [40].

For decades the dominant IC packaging technology has been the Dual-In-Line (DIL)

package with 100 millimeter pin spacing, mounted through holes in a Printed Circuit Board

(peB) [35]. However to meet the increasing speeds and packaging density requirements of

modern VLSI chips, the circuit board topology has shifted in recent years towards leadless

chip carriers, SMT, and Tape Automated Bonding (TAS) as alternatives to through-hole

mounting [22].

S~IT for example, permits physical compaction by using doser pin spacing of 25 mil­

limeter or less, and by mounting components on both sides of the board [35, 45]. This has

lirnited the applicability of in-circuit testing, because direct tester access now requires an
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expensive double-sided bed-of-nails test fixture, adding unacceptable tester costs. Confor­

maI coating on a board may rule out in-circuit testing all together [52].

Because of the aforementioned physicai access restrictions, traditional board-level func­

tional testing methods have begun to break down [45]. The VLSI functional testers are

costly and provide inadequate fault diagnosis support [12]. Complex boards require high­

quality software diagnostic routines (test programs) to aid fault isolation. The quality of

a test program might be impeded by the lack of models, component wiring configurations,

and the tester access to a board's node [22].

\Vithout physical access, guided probe methodologies are no longer feasible unless test

points (pads) are added [45]. Modern boards are becoming so dense that separate test

pads for probing are considered to be a limiting factor in space utilization that negates

the packing density advantage of SMT [12, 35, 52]. In addition, the growing complexity of

modern VLSI boards slows guided probing by multiplying the number of points that must

be contacted, and requires a large database [40].

The non-invasive fault dictionary method works independently of a board package, but

the increasing levels of integration and potential fault sites are making it harder to provide

a good diagnostic resolution [40]. A larger fault universe requires an extremely efficient

diagnostic fault simulator, to create a dictionary large enough to be useful [40].

Next, at the NIC~I level, either seen as a compact board or as a very complex chip, an

~V[CN[ suffers from the aforementioned chip and board problems.

There are no commercial NICM test fixtures in widespread use [12]. The MCM-level

functional test development is an astronomical challenge [53]. Since an MCM is usually

faster than the delay along the tester probe circuitry, diagnostic probing is out [9]. Finally,

NICN[S are much too complex to generate a fault dictionary [12].

Finally, at the system level, the effort spent for extensive diagnostic packages is huge,

and must be diminished [47].

1.6 Thesis Motivation

At this point, it must be clear that the classical test and diagnosis methods are both

ineffective and ineflicient for complex VLSI modules. However, as mentioned earlier, BIST

when combined with efficient DFT techniques, can substantially ease the aforementioned
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testing problems.

Fault diagnosis methodologies are tightly coupied with the test methodologies [38]. In

SA-based testing, the only available failure data is the 6nal signature. By comparing it

against the pre-computed reference signature, failures can be easily detected.

Although test response compaction with SA has signi6cantly eased the problem of

Output Response Analysis (ORA), it has added more difficulties to fault diagnosis. A

faulty signature is of little use in diagnosis. This is because the individual test responses

and their associated failing measures are lost by the compaction process. Without these

failing measures, fault diagnosis is simply impossible.

Hence, we are faced with a new challenge in BIST, namely, the diagnosis problem. Since

we cannot determine whether the individual responses are faulty or not, the complete failure

data (aIl test patterns and responses) must be retained during riiagnosis. This, however,

inlplies a huge volume of data that must be collected and stored, which is oot practical,

and negates the cost savings and benefits of on-module test pattern generatioo and ORA.

Hence, to diagnose a fault in a BIST environment , it is first necessary to decode the

faulty signature to identify the test vectors and the corresponding module outputs that

respectively detect and capture errors during test. Once done, the traditional non-BIST

diagnostic techniques can be used to obtain a higher resolution diagnostics.

Several research efforts have been devoted to methods for identifying the failing tests

and/or faulty components that cause the faulty signature. This is the subject of the 6rst

part of the thesis, where a comprehensive survey is presented of the diagnostic techniques

that can be used \Vith SA-based BIST structures at the system, board, :NICN[, and chip

levels.

An overwhelming majority of these techniques assume either the presence of very few

errar bits in the TRS, or very few error capturing outputs. However, this assumption is

generally unrealistic since a faulty module in a practical BIST environment can generate

an enormous number of erroneous bits in the TRS, and can contaminate many outputs.

Hence, these techniques currently offer no practical solution to the VLSI diagnosis problem

in BIST environments.

:Nlore work is necessary to ease the diagnosis of failures in SA-based BIST environments

[15]. New paradigms for failure analysis are needed to meet the challenges posed by ICs

that have more than 106 transistors \Vith feature sizes less than 0.2 micron, operating

over 250 :NIHz [42]. There is a critical need Dot ooly for a rapid evolution of existing
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diagnostic and FA capabilities, but also for breakthroughs, enabling rapid failure isolation

[42]. Automated BIST diagnostics in modules designed with an aggressive approach to

oFT, will become the dominant strategy optimizing the time to market of digital products

[16, 39].

lvlotivated by the above, novel BIST fault diagnosis techniques are presented for a

specific type of testable modules, namely, the scan-based modules. Fault diagnosis of non­

scan modules is a nontrivial problem which has not been studied in any depth. Thus, most

diagnosis techniques are targeted for scan modules [54].

Diagnosing various malfunctions in a module begins by identifying the scan chains

and scan cells (flip-flop or latch state variables) that capture errors during test. These

scan chains/cells will be referred to as the discrepant scan elements [55] or faulty scan

elements. Based on multiple SA information, our schemes guarantee the identification of

these scan ceUs, regardless of the number of errors the module may produce during test.

These techniques can be used at ail levels of integration to provide chip, MCM, board

and system Level diagnostics. The diagnosis process is hierarchical such that a faulty unit

identified at one level becomes the Unit Under Test (VUT) at the next lower level. The

proposed schemes do not assume any specific fault model and thus, they can diagnose aIl

voltage-detectable faults.

As will be explained later, locating the discrepant scan chains is sufficient for system,

board, and MCJ\;[ level diagnostics. At the chip level, locating the discrepant scan ceUs is

very helpful in diagnosis since most of today's VLSI chips are designed at the RTL level

[38J, and are automatically synthesized by design tools [56]. This means that a designer or

a test engineer is more familiar with the scan cells than the inner circuits of such modules

[56]. Without knowing where to look, the diagnosis process cannot continue and there are

no alternatives [25]. Identifying the faulty cells provides coarse localization of failure sites.

This information can be fed to a FA tool to provide automated gate level or even transistor

level diagnostics.

Two diagnostic algorithms are developed to be used with our scan-based BISD ar·

chitecture (GSTUMPS). An adaptive algorithm is developed to minimize the number of

signatures that must be collected during diagnosis. Another non-adaptive algorithm is also

developed to minimize the tester socket time.

The use of our BISD architecture results in highly reHable digital modules since faults

• can be located immediately aCter detection, and a recovery process or a corrective action
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can be cxecuted immediately.

1.7 Organization of The Thesis

15

•

•

The thesis is organized as follows: ln Chapter 2, the DFT and BIST techniques are summa­

rized. Several SA conventions are developed in that chapter and are followed throughout

the thesis. Next, the chip-IeveL BIST diagnosis is discussed in Chapter 3. Severa) SA-based

diagnostic techniques are discussed, outlining their applicability, practicality, diagnostic ef­

ficiency and cast. Moving up to the remaining leveLs, ~IC~I, board, and system level BIST

diagnostics are explained in Chapter 4. Again, severaL SA-based diagnostic procedures are

rcported. The scan-based BISD architecture (GSTU~IPS), to be used \Vith our diagnostic

aLgorithms, is presented in Chapter 5. Also in that chapter, analytical signature relations

are deveLoped ta be used \Vith these algorithms. In Chapter 6, the adaptive diagnosis

algorithm is presented. The non-adaptive algorithm is presented in Chapter 7. Based on

our diagnostic methods, a conceptual fail ure analysis system is developed in Chapter 8 ta

provide gate Level and transistor level diagnostics. The thesis concludes with Chapter 9.
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Chapter 2

DFT & BI8T

An obvious approach to alleviating the need for sophisticated VLSI testers is to incorporate

the tester functionality into the N1UT itself, at allieveis of integration. Hence the notions

of DFT and BIST. Incorporating DFT and BIST into a digital module eliminates the need

for expensive testers and provides a mechanism for accessing and exercising the internai

module circuitry at its normal speed. DFT and BIST, however, are not free. Understanding

thcir economics is essential in determining the proper amount to include at each module

level.

In this chapter, a brief survey is presented of the most popular DFT and BIST tech­

niques used in modern VLSI designs.

2.1 Design For Testability Techniques

During the seventies, a quiet revolution occurred in the field of digital module testing.

Before that time, testing \Vas a manufacturing core almost completely isolated from design.

After that time, the burden of test was shifted to the designers [1].

\Vith the advent of VLSI technologies in the foLlowing decade, circuit geometries became

smaller and more compact, resulting in an exponential increase in the circuit densities

available in a single package.

The increase in packing density, which caused dramatic savings in circuit costs, also

caused testing to consume a higher percentage of the these costs. This effect was forced

16
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prirnarily by the increase in the gate-to-pin ratio, making the observation and control of

internaI circuit nodes more diflicult.

In 1975, Phillip \Vriter coined the term "Design for Testability" [57] advocating a set

of design styles meant to improve the observation and control of the designs during test.

By 1980, the need to design for easier testing had taken hold.

Testability depends heavily upon the control the designer has over his/her implernen­

tations. There are certain properties of a design that makes it easier to test. Such a design

cantains no logical redundancy, it contains no asynchronous logic, its docks are isolated

from the logic, its sequential circuits are easily initialized, it may include test points, and

i t has a minimal area or pin overhead over a normal design.

These techniques, collectively referred to as ad-hoc DFT techniques, are just a collection

of good design Inethods based on practical experiences of conventional test generation for

non-DFT designs. They are rnanually applied with the judgment and skill of the designer

[1] .

\Vhile still useful, there is a need for more structured DFT techniques that can be

• automatically applied to a design using today's design, synthesis and test tools. The only

systematic DFT approach that can be easily incorporated in the overall design process,

enhances the controllability and observability of a module, and requires few extra test pins,

is known as scan design.

A scan design requires the compliance with a set of ground rules centered around

uniform design methodologies for state variables (flip-flops or latches). It is quite clear that

if aIl the state variables are directly controllable and observable, then testing scannable

circuits is reduced to testing just combinational circuits.

To provide a sampie of structured scan designs, the following sections describe three

different widely used design styles: level-sensitive scan design, scan path, and boundary

scan design. While they were originally developed within the framework of conventional

test on external testers, they are equally applicable and important for built-in testing.

2.1.1 Level-Sensitive Scan Design

•
A Level-Sensitive Sc::),n Design (LSSD) is probably one of the rnost used and best docu­

mented structured DFT technique [l, 3]. Figure 2.1 shows the separation of the combina­

tional logic and the sequential elements in an LSSD structure.
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Figure 2.1: The LSSD sequential circuit model [1].

The Primary Inputs (Pis), Primary Outputs (POs), and combinational circuits are not

modified. The state elements are implemented as docked D-Iatches (LI). Each latch is

augmented to form a Shift-Register Stage (SRS) by adding a second latch (L2) fed by LI.

A rnultiplexer at the input of the LI latches selects between the system inputs in normal

mode, and the Scan-In (SI) inlJuts in test mode. The SI input and the L2 Scan-Out (SO)

output are, respectively, the input and output of the SRSs. Ail SRSs are chained together

during test into one or more shift-register chain(s). Interconnecting the SRSs into a shift­

register chain is done by connecting the SO output of one SRS ta the SI input of the next,

and by connecting aU shift docks in parallel [1]. Accessing the SRSs in test mode is done

through the chains SI primary inputs and the SO primary outputs. Each shift cycle moves

the test data one step down the shift-register chain. The LI and L2 shift clocks must be

non-overlapping to ensure a correct shift operation.

A minimum of four additional package pins are needed to implement LSSD. Two pins

are used for the SI and SO ports of the shift-register chains, and two are used for the

LI / L2 shifting clocks. Additional pins are required if multiple scan chains are used.

During normal system operation, the L1/L2 shift docks are off and the SRS has just

two input signais, system data and system clock (CLK). \-Vhen CLK is on, the internai

• state of LI is changed to the value of the system input.
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During test, the test patterns scanned into the chain(s) are applied to the combinational

logic at the SRS outputs, and the response values captured in the SRSs are scanned

out for examination. Thus, the state elements become pseudo-inputs for the purpose of

test application and pseudo-outputs for test observation [1]. The process of applying test

stimulus and observing its response is overlayed: as the stimulus for vector "t" is shifted

inta the scan path, the response for vector "t - 1" is shifted out.

2.1.2 Scan-Path Design

The scan-path architecture is another widely used DFT technique, that increases the ob­

servability and controllability of the internaI nodes in a synchronous circuit [1, 3J.
The scan-path structure is very similar to LSSD in that it implements state variables

as stages of a shift register for scanning test-data in and test-responses out. The scan path

register stages, however, are built with D ftip-ftops. The operation of a scan path circuit

requires two docks: CLK used during normal system operation, and TCLK used during

scan shift operations. Thus, only three additional pins are necded to implement a scan

path design.

2.1.3 Generic Boundary Scan Architecture

Baundary Scan (BS) is another structured DFT technique applicable to digital modules

[43, 44J. The BS strategy was advanced by the .Joint Test Action Group (JTAG) [58], that

began in Europe and spread quickly to the United States and .Japan. The .JTAG proposaI

for a boundary scan implementation \Vas adopted formally as the IEEE standard 1149.1 in

1990 [59]. The standard has been endorsed by many leading North-American, Asian and

European companies [2]. The 8S technique can be used in the design of large, cOIDI='lex

ICs, WICNls, loaded boards, and complex systems. As a result, the technique looks to he

set to become one of the major techniques of testing complex digital modules [44].

Ta implement 8S, a scan SRS is placed 00 every primary input and output of a module,

that is, at its boundaries. To achieve this, a specialized test circuitry needs to he added to

the module betweeo each external 1/0 pin and the logic to which it is connected to, except

for docks and test control pins. This does oot imply that ail internaI state elements in a

module must be scan-testable.
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Figure 2.2: Board-Ievel BS Scenario.

These test circuits, called Boundary-Scan Cells (BSCs), are connected into a shift reg­

ister path around the periphery of the module. The houndary-scan path can be considered

as a very \Vide parallel load, seriaI shift register.

If a module is constructed entirely from components buiLt using boundary scan, the

BS paths of aIl devices can be cascaded during test to form a single large boundary-scan

path. A test system can then control and observe ail device pins and their associated

interconnects through this path [52].

Figure 2.2 illustrates how individual BS components can he connected at the board level

and brought to the edge connectors. The scan output (TDÜ) from one chip is connected

to the scan input (TOI) of the next chip in the scan chain.

A scan tester [22,45] docks data into and out of the BS path via the seriai 1/0 test pins

to perform various tests. The path provides virtuai test channels on the BS device pins

(60]. Thus a virtuai bed-of-nails capability is achieved, easing the testing and diagnosis

problems in VLSI modules.
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Boundary Scan at the Chip Level

• The IEEE boundary-scan architecture for one chip is shown in Figure 2.3.

Four pins1 constituting the seriai Test Access Port (TAP), are added to each chip to

make it scan testable. These pins include : Test Data Input (TOI) which allows the chip

ta receive test data, Test Data Output (TOO) which shifts out the chip's output data,

and Test Nlode Select (TMS) which along with the Test Clock (TCK) define the test mode

to be executed. This mode is stored in the Instruction Register (IR). Oepending on the

content of the IR, the Boundary Scan Register (BSR) surrounding the functional circuitry

of the chip, a User Oefined Register (UDR), or the 1-bit Bypass Register (BR) is selected.

The I-bit BR is used as a shortcut path through the chip in order to shorten the overall

scan path length, thus saving time and test-equipment resources when testing other chips

on the module. Each UDR allows the chip to operate in a user-defined test mode, such as

BIST.

•

The TAP controller is a Finite State Machine (FSM) that controls the operations

sequence in the HS circuitry. By means of the TMS and TCK pins, the BS components

are moved through 16 TAP states.

During normal operation of the component, data flows directly through the BSCs to

exercise the component 's internai logic. In test mode, a scan operation is composed of
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During a CAPTURE state, the data or instruction bits are loaded in parallel into their

corresponding registers. The data bit values can come from either the component itself or

the external logic connected to the BS ceUs. The new data or instruction takes effect and

beconles the current data or instruction at the UPDATE state. Finally, during the SHIFT

state: the existing data in the selected register is shifted out through the TDü pin and a

new data is shifted in from the TDI pin.

There are three test modes for the boundary-scan ceUs [43, 44, 59J. In the internaI chip

test mode, the BSCs are used to simulate the chip's internai logic with test-data and to

capture its test-responses.

During external testing, the BSCs at the output pins are used ta drive test values into

the external connections, while those at the input pins capture the received values and

shift them out for examination. By a careful selection of test patterns, the interconnections

bctween BS-compatible ICs can he easily testcd for stuck-at, shorts, opens, and other fauIt

types.

• Finally, a sample test is also possible, allowing engineers to take a snap-shot of the

signal values received-by or sent-from the chip during the normal operational mode. This

test represents an excellent feature that cao he used for improving debug and diagnosis.

Separating the tasks of component and loaded module testing offers a significant ad­

vantage. 1t allows the reuse of most existing test data generatcd for the component level at

the module level. A test applied to a module can be constructed from tests generated for

the single components [47]. This is a notable contrast to the case without boundary-scan,

where the test engineer needs to know a great deal about the component's operation in

order to generate either an in-circuit or a functional module test [43]. These hierarchical

properties will become critical as MCMs and wafer scale integration continue to push entire

boards into single packages [61].

2.2 Built-In Self-Test

\Vith the advent of denser technologies, the balance is shifting decidedly in favor of testable

designs [62]. The ultimate in a testable design is to make the design test itself, and hence

• the notion of Built-In Test (BIT).
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Figure 2.4: General test setup in a BIST environment.

BIT can be either concurrent or non-concurrent. Concurrent or implicit testing, some­

times also called checking, refers to the on-line testing using either hardware redundancy,

information redundancy or both, to detect errors that occur during normal module Op"

eration [1]. It includes methods such as error detection and correction circuits, totally

self-checking circuits, and self-verification. Concurrent testing is beyond the scope of this

thcsis. The discussion will be restricted to only non-concurrent testing and the terms

testing and test will be used to refer to non-concurrent testing.

Non-concurrent or explicit testing is carried out while the MUT is not in use. It can be

either functional or structural in nature. Non-concurrent BIT is often referred to as BIST,

a term that will be used throughout the thesis.

For today's complex VLSI modules, BIST has been shown to be more effective than

the traditional external test methodologies [38]. BIST has been warmly embraced by the

le industry [14, 63, 64] as one of the most promising solutions for testing tomorrow's ULSI

modules in deep sub-micron [15].

Various approaches ta BIST have been successfully explored in the literature [1]. Fig­

ure 2.4 shows the general structure of BIST.

In BIST, both Test Pattern Generation (TPG) and output response analysis are con­

ducted on the same module as the MUT. To analyze the test responses efficiently in silicon,



• CHAPTER 2. DFT & BIST 24

•

BlST schemes usually employa data compactor to compress the large amount of responses

into a sInall signature of a few bits [1].

The TPG in Figure 2.4 supplies the test patterns to the MUT. A "stan" signal is issued

by the BlST controller with the generation of the first test pattern. This signal tells the

data compactor to start compressing the output responses. The compaction goes on until

test completion time, where a "stop" signal is issued by the BIST controller after applying

the last test pattern. A stop signal to the compactor constitutes a "ready" signal for the

cornparator. The compacted signature is compared to its "golden" reference, derived from a

good-machine simulation. The comparison may be done off-lîne by unloading the signature

register for comparison outside the MUT 1 or on-line by comparing the signature to a hard­

wired golden one within the ~[UT itself. The MUT passes the test if the signatures are

identical.

2.2.1 BIST General Goals

Since the advent of BlST techniques, several goals have been developed and used to bench­

mark and compare the different BlST approaches [65]. Sorne of the most important ones

are listed below.

The first and foremost goal is that of providing high fault coverage as would be expected

of any testing approach [65]. Sorne BlST approaches guarantee high fault coverage through

exhaustive or pseudo-exhaustive test pattern generation [66]. Other approaches cannot

guarantee high fault coverage but gÏve acceptably high fault coverage in practice [67].

Obviously, BIST techniques are not free. They require an investment in extra module

area for the realization of the test circuitry. The second BIST goal is that of a low area

overhead that nlinimizes the BIST implementation cost. Typical area penalties range from

15% to 40% [68]. Even with these penalties, it is interesting to note that BIST is still

predicted to he the cheapest testing option if the total lifetime test costs are considered

[62].

A third goal is the desire for little, if any, performance penalty to the module function

as a result of BlST incorporation. Typically, BIST adds two to three gate delays to the

paths in which the test circuitry is implemented [65]. Performance is degraded if the BIST

circuitry is included in the critical timing path of the module.

• An additional goal is the ease with which a particular BIST technique cao be impIe-
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mented and understood. BIST techniques that lend thernselvcs to design automation are

more attractive.

The final goal is that of providing vertical testability such that a BIST capability can be

used at alllevels from component level testing through system level testing. To accomplish

this, system BIST must be able to communicate with subsystem level BIST, which in turn

must be able to communicate with component level BIST. When this communication is

possible, BIST at one level can invoke a lower (deeper) level BIST, thus achieving the

ability to perform a hiemrchical fault isolation [61, 69].

2.2.2 BIST Advantages

Despite the fact that BIST consumes extra area and has an 1/0 overhead, it also results in

visible reductions in the testing costs when compared to an external test using automatic

test equipment [1]. BIST achieves these savings in a variety of ways.

First, it reduces the cost of test pattern generation. BIST does not require that patterns

be stored in the test equipment. Thus, testers can be less expcnsive due to the reduction

in the needed memory [47]. This feature is especially important in a high-performance

module testing [63].

BIST, by definition, executes at the normal speed of the MUT [9]. Running tests at­

speed shortens the test application time, whcn compared to the usually slower, external

tester approach. In addition, it also provides a convenient way of appLying more test

patterns to compensate for the weakness of the abstracted fault models [70].

The on-module TPG and ORA alleviate, or even eliminate the need for expensive,

sophisticated external testers at aH levels of packaging [9]. The tester simply provides a

dock and a few control signais, and it contains a limited memory space. The on-module test

capabilities also make a module more independent of the specifie test resources available

at each packaging level [63]. This in-turn makes adapting to technology changes easier.

Linking BIST to a diagnostic software reduces the software complexity and increases

the diagnostic accuracy [30]. This feature saves a lot of the man and computer power

that would have been needed ta develop complex diagnostic software tools, and drastically

reduces the system run time for fault isolation [47].

FinaHy, a hierarchical BIST technique provides better fault detection and faster fault

isolation, while amortizing the BIST cast over a wide range of applications. It also offers
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systern henefits such as reduced diagnostic code development time, diagnostic run time,

maintenance time, and system down time [71, 72].

There are three main factors which determine the effectiveness of any BIST scheme: the

input test patterns applied to the ~[UT, the nature of the MUT and its fault mechanisms,

and the choice of the data compaction technique [73}. These factors will be explored

subsequently in Sections 2.3 and 2.4.

2.3 BIST Test Pattern Generation

In a BIST environment, there are many ways of generating the test patterns for the MUT.

The simplest categorization, in terms of the type of testing used, is: pre-stored testing,

exhaustive testing, and random testing [1].

In pre-stored testing, the test patterns are generated using Automatic Test Pattern

Generation (ATPG) tools, and are stored in a RO~1 [73}. This procedure may not he able

to cape with the cornbinatorial growth associated with large modules.

In exhaustive testing, aH possible test patterns are applied to the MUT. Thus, the

exhaustive test length is 2m tests, where m is the number of inputs to the module. The

tests can be generated using an rn-stage binary or gray counter, or a nonlinear (de Bruijn)

feedback shift register [Il. The exhaustive testing of a ~IUT, with a large number of inputs,

requires large TPG registers and relatively long test application times.

Another TPG approach that has been the most effective for structural BIST testing,

is that of random pattern generation. This will he discussed next.

2.3.1 Pseudorandom Testing

Random pattern testing has been a cornmon practice in the le industry for a long time

[1}. It entails the application of a randomly chosen subset of aIl possible input patterns.

Since an ideal random number generator does not exist, then a truly random test cannot

he generated. However, it is relatively easy to generate a Pseudo-Random (PN) test as an

approximation to the truly random one.

A binary sequence of l 's and O's is called pseudorandom when its bits appear to be

• random in the local sense, but they are fully repeatable, and hence only pseudorandom.



• CHAPTER 2. DFT & BIST

r---I SRS t---41~
o

1---4I...-t SRS
2

27

Type-l (Extemal-XOR) LFSR

SRS
o

SRS
1

SRS
2

SRS t---41___

m-I

•
Type-2 (Intemal-XOR) LFSR

Figure 2.5: Canonical LFSR structures [3] .

These sequences have been studied extensively in (74, 75]. For test applications, this is an

advantage, sinee repeatable tests ensure repeatable signatures [1].

2.3.2 Shift-Register Implementation of a PN Sequence

Autonornous feedback shift registers have been widely used to generate pseudorandom

sequences [1]. A shift register with a linear feedhack network is called a Linear Feedhack

Shift Register (LFSR). A linear hinary network is constructed frorn only unit delays (D­
type storage cells), modulo-2 adders (XOR gates), and modulo-2 scalar multipliers (1 or

0).

An LFSR, which has the canonical forms shown in Figure 2.5, is the usual choice for a

pseudorandom test generator. Its sequential output words, while deterministically gener­

ated, appear random in the local sense and will pass most cornmon tests for randomness

[1] .

Let the sequence {ad~o represent the sequence generated at the output stage of an

• LFSR, where ai E {D, 1} is the state of the output stage at time ti. The m th _ degree
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m-l

f(x) = 1 - L CiX
i +1

,

i=O
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(2.1)

is referred to as the characteristic polynomial of the sequence {ai} and the LFSR that

produces it. Since subtraction is the same as addition in modulo-2 arithmetic, then,

m-l

f(x) = 1 + L CiX
i+ 1

,

i=O

(2.2)

where Ci = 0, 1 is implemented as either a connection or no-connection, respectively. Thus,

for every characteristic polynomial, two LFSR implementations are possible.

Since an LFSR is a finite state machine, then each state is uniquely determined from

the previous state by the feedhack connections. Given an m-stage shift register, there are

at most 2m possible states. Since the feedback network is linear, then the successor of the

aIl-zeros state is itself. Hence, an LFSR can have at most 2m - 1 states when initialized

wi th a non-zero starting seed. Consequently, the sequences generated at any of the LFSR

• stages are periodic with a period no greater than 2m
- 1 [1].

The actuai Iength of the sequence depends on both the number of register stages and

on the details of the fecdhack connection. If the generated sequence has a period of

2m
- l, then it is called a maximum length sequence. The characteristic polynomial of

a maximum-Iength sequence is called a primitive polynomial [1]. An extensive listing of

primitive polynomials can he found in [76].

An LFSR can be used directly to feed a single input ~IUT. If the number of inputs

in the MUT is m > 1, then m LFSRs can be used to feed the ~fUT. This might be very

expensive to implement. An alternative approach is to use a single rn-stage LFSR, and

use the output at each stage to feed the MUT inputs directly. The only prohlem with this

approach is that the generated sequences at adjacent stages are correlated, thus degrading

the randomness of the generated tests [77]. This problem can be avoided hy comhining

the LFSR with a linear XOR network (phase shifter [1]) to provide shifted, less correlated

versions of the generated sequences. Alternatively, a carefully designed Type-2 LFSR with

an internaI feedhack can he used [3] .

•
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Figure 2.6: A l-dimensionallinear cellular automata.

2.3.3 Cellular-Automata Implementation of a PN Sequence

Cellular Automata (CA) is another FSM structure that exhibits pseudorandom generation

traits. It consists of a number of ceUs arranged spatially in a regular fashion [78], where

the statc transition of a cell depends on the states of its ncighbours. Each ceU is made of a

storagc clement (D latch or flip-flop) and sorne cornbinationallogic implementing its next

state function .

Because of its simple structure and local interconnections~ CA is highly suitable for

VLSI implementations. The most commonly used CA form in BIST environments is the

I-dimensionallinear CA~ with only local-neighbour interconnections. This class of CA has

been extensively studied as a source of pseudorandom test patterns [79, 80J. For such CA,

the next state of a particular cell depends only on itself and its two immediate neighbours.

The next-state function employs only linear XOR/XNOR logic gates. If the two end ceUs

of the automata are connected to a constant logic 0, it is said to have a null boundary.

Figure 2.6 illustrates an rn-celI I-dimensionallinear CA that can be used ta feecl an rn-input

~'IUT.

The state of a cell at time (t + 1) is given by:

(2.3)

•
wherc Qi(t) denotes the state of the i th cell at time t , and F is the next state function

called the role of the automata.

If F is expressed in the form of a truth table, then the decimal equivalent of the binary

outputs in the truth table is conventionally called the mie number of the CA. There are

256 possible rules. Rule 90 and rule 150 are the commonly used ones. Rule 90 means
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Figure 2.7: Generalized BIST compaction model.

Qi(t + 1) = Qi-l(t) œQi+l(t), and rule 150 means Qi(t + 1) = Qi-l(t) œQi(t) œQi+l(t).

A hybrid CA is constructed using more than one rule.

A linear CA is isomorphic to a conventional LFSR, and can also be represented by a

characteristic polynomial [81J. Thus, a primitive rn-eeU CA cycles through 2m - 1 states

when initialized with a non-zero starting seed. However, compared to an LFSR, CA serves

• as a bctter quality source of pseudorandorn paraUel test vectors [82]. This is due to the

reduced correlations or linear dependencies between the bit streams generated at adjacent

cells, thus resulting in superior randomness properties.

2.4 General Aspects of BIST Compaction Techniques

A high quality test is generally attained in BIST by applying a large number of test patterns

to the rvlUT [1]. The difficulty in testing such modules resides in the excessive volume of

test response data that must be stored. It is obviously unsatisfactory to build into the

module a bit-by-bit comparison of its test responses with the expected reference ones,

because of the large silicon overhead needed for storing the referenee data. This makes

output response compaction mandatory.

The usual Compaetion method (G) is to capture and then compare sorne statistic

G(R), called signature, of the module output Responses (R) rather than comparing the

individual responses themselves. G(R) is usually chosen such that its value depends on aIl

the response data, and the hardware required to irnplement C is simple [73]. The concept

• is illustrated in Figure 2.7.
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Any data compaction method tends to lose information, and hence the terrn compaction

and not compression. This loss is usually called masking and is rneasured by the probability

of a faulty module producing the same signature as the fault-free one.

Several compaction techniques have been suggested in the literature, sorne of which

arc in actual use [1]. A unified treatment of sorne of these techniques is given in [73].

The choice of a certain rnethod depends on the tradeoffs between its cost and its fault

coveragc or masking properties. AlI of these techniques fall in two main categories: Time

Compaction (TC) and Space Compaction (SC).

Time compaction reduces aU of the MUT's test responses into a fixed-width signature.

Changing the test length, and thus the test application time, changes only the value of the

final signature but not its width.

Space compaction on the other hand, reduces the width or space of the test responses

for each test. It is usually cornbined with time compaction to reduce the nurnber of MUT

outputs that have to be compressed.

TC techniques include parity checking, transition counting, syndrome generation (or

• ones counting) ~ \Valsh spectra coefficients, output modification, and signature analysis

[l, 3].

In parity checking, the parity of the test response sequence is checked using a simple

XOR gate (or a tree of XOR gates) and a SRS. Transition counting, uses a counter and

the parity checking circuitry to count the number of transitions in the output response.

The syndrome of a module is the number of times a lagic "1" is produced at its output.

Thus, the syndrome generator is a simple counter. Closely related to syndrome generation

are the \Valsh spectral coefficients, and output modification. In both cases, a sequence

is XORed with the test response sequence and the syndrome or weight of the sum is

determined. Finally, in signature aoalysis, LFSR structures have been widely used in

BlST eovironments to compact the test responses [1].

A detailed analysis of the above techniques [1], clearly favors signature analysis as

a practical, high-quality BIST compaction technique. Henceforth, ooly signature analysis

will be considered in this thesis. A summary of the rnethod will be given first in Section 2.5.

The additional use of space compaction will be discussed subsequentIy in Section 2.6.

•
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The TC scheme that has thus far received the most attention is known as signatu.re analysis,

a name coined by Hewlett-Packard [83].

The operational principle of a signature analyzer is based on a restricted class of data­

transmission parity-codes, called Cyclic Redundancy Codes (CRC) [84]. CRe coding has

becn implemented successfully in SA using linear shift registers with special feedhack struc­

tures.

The test responses from the MUT are fed into the shift register in synchronization with

the shifting dock. The residue or checksum left in the register, aCter feeding the last test

responsc, is the signature.

SA is generally the best single compaction method, because of its sensitivity to the l 's

and O's in the TRS, and because it can be easily modified for use with multiple-output

modules [1].

• 2.5.1 LFSRs as Signature Analyzers

LFSRs have been widely used in BIST and in external testers as signature analyzers [1].

A single-input LFSR can be used to compact the responses from a single-output rvIUT.

Again, two general structures can be considered for implementing the single input

signature analyzer: the External-XOR (Type-1 LFSR), and the Internal-XOR (Type-2

LFSR). Figure 2.8 shows the general structures for an rn-stage LFSR compactor.

The Type-2 structure may be inconvenient for implementation because of the need for

XO R gates between the shift register stages. The choice between the two implementations

depends upon the available circuits and their fault detectionjdiagnosis properties, as will

be explained throughout the thesis.

Before starting a test, the LFSR is initialized to a certain seed to ensure repeatable

signatures. Test responses are applied to the LFSR synchronously with the shifting dock.

Arter the responses from the last test are shifted-in, the final content of the LFSR is the

resultant TC signature.

Thus, the LFSR generates the remainder "code word" after dividing the test response

• sequence. The divisor polynomial for an LFSR is determined by its feedback connections,
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Figure 2.8: Canonical single-input signature analyzers.

which in turn determine its properties. The feedback connections are specified by the

characteristic polynomial:
m-l

f(x) = 1 + L CïX i + 1

i=O

(2.4)

•

where Xi is a delay operator and Ci is a constant hinary multiplier (1 or 0) implemented as

cither a connection or no connection to the feedhack path, respectively. The derivation of

this polynomial can be found in [74].

The LFSR divisor polynomial (G(x)) is the reciprocal of its characteristic polynomial,

where the reciprocal polynomial (f-l(x) or f*(x)) is defined as:

J-I(X) = x m f( ~) . (2.5)
x

The signature space of an LFSR corresponds to the vector space of its characteristic

polynomial. The maximum signature space is obtained with a primitive polynomial as

explained earlier in Section 2.3.2 . It is a property of characteristic polynomials that the

rcciprocal of a primitive polynomial is also a primitive polynomial [1].

The choice of the feedhack polynomial affects the LFSR's error detection/location capa­

bilities. A suitable polynomial must be chosen from various classes of error-correcting/error­

detecting codes ta cover the expected error distributions [73].
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• 2.5.2 Special Feedback Structures

Consider the three speciallinear shift-register structures shawn in Figure 2.9.

The first LFSR in Figure 2.9(a) implements f(x) = 1 +x. This corresponds to the case

whcn a single output of the LV1UT is compacted to a single bit signature. This signature is

simply the parity of the TRS, just like in parity compaction.

The register of Figure 2.9(b) is a simple LFSR whose only feedback is from the last stage

to the first stage. It is a perfectly adequate signature analyzer that implements division

by 1 + x m . Despite its simplicity, it is just as good as the one having a more complicated

feedback [85]. It is usually called a pure cycling register because in the absence of an

input, the register merely cycles its contents. As a result, each bit in the cycling register is

indcpendent of the others [85]. When used as a signature analyzer, each bit in the signature

is just the parity over every m th bit of the TRS [1].

Finally, it is interesting to consider the ultimate case of the register shown in Fig­

ure 2.9(c) having no feedback at all. The divisor polynomial is x m . The signature in this

Linear No-Feedback Shift Register (LNFSR) is simply the last m TRS bits shifted in.

•
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For B1ST of multiple-output modules, the overhead of a single-input signature analyzer on

every output would be high. Of course, the single-input analyzer can be time-multiplexcd

ta the various NIUT outputs [1 J. This will require repeating the test sequence for each

output! resulting in an excessively long test application tirnc.

Using a paraUel signature analyzer can significantly reduce the test time. The parallel

tcsting method üsing a structure called ~lultiple-1nput Signature Register (~nSR) is the

preferred B1ST compaction technique for multiple-output modules [86, 87, 88]. The general

structures for an ",,-bit MISR are shown in Figure 2.10.

Usually, a rvnsR has as many stages as there are module outputs. The m available

rvIISR inputs are connected to the m MUT outputs. If the MUT has fewer outputs than

m, the remaining free MISR inputs are connected to a constant logic O.

Similar to an LFSR, a ~nSR is also characterized by the characteristic polynomial

f(x) in Equation 2.4 . However, it should be noted that f(x), which up to this point has

been represented as an m-degree polynomialover the binary Galois Field (GF(2», has an

equivalent representation [89] over GF(2m ) as the I-degree polynomial:

•

•

Type-2 (Intemal-XOR) MISR

Figure 2.10: Generic multiple-input signature analyzers.

2.5.3 Multiple-Input Signature Analyzers

I(x) = x + 0: , (2~6)
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where Ct E GF(2m ). The rn-bit MUT outputs can thus be interpreted as elements over

GF(2m ) in this representation.

Finally note that the special LFSR structures presented in Section 2.5.2 have equivalent

~nSR implementations.

• 2.5.4 Built-In Logic-Block Observation

The Built-In Logic-Block Observation (BILBO) is a special BIST structure that can si­

multaneously generate pseudorandom test patterns and compact test responses [1].

The BILBO register shown in Figure 2.11 has four operating modes that can be selected

using the Bo and BI inputs. If BoBt = 00, the BILBO becomes a shift register with scan

input SI and scan output SO. The register is cleared if BoBt = 01. When BoBt = 10,

it bccomes either a MISR or an LFSR. If the I/s are connected to the MUT; then the

BILBO acts as a ivnSR. The compacted signature can then be shifted out for examination

by sclecting the shift mode. However, if the BILBO inputs are held constant, then it acts

as an LFSR gcnerating pseudorandom test patterns. Finally, \Vhen BoBt = Il, the BILBO

behaves as a parallel-input, parallel-output register. This is the normal mode of operation.

Using this mode together \Vith the shift register mode enables scan testing.

Figure 2.12 illustrates a module with BILBO registers. BIST testing cao be performed

in two steps, by configuring the BILBO registers to the left and right of CUTi as an LFSR

and a MISR, respectively. The test sequence is repeated for each CUTi.

Note that the testing can be done in one step if BILBO t is configured as an LFSR, and

• BILB02 , BILB03 are configured as MISRs. In this case the compacted responses of CUT i
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Figure 2.12: BIST testing using the BILBü architecture.

are used as test stimuli to eUT2.

2.5.5 Polynomial Representation of SA

Consider an rn-output ~IUT, where m = 1 for a single output l\lUT. In test mode, the

Signature Analysis Register (SAR) is first initialized, and the output responses of the MUT

are compacted serially into a signature. Let the output responses be represented as:

where T is the number of tests applied to the MUT, and R t E GF(2m
) (0 ::; t < T) is the

response for the tth test pattern.

Coding theory [84] treats streams as polynomials in a dummy variable. Using the

dummy variable x, the rvlUT outputs can be converted into a polynomial in x by letting

each Rt to he the coefficient of a unique power of x [1]. Thus, the corresponding TRS

polynomial can be written as:

•
R = {Ho, RI,'" ,RT - 2 , RT - 1 } ,

R(x) = RoX
T

-
l + R 1xT

-
2 + ... + RT - 2X + RT - 1 .

(2.7)

(2.8)

Note that Ro is assigned the highest power in the polynomial because it is entered first in

the SAR.

This transformation permits the mathematical manipulation of TRS in polynomial

form. If the SAR is initialized to zero and the test response words (Rd are serially streamed

to the analyzer input(s), then the content of the SAR after feeding the last test response

RT - 1 is the remainder from dividing the TRS polynomial R(x) by the divisor polynomial

G(x) of the SAR [1]. The SAR emits the Quotient polynomial (Q(x» by shifting it out

from the right-hand end of the register. The remainder in the SAR is the Signature (S(x»
of the lVIUT. In mathematical terms,

• R(x) S(x)
G(x) = Q(x) + G(x) , (2.9)
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where the degree of S(x) is less than the degree oC G(x). Equivalently,

R(x) = Q(x)G(x) + S(x) .
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(2.10)

It should be noted that a Type-1 signature analyzer generates the correct quotient but

the rcmainder is Dot always the correct one that would be expected from a true polynomial

division [1]. However, it can be shown using the matrix Cormulation of Section 2.5.6,

that the signatures obtained with a Type-1 and Type-2 analyzers are mathematically

related. Therefore knowing one of them, the other one cao be obtained easily with a

matrix transformation.

In general~ if the SAR is not initialized to the all zero state, then the rn-bit signature

is given by:

S(x) = [R(x) mod G(x)] EfJ k(x) , (2.11)

•
where "mod" is the modulo-division opcrator without carry and k(x) is a function of the

initial state of the analyzer. If the initial state of the SAR is zero, then k(x) is also equal

to zero, and

Sex) = R(x) mod G(x) . (2.12)

In the remainder of the thesis, it will be assumed without loss of generality that the

SAR is put in the aIl zero state before the compaction process is started. If that is not the

case, then the initial state can be thought of as being the test response R_ 1 corresponding

to a fictitious test applied at time t = -1 to a cleared SAR.

Now, let the output response of a fault-free module be represented by the sequence:

(2.13)

The polynomial associated with this response is given by:

•
and the fault-free signature SOCx) is equal to:

SO(x) = 1f(x) mod G(x)

(2.14)

(2.15)
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If the NIUT is faulty, then its output response will produce a signature that differs fronl

the error-free one (neglecting masking). Let E be the error sequence corresponding to the

observed output response. Then,

E - ROœR

{~EB~,Hf œRb··· ,Jt:.-2 œRT - 2 , 14-1 œRT - 1 }

- {Eo, El,··" Er-2' Er-l} ,

and,

The signature Be(x) associated \Vith error sequence is thus equal to:

(2.16)

(2.17)

(2.18)

(2.19)

Se(X) - E(x) mod G(x) (2.20)

- [Jtl(x) EB R(x)] mod G(x) (2.21 )

- [no(x) mod G(x)] œ[R(x) mod G(x)] (2.22)

• - SoCx) œS(x) . (2.23)

The above relation was obtained by making use of the linearity of the XOR operation in

SA.

For each unique error polynomial of degree d, less than the order of the SAR's divisor

polynomial, a unique error signature will be produced [1, 90]. The order of G(x), denoted

by ord(G(x», is the least positive integer i for which G(x) divides xi-l. IfG(x) = xiH(x),

then ord(G(x» = ord(H(x» [91].

Therefore, the number of possible signatures is equal to the order of the SAR's divisor

polynomial. As the degree of the error polynomial exceeds the order of the divisor poly­

nomial, the signatures begin ta repeat in the same arder as if the error polynomial was of

a degree d mod ord(G(x» [90].

A MISR as a Single-Input Signature Analyzer

•
Consider again an rn-output MUT whose test responses are being compacted by an rn-stage

1vIISR. The first attempts to study MISRs were based on replacing the rn-input sequences

by an equivalent l-input sequence applied ta the first input of the MISR [92]. This reduces

the NIISR structures ta equivalent LFSRs.
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The output response R t E GF(2m ) corresponding to test t can he equivalelltly repre­

sented in GF(2) as:

Rt = Tt,OTt,1 .•• Tt,m-2 Tt,m-l (2.24)

where Tt,i E G F(2).

Let I j (0 ~ j < m) be the bit sequence entering the jth input of the MISR. Then,

1t has becn proven in (1] that if the MISR \Vas initially cleared and the ~nSR i~ a true

(Type-2) polynomial divisor, then the rcsulting signature can be exprcssed as:

•

and,

whcre,

1 ( ) T-I T-2 + +j x = TOJX + TIJX + . . . rT-2Jx TT-IJ·

S(X) = I(x) mod G(x) ,

(2.25)

(2.26)

(2.27)

(2.28)

•

represents the modul0-2 summation of time-shifted copies of the individual Ij(x).

Hence, the NIISR signature is exactly the same as the one obtained from an LFSR

having the same feedhack connections as the NIISR and 1(x) as its input.

The conventions developed in this section will he followed in the remainder of the thesis.

2.5.6 Matrix Representation of SA

The formulation derived next is based on the matrix representation of a signature analyzer.

It was first used in (93] to formulate the signature generation process. It will he used

below to study the faulty signatures of a MUT. The motivation is two-fold. First, it is

believcd that the matrix formulation serves as a more effective analytical tool in studying

signature analyzers [64]. Analytical fonnulations are often round to be cumbersome when

the polynomial representation is used. The matrix formulation simplifies the analysis.
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Second! the diagnostic properties of a signature analyzer are revealed by this approach

[64].

In this fornlulation, the content of an rn-bit SAR at any cycle t is represented by an

m-dimensional row vector,

St = [St,O St,l St,2 •.• St,m-2 St,m-l] . (2.29)

A SAR with a characteristic polynomial I(x) can be represented by an m x m state

transition nlatri.x C 1 where

Co 1 0 0 0

Cl 0 1 0 0

C2 0 0 1 0
c=

Cm-2 0 0 0 1

Cm-l 0 0 0 0

• for a Type-l analyzer, and

0 1 0 0 0

0 0 1 0 0

0 0 0 1 0
c=

0 0 0 0 1

Cm-l Cm-2 Cm -3 Cm-4 Co

for an eqllivalent Type-2 register.

(2.30)

(2.31)

Comparing a ~nSR to an LFSR having the sarne characteristic polynomial! the only

difference between them is in the response vector R t , where

•
for a ~USR, and

for an LFSR.

R t = [Tt.o Tt,l Tt,2 ..• Tt,m-2 Tt,m-l

R t = [Tt,o 0 0 ... 0 0]

(2.32)

(2.33)
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The recursive relation of the SAR can he described by the vector equation:

42

(2.34)

If the initial state of the SAR is S-I' then the above recursion formula can be expanded

to find the tth value of the signature, as shown in the following equations:

The final signature, aCter compacting aIl t ~IUT responses (0 :::; t < T), is gÏven by:•

So - S-IC + Ho
SI - SoC + RI

- S_IC2 + RoC + RI

S2 SIC + R2

S_1C3 + RoC2 + R IC + R2

t
St - S_ICt+1+ L 14Ct- i

i=O

S - ST-l
T-1

- S_LCT + L RtCT
-

L- t

t=O

(2.35)

(2.36)

(2.37)

(2.38)

(2.39)

(2.40)

(2.41 )

(2.42)

•

Based on Equation 2.42, the following observations can be made regarding the final

signature [64] :

1. The decomposition between the initial SAR state "S-1" and the single-cycle signa­

tures "St". Specifical1y, after T-cycles of compaction,

• the initiai-state signature is s_1cT, and

• the signature at cycle "t" is St = R tCT - I - t .

2. The relation between "St" and "t" is characterized by cr- 1
-

t , the power of the

transition matrix. If k = T -1- t, then the computation of the single cycle syndrome

St reduces to computing C k
•

The matrix formulation can be directly extended to the error domain. Let Et = R tœEt/.
be an rn-bit row vector representing the error(s) at cycle "t". Then the single cycle error
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signature is characterized by:

S - E C T - 1- t
e,t - t .

43

(2.43)

In general~ if the SAR is initialized to zero before compaction, theo the final error

signature is the bit-wise modulo..2 summation of the syndromes of each failing cycle [64],

or

Finally, it should be mentioned that a more compact matrix formulation cao be obtained

in Gf(2m ) [94]. In GF(2m ), a signature analyzer multiplies its contents by 0 and adds it

to its input R t , where 0 is an element of GF(2m ) corresponding to the root of the feedback

polynomial [94].

'Vhen the last response is compacted, the contents of the SAR is the time signature

•

Se = Se,i œSe,j œ... Se,l .

T-1

S = S_loT + L R t O T -
1
-

t
.

t=o

If the SAR is cleared before compaction, then S -1 = 0 and!

S=RHt ,

wherc

(2.44)

(2.45)

(2.46)

RT - 1 ] (2.47)

•

is the output response vector in GF(2m
), and

OT-I

oT-2

Ht = (2.48)

a

1

is the time compaction matrix. It should be mentioned that H t is the check matrL"{ of the

[T, T - 1,2] Reed-Solomon code over GF(2m
) [84] .
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2.5.1 Aliasing In Signature Analysis
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Fault detection occurs if the signature realized by a module differs from that of a fault-free

copy of the module. However, since the volume of test respOllse data in a SA is reduced

by orders of magnitude, a loss of information may occur resulting in Se = So. This in turn

translates into the possibility of a faulty module being declared Cault-Cree. This masking

problem is termed aliasing [1].

For any BIST compaction scheme, it is crucial to have a measure of the possible aliasing

[95j. The problem of aliasing is generally characterized by its probability of occurrence.

wfinimizing the aliasing probability is a good measure of the viability of any compaction

technique.

In order to calculate this probability, it is sufficient to consider only the error sequence

E(x) [1]. Due to the linearity of signature analyzers, the aliasing analysis can be limited

to just considering a compactor initialized to I!.ero, \Vith the error sequence being its input

source. "Vith this assumption, aliasing will occur if the analyzer returns to the aIl zero

state [96]. This will happen if and only if the error polynomial is divisible by the feedback

• polynomial [97].

It is known from the subject of coding theory that the set of ail 2m -ary E(x) polynomials

which are divisible by G(x) constitutes a code with a generator polynomial G(x) [98]. This

code is called the Aliasing Code (AC) of the compactor [89, 99]. Thus, the problem of

aliasing is equivalent to the problem of finding the probability of undetected errors in the

aliasing code corresponding to the signature analyzer [100].

"Vith the introduction of SA techniques for testing boards [83], the probability of alias­

ing has been the subject of extensive research [96, 101, 102, 103, 104, 105]. Several papers

have been puhlished using various error models [95]. Error models correlate the fault model

used with the module with the error patterns observed at the module output(s) [97]. Mea­

suring aliasing probabilities in the error domain yields results very close to those obtained

from experiments performed in the fault domain [105].

Several alternatives have been proposed for computing such prohabilities, ranging from

computationally intensive exact solutions, to hounds, and approximate heuristic solutions

[95].

The most accepted result is that the final steady state value of the aliasing probability

• is equal ta 2-m for an rn-bit LFSR [101]. However, it has been established in [96] that
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primitive polynomials converge much faster to this final steady state value, and have in

general smaller aliasing probabilities than non-primitive polynomials of the same order.

The performance of a non-primitive polynomial may be just as good as the primitive one

in sorne cases, but there are many more cases in which it is much worse.

Both LFSR structures (Type-l and Type-2) have the same rnasking characteristics,

since an error polynomial E(x) will cause aliasing if and only if E(x) is a multiple of G(x)

[1] .

An investigation of the properties of an rn-bit ~flSR also shows that the steady state

value of the aliasing probability is equal to 2-m [103]. Similar to LFSRs, sorne unique

features of primitive MISRs have been proven [103J.

First, it has been shown that they provide a better-performance by minimizing aliasing

[103]. They guarantee the aliasing probability limit of 2-m
, while counter examples show

that non-primitive ~IISRs cannot. Their performance is not affected by permutations of

l\USR inputs, so that any MUT output can be connccted to any NIISR input without

affccting its aliasing characteristics [103].

• Furthermore, the aliasing probability for large test lengths is the same under aIl error

models, no matter which primitive feedhack polynomial is used [100].

The Aliasing Effect on Test Length and Diagnosis

Aliasing has a direct impact on the detection confidence and the test length required to

achievc an acceptable fault coverage. In addition, aliasing has a direct impact on any

diagnostic procedure that uses signature analysis. This is simply because if a fault cannot

be detected in the first place, then there is no hope of diagnosing it.

Hence, care must be devoted to the proper selection of feedback polynomials that

minimize the aliasing probability and increase the detection confidence aCter compaction.

The appropriate pseudorandom test length must also be determined to achieve the ahove

objectives [1, 104, 106J.

Henceforth, it will be assumed that the signature analyzers are selected to minimize

the aliasing effect, and the pseudorandom test length T is sufficient to provide the required

faul t coverage.

•
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Figure 2.13: An rn-input l-output space compactor.

2.6 Space Compaction In BI8T

Off-Line testing of large VLSI modules with many outputs requires a large time compactor

and a large memory for reference signature data storage. It is reasonable to assume that

not aIl m outputs will be erroneous for any given test [107]. Thus, there is no need to

monitor the error free outputs. However, the fault sights, i.e., the outputs for which the

fault causes the values observed to differ from the fault free ones, are not known a-priory.

• The number of erroneous outputs at any given test depends on the number of faults

and the module structure. Since the number of tests applied in BIST is large, there is a

reasonable probability that a fault will manifest itself as an erroneous response on several

of the m outputs in several tests. Thus, it seems that it is possible to reduce the number

of monitored outputs during test while retaining the requirement of propagating at least

a single erroneous bit from the lVlUT to the monitored outputs. This is the basic principle

of .space compaction.

•

A space compactor, such as the one shown in Figure 2.13, is a combinational circuit

that accepts the m outputs of a MUT as inputs and provides a reduced number of outputs

(l) for monitoring while testing the MUT [107]. The space compaction factor is thus equal

to 7. Clearly the objective is to minimize l. A considerable reduction in the test response

width is then possible.

Space compaction in BIST is usually combined with time compaction to provide an

optimal compression of test responses [8, 38, 107, 108]. Field compaction from GF(2m
) ~

GF(2') allows the use of an l-stage SAR instead of the rn-stage one that would have to

be used if the space compactor was not employed. This reduces the hardware overhead

required by the SAR and the reference signature data storage, which in turn offsets the

additional hardware required by the space compactor.
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A space conlpactor is implemented as the (m x i) matrix

47

ho,o ho r hO,l-l,

h lO hl 1 hr,l-l
(2.49)Hs =

, ,

hm - IO hm-l,l hm-l,l-l,

where hi,j E GF(2). It should he mentioned that H s is the check matrix of an error

detecting-correcting code [84, 107, 109]. The space-compacted output (Zd corresponding

ta the tth test is related to Rt through the relation:

where,

(2.50)

Zt = [Zt,O Zt,l Zt,1-2 Zt,l-l] . (2.51)

The major prohlem in designing space compactors is that of minimizing the number of

• outputs "f' for a given MUT. Several codes have been used in designing these compactors,

but linear Hamming codes [84] have been among the most popular ones.

The design of an optimal GF(2m
) ~ GF(21) space compactor is presented in [6]. Lower

bounds on lare provided in [107], where it is also concluded that space compaction based on

non-binary codes, such as Reed Solomon codes [84], offer additional diagnostic advantages.

Finally, a word about the masking effect in space compaction. This occurs when the

error patterns are Dot propagated to the outputs of the compactor. It has been shown

in [109] that the portion of errors not propagated by an rn-input L-output compactor is

less than 2-1• If i is the minimum numher of different error patterns caused by a fault

du ring BlST, then the probahility of not propagating errors is 2- i1 [109]. As mentioned in

Section 2.5.7, this has a direct impact on the diagnosis process, because if a fault is not

propagated, then it can neither he detected oor diagnosed.

•
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Chapter 3

Chip-Level Diagnosis

Signature analysis has been an integral part of BIST for the past seventeen years. It has

bccn traditionally used in testing as an effective method for determining the pass/fail status

of a :vrUT. Once the presence of a fault is detected, a diagnostic routine is often invoked

to identify the causees) of the failing ~IUT so that a corrective action can be taken.

It is very desirable to diagnose the fault(s) based on the information of the faulty

signature [110]. However, compared to fault diagnosis in non-BIST environments, BIST

fault diagnosis is more difficult [1].

One diagnostic method in common use is fault simulation, which identifies the fault

equivalence classees) that explain(s) the observed erroneous behavior. This classical di­

agnostic method begins by determining the failing tests, which usually requires a good­

machine simulation of the chip to compute its expected response for each test, followed by

a test by test comparison with the observed behavior of the faulty l\tIUT.

However, during BIST, the only failure data available is the final erroneous signature.

Thus, the individual responses cannat be determined to he faulty or not, and the complete

failure data sa necessary for a diagnostic fault simulation, is no longer available.

Furthermore, since the test patterns are generated pseudorandomly by LFSRs or MISRs,

there is no pre-defined test set such as the one required with conventional diagnosis, which

explicitly defines the chosen diagnostic test patterns.

An ohvious approach ta alleviating this prohlem is exhaustive test matching where the

response of each test pattern is logged-out and bit-wise compared with its expected value

from simulation. The number of test patterns required to isolate the error location(s) by

48
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•

such a method is always equal to the length of the pseudorandom test session.

However, this approach has been found to be costly in practice as it requires unloading

the NIUT's response for each test, a procedure that is both complex in implementation and

time consuming in practice [64, 72, 110].

In addition, this approach also requires the storage of a complete fault dictionary. Since

the number of applied pseudorandom test patterns is usually very large, to ensure a high

fauIt coverage, storing all of the applied tests and their expected MUT responses requires

a large amount of memory and computation time.

The size of these dictionaries will be so huge that it negates the henefits of BIST

compaction and pseudorandom testing in the first place [64, 72, 110]. Hence, the traditional

diagnostic techniques using pre-calculated fault dictionaries are ineffective, inefficient, and

simply not practical for large structures such as VLSI chips in a BIST environment.

vVithout test patterns ta simulate and output responses ta match against the results

From fault simulation, a signature-based BIST fault diagnosis faces different and more

difficult challenges than those \Vith conventional non-BIST diagnostic testing [18] .

Nlotivated by these challenges, signature analysis found significant applications in BIST

fault diagnosis based on the faulty signatures.

In performing diagnosis, if the fault(s) cannot be located directly from the faulty sig­

nature, then it is necessary to identify sorne or preferably aIl of the failing tests From the

cornpacted signature [72]. Given the failing tests, the traditional diagnostic simulation

practices, used with non-BIST circuits, cao he employed to isolate the possible faults.

Each failing test identifies a set of candidate faults. A number of failing tests narro\Vs

the search space to the intersection of their candidate faults. Obviously, it is important to

identifyas many failing tests as possible [111]. The more complete the list of failing tests,

the smaller the c1ass of faults whose behavior can explain the observed failures, and thus

the higher the diagnostic resolution.

A failing test is identified by locating the erroneous bites) in the compacted TRS cor­

responding to the applied test sequence. The complete identification of aIl erroneous bits

in the test response sequence is confounded by the fact that signature analysis is a com­

paction technique as opposed to a lossless compression technique, and also by traditional

signature aliasing.

• Identifying the erroneous bits entering the signature analyzer has been the subject of
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research for the past decade. Several researchers have reported their progress in this field.

Analytical diagnostic techniques for both single-input and multiple-input analyzers have

been presented.

Although these techniques guarantee the correct identification of errors, they suffer

fram a major deficiency by assuming few erroneous bits in the test response sequence.

This assumption is generally unrealistic, since even a single defect in a MUT can cause

hundreds or even thousands of errors in the response sequence [38]. Consequently, the

results obtained from these techniques are often misleading.

Another class of BIST fault diagnosis techniques was developed based on post-test

fauit simulation. Compared to the analytical techniques, the post-test simulation ones

cao usually provide better diagnostic resolution, since they utilize more information of the

faui ty N[UT. The major deficiency of these techniques is their large memory and tester

reqllircments.

In the rest of this chapter, a comprehensive survey of these SA-based BIST diagnostic

techniques will be presented, emphasizing their applicability, practicality, pros, cones, and

cast.

3.1 Locating the Faults

A structured DFT design permits the use of fast fault simulation, making it feasihle to

simulate faults for diagnostic testing [112]. Strictly speaking, a faulty signature does not

provide sufficient diagnostic information to be able to perform any diagnostic procedure.

vVithout test patterns to simulate and output responses to match against the fault simu­

lation resul ts, BIST fault diagnosis faces different challenges from those facing conventional

non-B1ST diagnosis [18]. Hence, it seems that the diagnosis of these circuits is simply im­

possible. However, there is actually "hope". To meet these challenges, both pre-test and

post-test fault simulation methods have been suggested in [5, 18, 112, 113, 114, 115, 116].

In the remaining of this section, a comprehensive survey of these simulation-based

techniques is presented.
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Figure 3.2: Test models for chip-leveL BIST fault diagnosis.

3.1.1 BI8T Fault Diagnosis With Pre-Test Simulation

It is obvious that an error, observed in a faulty output response, is a manifestation of the

fault(s) in the lVIUT's hardware. Therefore, an error signature Se is associated \Vith sorne

corresponding fault(s) in the MUT. The process of BlST testing \Vith signature analysis

can thus be viewed as a mapping between the set of faults and the domain of signatures

as shown in Figure 3.1 [4].

Assume that the MUT is tested as in Figure 3.2. In Figure 3.2(a), the output responses

from a multiple-output combinational rvlUT are shifted serially into the SAR, implemented

as an LFSR, with no additional area overhead other than the shift register and the usual

BIST circuitry.

• The test response sequence R is a concatenation of rn-bit blocks, each block corre-
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sponding ta the rn-outputs of the rvIUT for a given test. These blocks are shifted out

completely from the output register before a new test pattern can be applied. Hence, R

can be considered as being the output response of a single output MUT. When the MUT

actually has a single output, the shift register is not required. Finally, if the NIUT contains

sequentials irnplementing a single scan-chain design, the shift register corresponds to the

scan register irnplemented on the rvIUT.

In Figure 3.2(b), the output responses from a multiple-output combinational MUT, or

a wIUT irnplernenting a multiple scan-chain design, are shifted in parallel into the SAR

implemented as a NfISR.

The objective here is to be able to locate the fault(s) using ooly the observed final error

signature Se. Without modifying the MUT, the only straightforward solution is to create,

prior to testing, a dictionary of faulty signatures corresponding to each of the f faults in

the list associated with the MUT [4, 105, 117].

The signature dictionary is created using a fauit simulation, which models the effect

of each f on the NIUT's primary and/or pseudo outputs. A signature generation program

uses the sirnulator's predictions about the faulted MUT output states to compact a faulty

signature in a sirnulated SAR. Note that nothing has been assumed thus far about the

ernployed fault model or the multiplîcity of faults. These will determinc the efficiency,

cornplexity and the type of simulation to be pcrformed. For example, if the single stuck-at

model is used, then the signatures can be obtained using the PPSFP fault simulator [18].

The diagnostic procedure cao be summarized as follows:

1. Execute a BIST session and obtain the compacted signature.

2. Compare the above signature with the pre-computed reference signature. If they

match then no faults are detected and no diagnosis is required.

3. If the comparison result is negative (i.e., they are different), then sorne fauIt(s) is/are

present. Diagnosis is done off-lîoe with a lookup program which compares the ob­

served faulty signature with each of the f signatures in the fault dictionary. For each

match, the corresponding fault is added to the final list of candidate faults.

After performing diagnosis, the list of candidate faults may contain a single fauit. This

is usually the case when the corresponding fauit produces a unique signature. In this case

the highest diagnostic resolution is obtained.



• CHAPTER 3. CHIP-LEVEL DIAGNOSIS 53

•

•

The list of candidate faults may also contain multiple faults. This is usually the case

when these faults have identical signatures. Hence, in this case the diagnostic resolution is

down to a single class of indistinguishable faults. It should be noted that these faults are

not distinguishable signature-wise. This does not necessarily imply that they belong to a

class of indistinguishable faults under the assumed fault model. For example, if the size of

the SAR is increased, then these faults may have different signatures.

Finally, the list of candidate faults may be empty. In this case no faults are identified.

This may happen if the actual fault was not modeled, or the employed fault model was not

adequate to model the actual physical faults that may have occurred in the MUT. If this

is the case, then the fault list must be expanded to inc1ude additional faults or a different

fault model may be used. A mix of fault models may also be used.

The Diagnostic Resolution of a SAR

It is clear from the above analysis that for best diagnostic resolution, the number of dis­

tinguishable signatures must be maximized. A fault can be uniquely identified provided

that it produces a unique signature that cannat be generated by any other fault [4]. Thus

for maximum diagnostic resolution, the number of distinguishable signatures must be f,
i.e., a different signature for each of the modeled faults.

In general, only equivalent faults are supposed ta have the same signature. But unfor­

tunatcly, a lot of the error information is lost due to the compaction process, thus breaking

the one-to-one mapping between the error sequences and the faulty signatures. Therefore,

two non-equivalent faults may also produce the same faulty signature.

~lisdiagnosis results in unnecessary corrective actions that might be costly. Hence,

for this diagnostic approach to be viable, it is crucial to minirnize the probability of mis­

diagnosis. The probability of misdiagnosis is defined as the probability of any pair of

distinguishable faults producing the sarne faulty signature [100]. Since this definition is

analagous ta the signature aliasing concept, the probability of misdiagnosis will be termed

the probability of Diagnostic Aliasing (PDA ).

The diagnostic aliasing problem was addressed in detail in [4, 105, 117]. A theoretical

model was developed that relates the average number of faults generating unique signatures

to the number of stages (m) in an LFSR and the size of the fault List (f) associated with

the NIUT. In this model, it is assumed that:
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1. The applied pseudorandom test set is sufficiently large to detect an the modeled

faults.

2. Each fault can generate any of the 2m - 1 possible signatures with the same proba­

bility, where one signature corresponds to the fault-free response. Furthermore, the

signatures generated by any pair of faults are statistically independent.

Since the model is quite general, it can be used to analyze any BIST compaction scheme

that satisfies these assumptions. The relation between m, f, and the number of faults which

are signature-wise indistinguishable (/si) \Vas captured by the following approximation:

The above relation was verified \Vith simulation experiments on the ISCAS-85 bench­

mark circuits, using agate level simulator and LFSRs implementing both primitive and

non-primitive polynomials [4, 105, 117]. It should be noted that these experiments focused

on the identification of the stuck-at faults in the ~lUT and were, therefore, a function of

the specific :YIUT. However, similar results were obtained for ail circuits and hence this

sinlple relation holds for aIl MUTs satisfying the model assumptions.

The following was concluded from both the simulation results and the above formula:

•

/2
m ~ log2 -1.

SI

- 2 log2 / - log2 fsi

(3.1)

(3.2)

1. In order to obtain a certain level of diagnostic resolution, the required LFSR must

have the space of possible signatures approximately 1000 times larger than the size

of the fault list.

2. The average number of different signatures and the average number of uniquely gen­

erated signatures are significantly less in LFSRs implementing non-primitive polyno­

mials than those implementing primitive polynomials. This is due to the long initial

transient period in non-primitive polynomials.

3. As the size of an LFSR increases by 1, the percentage of faults which cannot be

uniquely identified drops approximately by half. Figure 3.3 clearly shows the advan-

• tage of employing large LFSRs in decreasing the probability of diagnostic aliasing.
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•
4. For a given size of the LFSR, as the total number of faults doubles, the percentage

of faults which cannot he uniquely diagnosed increases approximately twice as much.

Figure 3.3 shows the degradation in the diagnostic resolution due to the increasing

numher of faults in a ~IUT for a fLxed size LFSR.

ù. The prohability of rnisdiagnosis or diagnostic aliasing cao he approximated from

Equation 3.1 as follows. Let

/si = px/ , (3.3)

where p is the percentage of unresolved faults. Substituting Equation 3.3 into Equa­

tion 3.1 yields:

/2
(3.4)m :::::: log2 --/

px

/ (3.5)- log2 - .
P

Rearranging Equation 3.5, and noting that ::1 is the probability of a fault, assuming

ail faults are equally likely and statistically independent, then

2-m P (3.6)
/

1
(3.7)- px -

• /
PDA · (3.8)
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Thus, the probability of diagnostic aliasing is quite low. This indicates that signature

dictionaries can he quite effective as there is little chance of misdiagnosing faults.

Although this result was derived for an LFSR, it was shown in [100] that MISRs of

size m > 6, also have POA ~ 2-m • Hence, the result cao be generalized to any SAR

satisfying the model assumptions.

These simple results cao he employed directly to assess the effectiveness of this diag­

nostic technique in BIST'ed VLSI circuits. For a gÏven fault list and the desired diagnostic

resolution, the size of the SAR which guarantees such resolution cao he easily calculated

along with the probability of misdiagnosis.

In conclusion, fault diagnosis using a dictionary of faulty signatures and a look-up

program can be easily implemeoted in software with no additional area overhead. Diagnosis

is only possible when there is an exact match between a dictionary signature and the

compacted one.

The major drawback of this diagnostic method is the large amount of pre-test simulation

needed to compile the reference faulty signatures. The simulation effort is proportional to

the size of the fault list. The size of the dictionary database should he minimized to

conserve memory resources and shorten the analysis time on the test system.

Another drawback of this approach is that it requires the use of large size SARs to

enhance the diagnostic resolution. Finding ~rimitive polynomials for large compactors is

not an easy task. In addition, these rather expensive compactors may present serious

implementation problems.

Finally, it should he mentioned that this diagnostic technique has been extended in

[51] to obtain unambiguous diagnosis of the faulty partitions in the MUT as opposed to

the actual faults in it. A Programmable Cellular Automata (PCA) test-hed is configured

as a maximum-Iength, group CA for test response compaction and subsequently as a non­

group CA for classifying the faulty signatures into disjoint groups that map into different

partitions of the MUT.

3.1.2 BIST Fault Diagnosis With Post-Test Simulation

The basic idea here is to obtain a small yet sufficient failing response sampie to a known

• stimuli, and then use fault simulation to determine the fault equivalence c1ass(es) that can
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cause the observed behavior. Usually, several stimulus/faulty-response pairs are needed to

resolve a fault to a single fault equivalence class [1].

As mentioned at the beginning of the chapter, a pseudorandom-pattern diagnostic

simulation costs more than the one with deterministic testing patterns. This is because

of the added step of simulating the pseudorandom TPG to create the test patterns to be

sirnulated. In addition, pseudorandom test patterns are in general much longer than their

deterministic counterparts in arder ta achieve an acceptable fault coverage. Consequently,

the simulation effort involved in creating the fault dictionaries may become quite excessive

[5] .

Ncvertheless, there are diagnostic advantages in testing with pseudorandom test pat­

terns. Since a pseudorandom test generally applies many times more patterns than a

deterministic test, most faults are detected many times more as weIl [112]. With these

extra patterns, there is a greater probability of including test patterns that are useful for

diagnosis but redundant for fault detection purposes.

In addition, these extra patterns significantly improve the diagnostic resolution for

defects that do not behave exactly as stuck-at faults (112]. Since only the failing patterns

can be used to resolve the faults associated with these defects, the extra failing patterns

provide additional opportunities to eliminate bogus fault candidates (112].

In the remaining of this section, two post-test diagnostic simulation techniques will be

presented.

BlST Diagnostics With Intermediate Signatures

BIST fault diagnosis based on post-test simulation techniques with intermediate signatures

have been reported in [1, 18, 112, 114, 115, 116, 118]. The basic idea is ta obtain a failing

response to a known stimuli and then use post-test fault simulation, at interrnediate points

in the test sequence, to determine the fauIt equivalence class(es) that could have caused

the observed response. Typically, several stimulus/faulty-response pairs are required ta

resolve a fauIt ta a single fauIt equivalence class [1].

The NIUT is assumed to he designed according to the LSSD guide lînes. The general

structure of the diagnostic setup has the form shown in Figure 3.4. The LSSD latches are

treated as pseudo-primary inputs/outputs of the combinationallogjc connected to them.

• This rnethod relies on sorne highly efficient fauit simulators, such as the Parallel Pattern
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Figure 3.4: BIST fault diagnosis using interrnediate signatures.

Single Fault Propagation (PPSFP) fault simulator [18, 112], that have been modified to

be suitable for diagnostic simulations in BIST environments. These simulators make use

of the fact that aIl LSSD latches are both observable and controllable, by performing only

two-valued combinational logic simulations.

A test system is required to support this simulation-based diagnostic technique [1].

Since the total number of pseudorandom test patterns is usually large, then it makes sense

to break clown the application of tests to groups, caHed procedures [118], and check the

compacted signature at the end of each group for errors. This is necessary to reduce the

volume of test data that must be collectcd by the tester, and mioimize the complexity of

the faul t simulator.

The primary added data requirement is a dictionary of intermediate signatures. Prior

ta testing, the expected good-machine signatures are pre-calculated for aH Tp-pattern pro­

cedures. These signatures are available for real-time comparison at the tester. The tester

can then immediately isolate a failure to a set of TI' patterns.

The value of TI' is usually chosen to be equal to the nurober of patterns that can be

simulated in parallel by the post test simulator. In [18, 112, 118] the signatures are collected

at intervals of 256 LSSD patterns, because the PPSFP simulator cao simulate one byte of

patterns in parallel. In [1, 115], each procedure consists of 100 test patterns.
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The test system executes the following for each test procedure until a failing one is

observed:

• Initialize the ~IUT. This includes placing the proper seeds in the TPG and MISR,

and setting aH SRSs and memory blocks ta known states. The TPG seed at the

beginning of each procedure is also saved.

• Supply the MUT with dock sequences sufficient ta apply Tp test patterns.

• Unload the intennediate signature from the ~nSR.

• Compare the unloaded signature from the MUT with its reference in the signature

dictionary.

• If the NIUT displays the correct signature, then the test system restores its state to

what it was at the completion of the current test procedure before the signature was

scanned out, and the next procedure is initiated.

• If an intermediate signature differs from its corresponding reference in the dictionary,

thcn at Ieast one failing response occurred in the most recent test procedure. Such signature

is noted, and the corresponding procedure is declared as a failing one.

It is desirable to perform diagnosis based on the results of only a few failing procedures

[118]. This is usually sufficient, since each procedure provides Tp patterns worth of passing

and failing information. The diagnostic algorithlD collects the MUT data for a smaH sample

of failing patterns within those procedures. The following steps are used in obtaining this

sampIe of data:

1. Upon the deterrnination of a failing procedure, the test system restores the MUT

state ta the starting point of this most recent procedure.

2. The failing test procedure is re-applied ta collect the test response data at the prirnary

outputs and the SRS contents of the wIUT. This is done by configuring the MISR as

a simple shift regjster. So instead of compacting the responses, they are scanned out

through the rightmost bit in the MISR, and saved in the test system. Thus, only the

data necessary for diagnosis is collected.

•
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3. Since the TPG contents at the beginning of any procedure are stored in the test

system, the Tp patterns in the CUITent failing procedure cao he regenerated by a

fuoctional simulation of the TPG, with these values as its initial seed.

4. A failing procedure causes the state of the ~IUT to deviate from its supposed fault­

free one. This will in turo result in an incorrect state for ail subsequent procedures

regardless of whether they capture errors or note Hence, the test system must restore

the state of the lVIUT to that of a good part at the end of each failing procedure.

This includes reseting the MISR to the correct value. In (116], the MISR value is not

restored and future test procedures are salvaged by adjusting their expected reference

signatures to fit the previously observed errors. Thus, the diagnosis can continue and

additional failure data cao be collected from other procedures. This additiooal data

is used ta improve the diagnostic resolution and provide the capahility to diagnose

multiple defects.

vVhen the collected failure data is s~fficient for a diagnostic aoalysis, the N'IUT is

removed from the tester thus allowing it ta continue testing other modules [112]. The

remainder of the diagnosis is done off-line using well-known deterministic simulation tech­

niques. The diagnostic analysis consists of the following steps starting with the first failing

procedure and proceeding to the last one:

1. Determine the Tp patterns to be simulated with the good machine, corresponding

to the failing procedure under consideration. The simulator input is the collected

failure data, the NIUT's logie model, and the BIST session data such as TPG seeds

and clocking order. The simulation goal is to determine the gates, nets, and logic

macros containing the fault(s) [118].

2. Perform a two-valued good machine simulation using the above patterns on a parallel­

pattern simulator. The simulator calculates the fault-free values of the primary

outputs, SRSs, and the internaI logic macros.

3. Compare the calculated values to the corresponding data collected by the tester to

determine the stimulus/faulty-response pairs in the test procedure. Obviously, not

aIl patterns will expose a fault.

4. Using the first failing-pattern data and the corresponding good-machine data, an

initial candidate fault List can be ohtained by analyzing the MUT structure. In
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determining the fault candidates, a hierarchy of fault models can he used which

includes single stuck-at faults, multiple stuck-at faults, RAM faults, and open or

shorted nets [118]. Further simulation is avoided if the fault list includes a single

candidate.

5. Finally, perform a faulty-machine simulation on the identified failing patterns by

injecting faults from the candidate list. This will identify the faults which can explain

the observed values during test. According to the selected fault reduction mode [18,

112], candidate faults in the initiallist can be eliminated, and only those explaining

the observed data in ail the preceding procedures are retained.

Once the diagnostic analysis is complete, the list of potential faults is availahle. This

list contains faults that continuously explain the failures in the failing procedures and are

thus included in the final diagnostic results. The simulator qualifies each potential fault

\vith a confidence level. This indicates whether the faulty-machine simulation matched ail

the observed passing values, matched aIl the observed failing values, or any comhination

of the two. The highest confidence is obtained when both values match, and the lowest

when neither does [118].

In conclusion, post-test simulation with intermediate signatures makes the use of simu­

lation for the purpose of diagnosis practical. rvloreover, by simulating faults after test, the

simulation can be optimized for a specifie failure, resulting in a highly efficient diagnosis.

In general, it is possible to diagnose a defect to a single fault-equivalence class [112].

One consideration that must be taken in any diagnostic procedure utilizing BIST is

the possibility of signature aliasing. In this case, sorne faults maybe missed. Clearly, the

longer the test stream whose output is compacted, the greater the probability of aliasing.

A byproduct of subdividing the test process is that the probability of aliasing is reduced

[119], thus increasing the effective coverage of the diagnostic process.

This method also has the advantage of not requiring the MUT to he modified for

diagnostic purposes. This hardware saving is offset by the fact that this technique requires

the use of an external tester for on-line decision making, i.e., it decides on the diagnostic

data to be collected based on the intermediate signatures. The external tester in-turn

slows down the whole diagnostic process because of the data transfer overhead between

the NIUT and the tester.

Despite the fact that this diagnostic strategy minimizes the tester effort hy collecting
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failure data from a normal test application [112], the large tester memory requirement is

a major deficiency of this technique.

Finally, a variety of methods have becn suggested in [18, 112] to cut down on the

number of faults to be simulated. Still, the fault dictionary remains large, and a full

circuit simulation is required to obtain each entry in the dietionary. Since pseudorandom

tests are in general much longer than their deterministic eounterparts, the required amount

of fault simulation ean be excessive. This may gradually negate the cost savings justifying

data eompaetion in BIST.

BIST Diagnostics Without Intermediate Signatures

Another approach to single fault identification, using signatures compacted by a MISR,

was developed in [5]. The diagnostic method, named DAPPER, is designed to work with

combinational multiple-output modules but can be easily extended to modules employing

an LSSD scan design.

DAPPER focuses on the identification of single stuck-at faults in the MUT, and is

therefore a [unetion of the specifie MUT. It partitions the entire fault list into classes based

on the fault's detection probability, deduced from the observed behavior of the MUT. This

provides an initial coarse resolution by dropping a large number of faults From the fault list

without performing any simulation, thus eliminating the need for collecting intermediate

signatures.

The diagnostic setup used with DAPPER is shown in Figure 3.5. It is structurally

similar to the "output data modification" scheme proposed in [120].

Since a MISR is used to compact the MUT outputs, then the fault deteetion probabili­

tics must be calculated from it. It is suggested in [5] that the quotient stream be analyzed

to determine these probabilities. With a conventional MISR, however, aIl faults tend to

have the same detection probability of ~ on the quotient stream [5]. In order to preserve

the detection probabilities through the rvnsR, the feedback connection is removed thus

degenerating the MISR into a MINFSR.

In a NIINFSR the contents of each SRS is the XOR of the incoming test response bit,

with probability Pn[i] , and the output of the previous SRS which has probability Psns [i-1].

It can be easily shown using a Venn diagram that the signal probability Psns[i] is equal
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Figure 3.5: The DAPPER diagnostic setup [5].

ta:

(3.9)

where 0 ::; i < m, and Psns [-1] = o. Hence the detection probabilities can be easHy

calculated. Once the detection probabilities for aIl m outputs are available~ then the

quotient bit detection probability can be calculated for each fault using fault simulation.

Since the detection probabilities are used as a distinguishing attribute for the faults in

the ~·lUT, then the fault detection probability must also be determined from the observed

quotient stream in the rvIUT. This is done by converting the stream to an error sequence.

The T-bit fault-free quotient stream available from a fault-free simulation is stored in

a RArvl constituting the error-free sequence generator. Bitwise XORing the error-free

quotient stream with the observed one produces the error sequence associated with the

existing fault(s).

Measuring the weight of the error stream (w1) provides an estimate of the detection

probability for any fault which may have occurred. Thus,

where p/m denotes the measured fault detection probability. In order to measure wI, the

error sequence is used to increment a modulo-T binary counter as shown in Figure 3.5.

The counter is cleared at the beginning of the test. The value of the counter at the end•
WI

P/m = T ' (3.10)
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of the BIST session is equal to wl' Clearly, the accuracy of the estimated fault detection

probability increases with test length [5].

Since several faults may have similar detection probabilities, a post-test simulation is

performed to distinguish them and determine the possible single stuck-at fault that couId

produce the observed test results. Simulation is also needed to calculate the fault-free

signature of the quotient stream compacted serially into the LFSR shown in Figure 3.5.

Another modulo-T binary counter is used to record the first occurrence of a "1" in the

error stream by incrernenting its value until the occurrence is detected. The use of this

first failing-pattern information, combined with the additional LFSR signature, provides a

fine-grain diagnostic resolution through limited post-test simulation [5].

Before stating the complete DAPPER method, sorne final points should be mentioned.

The expected weight (E(w1» of the error sequence associated with a fault f with detection

probability PI is equal to:

(3.11 )

Since the applied test patterns are pseudorandom and independent in nature, and using

the fact that successive outputs of a combinational circuit are independent when the inputs

are independent [5], then the independent error model [121] can be employed. This model

assurnes that errors occur randomly and independently at a given circuit output with sorne

fixcd probability PI equal to the random-pattern detection probability [5].

{jnder this error model, the errors are binomially distributed. Hence, the standard

deviation (a) is equal to:

and by the Central Limit Theorern [122]:

(
Ix - ILl - 05)

P(lwI - E(wI)I2:: x) = IV a',

(3.12)

(3.13)

where lV(z) is the probability of a standard normal random variable being at least z

standard deviations from the mean. These probabilities (denoted the PI-values) give the

likelihood of a particular fault causing the observed output [5].

At this point the DAPPER method cao be stated as follows:

• 1. The MINFSR, LFSR, Weight counter, and First-Fail counter are ail cleared.
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2. A sequence of T tests is applied by the TPG and the values of the LFSR and counters

are ohserved at the end of the last test.

3. If the ohserved LFSR signature is identical to its pre-calculated reference and the

weight counter is still in the ail zero state, then no faults are detected and no diagnosis

is required.

4. If the LFSR signature is different from its reference, then the MUT contains a fault.

The diagnostic post-test simulation steps are as follows:

(a) Select a fault which has not been simulated, whose E(wf) is closest to the

observed one, and its Pf-value is sufficiently large to justify simulation.

(b) Perfonn post-test simulation on the selected fault. The simulation can stop if

the simulated fault fails on a pattern before the observed 6.rst failing-pattern as

indicated by the "First-Fail" counter, or the simulated fault does not fail on the

observed First-Fail pattern.

(c) If the simulated fault in the previous step fails on the First-Fail test pattern,

then simulation is performed on ail T patterns. If both the simulation signature

and \Veight counter match the ones generated by the ~[UT, then the fault has

been located.

(cl) If the fault is not located, then the diagnosis steps are repeated \Vith another

candidate.

The diagnostic resolulion of this method is determined by the size of the fault equivalent

classes resulting from diagnosis. Faults with low detection probabilities potentially have

iclentical behavior that results in a reduced resolution (larger fault equivalence classes).

The diagnostic resolution can be improved by increasing the test length and improving the

accuracy of the estimated detection probabilities used in calculating the expected weights

[5] .

Under certain circumstances, this method may not even result in a unique diagnosis

to a single fault equivalence c1ass. This happens \Vhen a fault goes undetected with error

cancellation in the MINFSR. This effect \Vas Dot observed in any of the experiments in [5],
and thus seems highly un likely. It should be noted that if DO error caocellation occurs in

the NIINFSR, then signature aliasing in the LFSR can be detected since the \Veight counter

• will have a non-zero value.
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Sorne final comments are worth mentioning before leaving this method. First, the major

deficiency of this method is the large memory required for storing the fault-free quotient

stream. In addition, this technique only applies to strictly single stuck-at faults. This

scherne could potentially require a considerable area overhead for the additional test and

diagnosis circuitry.

Implementing the test and diagnosis hardware on-chip provides sorne kind of BISD

capability. However, this necd not be the case. The TPG, MINFSR, LFSR, counters,

and quotient sequence generator can aH be implemented on a separate test chip that can

be shared by different ~fUTs. In this case, there is no hardware overhead in the chip

containing the ~lUT itself.

Finally, this method has an advantage over the previous rnethod with intermediate

signatures, in that it does not require the collection of the actual circuit output values or

the intermediate signatures. This in turn speeds up the overall diagnostic process.

• 3.2 Identifying the Failing Test Patterns

•

Identifying the failing tests in a signature analyzer is an alternative BIST diagnostic

method. Once the failing tests are identified, then classical diagnostic methods such as

post-test simulation can be used \Vith thesc tests to locate the actual faults in the l\tIUT.

This is simpler and faster than the alternative of logging out the response of each test

pat tern and comparing it against a simulation [72].

Identifying the failing test patterns in turn requires the identification of the error bits

(failing bits) in the output response sequence of the NIUT~ for each of the applied test

patterns.

Four methods are presented in the fol1owing sections to identify the failing tests and

their corresponding errors in the TRS. The test and diagnosis models considered \Vith these

methods are still the ooes shown in Figure 3.2.

The diagnostic techniques begin with the error signature, Se t= 0, and try to construct

an error sequence E that fully explains Se. Given such an error sequence, then identifying

the failing test patterns is trivial.

Because these methods operate solely upon the limited information contained in the

compacted faulty signature, they are subject to diagnostic aliasing. Diagnostic aliasing
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occurs when multiple tests in the BIST session fail and the method indicates fewer test

failures, or when Jalse alanns are produced [72].

3.2.1 Identifying Failing Tests With Reciprocal SARs

The first approach to determining failing test patterns from the faulty signature was de­

veloped in [72]. The SAR used for testing was implemented as a Type-2 LFSR with a

primitive characteristic polynomial J(x) of degree ffi.

The method begins with the error signature Se and tries to identify an error sequence

E that fully explains Se. It subscribes to the principle of economy in the explanation.

Accordingly, Se is explained with a single failing test first. If it cannot, two failing tests

are tried, and so on.

Following the conventions established earlier in Chapter 2, the tth failing pattern cor­

responds to the tth bit in E. Suppose first that only a single test t = T - i - 1 (0 < i < T)

has failed. Then E(x) = xi. The required diagnostic action is simply to find i. Since

• then,

where C-l(x) = f(x).

Se = Xi mod C(x) (3.14)

(3.15)

•

In reference to the above relation, the simplest procedure for computing i is to imple­

ment a reciprocal LFSR with divisor polynomial f(x), seed it with the error signature Se,

and run it forward. On each cycle, the reciprocal register decrements the value of i in Xi

by one. After the first cycle, the register contains X
i - 1 mod f(x). After the second cycle,

it contains X i - 2 mod I(x). And after i cycles, it contains xO mod f(x) which is recognized

as the rn-bit pattern "100···000".

A modulo-T binary counter can be used to count the number of cycles required to

encounter the rn-bit target pattern. The reciprocal LFSR and counter can be implemented

in either hardware or software. Clearly, the amount of computation required to determine

the failing test depends strictly on the error location in E.

Ta summarize the procedure for identifying a single failing test t i out of the T applied

tests:



1. Compute the error signature Se. If Se = 0, then no errors are detected and diagnosis

is not required. Else, there exists at least one failing test.
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•

2. Seed the reciprocal register with Se and clear the rnodulo-T binary counter.

3. Cycle the reciprocal register and increment the counter until the rn-bit pattern

'"100· .. 00" is encountered.

4. The content of the couDter is T - t - 1 and the diagnosis is complete.

The method is applied ta a rvnsR in exactly the same manner as described above,

except for the uncertainty as to which MISR input carried the erroneous bit. A window

of uncertainty equal to the nurnber of MISR inputs is unavoidable. Thus, the rnethod cao

only bound the failing test between test ti and test t i +m - 1 inclusively.

If the target pattern "100··· 00" is not encountered in T cycles, then there exist at

least two failing tests. Diagnosing two failing tests is somewhat more complex and com­

putationally intensive than one failing test. This is increasingly true for more failiDg tests

[72]. Hence from a practical point of view, the method has very limited use, for if a ~IUT

is faulty, then it will most likely produce rnany erroneous bits, not just one or two.

In arder for the method to work, the degree of the input polynomial ta the SAR must be

limited ta the order of G(x), i.e., T < 2m -1. As mentioned previously in Chapter 2, if this

condition is not met, then signatures begin to repeat. Thus, there is a possibility that the

pattern "100··· 00" will be encountered on several cycles, which cao cause misdiagnosis.

Therefore, the SAR's length (and hence the length of its cycle) must be rnatched to the

test length to meet this restriction. This in turn results in large SARs being used.

Finally, it should be rnentioned that \Vhen a rvlUT produces multiple erroneous bits,

the method may alias to fewer tests or even to a single failing test [72]. Assuming that the

faulty signatures are evenly distributed over the signature space, then the probability of

incorrectly identifying multiple test failures as a single failing test is bounded by [72]:

T
PDA ::; 2m ' T > m . (3.16)

Clearly, the probability of diagnostic aliasing approaches unity as the number of applied

tests approaches the order of the SAR's characteristic polynomial. If T ::; m, then there is

• no aliasing since the entire error sequence is in the SAR.
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•

Another approach to identifying the failing test patterns was proposed in [111]. The

method is based on measuring signatures with a number of cyding LFSRs. Again, the

method begins \Vith the error signature Se and tries to identify an error sequence E that

fully explains it.

Assume for the moment that there is only a single failing test. Then E(x) = Xi,

corresponding to the (T - i - l)th failing test pattern. The required diagnostic action is

to simply find i.

As mentioned in Chapter 2, a captured erroneous bit in a cyding LFSR merely cycles

around the register in step with the shifting dock, in the absence of aliasing. A cycling

LFSR also has the property that each bit in the register is independent of the others [111].

\Vith these properties, it is apparent that Se will also have a single "1" (called a foot print)

in a field of m - lOs. Thus,

(3.17)

where p is the position of the foot print. Clearly,

xP E(x) mod (l + xm
)

_ Xi rnod (1 + x m ) ,

or cquivalently,

p=imodm.

(3.18)

(3.19)

(3.20)

Reversing the discussion, if Se has a single foot print at position p (0 < p < m), then

the error sequence has an odd number of Is in sorne or aIl the positions given by:

i=p+um: (3.21)

•

where (a > 0) is a positive integer. A single foot print in Se identifies a set of possible

failing tests which are distance m apart. Thus, there is an uncertainty with regard to the

actual number of errors that have occurred and their positions in the error sequence.

As with the reciprocal SAR method, the uncertainty can be avoided if the test length

(T) is made less than the cycle length of the SAR (m for an rn-bit cycling register). Ob­

viously, the diagnostic resolution and the maximum test length associated with a single
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Figure 3.6: BIST compaction with multiple cycling registers.

cycling registcr are not satisfactory. This difficulty \Vas overcome in [111] by using two cy­

ding registers to compact the output response in parallei. The registers shown in Figure 3.6

must have relatively prime lengths~ ml and m2.

Assuming that the foot prints in the measured signatures are at positions Pl and P2 for

the first and second cycling LFSRs, respcctively, then i can he easily deduced by solving

(in software) the two linear equations :

i - Pl + lTlml

1, - P2 + lT2m2

(3.22)

(3.23)

It has been proven in [111] that if the test length is limited to the least common multiple

of the orders of the two cycling registers, lcm(ml, m2) = mlm2, then aIl single errors can

be uniquely identified from the measured signatures in both cycling registers. For large

test sets, the size of the cycling registers could become rather large as weIl.

Identifying multiple errors follows exactly as the single error case. Let Pl = {PI,L, PI,2,

... ,PI,i} be the positions of the foot prints in Sel' and P2 = {P2,h ]J2,2, .•• ,P2,j} be the

positions of the foot prints in Se2. Then the locations of the erroneous bits in E cao be

found by solving Equations 3.22 and 3.23 for aH (i,j) pairs of Pl and P2.

Thus, the complexity of diagnosing multiple failing tests is the same as that of diag­

nosing a single failing test, except that it is possible to get diagnostic aliasing [Ill]. As

• a result, it is possible for the diagnostic procedure to declare error-carrying positions as
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•

error-free (type-l aliasing), and/or to declare error-free positions as error-carriers (type-2

aliasing).

Clearly~ a type-1 aliasing is more severe than a type-2 since it provides no trace of the

hidden errors, while a type-2 aliasing results only in false alarms [111]. Re-testing the

NIUT with the identified failing test patterns will reveal aIl false alarms which can then be

discarded.

As mentioned above, there can he no aliasing if the response sequence has a single

crroneous bit. Furthermore, double failing tests may result in only a type-2 aliasing. The

reason is that for a type-1 aliasing to occur, at least one of the cycling regjsters must lose

one of its foot prints. But since foot prints are lost in pairs (which are a multiple of ml, or

a multiple of m2 apart), one of the regjsters will show no foot priots, while the other will

show both. Consequeotly, only a type-2 aliasing may occur. Hence, a type-1 aliasing cao

only occur when the number of failing tests is greater than or equal to three.

Diagnostic aliasing was reported to increase with the number of errors in the ~[UT's

output stream [Ill]. Conversely, the diagnostic aliasing probability decreases as the num­

ber of stages in the smallest cycling regjster increases. The increase in aliasing probability

is generally caused by foot prints being cancelled in the cycling registers. Aliasing becomes

definite when the number of errors exceeds the number of stages in the smallest cycling

register. The reason for the latter is that a cycling register cannot retain information on a

number of errors greater thao its size.

In order to allow for a practical test length and reduced diagnostic aliasing, multiple

cycling registers of relatively prime lengths can be used at the expeose of additional hard­

ware. For example, three SARs cao be coostructed to identify any single or double errors,

and extend the test length to lcm(mL, m2, m3) = mlm2m3 [Ill]. The failing tests are OOW

computed by solving a set of three linear equations.

In conclusion, there is a trade off between the allowed test length and the quality of

diagnosis on the one hand, and the hardware overhead cost on the other hand. If the

number of errors entering the cycling registers is small compared to their sizes (say no

more than half of the shortest register), this diagnostic method will identify most if not

a1l failing test patterns very efficieotly. This in turn has a quite noticeable impact on

simplifying the diagnostic process in BrST circuits. The efficiency of the method decreases

as the number of failing tests increases.

• Compared to the reciprocal-SAR method [72], the current method is more practical
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•

(not to the point where it can actuaHy be used in real VLSI circuits), but it requires more

hardware overhead if good diagnostic resolution is to be obtained.

3.2.3 Identifying Failing Tests With Conventional SARs

In [64, 110, 123, 124, 125, 126], another diagnostic approach is presented with the objective

of identifying the location(s) of the erroneous bit(s) in the test response sequence and their

corresponding failing tests.

The basic idea is ta analyze the error signature Se to estimate and guide the search for

potential error locations in E, starting with the assumption of a small number of errors.

Once the possible error locations are determined, matching tests are performed to confirm

thenl. In a matching test, the actual outputs of the MUT are compared to the fault-free

ones for the predicted likely-failing test. In exhaustive testing, the number of matching

tests is always equal to the test lengih.

In essence, the identification of a failing test requires the determination of the relation

between an error location and its syndrome for a given SAR [64]. Consider first a SAR

implemented as a Type-2 LFSR [110, 123, 124, 125]. FoHowing the conventions formulated

in Chapter 2, if there are exactly l tests in error, then E(x) can be written as the SUffi of

1 monomials:

(3.24)

where i j =1= i k E {O, l, ... ,T - 1}, and T is the length of the test sequence.

The error signature can be expanded as the sum of l singleton signatures:

(3.25)

•

where Sij is the signature corresponding to the single error bit polynomial E(x) = x ij .

It has been proven in [91] that singleton signatures are distinct provided that the degree

of the error polynomial, and thus the test length, is less than the order (d) of the divisor

polynomial G(x) implementing the LFSR. In order to maximize d, G(x) is assumed to be

primitive. If G(x) has degree m, then d is equal to its vector space of (2m - 1).

Detecting and locating any set of l errors requires the condition that any set of l or less

errors are not masked by any other set of l or less errors. In that case, aH possible SUffiS of

at most l distinct singleton signatures are distinct modulo G(x) [91].
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(3.26)

•

•

Combining the above conditions, then aIl possible sums of at most 2l distinct singleton

signatures must be linearly independent so that:

(}; ajxi
,) mod G(x) # 0 ,

where aj E {O, 1}, i j E {D, 1, ... ,T - I}, and T < d [127].

This is equivalent to the Coding Theory requirement that the minimum distance (d)

betwecn any two codes should he 2l + 1 for a code designed to uniquely detect and correct

at most l errors [84]. From a practical point of vicw, this constraint imposes stringent

requirements on the divisor polynomial and the test length [64]. As the number of errors

increases, the degree of G(x) grows rapidly, approaching the test length.

The above constraint cannot he met in most applications of signature analysis. As a

result, the procedure for identifying the erroneous tests requires a process of interpreting

the error signature in terms of the single failing-test signatures or syndromes [64]. To this

end, the rnost straightforward approach is to construct a Look-Up Table (LUT) which gives

the erroneous tests as a function of the singleton syndromes.

Given the G(x) used in compacting the TRS and the length of the test T, these Si

signatures can be easily computed independent of the response sequence. The computation

can be done in software before the diagnostic routine is invoked.

\Vhen a faulty signature is observed, the search for the candidate erroneous tests pro­

ceeds as follo\Vs:

1. Interpret Se as being due to a single failing test \Vith E(x) = xi, 0 ~ i < T. Identify

an error location i such that Se. = Si. If there exists an Si = Se, apply a matching

test at location i. If the test confirms the error for that location, the error and the

corresponding failing test are located. In this case, the number of matching tests is

reducecl frorn T, as required by exhaustive testing, to j ust one. If the rnatching test

fails or if no Si = Se. is found for aH i, the assumption of a single cycle error fails.Thus,

Se must be caused by multiple failing tests. AU matching signatures (Si = Se.) are

bitwise XOR'ed with Se. in order to remove them from its expansion before proceeding

to Step 2.

2. Interpret Se as being due to multiple failing tests. Starting with double errors (l = 2),

expand Se in terms of two singleton signatures. For each combination, a singleton
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signature Si. is XOR'ed with another one Sj, and the result is compared with Se.

If a match is found then a matching test is performed to verify the corresponding

locations. If the test confirms both error locations, the errors and their corresponding

failing tests are located. If the matching test fails or if Se cannot be expanded by

two singleton signatures, assume triple errors (l = 3) and sa on. The search in each

step continues after removing the singleton signatures of the matching bit locations

as explained in Step 1.

In general, the number of error combinations depends on the divisor polynomial, the test

length, and the number of failing tests. ACter removing j syndromes from the expansion of

Se, the number of different possible error sequences that contain exactly l non-zero entries

is equal to

(3.27)

Unfortunately, the results of this technique are often misleading. When the error sig-

• nature is confirmed by i errors in the response sequence, it is possible that the i single

test errors are part of a larger multiple error sequence [110]. The remaining uncovered

errors in the sequence become escapes to the divisor polynomial of the SAR. For example,

if i = 1, then the minimum number of such error escapes is three [110]. This is because

the singleton signatures have a minimum code distance of one \Vhen G(x) is primitive and

T < 2m
- 1.

It is weil known that for a divisor polynomial of degree m and a test sequence of

length T, the number of aliasing error sequences is equal to 2T - m - l, where one sequence

corresponds to the aIl zeros (error free) one [110]. 'Vhen the error signature is confirmed

by i errors, the degree of the error polynomial is reduced by i. Renee, the probability of

error escapes [110, 124] or diagnostic aliasing is bounded by:

•

PDA
2T - m - i - 1

(3.28)<
2T

1
(3.29)::::::

2m +i.

This diagnostic approach can also be applied ta SARs implementing a Type-1 or Type­

2 MISRs [64, 126]. From a practical point of view, when a MISR is used, one may not he

only interested in locating the erroneous tests, but also in identifying the MISR input(s)
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which carried the error(s). Assume an rn-stage ~IISR with a primitive divisor polynomial,

and a test length less than 2m - 1.

Since single test errors occurring on different inputs of a MISR have unique syndromes

[64], a single test error will always be detected. Consequently, if the test at which errors

occur is known, Se will pinpoint the error capturing ~nSR inputs. For a single test error(s),

this relation is characterized by Equation 2.43:

S - E C T - 1- t
e,t - t . (3.30)

•

•

Thus when the erroneous test location ''t'' is known, the erroneous MISR ioput(s) can be

identified by solving the above equation for Et. The computation can be done in a complex

field or in GF(2m
). When evaluating over a cornplex field, there is a potential problem of

round-off errors in the computation. This cannot be neglected when "T - 1 - t" is large

[64].

Conversely, if the faulty inputs are known, then a single failing test cao be uniquely

identified [126]. This is a generalization for the LFSR case. Thus, if the compacted errors

do not vary arnong the ~IISR inputs, then the probability of diagnostic aliasing for a

wIISR would be the sarne as that of an LFSR. Identifying the erroneous tests requires

soIving Equation 3.30 for "t".

FinaIly, when multiple errors with different patterns occur in multiple tests, the final

error signature is described by Equation 2.44. The interpretation of Se would then involve

the identification of the tests and the wIISR inputs where errors occurred.

In summary, this simple solution for identifying multiple failing tests can identify more

failing tests than both the reciprocal SAR method [72] and the cycling SAR method [111].

The method is based on the observation that the signature of a multiple error sequence

can be cornputed from the signatures of single error sequences. The search space of the

error location(s) is targeted by expanding the error signature in terms of the singleton

signatures. The candidate error locations are then confirmed by matching tests.

In general, the practicality of such an approach depends on the efficiency of computing

error syndromes, the efficient generation of the valid error combinations, and the test

length relative to the order of the divisor polynomial implemented by the SAR [64]. When

T « 2m - 1, the search for failing tests can be effectively guided by the expansion of the

error signature. Furthermore, when a matching test is difficult, the method provides an

educated guess of the error(s) that may have occurred [110].
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•

The diagnostic algorithm caD he readily implemented in software with the faulty sig­

nature as its only input. It always leads to error identification in a homing-in manner.

Thus, when the multiplicity of failing tests is small, the error location(s) cau be detennined

rapidly. The number of matehing tests can be signifieantly redueed with a probability of di­

agnostic aliasing. Therefore, the method has a great time saving advantage over exhaustive

test matching.

As the number of failing tests inereases, the performance of this "search before test"

algorithm degrades to that of exhaustive test matching [125].

One disadvantage of this method is that the number of entries in the LUT may become

excessive for long test sequences. Another disadvantage is that it requires the storage of

aIl MUT responses for the purpose of test matehing. This may not be practical when the

test length is large, and it negates the benefits of BIST compaetion.

3.2.4 Identifying Failing Tests With Composite SARs

In [90], an efficient technique for single error bit identification is presented in conjunctioo

with a SAR having a divisor polynomial G(x) = G I (X)G2 (x), where GI(x) and G 2 (x) are

polynomials of different degrees.

The method makes use of the fact that if G I (x), ... ,G,(x) are pairwise relatively-prime

nonzero polynomials and G(x) = GI(x) X ••• X G,(x), then,

ord (G(x)) = lem (ord (GI(x)) , ... ,ord (G,(x)) (3.31 )

wherc ord and lem denote the order and least cornmon multiple, respectively [128].

Therefore, by using two SARs with divisor polynomials G I (x) = Gm(x) and G 2 (x) =
Gm + 1(x), the degree of the error polynomial to the SAR cao be extended to

d ::; lcm (ord (G 1(x)) , ord (G2 (x) )) . (3.32)

As the degree of the error polynomial exceeds d, the signatures start to repeat as mentioned

in Section 2.5.5.

Although any pair of relatively-prime, primitive or non-primitive, polynomials can he

used, the class of polynomials given by Gm (x) = x m +xm - 1 + 1 was specifically investigated

• in [90].



ln a 81ST application, the SAR can be constructed as a single SAR \Vith divisor poly­

nornial CCx) = GI(X)G2 (x), or as two separate SARs with divisor polynomials GI(x) and

G2 (x). In either implementation, it is crucial that the SARs be constructed as a Type-2

LFSR since a Type-l SAR will not always gÏve the correct signature [1].

80th implementations are equivalent in terms of the numbcr of XOR gates and SRSs

required to implement the SAR polynomials. However, additional signature processing is

required, prior ta identifying the error bit, when the single SAR implementation is used

[90J. Consequently~ the implementation of separate SARs is considered in [90].

This diagnostic approach is efficient in terms of the area overhead when compared to

the cycling SARs technique described earlier in Section 3.2.2. Yet this approach extends

the degree of the error polynomial to the least cornmon multiple of the orders of the two

divisor polynomials, as opposed to the least common multiple of the degrees of the two

divisor polynomials in the cycling SAR technique.

Following the conventions established earlier in Chapter 2, suppose that only a sin­

gle test t = T - i - 1 (0 ~ i < T) has failed with E(x) = xi. The error signatures,

{Sel (X), Sez(x)}, formed in the two SARs are then equal to:

•

•
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Sel (X) - Xi mod Cl (X)

Se2(x) - Xi mod G2(x)
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(3.33)

(3.34)

Unique combinations of the two signatures are obtained for single bit error polynomials

of degree up to Icm(ord(G 1(x)),ord(G2 (x))). Therefore, aIl single errors can be detccted

and identified.

A LUT is used to give the pair of signatures as a fUfiction of each erroneous bit in the

test response sequence. The number of entries (L) required for such a LUT is equal to:

L = ord (G1(x» + ord (G2 (x)) . (3.35)

The maximum L, encountered when both polynomials are primitive, is given by:

Lmax - 2ffl + 2m +1

_ 3·2m .

(3.36)

(3.37)

•
Since the maximum number of LUT entries is sufficiently small, the use of LUTs in

the error identification becomes a viable and practical approach when cornpared to a SAR

constructed from a single primitive divisor polynomial [90].
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Let il and i2 represent the candidate error bits obtained from the LUT in conjunction

with the signatures Sel (X) and Se2(X), respectively. The single error bit identification

algorithm proceeds as follows [90]:

1. If Sel (X) = 0 or Se2(x) = 0, but not bath, then there are multiple errors in the test

response sequence and the algorithm terminates since it is designed only for single

bit errors.

2. If SCI (x) :j:. 0 and SC2(X) 1= 0, the candidate error bits are obtained from the LUT for

cach SAR. If either error signature does not exist in its respective LUT, then there

are multiple errors in the TRS and the algorithm terminates. If both error signatures

are valid, the erroneous bit "i" is identified, satisfying the following relations:

il - i mod ord(Gl(x))

l2 - i mod ord(G2(x»

(3.38)

(3.39)

•
The error identification algorithm terminates successfully at this point .

The probability of diagnostic aliasing has also been investigated in [90] to quantify the

likelihood of the algorithm identifying a single erroneous bit when in fact multiple errors

cxist in the TRS. Based on simulation results, it was concluded that a reasonable estimate

can be given by [90]:

d
PDA = (22m+ l ) .

(3.40)

•

It should be noted that PDA is the ratio of the compactor's order, to the order of

a primitive polynomial of degree 2m + 1. Furthermore, the experimental data in [90]

has shown that PDA is a function of the divisor polynomials used to implement the SARs.

Spccifically, it has been shown that the probability of diagnostic aliasing cao be significantly

reduced using non-primitive divisor polynomials.

Hence, non-primitive polynomials of small degree can be used, such that the nurnber

of LUT entries is also small, without increasing PDA . One concern in doing so is the

potential increase in the probability of traditional signature aliasing (PA)' Yet, PA was

also found to be lower with this approach, when compared to traditional SARs, due to the

ability to detect more combinations of error bits. In fact, the probability of traditional

signature aliasing has been found to be approximately that of a SAR constructed from a

single primitive polynomial of degree 2m + 1 [90]. Hence, PA ::::::: 2-(2m+l).



• CHA.PTER 3. CHIP-LEVEL DIAGNOSIS

Single and Double Error Bits Detection and Identification
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The previous technique has been extended in [127] to include both single and double bit

error identification with SARs implemented as LFSRs or MISRs. Such a scheme employs

similar techniques to those used in BeR codes [84} for double error detection and correction.

Consider first the case of LFSRs. It has been proven in [127} that ail single and double

bit errors can be detected and identified as long as the divisor polynomial for the SAR

is given by G(x) = GI(x)Gïl(x), where Gïl(x) is the reciprocal of GI(x), a primitive

polynomial of odd degree.

It should be notcd that G(x) is not a primitive polynomial. Also, like the single error

bit technique, the error polynomial is limited to the order of the divisor polynomial G(x).

Since the orders of GI(x) and Gïl(x) are equal, then ord(G(x)) = ord(Gdx» = d.

Suppose that tests t l = T - il - 1 and t2 = T - i2 - 1, 0 < il1i2 < T, have failed.

The error polynomial is then equal to E(x) = xii + xh . The required diagnostic action is

simply to find il and i2·

• The error signatures (Sel (X), Se:! (x)) formed in the two SARs are equal to:

Sel (X) - (xil + xh ) mod Cl (X) (3.41)

- Xii mod G 1(X) , (3.42)

Se:! (x) - (xi t + xi2 ) mod Cïl(x) (3.43)

x i2 mod Gï1(x) . (3.44)

The candidate error bits (i 1,i2 ) are obtained from a LUT based on the observed Sel (x)

and Se2(X), respectively.

The errors identification algorithm is implemented in system diagnostic software. It

essentially follows in the same manner as in the single error bit case with the following

modifications:

1. The case where il = i 2 = i indicates that a single error bit has been identified at the

i th position of the test response sequence.

•
2. The case where il f:. i2 , indicates that there is more than one erroneous bit. The

basic principle is to find an error polynomial which satisfies the relationships of

Equations 3.41 and 3.43. Let h = (il + i2 ) mod d. Set il = 0 and i2 = h, and check
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•
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to see if the relationships are satisfied. Increment and decrement (moduIO-d) the

values of il and i2' respectively, until the two relationships are satisfied. If such pair

of il and i2 is found, the algorithm terminates successfully. Otherwise, there are more

than two erroneous bits in the TRS and the algorithm terminates unsuccessfully.

The algorithm described above can also be applied to SARs implemented as MISRs. In

this case, the error identification algorithm must determine the testes) in which the error(s)

occurred and the MISR input(s) that captured the erroneous bites).

In order for the above algorithm ta be directIy applicable, the multiple input stream

to the NIISR is converted to an equivalent single input sequence entering an LFSR as

dcscribed in Section 2.5.5. The number of test patterns T applied to an rn-bit lVlISR must

satisfy the relation T < d - m - 1, where d is the order of G l (x) used to construct the

wlISR.

However in this case, the diagnostic algorithm faces the additional possibility of double

error-cancellation between the multiple inputs to the MISR. This possibility was overcome

in [127] by running the test sequence three times while reordering the inputs to the ~nSR.

During each execution of the BIST session, a 3-tO-l multiplexer is used at each ~IISR input

to select between the normal ordering of inputs, reverse ordering of inputs, and the odd

numbered inputs followed by the even ones. The identified errors in each execution are

compared and a majority vote determines the final diagnostic results. This allows for error

cancellation in one of the error sequences.

The diagnostic aliasing probability with this approach was found to average about 50%

and to be relatively independent of the number of stages in the MISR [127].

In cases where the number of errors is greater than four, twice the maximum number

of errors the algorithm was designed for, a small number of occurrences of traditional

signature aliasing have been round [127]. The aliasing magnitude was a~out the same as

that of a single wlISR implemented with a primitive polynomial of degree twice that of

Cl (x) [127]. No such aliasing is encountered when the number of error bits is less than or

equal to four, which verifies the fact that ail double errors are detected.

Multiple Error Bits Detection and Identification

Finally, the error bit identification algorithm has been extended in [91] to detect and

identify any specified number of errors in the test response sequence.
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Ta detect and identify 1 errors in aT-bit respanse sequence, the SAR must be COD­

structed \Vith the divisor polynomial:

G(x) = Icm(G1(x), G3 (x), ... ,G21 - 1(X» ,

where lcm represents the least common multiple of the polynomials:

(3.45)

(3.46)

•

•

Rest denotes the t-Resultant [1281 and G I (x) is any polynomial (Dot Decessarily primitive)

whose order is greater than T.

The Gi(x) polynomials are similar to the generating polynomials used with the con­

struction of BCH cyclic codes [84]. An l-error correcting BCH code cao be used to detect

2l bit-errors and locate l errors in any sequence without aliasiog.

Unlike the single and double error identification methods, the SAR here is a conven­

tional one with G(x) as its divisor polynomial. The size of the SAR is determined by the

test length and the number of erroneous bits to be identified. For example, a lo-bit, 15-bit,

and 20-bit SAR were used in [91] to respectively identify 2, 3, and 4 errors in a test session

of length 30.

In general, the number of SRSs required to implement the SAR is given by the product

of l and the degree of G(x) [91]. This number represents an upper bound and can be less

in sorne cases as a result of the lem construction of G(x). For example, the identification

of three bits in an error polynomial of degree 4,095 would only require a 36-bit SAR [91].

Due to the hardware overhead, 1 is kept to 4 or less. Sorne solutions have been suggested

in [91] to overcome prohibitively large SARs being required.

Civen the faulty signature, the error bit identification can he done in software with

the algorithm developed in (91]. Due to the lengthy mathematical details of the algorithm

and space limitations, the algorithm will not be presented here. It should be mentioned,

however, that for sequences with more than 4 erroneous bits, the diagnostic aliasing ranges

from 48% to 65%.



•
Chapter 4

Board, MCM and System Level

Diagnosis

•
A VLSI system: board, or NICNI is usually composed of n Replacable Units (RUs) inter­

connected together. At the system level~ the RU can he a PCB, NICN[ or a VLSI processor.

At the board or wlCM level, the RU is usually a chip.

It is costly to isolate hardware failures to an RU using traditional software diagnostic

procedures based on exercising the normal function of the module [23]. The rapid reduction

of hardware cost suggests that modules should be designed to ease the diagnosis process

and ensure reliability at a reasonable cost. Hence the concept of Design For Oiagnosability

(DFD). Diagnosability is defined as the ability to detect errors and locate faults to an RU,

easily and cost-effcctively [23]. The diagnosability of a VLSI module has a great impact

on the cast of testing and diagnosis.

In a diagnosable VLSI system, board or MCM, fault diagnosis is usually realized by

additional hardware instead of traditional software procedures, so that the computational

space and time for fault isolation are reduced substantially [23, 47]. This in turn reduces

the delay in isolating and repairing the faulty unites) either on-site or at the field service

center.

The accurate and automatic diagnosis obtained with OFO techniques minimizes the

moduie down time, which translates ioto saving dollars and results in highly reliable digital

modules.

• A lot of research has been devoted to the problem of diagnosis in VLSI systems, PCBs,

82
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Figure 4.1: General form of a centralized BIST architecture.

and ~IcNrs. Different diagnostic BIST architectures have been developed to be used with

time compaction using signature analysis, space compaction, or their combination. In

the rcmainder of this chapter, a concise description of these methods will be provided,

ernphasizing their applicability, practicality, pros, cons, and cost .

4.1 BI8T Fault Diagnosis With Time Compaction

Various system, board, and ~ICNI self-test and diagnosis architectures have been suggested

in the litcrature. They are based on signature analysis. There is no one best architecture,

but rather a collection of possibilities, the choice of which depends upon the application,

diagnostic performance, hardware overhead, and test time.

AIl of thesc architectures fall in three main categories. The differences between them

lie in the test bus used (the boundary scan TAP bus or system bus), and the TPG and

üRA structures associated with them. However, the basic testing and diagnosis procedure

is the same across aIl architectures. This section summarizes the architectures which have

been suggested or used in the pasto

4.1.1 Centralized Diagnostic BI8T Architectures

The general form of a centralized BIST architecture is shown in Figure 4.1.

• In this architecture, several RUs on the MUT share the same TPG and SA circuitry.
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Figure 4.2: Centralized seriaI diagnosis using the system bus [6].

This leads to a reduced hardware overhead, but increases test time [3]. During testing, the

BlST controller communicates with the RUs using system or test buses. It steps the RUs

through the BlST test sequence as explained next.

Diagnosis Using the System Bus

The diagnostic architecture for the straightforward seriai approach is shown in Figure 4.2

[6, 129].

In this architecture, each unit (processor, board, ~[CJ\tI or chip) on the original module

IS tested separately. An LFSR is used as the on-module test pattern generator. The

diagnostic procedure consists of generating a new pseudorandom test pattern t (0 ~ t < T),

transferring it via the system bus ta the i th unit being tested, and transferring its response

~,t E GF(2m ) ta an rn-bit MISR used as a time compactor. After applying aU T tests, the

cornpacted signature Si is compared to its pre-calculated error-free reference S? to obtain

the error signature Sei = Si El' S? If Sei #- 0, then a fail bit is transferred ta the diagnostic

decoder. Otherwise, a pass bit is transferred to it.

The above diagnostic procedure is repeated serially for each of the n RUs on the MUT.

Once the last unit is tested, the n-output sequential decoder fiags the faulty RU(s) based

on the transferred fail/pass information.
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The hardware overhead of this centralized architecture consists of the rn-bit NIISR,

an rn-bit conlparator, an rn-bit n x 1 MUX, n rn-bit refereoce signature registers, and a

sequential decoder implemented as a simple FSM. Thus, the hardware complexity is of

order O(m). The time complexity is clearly proportional to (n + l)T, the number of units

on the NIUT and the number of applied pseudorandom tests.

It should be noted that the signature aoalyzer (MISR), cao be replaced by a simple

multiple-input adder to perform the time compaction [23]. This is especially suited to

multiprocessor boards or systems where compaction can be done with a processor ALU
[130, 131]. Generally speaking, there are many choices for the TPG and time compactor,

and further research is needed to develop more efficient, centralized diagnostic designs.

Diagnosis Using the Boundary Scan TAP Bus

The boundary scan architecture enables a more systematic approach to testing and di­

agnosing modules [2, 132]. A full implementation of BIST and BS at the system, board

or :wreNf level can greatly improve the accuracy of diagnosing such complex, high-density

modules [133].

In these modules, the TAP bus serves as the common medium through which an RU

IS pollcd or scanned for diagnosis. The same RU signature can be used at aIl levels of

packaging, which in turn simplifies the diagnosis process considerably. The RU reference

signature needs to be ca1culated only once, and then can be migrated from the unit level

ta the higher module-Ievel.

Various flavors of the architecture can be obtained depending on the structures of the

TPG, signature analyzer, and the BS chain configurations [132].

In the first architectural group, aIl of the units on the module are orgaoized logically in

a single scan chain of n nodes, each representing a single unit [132, 134]. The seriai TPG

is implernented as an LFSR. The single-input signature analyzer is also implemented as an

LFSR. This is shawn in Figure 4.3.

During testing, aIl 1/0 pads of the individual units are connected in a single scan chain

as shawn in Figure 4.3(a). A unit diagnosis is performed by bypassing any number of units

as shown in Figure 4.3(b), such that each unit is isolated from the remainiog ones in the

wIUT.

Assurning multiple faulty units, locating the defective units is performed by BISTing
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Figure 4.3: Centralized single BS chain architecture.

each one separately. This is accomplished by shifting a deterministic control sequence via

the scan path into their IRs. According to the shifted instruction code, the internai test

mode is activated for the unit under test using its BSR, while the bypass mode is activated

for the remaining units, thus selecting their I-bit BRs.

The pseudorandom test patterns are applied from the TPG to the TDI of the tirst unit

in the chain, and are bypassed by aH units preceding the TDI of the VUT. The output

responses from the VUT, which exist in its BSR, are shifted out through its TDO, and

bypassed through the units that succeed it. The TDO of the last unit in the chain is

compacted by the LFSR. At the end of the BIST session, the final signature is compared

with its corresponding pre-computed reference signature. If the two signatures are different,

then a faulty unit is located.

This process is repeated for aH units on the MUT. Hence, the number of BIST sessions

required ta achieve 100% diagnostic resolution is equal to the number of units (n) on the

module [132]. The hardware overhead, however, is simpler than the one required when

the system bus is employed. This is negated by the extra hardware added to each unit

to implement the boundary scan feature. Note that if BIST is not implemented on the

module, then a simple tester can be used instead [2].

In the other main architectural group, the n units on the MUT are organized logjcally

as n BS chains as shawn in Figure 4.4. This organization is generally called STUMPS

(Self-Testing Vsing MISR and Parallel SRSG) [1,47, 118].
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Figure 4.4: Centralized multiple BS chains architecture.
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The pseudorandom patterns are generated by an LFSR on the module and are applied

through the BS chains. The test results collected in the chains are scanned out into a

• single NIISR where they are compacted into a final signature.

The chain selection controller consists of a counter, \Vith each bit corresponding to a

single BS chain. The scan output of RUi is masked via the i th AND gate if the i th bit of

the counter equals "0". This is logically equivalent to disconnecting RU i from the MISR.

•

In test Inode, aIl chain select Hnes are held to a logical "1" so that the scan outputs

of aIl RUs pass the AND gates to be compacted in the NIISR. The resulting signature is

only an answer to a fail/pass question. It does not identify the faulty unites), but instead

it only indicates the presence of errors in the MUT.

For diagnostic purposes, the counter is designed to step in a specific sequence such that

in any BIST session, it 10gicaIly disconnects ail but a single RU i from the MISR via the

controlling AND gates.

At the end of a test session, the RU i signature is compared to its reference stored in the

unit or in a storage medium within the MUT [47]. The counter contents indicate which

RU is faulty so that it can be replaced or a recovery process such as retry, rollback or

reconfigure can be activated in a multiprocessor system.

The hardware overhead of this diagnosable architecture includes an LFSR, the chain

selection logic (counter, AND gates), a signature comparator (XOR gates), and a MISR.
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•

•

This diagnostic method is time consuming because of the time it takes to shift test

data in and out of the HS chains. The number of BIST sessions requircd to diagnose

multiple faulty units is still n, even if there is a single faulty unit on the module. Clearly

this diagnostic method is not very efficient when the actual number of faulty RUs is small,

which is usually the case in real VLSI modules. But this along with the silicon overhead

associated with a boundary scan design maybe the price to pay for simple test and diagnosis

automation in systems~ boards, or MCMs.

4.1.2 Distributed Diagnostic BIST Architectures

The general form of a distributed BIST architecture is shown in Figure 4.5.

In this architecture, each unit is associated with its own ORA circuitry. A single TPG

or n different ones can be used. A distributed BIST provides a high degree of parallelism,

since aH the RUs can he tested at the same time. This leads to an increased hardware

overhead, but a reduced test time, and usually more accurate diagnosis [3]. It also leads to

a higher fauIt coverage because the TPG and ORA circuitry can be customized individually

for each unit.

During testing, the BIST controller communicates with the RUs using system or test

buses. It steps them through the BIST test sequence in parallel as explained next.
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Diagnosis U sing the System Bus

The diagnostic architecture for the straightforward parallel approach is shawn in Figure 4.6.

The diagnostic procedure is similar to the centralized seriaI one except that when a

new test pattern is generated, it is transferred via the system bus to aIl of the RUs at

the same time, and their test responses are simultaneously compacted in n NfISRs. After

compacting the responses from the last test, the error signatures (Seo' Sep ... ,Sen_l) are

calculated in parallei. Therefore, aIl failjpass bits are readily available. This allows for a

quicker diagnosis, since each of these units is directly identifiable by its individual failjpass

bit, without any additional decoding.

1t is clear that the distributed approach is n times raster than the centralized one,

requiring only a single BIST session. But it also requires almost n times the hardware

rcquired by the seriaI approach. Therefore, it may be viable only for modules with a snlall

number of units. Hence, there is a trade-off between the diagnosis time and the diagnostic

hardware overhead. The higher the complexity of a unit, the lower the overhead will be.

Note that the hardware overhead can be reduced if the reference signatures are not

stored. This is done in [29] for a multiprocessor system with identicai units. The processors

are organized 10gically in a tree structure. Every unit executes BIST and generates a

• signature. A majority signature is found and propagated ta the root (hast) processor.

•
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This signature is used as the good one, assuming that less than half of the processors are

faulty. The good signature is then transferred in parallel, level by level, from the root to

each unit. In parallel, each unit compares its own signature to the good one and diagnoses

itself as good or faulty. Hence, the need for storing a reference signature is eliminated.

Diagnosis Using the Boundary Scan TAP Bus

A STUNIPS-like module with a parallel pattern generator and a signature analyzer unique

to each BS chain, provides a parallel diagnostic capability down to the RU level [132]. The

multiple boundary scan architecture for distributed diagnosis is shown in Figure 4.7, where

n LFSRs are used to compact the responses from each of the chains separately.

In [134], the pattern generator and signature analyzer are implemented as BILBü

blocks [66] within each unit. Functional shift registers on the input sicle of the scan ehains

are configured as generating LFSRs, while those on the output side are configured as

compacting LFSRs.

The internai logie is tested by running BlST for eaeh unit in parallel. Sinee the RU's

internaI logic is isolated from the others during testing, the failing RU can be identified

directly from its error signature. The test time is reduced to a single BIST session at the

• expense of additional hardware.
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Figure 4.8: An example of test switch insertion [7].

4.1.3 Hybrid Diagnostic BIST Architectures

Fault isolation to a group of units on a module is a minimal maintenance requirement for

most diagnostic applications [7]. An Amhiguity Group (AG) is defined as the smallest set

of units to which a fault can he isolated [7]. In a hybrid diagnostic architecture, the RUs

arc partitioned into groups sharing the same BIST resources such as in the centralized ar­

chitectures, with cach group having its own set of BIST resources such as in the distrihuted

architectures.

Fault isolation to an AG is done using a Test Switch (TS) [7] similar to the well-known

BILBü structure. The TS generates pseudorandom test patterns for application to an

AG inputs while simultaneously compacting the incoming test responses from another AG

outputs. \Vhen possible: functional registers in the MUT can he configured during test to

implernent these switches.

After the AGs are identified, using appropriate design partitioning techniques: the test

switches are added such that aIl inputs ta an AG pass through a TS [7]. Figure 4.8(h)

illustrates the addition of test switches into the module shown in Figure 4.8(a).

The AGs are tested simultaneously if possible, or sequentially using the switches. At

the end of a BIST session, the compacted signatures are shifted out from the switches and

checked against their references. A negative comparison isolates the faulty unites) to an
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The hybrid diagnostic architectures with boundary scan modules follow directly from

the centralized and distributed versions with multiple scan chains. The ooly differeoce is

that each chain in this case corresponds to an AG. An ambiguity group is obtained as the

concatenation of the individual RU boundary scan chains [118].

Having introduced the different architectures used for diagnosis, the choice is that of

a designer. There is a tradeoff between the diagnosis time, with centralized diagnosis

being the slowest and the least hardware consuming, and the hardware overhead, with

distributed diagnosis being the fastest and the most hardware consuming architecture.

A hybrid architecture is a compromise between the diagnosis time and the diagnostic

hardware overhead. It reduces the diagnosis time weil below what is required by a seriai

architecture, and at the same time it requires less overhead than a parallel architecture.

However, its diagnostic resolution is poorer than either, being only to an AG.

Finally, a word about the probability of misdiagnosis. ~lisdiagnosis occurs when sig­

natures in any unit or AG are aliased. As mentioned in Section 2.5.7, this probability is

cqual ta 2-m for an rn-bit SAR. Assuming that the units (AGs) are independent of each

other, then the probability of missing exactly i faulty units (AGs) is equal ta 2-im .

4.2 BIST Fault Diagnosis With Space-Time Compaction

Early research on fault detection and identification focussed mainly on utilizing error

detecting-correcting codes [135, 136], drawing parallels from the well-developed theory

of error control coding in Information Theory. In this approach, the MUT outputs are

encoded (space compacted) into sorne known codes. Depending on the codes used, several

faulty units or outputs of the MUT are identified.

The use of space compaction in built-in test was first proposed in [137], where parity

generating trees were used as linear space compactors.

:Ylore recently, several researchers have combined space compaction with signature anal­

ysis in diagnosing the faulty outputs or units on a module. As mentioned in Section 2.6,

BIST fault diagnosis of large modules with VLSI units having many outputs requires a

large volume of memory for reference-signature storage. Space compaction combined with

• time compaction of test responses can essentially reduce the overhead required for testing
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Figure 4.9: Distributed diagnosis with an STC-BIST architecture [8].

•
and diagnosis.

In this section, two different diagnostic architectures are presented that can be used

with Space-Time Compaction (STC), outlining the benefits and downfalls of each one.

4.2.1 Distributed Space-Time BIST Architectures

The general structure of a distributed STC architecture essentially follows that of Figure 4.9

[6, 8, 34, 94, 107, 108, 138, 139].

•

Consider a module consisting of n units. The scheme requires aIl units on the NIUT

ta be functionally interconnected through a common system bus, which is used for the

transfer of test data to and from a unit. If the units are not interconnected via a common

bus, an additional test bus is required for transferring the test data [6].

The proposed architecture also requires an additional diagnostic unit responsible for

wlUT control and the execution of the diagnostic procedure presentcd below. The diagnos­

tic unit consists of four components: a pseudorandom test pattern generator implemented

as an LFSR, a space-time compactor, a comparator, and a test control macro.

The width of the bus (m) is equal to the maximum number of inputs or outputs of aH

units on the module. It can be assumed without loosing generality that aH units have the

same Humber of outputs m. Additional zero components cao be assigned to the units with



• CHAPTER 4. BOARD, MCM AND SYSTEAI LEVEL DIAGNOSIS 94

less thanm outputs.

The TPG applies a total of T test patterns to aIl units on the MUT. The test responses

can be represented by a (n x T) test response matrbc: R,

/lo.O Ro.I Ro.T-1

RIo RI,1 RI,T-I
(4.1)R=

,

Rn-L,O Rn-l,l Rn-I,T-1

where R;.,t E GF(2ffl
), 0 < i < n~ and 0 < t < T.

The responses of aU units at time t, i.e., the tth column of R:

Rt=

Ro,t
RI,t

(4.2)

Rn-l,t

are scquentiaUy entered into the space compactor via the system bus.

• In crror control coding, a class of codes, known as non-binary (or byte) multiple error

carrecting codes, is capable of locating and correcting errors in a sequence of rn-bit bytes

[84]. The space compactor is an application of these codes. The (2l x n) check matrix (Hs )

for a 2l-error-detecting l-error-correcting code is given by:

ho,o hO•1 ho n-l,

h l .O hl,l hl n-l
H s =

,
(4.3)

h2l - I ,Q h2l - L,l h2l - l ,n-1

•

where hi,j E GF(2m
), and l is the maximum number of faulty RUs on the module.

The intermediate space signatures corresponding to the tth test,

ZO,t

Zl,t

Z2l-l,t

are related ta Rt through the equation:

(4.4)

(4.5)
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where Zj,t = Ef~OI hj,i~.t E GF(2m ), 0 <j < 2l.

In theory, any l-byte Error Correctiog (l-bEC) code cao he used for space compactioo.

In [6, 94), [-bEC 2m -ary Reed-Solomon (RS) codes [76, 98] were used for this purpose, with

1 a 0 2 on-l

1 0
2 0.4 02(n-l)

Hs = (4.6)

1 a 21 a'll a 21(n-l)

where n ~ 2m
- 1, and a is a primitive in GF(2m

).

The generator polynomial corresponding to this matrix is equal to [84]:

21

f(x) = II (x + ai) .
i=1

(4.7)

•
Hence, the computation of the intermediate signatures Zt can be performed by 2l

~nSRs with feedback polynomials fi(X) = x + ai, 1 < i ~ 2[. Note that the space NIISRs

must be cleared before the individual responses of a new test are shifted in.

At this point, each of the rn-bit space signatures are entered in parallel into the time

compactor which consists of 2l ideotical rn-bit NlISRs, \Vith feedback polynomials cor­

responding to a. The lime MISRs are aH initialized to zero hefore Zo is compacted. As

mentioned in Section 2..5.6, these NlISRs multiply their contents by a and add their inputs.

\Vhen the last intermediate space signatures ZT-l are compacted, the contents of the

time NIISRs are the space-time signatures,

•
where,

s=

T-l
~ Z T-l-tL- j,ta
t=O

_ ~l (ï: hi,iRr,t) oT-l-t

t=O i=O

(4.8)

(4.9)

(4.10)



o :::; j < 2l. It should he pointed out that although the ahove analysis uses a primitive

feedhack polynomial I(x) = x + 0 for the time MISRs, any polynomial that yields a

satisfactory detective aliasing can he used instead.

In a matrix form, the above analysis is mathematicaHy equivalent to computing aH the

intermediate space signatures first:
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Z - HsR

- [ Zo Z. ZT-l]

Zo,o ZO,1 ZO,T-I

ZI,O Zl,l ZI,T-l
-
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(4.11)

(4.12)

(4.13)

Z21-I,O Z21-1,1 Z2l-1,T-l

•
and then compacting the whole sequence in Z into the time MISRs, forming the final

signatures S. Thus,

(4.14)

(4.15)

where the tirne compaction matrix (Ut) is the check matrix of a [T, T - 1,2] RS code

over GF(2m
) given hy Equation 2.48. The STe of test responses can he considered as

a decoding procedure for a concatenated code in GF(2m ) (76), where the inner (space

compaction) code is a [n, n - 2l, 2l + 1] RS code, and the outer (time cornpaction) code is

a [T, T - 1,2] RS code [6].

The final STC signatures are saved on the MUT or shifted out for off-Hne analysis.

They are compared in parallel with their corresponding predetermined reference signatures

sg, Sr, ... ,S~l-l to produce the 2l, rn-bit distortion vectors ~eo' ~el' •.. '~e2l-1' The
cornparator consists of 2l x m XOR gates. Thus,

~e = S EB 8° . (4.16)

•

If ~e = 0, then the MUT is fault-free and the diagnostic procedure is complete. How­

ever, if any of the distortions ~eJ =1 0, then the presence of the faulty RU(s) is detected

and the fault locator (decoder) is invoked.

Since the minimum distance of the RS code used for space compaction is 2l + 1, then

up to 2l/l faulty units can be detected/located. Locating the faulty RUs is achieved hy

analyzing the distortions in the STC signatures.
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Assuming that the compactors, comparators, and the fault detection circuitry are aH

fault free~ then the error manifestations caused by faults in the RUs can be represented by

an (n x T) 2m -ary error matrix:

E=ReRO ,

where RO is the error-free response matrix. Hence,

(4.17)

•

~e - HsERt (4.18)

UsSe, (4.19)

where

Seo

Se =
Sel

(4.20)

Sen_l

are the tinle-compacted error signatures from ail RUs. Neglecting the possible aliasing in

the time MISRs, Sei = 0 if and only if RU i does not produce any errors for ail test vectors.

Otherwise~ Sei =1= O.

Assuming that the l faulty units OCCllr at the unkno'wn locations il, i2, ... ,il, then

there will be l non-zero time-compacted error signatures at these locations. To find these

locations, Se is considered as the error sequence of the space-compaction code which cao

be decoded by solving Equation 4.19. The distortion equations are thus given by:

(4.21)

(4.22)

(4.23)

•
This system of 2l simultaneous linear equatioos over GF(2m ) cao be uniquely solved

for the 2l uoknowns Sei 1 , Sei2' ... ,Seil and il, i 2, ... ,il [84, 140]. The fault locator solves

these equations for the faulty RU location(s).

Note that ooly 2l distortion signatures need to be stored for any number of units

on the J\tIUT. This results in a considerable reduction in the hardware overhead (O(lm))
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(4.24)

•

•

required for diagnostics, as compared to the straightforward time-compaction approach

where separate signatures are compacted for each unit on the MUT. An additional space

compaction from GF(2m
) ~ GF(2b ), b < m, will result in additional reduction of the

overhead ta O(lb) [6, 94].

In an operating environment, single-faulty-unit (l = 1) events are the most likely to

occur [129, 141]. Thus, a self-diagnostic procedure capable of locating a single faulty RU

will be sufficient in most cases. This can be accomplished by a very simple decoder for

a single error-correcting code. In [129, 141], the linear (Hamming) code is used for this

purpose. The check matrix for this code is gjven by:

[

1 1 1 ...
Hs =

1 0 0 2 ...

The application of single error-correcting RS codes for ROrvf testing was cODsidered in

[142]. In these cases, it is clear that STC has a great advantage over the straightforward

time-compaction methods in reducing the number of reference signatures and comparisons

from n to just two.

In addition, for the case of double faulty units (l = 2), efficient implementations are

possible due to the simple analytical solutions of Equation 4.19 [6].

However, it is clear that as l increases above two, the analytical solutions become very

cunlbersome, requiring a complex decoding procedure that is difficult ta implement in

hardware. Consequently, a diagnostic algorithm is presented in [6J that utilizes a modified

version of the Euclidean algorithm [143] as a recursive procedure for calculating the faulty

RU location(s).

In a multiprocessor environment [8, 138, 139], another alternative to inlplementing the

decoding procedure is an Assembly language program that utilizes the internaI micropro­

cessor architecture as efficiently as possible [144, 145]. The execution of such a program on

an rn-bit microprocessor assuming a CPI (Clocks Per Instruction) of one, will require an

additional O(lT) time overhead as compared to a VLSI hardware implementation. Since

the number of pseudorandom tests can be quite large, this alternative may not be a viable

option for large multiprocessor systems.

Finally, it should be mentioned that the diagnosis theory presented in this section can he

extended directly to MUTs utilizing cellular automata for space-time compaction. In [34],

the output responses of the MUT are encoded by applying the encoding strategy of a CA­

hased bEC code. The encoded symbols for different test patterns are compacted into STe
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Figure 4.10: Distrihuted diagnosis with an STC-STUl'vlPS architecture.

•
signatures. Employing the same decoding structure of the bEC code, the faulty units can

he detected and located [34]. The TPG cao also he implernented using a CA structure. The

use of CA-based STC structures exploit the inherent advantages of regularity, modularity,

and cascadability of CA, which is weIl suited for VLSI implemen~ations.

Diagnosis Using the Boundary Scan TAP Bus

The distributed STe architecture can he extended directly to modules employing the

boundary scan TAP bus. Assuming a STUMPS-like multiple scan structure, the STC­

BlST architecture for distrihuted diagnosis is shown in Figure 4.10.

•

As before, the proposed architecture requires an additional diagnostic unit responsible

for rvlUT control and the execution of the diagnostic procedure. The necessary control

signaIs for the TAPs are also provided by the on-module diagnostic unit.

There are m scan chains each corresponding to a single RU. Without loss of generality,

it is assumed that aU chains are of equal length (n)_

Define a scan ceU frame (Fi, 0 < i < n) ta be the set of m scan flops containing the

i th ceUs from aIl scan chains [38]. A formaI definition is given in Chapter 5.

The tth test response captured in an frames, Fi,t E GF(2m ), are shifted sequentially into

the space-time compactor via the TAP bus while a new test is shifted-in from the TPG.
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Figure 4.11: Centralized diagnosis with an STC-BIST architecture.

It should be clear at this point that diagnosing a STUw[PS module is identical to the one

employing the system bus, with the scan frames Fi,t corresponding to the RU outputs R;"t.

• A faulty scan frame is one which captures errors during test. Hence, the STe diagnostic

procedure in a STU~IPS module can locate up to l faulty frames, without knowing exactly

which scan cells fail.

Ta improve the diagnostic resolution, a simple approach is to diagnose one chain at

a tinle. This can be accomplished by adding a chain selector such as the one shown in

Figure 4.4 to selectively gate the scan-out data. This scheme requires repeating the BIST

session m times in order to diagnose ail scan chains.

In each test session, the complete test set is applied to aIl chains, but only the test

responses from scan chain j (0 ~ j < m) are fed ioto the diagnostic unit. Clearly, the

correct identification of the failiog scan cell(s) is guaranteed since each frame in this case

corresponds ta a single ceII.

4.2.2 Centralized Space-Time BIST Architectures

The general structure of a ceotralized STC architecture essentially follows that of Fig­

ure 4.11.

• Consider again a MUT consisting of n units interconnected through a cornmon rn-bit
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system bus~ or a STUNIPS-like MUT with m BS chains each having n scan ceUs. As

before, an additional diagnostic unit is responsible for lVlUT control and the execution of

the diagnostic procedure. The diagnostic unit consists of a paraUel pseudorandom test

pattern generator, a sequential space compactor, a single time compactor, a comparator,

and a test control macro.

The centralized scheme is theoretically identical to the distributed one, except that each

of the 2l STC signatures are computed seriaUy one after the other. For each signature, the

space compactor is set to implement the i th row of H s :

where h jJ E GF(2m ), and 0 ~ i < 2l.

h- l1, hi,n-l] l (4.25)

Assuming that the test set consists of T test vectors, then the intermediate space

signatures corresponding to Hs(i) are given by

In reality, each intermediate space signature is time-compacted into an rn-bit lVlISR as

soon as it is formed in the space compactor. However, it is mathematically equivalent to

computing aU the intermediate signatures first, and then compacting the whole sequence

in Z(i) into the lVIISR, forming the final STC signature

•
Z(i) = Hs(i)R . (4.26)

(4.27)

The signature Si is compared to its reference Sr, thus forming the distortion vector

~ei' which is saved on the MUT or shifted out for off-Hne analysis. Subsequently, the

space compactor is set to implement another row of H s , and the whole process is repeated

until aH of the 2l STe signatures are collected. At that point, the diagnostic procedure

used with the distributed architectures can be applied directly to locate the faulty units

or faulty scan frames.

The use of a single sequential space compactor and a single MISR leads to a reduced

hardware overhead, when compared to a distributed architecture, at the expense of in­

creased diagnosis time for repeating the same BIST session 2l times. Compared to the

hardware overhead, which imposes recurring silicon cost for every MUT, the test time

• cxpenditure is only a single time cost for a few faulty MUTs that require diagnosis [38].
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The use of a centralized STC-STUwIPS architecture is presented in [38]. In that work,

the sequential space compactor is implemented as the check matrix of the aforementioned

• l-bEC RS code with generator polynomial ICx) = (x + a)(x + 0
2

) ... (x + ( 21
). The

space compactor can thus be implemented with a Programmable ~nSR (prvnSR), having

a programmable feedback polynomial fi(X) = x + ai, 1 < i < 2l, corresponding to each

row in Hg.

Up ta l faulty scan frames can be located with this method. As mentioned in Sec­

tion 4.2.1, a chain selector can be used to improve the diagnostic resolution as shown in

Figure 4.12 [38]. However, this requires repeating the BIST session 2ml times in order ta

diagnose aIl scan ceUs.

This excessive test time overhead can be reduced at the expense of additional hardware,

by using multiple sets of the diagnostic hardware [38]. This results in a bybrid architecture

similar ta the one used with time compaction. Multiple copies of the diagnostic hardware

can be used as long as the hardware overhead is acceptable. When 2l copies are used, the

method in [38] reduces to the one described in Section 4.2.1.

Although the method can theoreticaIly locate up to l faulty scan frames or l faulty ceUs

in each chain, in practice, it is usually limited to only (l = 1). This is because a generic

equation solver for Equation 4.19 is hard to develop.

• FinaIly, it should he mentioned that another version of an STC-STU~[PSarchitecture
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•

•

is presented in [37] for NICMs. In that work, it is assumed that faults can occur in only

a single chip. Thus, there is no need for a scan chain selector. The space compactor is

implemented as the check matrix of a single error detecting and correcting Hamming code

[76]. The time compactor on the other hand is implemented as a MINFSR. The diagnostic

unit is implemented as a Field Programmable Gate Array (FPGA), which can also be

incorporated on the MClVl [37].



•
Chapter 5

The GSTUMPS Architecture

•
The adopted BIST architecture to be used with the proposed diagnostic algorithms in

the thesis is a generalized version of the STUMPS architecture [146]. The Generalized

STUivIPS (GSTUMPS) architecture is a generic BIST structure that can he used at the

chip, wICNI, board, or system level. An illustration of the global structure of GSTUMPS

is shown in Figure 5.1.

The NIUT latches or ftip-tlops, are designed in conjunction with the LSSD or scan­

path design nlethodologies. Boundary scan is also applied, so that ail but the embedded

RA~IIs can be tested as combinational circuits. Henceforth, each scan state variable will

be referred to as a shift register stage or a scan ceII.

The scan chains that connect between the SRSG and MISR are known as channels.

If the NIUT is a system, then each channel represents a BS chain of either a board, a

processor or an tviCM. If the MUT is a board, then each channel represents a BS chain

of the chips mounted on it. If the NIUT is an MCl\Il, then the channels represent the BS

chains of the chips mounted on the common substrate, and in addition, it might contain

the internaI scan chains of sorne or aU of the chips. Finally, if the NIUT is a chip, then one

of the channels represent the BS chain, and the rest are the chip's internaI scan chains.

Assume that the MUT has m channels. Although the nurnber of scan ceUs in each

channel may vary, there is a test application time advantage in structuring the channels

so that they each contain roughly the same number of scan ceUs [1].

The ParalIeI Shift-Register Sequence Generator (SRSG) is a combination of an LFSR

• and a phase-shifting XOR network used to generate the pseudorandom test patterns. The

104
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Figure 5.1: GSTU~IPS: A global BIST structure.

SRSG contains a SRS for each channel on the ~[UT. The XOR network provides shifted

versions of the patterns generated by the LFSR. The use of this network avoids the possible

test pattern degradation that occurs when the outputs of the SRSG stages feed the channels

directly [74].

The B1ST compactor is a conventional rn-bit MISR. The scan ceUs shifting docks and

the shift docks of bath the SRSG and the MISR are tied together.

The Test Access Port Controller (TAPC) supplies the signaIs for controlling the rvlUT

during test. 1t includes the the boundary scan IRs and is also implemented with SRSs.

The GSTUMPS architecture is specially tailored for diagnosis. There are different

diagnostic demands placed on the ~IUT at different packaging levels. The first step in

diagnosing the MUT is to locate the Faulty Channel(s) (FC(s». If the rvlUT is a system,

then identifying the FC(s) will in turn identify the faulty board(s), MCM(s) or processor(s)

and the diagnosis is complete. If MUT is a board or an MCM, then again the FC(s) will

identify the faulty chip(s) and no further diagnosis is required. Finally at the chip level,

identifying the faulty channels is the first step in diagnosing it.

To meet these objectives, a Channel Select Controller (CSC) is used to gate the channels

outputs such that a single/multiple scan channel(s) is/are made observable to the MISR

during diagnostic testing. The CSC, discussed in Chapters 6 and 7, is implemented with
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Figure 5.2: GSTUN1PS configuration during normal MUT operation.

SRSs.

Neither the SRSG nor the NlISR is a part of the MUT logic. Separate test macros

contain the SRSG, MISR, TAPC, CSC, and their switching and control circuitry. The test

macros are wired only into the scan paths of the NIUT, and thus they have a negligible

pcrfornlance effect on the critical paths of the NIUT. These macros can be overlayed on an

already complcted design.

The GSTUNIPS configuration allows for BIST testing and diagnosis with a minimal

control and clocking from an external test system. It requires at least four additional test

pins: two wIaster Scan 1/0 pins (NrSI, NISO), a Master Test Clock pin (MTCLK), and

a Nlaster Test Mode Select pin (MTrvIS). Additional pins maybe used ta reduce the test

and diagnosis time by loading/unloading data from/to the tester in parallel. As will be

explained in Chapter 8, the digital tester can be very simple.

During the normal scan-mode (MTMS = 0), test circuitry does not affect the MUT's

operation. AIl scan ceUs, including the ones in the SRSG, MISR, CSC and TAPC, are

configured as a single shift-register chain connected between the MSI and MSO pins. This

is shown in Figure 5.2.

In BIST-mode (MTMS = 1), the scan-in and scan-out ports of each of the m channels

arc connected to an individual SRSG and MISR stage respectively. The basic structure of
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Figure 5.3: GSTUMPS configuration during RIST.

the NIUT acting in the self-test mode is shown in Figure 5.3.

using a shift dock, the channels are loaded with pseudorandom test patterns from the

SRSG. The number of scan dock cycles required to fill the channels is equal to the number

of scan cells in the longest channel. The data from shorter channels merely overflows ioto

the wHSR where it becomes a part of the signature.

Once the stimuli from the SRSG is shifted into aIl SRSs of aIl channels, the ~IUT's

system dock is applied, thus capturing the test results back into the SRSs. These are then

scanned out into the NIISR, while simultaneously loading the next test pattern set from

the SRSG. After compacting the responses from the last test, the accumulated signature

in the NfISR is unloaded into the tester for off-line analysis. Whether the lVIUT is faulty

or not is determined by comparing the compacted signature with the expected fault-free

one.

•

Note that the MUT must be initialized to a repeatable (not necessary known) state

before starting a BIST session. If the channels are not initialized, the non-repeatable state

of the SRSs at power-on will be scanned into the MISR on the first test, thus corrupting

the final signature.

The key ta initialization is to be able to repeat the identical initialization patterns each

time BIST is invoked. An acceptable initialization procedure is ta apply (in scan-mode)
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•

•

predefined logic values on the ~ISI and mn enough scan dock cycles to load the channels

with these values.

The ~HSR may be initialized with any pattern (usually aH zeros), but the snsG must

be loaded with a nonzero seed as explained before in Section 2.3.2.

Embedded RAMs are initialized by applying severa! SRSG pseudorandom patterns

while the rvIUT is acting in BIST-mode. Once, the initialization of aIl memory ceUs is

completed~ the ~nSR must be reinitialized because of the unpredictable values which have

been shifted in during the initialization phase. This re-initialization can be avoided by

turning-off aIl of the CSC's channel select Hnes during the initialization process.

5.1 Validating the GSTUMPS Test Circuitry

An important issue in BIST utilization for fault detection and diagnosis is the testing of

the BIST circuitry itself. A common assumption is that the BIST circuitry has a smaller

failure rate compared to the MUT [7]. Although it maybe a true assumption, it is not

sufficient to guarantee a high quality test or diagnosis. The design of GSTU~IPS addresses

this issue.

Several tests are used to validate the test circuitry in GSTUMPS. They can be grouped

under scan-cell testing, CSC testing, and TAPC-SRSG-MISR testing. The BIST facilities

as weil as docks and other stimuli from an inexpensive external test system are used during

t hese tests.

5.1.1 Validating the Scan Chains

Several scan-based test schemes are used in the industry. The majority of these schemes

assume that the scan chains are fault-free in order to test or diagnose faults in the remaining

lvlUT logic. However, this is often not the case [54]. Therefore, such testing schemes fail

in the presence of faults in the scan chains.

The circuitry associated with the scan chains may occupy a significant area, as much

as 30% of a module's area [54, 147], and should not be neglected during testing. Thus, it is

necessary to device mechanisms to test and diagnose faults in the scan chains themselves

[54, 118, 147, 148, 149]. The scan chains are tested first to make sure that test patterns

and test responses are correctly transmitted and received from each channel.
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During a scan-celI test, the MUT is configured in scan-mode resulting in the single

master chain configuration shown in Figure 5.2. The purpose of this test is to verify the

complete connection from the MSI pin to the MSO pin, the switching capability of the

scan-data portion of each scan ceU, and the proper operation of the dock input(s) to the

SRSs. In addition, the ability ta switch between scan and BIST modes is checked.

A fault of a stuck-at nature can be easily detected by applying a sequence of Os and 1s

to the master scan chain. The test set consists of two test protocols: FLUSH and SCAN

[118].

The FLUSH test places a 1 on the ~ISI pin and then turns-on and holds the scan shift

clock(s), causing aIl the scan ceUs to flush the 1 through the master chain. The outputs at

the N1SO pin are verified, the MSI is switched to 0, and the test is repeated. Finally, the

lv1SI input is switched back to 1 and the ~[SO output is verified once more.

This sequence of tests demonstrates the SRSs ability to ftush both 1s and Os through

the scan channels, and that aU the channel-to-channel connections exist [118]. For FLUSH

test failures, the NIUT typically has an open in the master chain due to a dock control,

• scan celI, or a channel-to..channel connection problem.

The SCAN test consists of loading the test pattern "t = ... 00110 _. _" at the ~1SI

input and scanning it through the master chain via successive scan docks. The test data

is constructed such that ail possible transitions (00, 01, Il and 10) occur in each scan

celi. The MSO output is checked to ensure that the correct pattern is scanned alI the

way through the chain [118]. Since the total number of scan cells is known, the single or

multiple faulty scan ceUs can be detected by inspecting the scan-out sequence.

For SCAN test failures which pass the FLUSH test, the problem is typically a stuck-on

dock [118]. This allows the test stimuli to be flushed through the chain, but the SCAN test

fails due to the test bits being flushed through multiple scan ceUs when they are supposed

to be shifting one cell at a time. This causes the master chain to appear shorter than it

would be \Vi th a good scan dock.

Scan chain defects are diagnosed using specialized diagnostic tests [54, 118, 147, 148,

149]. The diagnostic data, collected while the GSTUMPS module is in the test socket,

is shifted into a diagnostic module on the external test system where it is stored for off­

Une analysis. The data consists of one bit per scan cell per test pattern. The analysis

information determines the specifie point(s) in the channel(s) where the diagnostic data

changes to a saUd stuck-at value.
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5.1.2 Validating the CSC
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Ncxt, the CSC is validated. This is also done while the module is in scan-mode. A channel

select combination is shifted into the CSC scan register through the master scan chain.

The channels are initialized with alternating Os and Is such that alternate patterns of Os

and 1s are present at the AND gate inputs driving the ~nSR. For each channel select

combination, the values driven into the ~nSR are scanned out and checked for correctness.

If a failure is observed, then the problem is typically faulty AND gates, or/and faulty scan

ceUs in the CSC.

5.1.3 Validating the TAPe, SRSG and MISR

Finally, the module is configured in BIST-mode. The SRSG and MISR are initialized as

described previously with the MISR inputs being gated-off. The TAPC is put in a Validate­

BIST mode through the ~tT~[S and ~(TCLK pins. Once the initialization is done, the

lvIISR inputs are gated-on and the test patterns from SRSG are shifted iota the MISR

using successive scan docks. A correct signature ensures that the BIST configuration is

present and is fuoctioning properly.

5.2 Test System Requirements for GSTUMPS

In the following, the general characteristics of the external test system supporting the

testing and diagnosis of failures in GSTU~tPS modules are summarized.

The test system for a GSTUMPS package must be able to power the package, ioitialize

it, select the test mode, select the test patterns (either from ATPG tools or the SRSG on

the module), and optionally supply the channel select values during test or diagnosis.

It must also count tests (go to test t, backtrack, or stop at test t), dock the package

(system and scan docks) ta complete the test, unload ~nSR signatures, and make pass/fail

decisions.

A key feature of any test system is the software supporting it. Clearly there is a software

system that controls the tester's internaI execution [1]. The software for test system support

manages the flow of data between the different sources. This includes the package data to
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the tester, the results data from the MUT aCter a test is completed, the status data about

the package and/or the tester, and the failure analysis data to the ~[UT-historydatabase.

The software system also contains various test-generation, diagnosis, and failure anal­

ysis modules (programs). These will be revisited later in Chapter 8.

5.3 Theory and Operation of GSTUMPS

In this section, the empirical relations between the different signatures in a GSTUiVIPS

module are developed. These relations are critical in the development of the diagnostic

algorithms proposed in Chapters 6 and 7. They minimize the number of signatures that

must be collected during diagnosis, thus making these algorithms practicaIly feasible. In

the following, two modes of compaction are considered for the rvnsR in the GSTUMPS

module: the Nlultiple Scan Channel (~ISC) mode and the Single Scan Channel (SSC)

mode.

5.3.1 Signature Relations in MSC Compaction Mode

Consider first the normal paraIlel compaction from aIl channels in a GSTUMPS module.

In this mode, the CSC enables/disables the inputs to the rvnsR, by ANDillg the channel

outputs with one/zero. The matrix formulation developed in Section 2.5.6 will he followed

throughout this section.

\Vithout Joss of generality, assume that aU m scan channeJs are of equal length (n).

Definition 5.3.1 A Scan GeU Frame is the set of m scan cells c:.Jntaining the i th cell from

alL scan channels [38].

Assuming that the test set consists of T test patterns, then the captured test responses

cao be represented by an (n x T) test response matrix R,

Ro,o Ro,l Ro,T-l

R=
RI,o RI,l RI,T-I

(5.1)

• Rn-I,O Rn-l,l Rn-I,T-1
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where ~,t E GF(2m
) represents the tth test response captured in scan frame i.

Using Equation 2.32,

112

o. - [T'.& .... ,t - l,t,O Ti,t,l ... Ti,t,m-2 Ti,t,m-l] , (5.2)

where ri,t,j is the output response corresponding to test t, captured in the i th cell of scan

channel j. The :WIUT responses from aIl frames at test t, i.e., the tth column of R, are

shifted sequentially into the MISR, starting with scan frame 0, while a new test is shifted

in from the SRSG.

Defining the test response captured in the jth scan cell within a frame as:

Theorem 5.3.1 The final signatuTe Sj compacted by an rn-bit MIBR fOT any GSTUMPS

channel j while shifting zeros in the remaining ones is equal to:•

Hï,t,j = [0 ... ri,t,j ... 0] ,

then,

m-l

llï,t = L ~.t,j
j=O

T-l n-l
S· = S· _ c;nT + "" "" o. ·cCT-t)n-l-i) ), 1 L- L- ~ .... ,t,J ,

t=O i=O

(5.3)

(5.4)

(5.5)

•

where T is the number of applied test patterns, n is the length of the scan channel, and C
i.e; the state transition matrix of the MISR with initial state Sj,-l.

Proof:

The value of the signature Sj,l after compacting the [th test pattern response can he
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obtained recursively as follows:

113

S-o
(a)

],

SOl (b)
J,

-

Sj,2
(c)

n-l

Sj,-len + L ~,O,jen-I-i
i=O

n-l
S- en +~ 0_ _Cn - I - i

J,O ~ ~Li,lJ

i=O
n-l

s- _C 2n + ~ [D_ _C2n - l - i + o. .Cn - l - i ]
j, 1 ~ .l Li,O,] .lLi,I,)

i=O
n-l

SOlen + ~ D. 2 en-1- i
J, ~ ~Li, J

i=O
n-l

S. _ C 3n + ~ [D. .C3n - l - i + o. _C2n - l - i + D. .cn- l - i ]
j, 1 L..J .lLi,O,] .lLi,I,) .lLi,2,J

i=O

(5.6)

(5.7)

(5.8)

(5.9)

(5.10)

(a) follows directly from Equation 2.40,

(b) follows again from Equation 2.40 with Si,O being the initial state of the MI5R,

(c) follows similarly to (b), and finally,

(d) follows from the recursive relations in (a), (b), and (c).

•
S -1 (d) S. _ c(l+l)n +~ [~D. .C(l+l-t)n-l-i]

], ], 1 L- ~.lLi,t,]
i=O t=O

wherc,

(5.11)

Hcncc, the final signature after compacting the responses from the last test (l = T - 1)

is cqual to:

Si - Sj,_lenT + Ë rrtl

Rt,t,iC(T-t>n-I-i]

i=O lf=o
T-In-l

- Sj,_lenT + L L Rt,t,ic(T-t)n-l-i

t=O i=O

and the theorem is proved O.

(5.12)

(5.13)

Theorem 5.3.2 The final signature S compacted by an rn-bit MI8R in a GSTUMPS mod­

ule is equal ta the module-2 summation of aU scan channel signatures Sj:
m-l

S = E Si '
j=o

• where S-l = Ej=l/ Sj,_1 if; the initial state of the MI8R.

(5.14)
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Praof:

The value of the signature S aCter compacting the lth test pattern response can be

obtained recursively as follows:

So
(a)

SI
(b)

-

S2
(c)

-

n-l

S-len + 2: R;,OCn
-

l
-

i

i=O

n-l

SOen + 2: R;,I C n
-

1
-

i

i=O
n-l

S_lC2n + L [R;,OC2n
-

1
-

i + R;,len- 1
-

i
]

i=O
n-I

SIen + 2: llï,2Cn
-

1
-

i

i=O
n-l

S_IC3n + L [Rï,oC3n- 1
-

i + R;,lC2n
-

i
-

i + R;,2cn-
1
-

i
]

i=O

(5.15)

(5.16)

(5.17)

(5.18)

(5.19)

• wherc,

(5.20)

(a) follows directly from Equation 2.40,

Ch) follows again fronl Equation 2.40 with So being the initial state of the NlISR,

Cc) follows similarly to (h), and finally,

(d) follows fronl the recursive relations in (a), (h), and (c).

Hence, the final signature after compacting the responses from the last test Cl = T - 1)

is equal to:

S - S_I(;"T +~ r~ R;"C(T-,>n-l-i] (5.21)

(a) ['t1

Si,-l] (;"T + Y:' ï: ['t1

R;",;] clT-1)n-l-i (5.22)
j=O t=O Î=O j=O

m-l [ T-l n-l ]
- 2: Sj,_ICnT + L L R;,t.jc(T-t}n-l-i (5.23)

j=O t=o Î=O

(h)
m-l

• LSj (5.24)
j=O
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where,

(a) follows from the theorem's assumption for S-l and Equation 5.4, and

(b) follows from Theorem 5.3.1. Hence, the theorem is proved o.
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•

•

In principle, initializing the MISR to different states when compacting the channel sig­

natures, affects only the total signature mathematics by introducing the additional bitwise­

XOR operations required to initialize the MISR to the state 8_ 1 = E~(/ Sj,-l.

However, initializing the MISR to the aIl zeros state hefore compacting any signature,

simplifies the analysis and saves the extra XOR operations at the expense of only resetting

the NIISR before compaction. The resetting function is readily availahle in the GSTUMPS

environment. Henceforth, it will he assumed that the MISR is always reseted before the

start of any compaction process.

Corollary 5.3.1 The total signature for any subset (n) of channels is equal to:

(5.25)

where the MISR is reseted before compacting the channel signatures.

The corollary follows directly from Theorem 5.3.2 with the extra condition on the initial

states of the !vIISR. This corollary is instrumental in formulating the diagnostic algorithms

presented in this thesis, as will be shown later in Chapters 6 and 7.

5.3.2 Signature Relations in SSC Compaction Mode

Consider next the SSC compaction mode from a single channel in the GSTU!vIPS module.

In this mode, ail inputs ta the MISR are forced to zero hy the CSC, except for the input

from scan channel j. This input is also selectively enabled/disabled by the CSC during

each scan shift operation.

Thus, in this mode, the MISR degenerates to an equivalent LFSR with divisor poly­

nomial Gj(x). Clearly, Gj(x) is a function of both G(x) and the exact position of the

input channel j. For example, Go(x) = G(x). The polynomial formulation developed in

Section 2.5.5 will be followed throughout this section.
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Definition 5.3.2 A Scan Channel Frame is the set of n scan cells contained in a GS­

TUMPS channel.

Assuming again that the test set consists of T test patterns, then the test responses

captured at the output of channel j can be represented by the test response sequence Rj ,

(5.26)

where Rt,j E G F(2n ) represents the tth test response sequence captured in channel frame

J. Thus,

(5.27)

•

where Ti,t,j E GF(2).

The test responses in ail channel frames are shifted sequentially ioto the LFSR starting

with channel frame 0, while a new test is shifted in from the SRSG. The polynomials

associated with the above sequences are given by:

Rj(x) = RO,jX
T

-
l + R 1,jX

T
-

2 + R2.jX
T

-
3 + ... + RT - 2.jX + RT-I,j ,

(5.28)

and

R ( ) - n-l n-2 n-3 +
t,j x - TO,t.jX + Tl,t.jX + T2,t.jX + ... + T n -2,t,jX Tn-l,t.j·

(5.29)

Let Rt.,j c Rj be a sub-sequence having the same length as Rj and containing only the

test responses captured at the i th scan cell of channel j and zeros elsewhere. Thus,

Rt.,j = {ü, ... ,0, Ti,O,j, 0, ... ,0, Ti,l,j, 0, ... ,0, Ti,T-2,j, 0, ... ,0, Ti,T-l,j, D, ... }

(5.30)

and

•

Rï,j(X) - Ti,O,jxn-l-ixT-1 + Ti,I,jXn-1-ixT-2 + ... + Ti,T_2,jXn - l - i X

+ n-I-i
Ti,T-l,iX

- X
n

-
I
-

i
[Ti,O,iX

T
-

1 + Ti,1.jX
T

-
2 + ... + Ti,T-2.jX + Ti,T-IJ]

Hence,

n-l

Rj(x) = L ~,j(x)
i=O

where the addition is the usual bitwise modulo..2.

(5.31)

(5.32)

(5.33)
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Theorem 5.3.3 The final signature Si for any scan channel j in a GSTUMPS module,

compacted by an rn-bit MISR in SSC-mode, is equal to:

n-l

Si = L Si,j ,
i=O

(5.34)

•

where n is the length of the scan channel, Si,j is the compacted signature for the test

responses captured at the i th scan celi while forcing zeros in the remaining channel ceUs,

and the MISR is reseted belore any compaction.

Proof:

The final channel signature Sj(x) is given by:

Sj(X)
(a)

Rj(x) mod Gj(x) (5.35)

(b) [~R;.i(X)] mod Gj(x) (5.36)

(c)
n-l

L ~.i(X) mod Gj(x) (5.37)
i=O

(d)
n-l

LSi,j (5.38)
i=O

where,

(a) follows from Equation 2.12,

(h) follows from Equation 5.33,

(c) follows from the linearity of the XOR operation in SA, and

(d) follows from Equation 2.12 and the definition of Si,j. Thus, the theorem is

proved O.

l t should be mentioned that reseting the MISR before any compaction is not a necessary

condition for Theorem 5.3.3. It can be easily shawn that initializing the MISR to different

states, when compacting the different scan cell signatures, affects the Sj mathematics by

only introducing additional bitwise-XOR operations. Thus,

where k(x) is a modulo-2 function of the initial states used with the MISR. Initializing the

lVlISR to the aIl zeros state is assumed here for the reasons mentioned in Section 5.3.1.•
n-l

Sj(x) = L Si,j + k(x) 1

i=O

(5.39)
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Corollary 5.3.2 The total channel signature for any subset (n) of scan cells in the channel

is equal ta:

Sn] = L Si,j ,
iEn

where the MI8R is reseted before compacting any signature.

(5.40)

•

•

The corollary follows directIy Crom Theorem 5.3.3. This corollary is instrumental in

formulating the diagnostic algorithms presented in this thesis, as will be shawn later in

Chapters 6 and 7.



•

•
Chapter 6

Adaptive BIST Fault Diagnosis

The continuously increasing densities in VLSI modules with ever smaller geometries, pushes

the nccd for BIST, design for diagnosability, and more cost-effective, time-effective and

reHable BIST diagnostic techniques.

The basic objective of BIST fault diagnosis is to locate the faults in the NIUT based

on the compacted signatures.

Several SA-based diagnostic schemes have been developed that can be used at the

system, board, ~vICNI, and chip levels. A comprehensive survey of these techniques was

presented in Chapters 3 and 4.

The basic deficicncy of the majority of these techniques is their overwhelming assump­

tian of a small number of errors in the test response sequence. This assumption is generally

unrealistic since a faulty module in a practical BIST environment can generate an enor­

Inous number of erroneous bits in the TRS. The remaining techniques do not restrict the

crror or fault multiplicities, but suffer from a high hardware overhead and/or diagnostic

complcxity.

wlotivated by the above, an alternative approach was investigated to circurnvent the

above deficiencies. A novel fault diagnosis technique is presented to be used with GSTUMPS­

like scan-based BIST designs. The technique is based on multiple signature analysis.

Using a simple adaptive algorithm and minimal additional test hardware, the proposed

approach allows for the highest diagnostic resolution combined with the ability to tradeoff

the diagnosis time for the diagnostic hardware overhead.

• The technique can be used at ail levels of testing to provide chip, MCl'vI, board and

119
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•

system level diagnostics. The diagnosis process is hierarchical such that a faulty module

identified at one level hecomes the MUT at the next lower level.

At the system level, the technique provides PCB or MCrvI level diagnostics. At the

PCB or ~ICNI level, it has the ability to isolate the faulty chip(s). And finally, at the chip

level, the diagnostic results can he combined with other well-developed classical diagnostic

techniques to provide a gate or even transistor level diagnosis.

A scan-based BIST architecture such as GSTUrvlPS enables a more efficient diagnosis

by providing direct access to an enormous number of internaI nodes of the NIUT through

the scan chains.

Diagnosing various malfunctions in a nlodule begins by identifying the faulty scan

channels that capture errors during test and the discrepant scan cells within these channels.

Clearly, locating the faulty scan channeI(s) is sufficient for system, board, and MCM

level diagnostics. At the chip level, locating the discrepant scan ceUs is very helpful in

achieving a satisfactory diagnosis.

Typically, VLSI chips are designed such that they contain shallow combinational logic

bctween the successive scan cells forming the scan chains in test mode. Thus, identifying

the fault capturing scan cells isolates the existing faults to a small cone of logic feeding the

discrepant cells.

In addition, most of today's VLSI chips are designed at the RTL level [38], and are

automatically synthesized by the design tools [56]. This means that a designer or a test

engineer is more familiar with the scan cells than the inner circuits of such modules [56].

Thus, identifying the faulty cells provides a coarse localization of the failure sites. This

information can then be fed to classical failure analysis tools to provide an automated

gate-level or transistor-Ievel diagnosis.

The multiplicity of faulty channels and the discrepant scan ceUs within a channel is not

limited ta any specifie value. The adaptive diagnostic algorithm guarantees the correct

identification of any number of them ranging From a single faulty scan channel/cell to the

catastrophic case of aIl faulty channels/cells. The adaptive algorithm achieves this while

minimizing the nurober of signatures that must be collected during diagnosis.

Since fault isolation is done by additional hardware guided by sorne basic software,

implementing the adaptive algorithm, the computational space and time for fault isolation

• are reduced substantially.
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The proposed scheme does not assume any specifie fault model, and thus can diagnose

aIl voltage-detectable faults, including delay faults [3], irrespective of their multiplicities.

In Section 6.1, the general concepts of the adaptive algorithm are described. Section 6.2

describes the details of identifying the fault-capturing scan channels and the needed diag­

nostic hardware. Section 6.3 extends the algorithm to locate the faulty scan ceUs. The

performance of the adaptive algorithm is analyzed in Section 6.4. Section 6.5 reports

the experimental results and validates the predicted analytical performance. The chapter

concludes with Section 6.6.

6.1 Principles of the Adaptive Diagnostic Algorithm

In this section, the general concepts and principles of the adaptive algorithm are presented.

The algorithm has two modes of operation. First, in the multiple scan channels mode,

it is cmployed to idcntify the faulty scan channel(s), i.e., the scan chain(s) designated as

having error-capturing scan celles). Each of the identified faulty channels becomes the

• subject of diagnosis in the single scan channel mode. In this mode, the adaptive algorithm

is extended to locate the discrepant scan ceUs within each of the identified faulty channels.

The algorithm is assumed to be implemented in software.

In each mode, the complete process of diagnosis consists of a number of Diagnostic Test

Experiments (DTEs). Ouring each OTE, the following sequence of operations is executed:

• The GSTUMPS test core is initialized as described in Chapter 5. The RANIs and

wIUT sequentials are initialized, and the SRSG is loaded with its predetermined seed.

• The NIUT is switched to self-test mode, a pre-determined number of pseudorandom

test patterns (T) are applied to the NIUT through the channels, and the test responses

are shifted out to the compactor.

•

• At the end of the BIST session, a OüNE signal stops the BIST and causes the MUT

to hold its state until the final MISR signature is unloaded to the tester data files.

The signature is processed by the adaptive algorithm where it is compared to its

pre-computed reference.

The adaptive diagnosis is dynamic in the sense that a DTE is generated automatically

and ooline during diagnosis [150]. It is also a muiti-phase, itemtive process. Rather than
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generating and executing the entire set of diagnostic test experiments in a fixed order, each

OTE is generated and appLied upon request, Le., it depends on the results of the previous

OTEs and the status of the fault diagnosis process [56].

Thus, adaptive diagnosis avoids the costly steps of computing static faulty-signature

dictionaries, diagnostic fault simulation, and static OTE generation. It is always complete

with respect to the targeted faults and the signature measurements used during diagnosis.

Each DTE makes the diagnostic algorithm weil informed about the status of the diag­

nosis process. The number of DTEs depends on the actual number of faulty scan channels

and the number of fault-capturing scan ceUs within a faulty channel. The use of adaptive

diagnostics may substantially reduce the average number of OTEs required to locate a

fault.

The only difference between successive test experiments Lies in their test response com­

paction arrangements. The test responses are gathered from different channels in MSC

mode or different scan ceUs within a faulty channel in SSC mode. ~Iaking only a selected

subset of scan elements observable by the MISR during each DTE is the essence of the

adaptive algorithm.

vVithin the framework of the GSTU~IPS architecture, a faulty scan channel is identified

as follows: Signatures are compacted in OTEs corresponding to different combinations of

channels. The combination of channels, made observable ta the ~nSR by the CSC, depends

on the results of signature comparison from the previous DTEs. This a110ws for successive

test experirnents ta distinguish between the monitored channels and the remaining ones.

Next, an off-Line analysis of the compacted signatures, adaptively directs the selection of

the next set of channels to be monitored, and concludes about the possible faulty scan

channels. This process continues until a11 faulty channels are identified.

Locating the discrepant scan ceIls within the identified faulty channels follows exactly

as above.

The off-Hne reasoning analysis used with adaptive diagnosis is based on the principle

of elimination (divide and conquer). Each DTE identifies the possibly faulty scan elements

by examining the compacted signature. If the signature produced by a set of scan elements

is error-free, neglecting the controllable impact of traditional signature aliasing, then ail

of these channels/ce11s can he declared as fault-free, and can he eLiminated from further

analysis. This restricts the search for the discrepant scan elements in the remaining ones.

• On the other hand, if the conlpacted signature is erroneous, then at least one of the
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observed channeis/cells is faulty. The diagnosis dynamicaHy adapts to these results and

directs the selection of the next group of scan elements to be monitored in the following

test experiment. This continues until it is possible to deduce the locations of aH the fault­

capturing scan channels/cells.

As mentioned in Chapters 3 and 4~ the CUITent diagnostic schemes are inefficient because

of the overhead of collecting many signatures for the fault-free channels/cells, one at a time.

However in adaptive diagnosis, the scan elements are selected such that the maximum

number of fault-free channels/cells can he eliminated in each DTE.

Instead of coUecting signatures for every single scan channei/cell no matter whether it

is faulty or not, signatures are compacted ooly for the channels/ceUs that are identified as

being possihly faulty during the previous DTEs. This minimizes the average number of

signatures that must he collected during diagnosis, and effectively reduces the overhead of

collecting signatures for the many fault-free scan elements, while maintaining an optimal

diagnostic resolution.

Clearly, the selection of the scan elements to be observed has a critical impact on the

computational and hardware complexities. The selection problem can be stated as follows:

Given a set of m scan channels, each having n cells, devise a sequential testing policy that

unambiguously locates any set of l < m faulty channels or k ~ n discrepant scan cells

within the identified faulty channels, while minimizing the average number of OTEs that

must be executed.

Analytically, it cao be seeo that the problem is that of searching for l or k items in a

given set of m or n elements, respectively. The best searchiog algorithm, in the sense that

it can locate any single item in a given sorted set \Vith the minimum number of steps, is

without doubt the binary search algorithm [151].

The most efficient searching and sorting algorithms knowo to date are hased on travers­

ing tree structures. Tree structures are used in the adaptive algorithm to model the OTEs

in the diagnosis process. Hence, a brief summary of these structures is presented next.

6.1.1 Overview of Tree Structures

•
A tree is a finite set of nodes such that each node is either the root or a member of a

subtree. Each node cao he reached via a linking pointer from a parent node, and it may

have several child nodes. A tree also satisfies two additional requirements:
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Root

Figure 6.1: A complete binary tree structure.
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•
• A path drawn from any node in the tree to another must be unique, if it exists at aIl.

• There must be exactly one node from which a path can be drawn ta any other node

in the tree.

A node in a tree is said to be at LeveL "i" if the path to that node from the root traverses

exactly i nodes. The root itseLf is always at level O. The tree is said to have a height of L
if it contains L Levels.

The dcgree of anode is the nurnber of child nodes attached ta it. A very special case

of a tree structure is the binary tree, in which every node is at most of degree-2, as shawn

in Figure 6.1.

Binary trees are calied compLete if two requirements are satisfied:

• Every Level (except the last) is fully populated with nodes.

• The nodes at the last level are aIl placed as far ta the left-hand as possible.

The number of levels in a complete binary tree having x nodes is equal ta:

•
L = min{ql2q

- 1 ~ x} .

Clearly if 2q - 1 ~ x, then,

(6.1)

(6.2)
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and,

125

(6.3)

•

1t can be easily seen that the i th Ievel of an L-Ievel complete binary tree must have

exactly 2i nodes, except for the last level. Correspondingly, a complete binary tree has at

most 2 L - 1 nodes and at least 2L - 1 nodes, for allievels except the last one must he fully

populated.

An L-level complete binary tree having exactly 2L - 1 oodes is called a full binary tree.

The traversai of a tree structure, visiting each node exactly once, is one of the most

elementary and useful operations imaginable. One farm of a recursive traversal is ta:

1. visit the root node, then

2. visit aIl membcrs of the left subtree, and then,

3. visit aIl mcmbers of the right subtree.

Ordering within the left and right subtrees is determined by the fact that subtrees are

trees, so they must be traversed according ta the same rule. It should be noted that a tree

traversai can also be done in a reversed arder: root, right subtree, and left subtree.

If a collection of items are arranged in a binary tree, it becomes a simple matter ta

search for a particular item. The principle is that of the classical divide and conquer

approach, applied recursively. Searching requires traversing the tree, with a test at each

node to determine whether it contains the item(s) sought. If the item(s) isjare found, the

search terminates. Otherwise, if the traversai is completed and the abject of search is not

located, a search failure is reported.

6.1.2 Modeling the Adaptive Diagnostic Process

The naturally rising question is that how can the binary search algorithm be applied to

the adaptive diagnostic testing ?

vVeIl , the combinations of scan channels/cel1s, for which a signature must be collected

• in each DTE, can be thought of as being nodes in a binary tree.
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•

The root node includes the whole set of scan channels in MSC mode or the entire set

of scan ceUs within a faulty channel in SSC mode.

AlI of the scan elements at the root node are given binary addresses, and subsequently

divided into two subsets according to their addresses, starting with the least significant bit

at the first level of the tree. The nodes in the following levels are similarly divided into

two subsets according to the address bit corresponding to that leve!. Thus, the terminal

nodes correspond to OTEs involving a single scan channel or ceU.

In order to devise a complete tree algorithm, it only rernains to define what is meant by

visiting each of the tree nodes. In the context of the eurrent diagnostic problem, visiting

a tree node rneans executing the OTE associated with that node.

Diagnostic experiment trees [152, 153] serve as the basis for the adaptive algorithm

described in this chapter. The formaI definitions of these struct.ures are given below.

Definition 6.1.1 A Diagnostic experiment Tree To(V, E) is a collection of a set of Ver­

tices F(To ) and a set of directed Edges E(Tn ). Each vertex v E V(TD ) of the tree is

associated with a DTE. Each edge e E E(To ) is of the form. (u, vL 'U, v E VeTo) with the

direction of the edge being from u to v.

The start of the diagnosis process cao be represented by the root node r(To) with the

cntire scan list being associated with it.

Definition 6.1.2 The root of the diagnostic experiment tree (r(Tn » is a unique DTE in

T0 .5'lLeh that there is no edge of the form (u, TeT0», \:1 u E V (T0)' The scan List associated

with such a DTE is the entire List of scan channels in MSe mode, or the entire List of scan

eeUs within a faulty channel in SSC mode.

An edge provides the link between any parent OTE and its two ehild DTEs in the tree.

It is associated with the outcome of the parent OTE. The set of scan elements associated

with OTEi is a subset of the one associated with its parent P(DTEi ).

Definition 6.1.3 The Parent of OTEi (P(DTE i ») is a unique DTE in Tv such that the

edge (P(DTEi ), OTEi ) E E(To ).

Hence, aU the OTEs in TD are unique. Clearly, the root OTE (DTEr ) does not have

a parent. A parent OTE and its children exist in two consecutive levels of the diagnostic

experiment tree.
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Definition 6.1.4 The Level of OTEi (L(OTEi )) is the length of the path between OTEr

and the node associated with DTEi in TD.

6.1.3 Reference Signature Generation

The diagnostic information needed for the off-lîne reasoning analysis, aCter each test ex­

periment, is a list of fault-free reference signatures, one for each OTE.

The reference signatures are not hardwired in the GSTUMPS module because of the

extra area overhead required to store them and implement the corresponding comparators.

In addition, the design of a module only becomes final at the very end of the design cycle,

thus possibly creating 8. bottleneck if the signatures were to be hardwired.

Illstead, the reference signature dictionaries are stored off-Hne in the diagnostic software

module where they are compared with the MISR signatures unloaded after each OTE.

Dictionaries are especially useful when a repeated diagnosis of different copies of the same

MUT is performed [3: 154, 155].

• There are two approaches to generating the reference signatures. In the first approach,

the reference signatures associated with each OTE are generated separately in both ~[SC

and SSC modes. This requires an expensive, CPU-intensive MUT simulation in BIST

mode that includes the BIST circuitry.

An alternative approach is adopted that makes use of the principle of signature super­

position and the analytical results developed in Section 5.3. The results of Theorem 5.3.2

and Theorem 5.3.3 allow for adding up individual signatures to construct any combination

of signatures. This can be done in parallel while the MISR is compacting responses from

the same combination in the MUT.

Generating reference signatures for each scan cell in the MUT is suflicient for both MSC

and SSC diagnostics. In SSC mode, the reference signature for any combination of scan cells

in a DTE cao he simply obtained as the bit-wise modulo-2 addition of the corresponding

reference scan cell signatures. In MSC mode, the reference channel signatures and any of

their combinations can be obtained in exactly the same manner as in the SSC mode.

•
The reference scan-cell signatures are generated as part of the MUT design cycle by a

good-machine simulation in BIST mode. When compacting a signature for any celI, zeros

are shifted-in for the other cells as explained in Chapter 5.
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It should be noted that only the fan-in logic cone of the scan celI under consideration

needs to be kept during simulation. This reduces the simulation effort dramatically, and

makes the reference signature generation process more robust. The complete signature

dictionary need not be completely recomputed because of last minute engineering changes.

Only the signatures of the affected scan ceUs need to he recomputed.

Generating the reference signatures as proposed above has a major advantage over the

straightforward approach. Despite the huge amount of diagnostic data that has ta be

processed during the successive BIST sessions, the number of reference signatures that

have to be stored is substantially smaller than the number of a1l possible combinations.

Hcnce, by incorporating the adaptive diagnostic scheme into the GSTUMPS architec­

ture, common sources of defects can he identified in a series of BIST sessions, requiring a

minimal number of reference signatures to be stored.

6.2 Identifying the Faulty Scan Channels

• In this section, an adaptive algorithm is proposed that can be used with a GSTUMPS

module, in NISC mode, to locate the faulty scan channels. It will be shown that the

required hardware to implement this scheme comprises simple components with a minimal

overhead.

•

As mentioned in Section 6.1, the complete process of diagnosis consists of a number

of test experiments. During each DTE, the proposed algorithm decides the subset of scan

channels to be made observable to the ~nSR. The complete set of T pseudorandom test

pat terns are applied to the l\JIUT through the channels, and the test responses are shifted

out to the compactor.

The straightforward approach to diagnosis is to monitor each channel separately by

gating the scan-out test response data [47, 118, 132]. The MISR in this case reduces to a

simple programmable LFSR. This scheme requires the repetition of the same BIST session

m times, thus collecting as many signatures as the number of scan channels.

As explained in Chapter 4, this basic approach has the advantage of a very simple

control hardware, the highest diagnostic resolution, and a trivial diagnostic reasoning pro­

cedure: if a channel is faulty, then its compacted signature is different from its fault-free

reference.
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However, in many VLSI designs the numher of scan channels is made approxinlately

equal to the number of scan ceUs within a channel [132]. This is done in order ta reduce

the test application time associated \Vith shifting in and out the chains. Thus, the straight­

forward approach may only he viable for l'vIUTs with a small number of scan channels.

To remedy these problems, the proposed algorithm systematically partitions aIl scan

channels into clusters in an adaptive \Vay, such that the channels observed during a OTE

depend on the results of signature comparison from previous DTEs. The process is arranged

in such a \Vay that each pair of DTEs capture test responses from orthogonal subsets of

scan channels. This minimizes the average number of signatures to he compacted, thus

reducing the diagnostic test application tirne.

\Vithout loss of generality, the number of scan channels (rn) is assumed for the moment

to be an integer power of 2. This is generalized to any m subsequently.

6.2.1 Locating the Faulty Channels

The faulty channel identification algorithrn is explained first with simple examples. The

complete algorithm is given in Section 6.2.2.

Consider first the case of a single faulty channel. If it is known that the fault multiplicity

is l = 1, then the fault diagnosis problem is straightforward.

To locate the targeted faulty channel CHi out of the m scan chains~ {CHo, CH., ... ,

CHm - 1 }, the signature of the root DTE (Le., the signature associated with aIl scan chains)

is compacted and compared to the fault-free reference. The diagnostic experirnent tree is

shown in Figure 6.2

Since it \Vas predetermined that there is a single faulty channel, then the two previous

signatures will be different. Proceeding further ta the next level of the tree, the channels

are divided into two equal groups.

The signature of one of the latter groups is compacted and compared to its reference.

If the two signatures are identical, then it can be concluded that the faulty channel is in

the other group that \Vas not tested, and that group will be the subject of diagnosis in the

fol1owing OTE. However if the two signatures were different again, then the faulty channel

still exists in the group of channels that were tested in the previous OTE.

• In either case, the identified faulty group is further divided, and the whole procedure

•
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Figure 6.2: The diagnostic experiment tree TD in ~ISC mode.

is repeated. The last DTE will identify the single faulty channel CHi.
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The cast of diagnosis, in terms of the numher of signatures compacted, clearly depends

on the number of OTEs required to locate CHi'

• Since there are log2 m levels in TD , not including the root Dode r(TD ), and only one

signature is compacted at each level, then the diagnostic procedure requires the compaction

of log2m + 1 signatures. This represents a tremendous saving as compared to the m

signatures that were required with the straightforward approach.

However~ in deriving the ahove procedure, it was assumed that there was only a single

faulty channel. In practice, there is no way of knowing the multiplicity of the faulty

channels in a NIUT.

In the worst case scenario, the faulty channels can he distrihuted in T D such that each

of the OTEs contains a faulty chain ail the way to the last level of the tree. In this case, a

minimum of m signatures and a maximum of 2m - 1 signatures must he compacted (Le.,

as many nodes in TD)'

Clearly, the performance of this new diagnostic procedure as it is, is worse than the

current straightforward approach. This actually was the motivation behind developing the

analytical signature relations in Section 5.3.

Dp to this point, no use was made of the fact that each OTE has exactly two children.

Thus, if the signature of a DTE and one of its children are known, then the signature of

• the other child DTE can he obtained, using Equations 5.14 and 5.25, by a simple hitwise
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Figure 6.3: The diagnostic experiment tree for m = 8, l = 1.
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•

XOR operations of the two signatures.

Thercfore, the signatures of only half the nodes at each level of TD must be collected

in the \Vorst case scenario, yielding a total of m DTEs in the worst case. Applying this

modification to the adaptive diagnostic procedure, the performance in the \Vorst case sce­

nario is equal to the performance of the straightforward approach. AH of the above can be

illustrated by a simple example.

Example 6.2.1 Consider the case where the number of channels in the wlUT is m = 8

and the fault multiplicity is l = 1. It should be emphasized that the fault multiplicity is

not known a-priori, and it is only assumed here for the sake of explanation. In general, the

diagnostic algorithm will automatically adapt according to the actual unknown numher of

faulty channels. The diagnostic experiment tree is shown in Figure 6.3.

Assuming that CHa is the fault-capturing channel, the diagnostic procedure is as fol­

10ws:

1. Compact the signature of aIl m channels at the root DTE and compare it to its

reference. Since the rvIUT is faulty, the root signature will differ from its fault free

reference, neglecting signature aliasing.

2. Execute the DTE corresponding to the channels whose binary addresses have a "0" in

the least significant bit (Le., aIl the even channels), while forcing zeros in the remain-
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ing channels. The compacted signature is unloaded and compared to its reference.

Since CHa belongs to the current DTE, then the above signatures will differ.

3. The signature of the complementary DTE (i.e, the DTE corresponding to the odd

numbered channels) is obtained by XORing the current signature with the previous

one (i.e., the root signature). The complementary signature will not indicate the

presence of an)" faults, and hence, the diagnostic algorithm will adapt and direct the

test experiments to the even channels in the faulty OTE.

4. Since the signature of the parent OTE is always needed to generate the complemen­

tary one, then it must be saved off-Hne in a temporary signature register.

5. Execute the DTE corresponding to the channels whose addresses start with "00", i.e.,

{CHo,CH4 }, and compare the compacted signature to its reference. The two signa­

tures will differ again indicating the presence of a faulty channel. XORing the present

signature with its parent in the temporary signature register will yield the comple­

mentary signature of the channels whose addresses start with "01", Le.,{CH2 , CH6 }.

The complementary signature will be identical to its fault-free reference.

6. Finally, the DTE corresponding to C Ho is executed, indicating that C Ho is faulty.

The complementary signature of C H4 is obtained again by the XOR operation and

it is found to be fault-free. Hence, the faulty channel is located and the diagnostic

procedure terminates.

It should be mentioned that the actual number of signatures that have been compacted

is equal to 1+ log2 m = 1+3 = 4. Hence, for the single faulty channel case, the performance

of the adaptive algorithm is of order O(log2 m), which is the optimum performance that

can be obtained with a searching algorithm in a sorted binary tree [151]. The "1" in the

previous formula accounts for the root OTE.

So how does the adaptive algorithm work when multiple faulty channels are present in

the NIUT ? The basic procedure is identical to the one in Example 6.2.1 with few slight

modifications. This is illustrated by the following example.

EXaIIlple 6.2.2 Consider the case where the number of channels in the MUT is m = 8

and the fault multiplicity is l = 2. The diagnostic experiment tre~ is shown in Figure 6.4.

Assuming that C Ho and C H5 are the faulty channels, the diagnostic procedure is as

follows:
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Figure 6.4: The diagnostic experiment tree for m = 8, l = 2.
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1. SaIne as in Example 6.2.1.

2. Same as in Example 6.2.1.

3. Similar to Example 6.2.1, but in this case the XORing operation will indicate the

presence of a faulty channel in the complementary OTE. Since no parallel testing is

assumed here, then the diagnostic procedure continues in a sequential manner.

4. Due to the sequential nature of the algorithm, the faulty complementary signature

and an identifier that indicates the channels involved in the OTE must also be saved

off-Hne. This identifier contains the address tag that was used with the complemen­

tary DTE. A sequential memory structure is required to store this signature along

with its identifier. This memory structure must satisfy the last-in first-out condition

in accordance with the ordered sequential testing procedure. Hence, the required

memory structure is a signature stack.

5. Same as in Example 6.2.1.

6. Similar to Example 6.2.1. At this point CHo is identified as being faulty. The test

controller should recognize now that the last level of TD has been reached, and the

stack is checked for any stored signatures.

• 7. If the stack is empty then the diagnosis process terminates. If not, as is the case here,
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the stored signature at the top of the stack is loaded into the temporary signature

register and the diagnosis process continues.

8. Dcpending on the stored address tag, the channels are further divided into two groups.

The signature of the channels whose addresses starts with "01", {CHI, C Hs}, is com­

pacted. The diagnosis process continues in a similar manner until C H s is identified

as being faulty as weil. The test controller recognizes again that the last level of T D

has been reached and the stack is checked again for any stored signatures. In this

case~ the stack is empty and the diagnosis process terminates.

The actual number of signatures that have been compacted is equal to 6. The formai

adaptive algorithm is presented next.

6.2.2 The Adaptive Diagnostic Algorithm

The procedure for locating faulty channels of any multiplicity l is similar ta the procedure

used with the double faulty channels in Example 6.2.2. However, in order ta simplify the

diagnostic hardware, Tv is traversed according to the rule: root, right subtree, and left

subtree. The diagnostic procedure has the following properties:

• Each DTE i in MSC mode is assigned a binary label }vIi between 0 and m - 1.

• During DTEi , only the channels with a label matching the mask !vIi are observed by

the MISR, while zeros are shifted in for the other channels.

• \Vhen a DTE is executed, the compacted signature is shifted out and analyzed off­

line by the diagnostic algorithm. A new label mask corresponding ta a new DTE is

generated adaptively, and so on until all faulty channels are identified.

Using the results of Theorem 5.3.2, and Corollary 5.25 the general procedure for iso­

lating the faulty scan channels in a GSTUMPS module can be summarized as follows:

Aigorithm 6.2.1 Adaptive Faulty Scan-Channel Identification:

1. Compact the signature S for aU m channels in the MUT.
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2. Generate the reference signature So,

m-l

So=~S~
L- 1 '
j=O
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(6.4)

•

and compare it to S. If S = SO, then no faults were detected. Go to [13J. Else, there

exists at least one faulty channel. Save S in a Temporary Signature Register (TSR)

and execute the remaining steps.

3. Assign each channel a binary address A b- 1Ab- 2 •.• Ao, where b = flOg2 ml. Set i = 0,

and Ali = O.

4. Set the address tag bit Ai = 1.

5. Set the label mask }.IIi = X b- 1 ••• Xi+lAiAi-l ... A o, where X denotes a don't care.

6. Execute DTEi .

7. Calculate the complementary signature SDTE~,
1

(6.5)

where DTE~ is the compLementary test experiment with a label mask kli X b- 1

... "\""i+lAiAi-l ... Ao·

8. Generate the complementary reference signature SgTEc,
1

(6.6)

and compare it to SDTEf' If SDTEf f. SgTEf' then push it into the signature stack
along with its label mask Mi.

9. Generate the reference signature SgTEj'

(6.7)

and compare it to SOTEj. If SDTE. = SgTEi' then go to [12]. ELse, save SOTEi in the
TSR and proceed to the next step.

• 10. Set i = i + 1. Ifi < b - 1, go to [.I,}, else go to [llJ.
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Il. Execute DTEb- 1 • If SDTEb_l =1 SgTE
b

_
l

, then the scan channel CHMb-l is faulty. If

SDTEc =f:. SOoTEc ,then the scan channel CHMC is faulty.
b-I &-1 b-l

12. Check the signature stack. If it is empty go to [13]. Else, pop the signature and

its label mask at the top of the stack. Load the signature into the T8R, and set the

CU7Tent label mask to be equal to the popped one from the stack. Go to [10].

13. The procedure for identifying the faulty channels is complete.

It should be mentioned that the complementary signature in step (11) is not needed if

SDTEb_1 = SgTE
b

_
l

' since its status can be implicitly deduced. However, it is calculated

explicitly as an additional check to verify the validity of the diagnostic results obtained

thus far.

6.2.3 Hardware Support for the Diagnostic Algorithm

The diagnostic hardware required to implement the adaptive algorithm resides in the chan­

nel selection controller (CSC), first introduced in Chapter 5. The CSC is used to gate the

:vIISR inputs~ such that only the selected subset of channel outputs, dictated by a DTE,

are made observable to the compactor.

vVhat follows is a description of a low-cost CSC, and the associated hardware com­

ponents required to support the adaptive faulty-channel identification algorithm. The

hardware configuration that accommodates the adaptive algorithm is shown in Figure 6.5.

The CSC consists of an rn-stage Channel Select Register (CSR). Each stage is impie­

rnented with an SRS, thus forming a scan-testable shift register. Each stage is dedicated

ta driving one of the m 2-input AND gates used to gate the lVIISR inputs. The CSR is

clocked with TCLK2 in synchronization with the MISR scan-out shift dock.

The SRSs in the CSR have no system inputs. Assuming that each SRS is equivalent to

9 AND gates [1], then the hardware complexity of the CSC has order O(lOm).

During the normal operation of the MUT, the CSR is held to the aH ones value. In

the wISC diagnostic mode, the CSR is loaded with an rn-bit code and a DTE is executed.

The output of CSR can be thought of as an rn-bit binary number representing the label

associated \Vith the subset of scan channels involved in a DTE. The CSR contents are held

for the whole duration of a DTE, and new values are shifted into these SRSs when the

next DTE is about to commence.
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Figure 6.5: Hardware support for adaptive faulty-channel identification.

The MISR is reseted before the start of signature compaction for every OTE. The test

responses frorn the channels are fcd to the ~nSR in synchronization with the channels

scan-out shift docks.

In addition to the CSC, the test access port controller (TAPC), first introduced in

Chapter 5, generates the signaIs required to control the whol~ diagnostic process. It serves

as a front end for BIST, controlling aIl BIST functions. It also provides the necessary

dacking signaIs to synchronize between the different BIST and OFT camponents in the

~IUT.

The TAPC contains the necessary hardware for manipulating the NIUT interface to

the externai warld via a standard test bus interface. It utilizes the NIUT's scan paths for

data transfer between the wIUT, the tester and the computer hosting the software nlodule

implementing the adaptive diagnostic algorithme The diagnosis system is explained later

in Chapter 8.

During diagnosis, system control is passed to the TAPC to execute the test experiments.

The TAPC supports the diagnostic algorithm through its Scan Cell Counter (SCC) and the

Test Pattern Counter (TPC), two components widely employed in any scan-based BIST

architecture [47]. Both counters are reseted at the beginning of each OTE, and are docked

synchronously with TCLK1 .

The SCC is a (log2 n )-stage binary counter, where n is the length of the longest channel.

It is used ta control the shifting of test responses captured in the scan ceUs into the MISR.

For every shift, the counter is incremented. After n shifts, a single pseudorandom test is
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completed and a carry-out signal is generated at the output of the counter. The SCC is

reseted due to the decoded carry-out signal which in tum enables the TPC to increment.

The process continues until aIl pseudorandom tests in a BIST session are applied.

The TPC is a (log2 T)-stage binary counter, where T is the number of pseudorandom

test patterns in a BIST session. After T tests, a carry-out signal occurs at the output of

the TPC. This OONE signal is used to flag the completion of a DTE.

Consequently, the signature compacted in the MISR is shifted-out through the MSO

output and saved for off-line analysis in the software module. The off-Hne processing by

the diagnostic module is used to decide the next OTE to be exccuted. The whole process

is repeated until an adequate number of signatures is collected for a complete diagnosis.

6.3 Identifying the Faulty Scan Cells

In this section, an adaptive diagnostic algorithm is presented that can be used with a

GSTuNfPS module in SSC mode, to locate the discrepant scan ceUs. ft will be shown that

hardware required to implement this scheme comprises simple components with a minimal

overhead.

The technique presented in Section 6.2 for the faulty-channel identification can also be

extended to locate the fault-capturing scan ceUs within the identified faulty channel(s)_

The diagnosis process is divided into two stages. In the first stage, the adaptive algo­

rithm is employed in MSC mode to identify the faulty scan channels. Ouring the second

stage, each of the identified faulty channels becomes the subject of the same diagnostic

procedure, now however, performed in SSC mode with respect to the scan ceUs within a

channel.

The second stage is repeated for each of the identified faulty channels, one chain at a

time. This is done by gating the NlISR inputs such that only the channel under diagnosis is

made observable to the MISR while zeros are forced at the other inputs. Thus, the rvlISR

in this case reduces to an equivalent LFSR.

After each OTE in SSC mode, the off-lïne analysis is used to decide which scan cells

are fault-free and which are possibly faulty. For the latter ones, new DTEs are adaptively

generated, and the diagnosis continues until aIl the fault-capturing scan ceUs are identified.

• As the number of scan channels can often be much smaller than the number of scan
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cells within a channel [38], the diagnosis time in the 6rst stage can be signi6cantly shorter

than the second stage.

\Vithout loss of generality, it wiU be assumed that the number of scan ceUs in each

channel is n~ where n is the number of scan ceUs in the longest channel.

6.3.1 The Adaptive Diagnostic Algorithm

The procedure for locating the discrepant scan ceUs is identical to the procedure used for

identifying the faulty scan channels described in Section 6.2.2.

The diagnostic procedure has the foUowing properties:

• In arder to locate the discrepant scan ceUs, the identified faulty channels are diag­

nosed one at a timc.

• Each OTE i in SSC mode is assigned a binary label Ni between 0 and n - 1.

• During DTEi , only the scan ceUs \Vith a label matching the mask Ni are observed by
the IVIISR, while zeros are shifted-in for the other ceUs.

• \Vhen a OTE is executed, the compacted signature is shifted out and analyzed off­

Une by the diagnostic algorithm. A new label mask corresponding to a new DTE

is generated adaptively, and so on until aH the discrepant ceUs are identified. The

procedure then repeats for the remaining faulty scan channels.

Using the results of Theorem 5.3.2, Theorem 5.3.3, CoroUary 5.25, and CoroUary 5.3.2,

the procedure for isolating the fault-capturing scan ceUs in a GSTUivlPS module can be

summarized as foUows:

Algorithm 6.3.1 Adaptive Faulty Scan-Ceilldentification:

1. Execute Algorithm 6.2.1 and identify the faulty scan channels. Maintain their signa­

tures off-line for further analysis.

2. For each of the identified faulty channels, execute the remaining steps. If no Jaults

• were detected, go to [15J.
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3. Obtain the signature S(x) for aU n scan celLs in the faulty channel (j) under diagnasis,

and save it in a T8R.

4· Assign each ceU a binary address Ab- 1Ab- 2 ••• Ao, where b = flOg2 n1. Set i = 0, and

Ni =0.

5. Set the address tag bit Ai = 1.

6. Set the label mask Ni = X b- 1 ••• Xi+lAiAi-l ... Ao, where X denotes a dan't care.

7. Execute DTEi .

8. Calculate the complementary signature SDTE~,

SDTE~ = SrsR + SOTE; (6.8)

•
where DTEf is the complementary test experiment with a label mask Nf = X b- 1 •••

';\[i+l ..4i A i-1 ... Ao·

9. Generate the carrlplementary reference signature SgTE~(X),
1

(6.9)

and compare it to SDTEc(X). If SDTEc(X) # sgTEc(xL then push it inta a signature
• 1 •

stack along with its label mask Nic.

10. Generate the reference signature SgTE; (x) ,

(6.10)

•

and compare it ta SDTE;(X). If SDTE;(X) = sgTEi(xL then go ta [13}. Else, save

SOTE; in the TSR and proceed ta the next step.

Il. Set i = i + 1. Ifi < b - l, go to [5J, else go ta [12].

12. Execute DTEb- 1 • If SDTEb_l (x) i=- S&TEb_l (xL then the scan celi SCNb _ t is faulty. If

SDTEb_1
(x) # SgTEb_1

(x), then the scan ceU SCNb_
1

is faulty.

13. Check the signature stack. If it is empty go to [14]. Else, pop the signature and

the label mask at the top of the stack. Load the signature inta the T8R, and set the

current label mask ta be equal ta the papped one from the stack. Go ta [11J.
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14. If there are remaining faulty channels to be diagnosed1 go to [3}. Else1 go to [15].

15. The procedure for identifying the faulty scan cells is complete.

It should be mentioned that the complementary signature in step [12} is not needed

if SOTEb_l (x) = SgTE
b

_
1
(x), since its status can he implicitly deduced. However, it is

calculated explicitly as an additional check to verify the validity of the diagnostic results

obtained thus far.

6.3.2 Hardware Support for the Diagnostic Algorithm

\Vhat follows is a description of a low-cost CSC, and the associated hardware required to

support the adaptive faulty scan-cell identification algorithrn.

The required diagnostic hardware resides in the channel selection controller, described

in Section 6.2.3. The CSC is used to gate the MISR inputs, such that only the selected

subset of scan channels/celIs, dictated by a OTE, are made observable to the compactor.

• The hardware configuration that accornmodates the algorithm is shown in Figure 6.6.

The CSC comprises an rn-stage CSR, a (lOg2 n)-stage Scan Cell Select Register (SCSR),

and a (log2 n)-stage Scan Cell Nlask Register (SCrvIR). In addition, the CSC contains sorne

comparing and masking logic.

Each stage of the above registers is implernented with a SRS, thus forming a scan­

testable shift register. The SRSs have no system inputs.

Each eSR stage is dedicated to driving one of the m 2-input AND gates used to gate

the J\tIISR inputs. The eSR is clocked with TCLK2 in synchronization with the MISR

scan-out shift dock.

The SeSR, SCMR and the compare and mask logic associated with them are used in

conjunction \Vith the sec to gate the MISR inputs during the faulty scan-cell identification.

The SeSR and SCMR are also clocked with TCLK2 in synchronization \Vith the MISR

scan-out dock.

•
During the normal operation of the MUT, the CSR is held to the aU ones value while

the NISC/sse line is held high. During diagnostic testing, the circuit in Figure 6.6 has

two modes of operation when executing the OTEs.
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• Figure 6.6: Hardware support for adaptive faulty scan-cell identification.

In the wISe diagnostic mode, the ~Ise/ssc is held high, the eSR is loaded with an

rn-bit code and a OTE is executed. The output of eSR can be thought of as the rn-bit

binary nunlber representing the label associated with the subset of scan channels involved

in a DTE. The eSR contents are held for the whole duration of a OTE, and new values

are loaded into these SRSs when the next OTE is about to commence.

The wIISR is reseted before the start of signature compaction for every OTE. The test

responses from the channels are fed to the MISR in synchronization with the channels

scan-out shift docks.

For each of the identified faulty channels, the second stage of diagnosis is executed. In

the sse diagnostic mode, the MSe/SSC Hne is heId low, and the eSR is loaded with a

l-out-of-m code word corresponding to the faulty channel being diagnosed. Test resuits

from only that channel are fed to the MISR.

The SeSR and SCMR are loaded with (lOg2 n)-bit codes, and the diagnostic procedure

described in Section 6.3.1 is executed to identify the error-capturing scan cells.

• The output of the SCSR can be thought of as a binary number representing the label
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•

associated with the subset of scan ceUs involved in a OTE. The SCMR masks-out the

don 't care bits in the SCSR label. The contents of SCSR and SCMR are held for the whole

duration of a OTE, and new values are loaded into their SRSs when the next OTE is about

to commence.

\Vith every scan shift dock, the output of the SCSR is compared with the current

scan-cell index produced by the SCC. If a match occurs, the corresponding bit from the

scan channel enters the MISR.

The TAPC supports the diagnostic process, through its SCC and TPC, in the same

manner described in Section 6.2.3. Both SSC and TPC are rcscted at the beginning of

each OTE, and are clocked synchronously with TCLK•.

6.4 Performance Analysis of the Adaptive Algorithm

The effectiveness of the adaptive algorithm is measured by the time it takes to idcntify aH

faulty scan channels or scan ceUs within a faulty channel.

Let P denotc the time complexity of applying the adaptive algorithm to a diagnostic

experiment tree T D • AIso, let NOTE be the number of test experiments required to locate

aIl faulty scan channels or scan ceUs within a faulty channel.

Each OTE has a constant overhead (~OTE) associated with the tiule it takes to execute

the BIST session, unload the compacted signature to the tester for off-Hnc analysis, and

adaptively initiate the next OTE, if the diagnosis is not complete.

Thus, the time complexity of the adaptive algorithm is equal ta:

NOTE

P= L dDTEa •

i=l

(6.11 )

Clearly, the time associated with executing a BIST session is constant. Since the amount

of time rcquired to perform the off-Hne analysis is negligible compared to the amount of

time required to execute a OTE, then ~OTEi can be assumed to be a constant. The average

diagnostic test time can thus be formulated as :

Hence, the performance of the adaptive algorithm can be measured in terms of the

number of executed diagnostic test experiments.•
Pavg = NOTEÂOTE (6.12)
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(6.13)

In the following, an analytical performance model is developed that relates the number

of OTEs to the number of faulty scan channels or discrepant scan ceUs within a faulty

channel. An upper bound and a lower bound on NOTE are developed, as weil as the

optimum IVOTE as predicted by Information Theory [156].

6.4.1 Deriving An Upper Bound on the Number of DTEs

Ta estimate the required time for diagnosis, it is assumed that TD is fully populated or

nearly so. If it is fully populated, it contains L = 1 + log2 x levels, where x denotes the

number of scan channels or scan eeUs within a channel. If T D is nearly complete (perhaps

lacking sorne terminal nodes at the last level), it must have L = 1 + flOg2 xl levels.

As mentioned in Section 6.1.1! there are 2i nodes at the i th level of T D except for the

last level. Since only half of the OTEs are actually exeeuted at each level, then

NDTE(i) = ~2i ,

• except for r(TD ), where a single OTE is executed.

Since the total number of OTEs in T D (including OTEr ) is 2x - 1, then the number of

OTEs in the last level (NOTEe.) is such that:

2x -1 =

Hence,

rIOg2 xi-l

L 2
i + NDTEe.

i=O

1 - 2rlog2 xl
1 - 2 + iVDTEe.

- 2 rIog2 xl - 1 + NDTEe. .

N - 2x 2rlog2 xlOTEe. - - .

(6.14)

(6.15)

(6.16)

(6.17)

•
Assuming that the fault multiplicity of the scan elements is J, the required number of

OTEs in the diagnostic procedure can be calculated as follows:

If f ~ ~, then clearly, NOTE = x. On the other hand, if / < ~, then the calculations

are more involved. Since the \Vorst case performance is considered here, it is assumed that

the faulty scan elements are distributed such that ail / faults at the terminal nodes of TD
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come form different parent nodes in the preceding levels. Since the last level of TD may

not be fully populated, then two cases must he examined.

F o oc f NOTEr hlrst, 1 > 2 ,t en,

1 flog2/1 flog:z xl-1 N
NOTE(f) = 1 + - L 2i + L / + DTE

L

2 i=1 i=flog2/1+1 2

1 [flOg:z /1 ]
- 1 + 2 ~ 2i

- 1 + / (rlog2 xl - rlog2 fl - 1)

+(x - 2flog2xl-l)

1 1 [1 - 2fIOg21l+1]
2 + 2 1 _ 2 + f (rlog2 xl - POg2 Il - 1)

+(x - 2flog:z x1-1 )

- 2 flog:z Il + / (pog2 xl - rlog2 /1 - 1) + x - 2flog2 x1-1

(6.18)

(6.19)

(6.20)

(6.21)

•
S d o f 1 < NOTEe hecon , 1 _ 2 ,t en,

N oTE(/)

1 flog:! f1 [log:! xl

-1+2~2i+ L /
I=L i=flog:z /1+1

2flog2 /1 + / (rlog2 xl - flOg2 Il )

(6.22)

(6.23)

Hence, the total number of OTEs that will be executed during diagnosis is bounded

by:

1

2 flog:z /1 + f (rlog2 xl - flOg2 fi )
!VOTEmax (f) ~ 2flog:z Il + f (fIOg2 xl - flog2 Il - 1) + x - 2flog2 xl-1

x

f=O
1 ~ / ~ NO;El

NOTEI / x
2 < < 2

(6.24)

. f > ~
° - 2

The maximum number of complementary OTEs is of course equal to:

NOTE~ax(f) = NOTEmax (f) - 1 . (6.25)

•
It should be emphasized that the above formulas represent an upper limit or a worse

case scenario on the nurnber of test experiments that must he executed. Oepending on the

spatial distribution of the faulty channels/cells with respect to each other in T D , the actual

number of OTEs may be weil helow this upper limit for any fault multiplicity 1 < ~.
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6.4.2 Deriving a Lower Bound on the Number of DTEs
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A lower bound on the number of test experiments can be similarly calculated. Since the

best case performance is considered here, it is assumed that the faulty scan elements are

distributed such that each pair of faults at the terminal nodes of T D come form the same

parent node in the preceding levels.

The minimum number of DTEs can be computed as follows. If1 < NO;EL
, then starting

at the last level in T D , the following number of DTEs must be executed:

•

f1og2 xl rI l
N DTE(/) = 1 + ~ 2i '

where the "1" in the above fonnula corresponds to DTEr .

Otherwise, if f > ND;EL, then,

(6.26)

(6.27)

(6.28)

Hence, the minimum number of DTEs that will be executed during diagnosis is hounded

by:

{

1 + ,,[I°g2 xl [Ll
l\l > L..Jl= L 2'

DTEmin (1) - 1 _ 2Pog2 x1- L "pog2 x -1 r'-X+2r,082 %1- 11+ x + L..Jl=l 2'

1 < NOTE,
- 2

1 > NO;E l

(6.29)

The minimum number of complementary DTEs is of course equal to:

NDTEe . (/) = lVDTE . (/) - 1 .mIn mIn (6.30)

•

ft should he emphasized that the ahove formulas represent a lower limit or a hest case

scenario on the number of test experiments that must be executed. Depending on the

spatial distribution of the faulty channels/cells with respect to each other in TD , the actual

number of DTEs may he weIl ahove this limit.
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Figure 6.7: The coding theory representation of the adaptive diagnostic process.
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•

6.4.3 Analogy Between Adaptive Diagnosis and Coding Theory

In coding theory [84, 156], the objective is to transmit messages over a noisy communication

channel efficiently. Each message is coded as a sequence of digits. The objective is to devise

a coding algorithm that results in code words with the smallest number of digits.

The coding theory representation of the adaptive diagnostic process is shown in Fig­

ure 6.7. Let f be the fault multiplicity which takes on values in :F = {fol fi, ... ,fx}. The

degenerate multiplicity fo indicates that the MUT is fault-free.

In the context of diagnosis, the MUT can be nlOdeled as an information source that

produces an event (a set of fi-tuple faults), the outcome ofwhich Zj = {XO,Xh". ,X/i-i}

is selected at random according to a probabilistic distribution.

The set {Zj }f=o are the possible outcomes of the source. This set is called the alphabet

of the source, and since it is finite, the ~lUT is a finite-alphabet source.

In general, it is known from the mathematics of combinations [157, 158] that there are

x!/[(x - fi)!fi!] distinct ways of grouping li elements out of x distinct ones. This is the

nurnber of different possible combinations of fi-tuple faults that can he chosen from a set

of x channels/scan-cells. Thus, the rvlUT produces an alphabet of size J, where,

J=(;') (6.31)

•

The ivlUT takes on one of the outcomes {zo, ZI, Z2, ... ,ZJ-l}, with probahility p(Zj).

The binary (faulty/fault-free) signature results deduced from the DTEs can be viewed

as bits in a signature syndrome word. The set of applied OTEs is sufficient in the sense that

it can identify ail possible faults in the l\tlUT, and the OTEs are assumed to be noiseless

in the sense that their outcomes are not corrupted by traditional signature aliasing.



• CHAPTER 6. ADAPTIVE BIST FAULT DIAGNOSIS 148

The analogy between the adaptive testing problem and message coding is as follows

[159, 160]: The faulty scan channels/cells in the MUT correspond to the binary messages

ta be transmitted, the adaptive algorithm is similar to the coding scheme, the sequence

of DTE results identifying the faults is similar to the message code word, and the average

length of the code word corresponds to the average number of DTEs.

The diagnostic experiment tree TD can be regarded as a prefix code [84, 156] in the

sense that if the address of a fault (corresponding to a terminal node in TD) is a codeword,

then no codeword is the prefix of another codeword.

The only difference between the two is that the adaptive testing problem is constrained

by the available DTEs, white the message coding problem has no constraints.

Without los8 of generality, assume that each DTE has unit cost. Then the expected

cost of TD is the same as the expected codeword length. Therefore finding a test tree

\Vith the minimum expected cost is the same as finding a prefix code with the minimum

expected length [152].

The solution ta the above coding problem is given by Huffman [84, 156]. The expected

• Huffman codeword length is given by the entropy (H), where,

1
H = LP(Zj) log2 -(-) .

j P Zj
(6.32)

•

Assuming that aIl J outcomes are equally likely, then the entropy of the NIUT is equal

to:
J-l 1

H - .r; p(Zj) log2 pC Zj) (6.33)

- J (~) log2 J (6.34)

- log2 J (6.35)

- log2 ( ;, ) DTEs/diagnosis . (6.36)

The average Huffman codeword length provides a lower bound on the average length

of any test sequencing algorithm including the optimal one [159, 160].

Therefore, it can be concluded using coding theory, that the minimum number of DTEs

(syndrome bits) required to Cully diagnose aH possible faulty scan elements of any multi­

plicity f must satisfy:
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H < NOTE(f) + lVOTEc (f)

< 2NoTE(f)·

Hence,

6.5 Experimental Results
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(6.37)

(6.38)

(6.39)

•

•

Evaluating the feasibility of the proposed algorithm, requires estimating the time required

to diagnose a module. The diagnosis time is proportional to the number of OTEs that must

be executed ta locate the fault-capturing scan channels/cells. To this end, several simu­

lation experiments were conducted using different numbers of scan elements and various

fault rnultiplicities. This section reports the experimental results .

These experiments \Vere also used to validate the analytical performance bounds, de­

veloped in Section 6.4.

In order to analyze the effectiveness of the adaptive algorithm, it is necessary ta define

a rnetric of the Diagnostic Efficiency (DE).

The efficiency of the adaptive scheme is a function of the ratio of executed OTEs to

the nurnber of scan elements. Analytically,

DE = (1 - N~TE) x 100% ~ (6.40)

where x is the number of scan channels or scan cells within a faulty channel.

This metric reflects more accurately the savings in the diagnostic effort provided by

the adaptive algorithm as compared to the bottom-line solution for which the number of

OTEs is always equal to x.

6.5.1 Experimental Setup

For an exact performance evaluation of the adaptive algorithm, aIl possible combinations

of faults of multiplicity f that can he chosen from a set of x scan channels/ceIls, must be

simulated.
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There are many problems with this approach. First of aH, for practical scan sizes and

fault multiplicities, the number of possible combinations is exponential in nature and can

expIode easily for even relatively small x and f. The number of such combinations is equal

to:

J=(;) (6.41)

Second, due to the dimension of the problem, the run time of the simulations increases

exponentially, from a few days to weeks on a Sun SPARC-20 machine, and requires eoor­

mous CPU rcsources.

To cope with this complexity, the possibility of computing approximate diagnostic

metrics was explored. The approximate measures use random Jault sampling.

In random fault sampling, the complexity of an exhaustive fault simulation is contained

to a randomly selected, small subset of aIl possible combinations of f-tuple faults that can

be chosen from a set of x scan elements.

• Let j be the number of randomly generated faults for a given multiplicity fi. Theo,

for each simulation experiment, the computed diagnostic metrics correspond to an average

val ue taken over the simulated fi-tuple faults.

Thus, the average number of OTEs is approximately equal to:

N
Lj NDTE,j

DTE::::::: .
J

and the average diagnostic efficiency is given by:

(6.42)

(6.43)

•

It can he shown using probability theory [122] that IINDTE - NDTEII is very small with

a very high prohability. Hence, random simulations can he used as an effective way of

rncasuring the performance of the adaptive algorithm.

The adaptive algorithm \Vas simulated with a C program. The program reads the

number of scan elements (x), the maximum fault multiplicity (f), and the number of

faul ts to he randomly generated and evaluated (j).
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•

For each fault multiplicity, the erroneous scan elements were chosen by having a gen­

erator of uniformly distributed pseudorandom numbers between 0 and x - 1 invoked as

many times as required to obtain an fi-tuple with distinct entries.

The random generator used was the Unix© erand480, which returns a pseudorandom

value between 0 and 1. This value is multiplied by x and then rounded off to the c10sest

integer to obtain the index of the erroneous scan element.

The experiments were repeated for different oumber of scan elements. For simplicity

and exactness of results, the values of x were chosen to be an integer power of 2.

The program calculates the average number of OTEs required to diagnose each mul­

tiplicity of faults li up to f. It also reports the minimum number (NOTEmiJ and the

maximum number (NOTEmaJ of test experiments for each multiplicity fi' The effect of

signature aliasing was neglected in these experiments.

The entropy of TD is also reported as a measure of the diagnostic complexity, and a

theoretical lower bound on the average number of OTEs.

Finally, the theoretical bounds on the number of OTEs (lV6TEmax and N6TEmin)' devel­

oped in Section 6.4, are also evaluated for the same data.

AlI of the reported numbers do not include the extra diagnostic test experiment DTEr .

Since x is chosen to be an integer power of 2, the average number of complementary

OTEs (NDTEe ) is equal to NOTE, and so it is oot explicitly evaluated.

1t should he mentioned that the simulation program does not build TD explicitly. The

sirnulation complexity and memory requirements of such approach is enormous, making the

simulations only practical for small x. Instead, a fault look-up table is used, which lists the

relative distances of the faulty scan elements to element Q. Finding the required number of

OTEs then reduces to adding the relative distances of the erroneous channels/cells within

a gencrated Ji-tuple fault.

The simulation prograIn can be summarized by the following pseudo-code:

Procedure 6.5.1 Performance Evaluation of the Adaptive Algorithm:

1. Read x, /, and j

• 2. Create a fault look-up table.
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3. Calculate the relative distances in the fault table.

4· For ail fault multiplicities fi up to f:

(a) Calculate the entropy H ofTD •

(b) Calculate the theoretical bounds NfiTEmax and N6TEmin'

(c) For aU j faults to be simulated:

z. Generale a random fi-tuple fault.

ii. Calculate NDTE,j using the fault table.

iii. Report NOTEmaxJ and lVoTEmin,j.

(d) Calculate the average number of DTEs:

i\T Lj NOTE,j
1YOTE ~ .

J

(e) Calculate the average diagnostic efficiency:

6.5.2 Choosing the Simulation Variables

152

(6.44)

(6.45)

The number of scan elements simulated in the experiments were chosen between 128 and

8192. These sizes are practical and fit weU \Vith the sizes reported in the literature. For

example in [381, the number of scan channels varied from 1 to 13. The number of scan

cells within a channel varied from a minimum of 213, to a maximum of 6165 in 13 chains.

In [161], the length of the chain used was 8000 bits.

The fault multiplicities in our experimeots were bounded by 1 ::; f < 1024. These

numbers where choseo based on the fact that for most circuit nodes, a defect cao only

affect a limited number of scan ceUs [38]. However, global circuit nodes, such as reset or

dock, can still affect a large number of scan ceUs. The upper bouod on f cao be easily

determioed by aoalyzing the structure of the MUT.

The experimental results presented in [38] show that a smaU f can usuaUy achieve

a reasonable high coverage. A good example is the s38417 of the ISCAS89 benchmark

• circuits, which contains 2048 scan ceUs. In this circuit, 99.54% of the circuit nodes can
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me. 'R

1 7.0000 7.0000 7 7 7 7 94.5312

2 12.9886 12.0550 13 13 7 7 90.5820

4 23.3467 20.4718 23 23 8 8 84.0064

8 40.3788 33.6979 39 39 17 II 73.6735
16 66.3391 53.2569 63 63 35 18 58.3930

32 100.2213 79.5924 92 95 61 33 37.8184

64 124.1714 109.1712 121 127 94 64 14.7100

[]] H 1 NOTE 1 NOTEm... 1 N'ôTE 1 NOTEmin 1 N'ôTE...· 1 %DE D

Table 6.1: Simulation results for x = 128, and j = 100000.

•

affect at most. 10 eeUs if any of them fails. These results were obtained assuming the

existence of a single defect on a single circuit node.

ivloreover, it was shawn that with f = 10, the coverage ranged from 81.37% ta 99.54%

for many industrial and ISCAS89 benchmark circuits. For f = 20, the coverage varied

from 86.94% ta 99.54%. For f = 40, the coverage ranged from 88.10% ta 99.91%. "Vith

f :s; 80, the coverage varied from 94.82% to 100%. For more experimental results, refer to

[38].

Finally, a maximum of 100000 faults where simulated for each fault multiplicity. It cao

be shawn using probability theory [122] that such a number is sufficient for the simulation

sizes above.

6.5.3 Simulation Results

The simulation experimeots were conducted on a Sun SPARC-20 station with 256~1 of

RANI, using the above simulation variables.

Tables 6.1- 6.7 contain a summary of these experiments and the comparison between

the simulated results and those obtained analytically from Equations 6.24, 6.29, and 6.36.

• Examining the above tables, the fol1owing can be eoncluded:
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J H NOTE NOTEmlUl NbTErn... NOTEmin NT %DE
OTE~;n

1 8.0000 8.0000 8 8 8 8 96.8750

2 14.9943 14.0291 15 15 8 8 94.5196

4 27.3810 24.3589 21 27 12 9 90.4848

8 48.5414 41.2508 41 47 26 12 83.8864

16 83.0595 61.1855 79 79 49 19 73.5212

32 135.4192 106.9981 122 121 84 34 58.2036

64 203.5669 159.7950 111 191 136 65 37.5800

128 251.6128 219.0796 235 255 198 128 14.4220

Table 6.2: Simulation results for x = 256, and j = 100000.

J H NOTE NOTEmlUl N6TE...... NoTEmin NT %DE
OTE~;n

1 9.0000 9.0000 9 9 9 9 98.2421

2 16.9971 16.0213 11 17 9 9 96.8108

4 31.3980 28.2753 31 31 13 10 94.4174

8 56.6215 48.9855 55 55 31 13 90.4325

16 99.4082 82.8402 94 95 60 20 83.8202

32 168.9095 135.9931 155 159 107 35 73.4388

64 274.0136 214.4801 237 255 182 66 58.1093

L28 410.7551 320.1423 346 383 287 129 37.4122

Table 6.3: Simulation results for x = 512, and j = 100000.

J H NOTE NoTEm&x N6TE........ NDTEmin N6TE~;n %DE

1 10.0000 10.0000 10 10 10 10 99.0234

2 18.9985 18.0040 19 19 10 10 98.2417

4 35.4065 32.2422 35 35 17 11 96.8513

8 64.6612 56.8223 63 63 31 14 94.4509

L6 lL5.5799 98.3020 110 III 74 2L 90.4002

32 201.6306 166.0285 186 19L 136 36 83.7863

64 341.1039 272.3316 302 319 233 67 73.4051

L28 551.8796 429.4989 464 511 384 130 58.0567

256 825.6300 640.8851 619 761 601 257 37.4136

Table 6.4: Simulation results for x = 1024, and j = 100000.

f H NOTE NOTEm&>< NÔTErnAX NOTEmin NT %DE
DTE~;n

L Il.0000 11.0000 11 11 11 11 99.4629

2 20.9992 20.0037 21 21 11 11 99.0232

4 39.4108 36.2230 39 39 19 12 98.2313

8 72.6810 64.7391 71 71 41 15 96.8389

L6 131.6651 113.9431 126 127 89 22 94.4364

32 233.9855 196.9139 218 223 161 37 90.3851

64 406.5697 332.4824 362 383 292 68 83.7655

128 685.9899 545.1437 588 639 497 131 13.3817

256 1101.9900 859.3920 911 1023 802 258 58.0315

512 1655.8791 1282.5091 1337 1535 1225 513 31.3775

Table 6.5: Simulation results for x = 2048, and j = 100000.

154
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1 %DE ~1 N OTErnin 1 N[,TEH
m •• m'A

1 12.0000 12.0000 12 12 12 12 99.7070

2 22.9996 21.9920 23 23 12 12 99.4631

4 43.4129 40.2433 43 43 28 13 99.0175

8 80.6909 72.6731 79 79 53 16 98.2258

16 147.7075 129.7308 141 143 110 23 96.8327

32 266.1615 228.2099 247 255 193 38 94.4285

64 471.2910 394.0825 422 447 351 69 90.3788

128 816.94.52 665.2962 706 767 619 132 83.7574

256 1376.2604 1090.5093 1142 1279 1033 259 73.3762

512 2220.7102 1719.6274 1782 2047 1650 514 58.0169

1024 3316.8768 2565.4072 2645 3071 2490 1025 31.3680

Table 6.6: Simulation results for x = 4096, and j = 100000.

•
f H NOTE NOTEmlUl: NT NOTEm •n

NT %DEOTE....." DTE"" n

1 13.0000 13.0000 13 13 13 13 99.8413

2 24.9998 23.9936 25 2.5 13 13 99.1071

4 41.4139 44.1704 47 47 31 14 99.4608

8 88.6958 80.6544 81 87 62 17 99.0155

16 163.7287 145.5745 157 159 121 24 98.2230

32 298.2492 259.7043 280 281 224 39 96.8298

64 S35.6488 456.6789 488 511 413 70 94.4253

128 946.3993 788.3324 834 895 735 133 90.3768

256 1638.1941 1330.7112 1386 1535 1263 260 83.75.52

512 2757.3007 2182.0434 2255 2559 2082 515 13.3637

1024 4446.6503 3439.2397 3522 4095 3345 1026 58.0111

Table 6.7: Simulation results for x = 8192, and j = 100000.

•
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1. The average number of required diagnostic test experiments increases/decreases with

the increase/decrease in the fault multiplicity, relative to the number of scan elements.

2. The average number of test experiments is upper-bounded by the entropy function

H. Combining this fact \Vith Equation 6.39, then,

(6.46)

(6.47)

•

Hence, the entropy function can be effectively used to obtain both an upper and a

lower bound on the average number of required DTEs.

3. The simulation results confirm very strongly the validity of the developed analyt­

ical bounds for estimating the maximum and minimum number of diagnostic test

experiments required for a complete diagnosis.

4. A high diagnostic efficiency is achieved over a \Vide range of fault multiplicities. The

reduction in the number of BIST sessions, obtained \Vith the adaptive algorithm,

represents great savings in the diagnostic effort over the straightforward bottom line

solution. Indeed, the simulation results indicate that for aIl values of f that can be

cansidered practical, the scan elements being in error can be correctly ideotified in a

number of test experiments \Vhich are ooly 1%-63% of x.

For instance, for a 8192-bit scan channel containing 1024 discrepant scan ceUs, in

arder to diagnose any l024-tuple of faulty scan ceUs with a 100% diagnostic resolution,

the average number of OTEs is on!y 42% of the total number of cells in the channel.

5. It is clearly evident that the average diagnostic efficiency is a strong function of the

ratio of discrepant scan channels/cells to the total number of scan elements.

In light of the last point, it is of interest to determine the relation between the num­

ber of scan elements and the average number of test experiments required ta locate any

multiplicity of faults.

Ta this end, the simulation results were analyzed in the log2-domain. Using simple

numerical analysis, it was concluded that the expected diagnostic efficiency cao be approx-

• imated by:
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Figure 6.8: The expected diagnostic efficiency as a function of f / x.
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•
(6.48)

whcre Q = 4.5104079, {3 = 0.5626896, and 'Y = -log2 (?) .
A plot of DE is shown in Figure 6.8. The figure strongly supports the viability of the

adaptive algorithm as a practical BIST fault diagnosis technique.

Using Equation 6.40, the expected nunlber of DTEs required to diagnose x scan ele­

ments containing f erroneous ones is equal to:

N DTE ::::::: x(l- DE)

- x (1 - 2-atP
)

x (1 _2-[(4.5104079)(0.5626896) - 1·'2U)])

(6.49)

(6.50)

(6.51)

•

It should be emphasized that the above approximations hold for any fault multiplicity

f ::; ~. For example, for x = 256, the results are presented in Table 6.8 for different l,
-T - T

where N DTE and DE correspond to Equations 6.51 and 6.48, respectively.

Clearly, the simulation results yield very close values to the ones predicted by Equa­

tions 6.48 and 6.51 for f ::; 0.4 x. These formulas, because of their simplicity, can be

employed to quickly asses the required diagnostic effort, and the effectiveness of adaptive

BIST fault diagnosis.
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[TI NOTE 1 N~TE 1 %DE 1 %DE'

5 28.9374 28.8150 88.6963 88.7441

11 52.0365 52.5340 79.6732 79.4789

38 118.8951 121.3283 53.5566 52.6061

57 150.1600 151.8327 41.3437 40.6903

86 185.2071 183.7341 27.6535 28.2288

117 211.6998 205.9829 17.3050 19.5379

Table 6.8: Simulation vs. analytical results for x = 256, and j = 100000.

6.6 Concluding Remarks
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•

In summary, the adaptive algorithm was presented in this chapter as an alternative BIST

diagnostic technique.

A theoretical model of the algorithm was developed that bounds the number of di­

agnostic test experiments depending on the expected number of faulty scan char.nels and

discrepant scan cells within a faulty channel. The yielded bounds, because of their simplic­

ity, cao be employed directly to asses the effectiveness of adaptive diagnosis and estirnate

the diagnostic effort. The analytical model \Vas validated by a series of extensive simulation

experiments.

The proposed algorithm employs a simple selection hardware which can be easily in­

tegrated in different BIST environments. It also uses signais from hardware components

that can be shared with the normal BIST circuitry.

The algorithm improves the quality of BIST diagnosis. Subdividing the diagnostic pro­

cess into a series of guided BIST sessions, with different compaction arrangements, reduces

the probability of detective fault aliasing in consecutive BIST sessions, thus increasing the

effective coverage of BIST.

The proposed algorithm also allows for flexible tradeoffs between the diagnosis time

and the diagnostic hardware overhead.

Compared to the hardware overhead with recurring silicon cost for every manufactured

module, the diagnosis time expenditure is just a one time cost applied ooly for the faulty

wIUTs that require diagnosis [38}. Such expenditure is significantly less than the labour­

intensive development cost for the traditional fault diagnosis techniques.

The diagnosis time cao he further reduced if more hardware overhead is allowed. Usiog

• multiple sets of the diagnostic hardware allows for a parallel diagnosis thus reducing the
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diagnosis tirne. For example, using two sets of CSC and splitting the NIISR during diag­

nosis, reduces the diagnosis time by half. The length of splited MISRs must be sufficient

to yicld a satisfactory detective fault aliasing probability.

The adaptive algorithm can also be extended to diagnose faults in a multiple frequency

environment. For example in telecommunication applications, modules are often designed

to operate at different frequencies in order to save power, reduce electro-magnetic interfer­

encc, and reduce silicon area [63].

In snch modules, each scan chain might operate from a separate dock domain. In

practice, several chains are likely to share the same clock [63].

For the multiple frequency BIST described in [13, 63], the algorithm can be easily

extcnded to this environment by using different copies of the diagnostic hardware, one for

each frequency domain. If the hardware overhead is not acceptable, then a single copy of

the diagnostic hardware can be used if the scan domains are diagnosed one at a time.

Finally, it must he mentioned that the adaptive algorithm works in any BIST environ­

ment that employs a linear compactor which preserves the empirical signature relations

• developed in Section 5.3. The algorithm may also provide significant savings with non­

linear compactors as long as the total number of test experiments NOTE + lVDTEc is srnaller

than the total numher of scan channels or scan cells within a faulty channel.

•



•

•
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Chapter 7

Non-Adaptive BIST Fault Diagnosis

In this chapter, another fault diagnosis algorithm is developed that can be used for the

non-adaptive identification of the fault capturing scan channels/cells in a GSTUMPS-like

module.

In this algorithm, the multiplicity of the faulty scan elements is fixed. An upper limit

on this multiplicity is pre-assumed.

By incorporating the non-adaptive diagnostic scheme into the GSTUMPS architec­

ture~ cornmon sources of defects can be identified in a series of diagnostic BIST sessions,

cornbined \Vith the post-diagnosis analysis described in Chapter 8.

The non-adaptive technique prescribes to the principle of elimination. It guarantees

the identification of an erroneous scan elements. However, the algorithm may also produce

sorne extra lalse alanns. If the actual number of faulty scan elements is greater than the

assumed upper limit, the generation of false alarms is definite. It will be shown that the

nurnber of such alarms can be controlled at the expense of more diagnostic test time.

The non-adaptive algorithm has the advantage of minimizing the tester socket-time as

compared to the adaptive algorithm which minimizes the number of executed diagnostic

test experiments. It also allows for a high diagnostic resolution combined with the ability

to tradeoff the quality of diagnosis for diagnosis time.

Like the adaptive algorithm, fault isolation is done by additional hardware, combined

\Vith sorne basic diagnostic software support. The non-adaptive technique also employs

the concepts of signature superposition, thus requiring a minimal number of reference

signatures to he stored. Hence, the computational space and time for fault isolation are

160
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reduced substantially.

The proposed scheme does not assume any specifie fault model and thus, it cao diagnose

aIl voltage-detectable faults, including delay faults [3], irrespective of their multiplicities.

Several measures have been defined to quantify the diagnostic effectiveness of the al­

gorithm. Simulation experiments with various modules, having different number of scan

channeis/cells and assuming different number of error-capturing scan elements, have been

used to quantify the performance of the non-adaptive algorithm.

In Section 7.1, the general concepts of the non-adaptive algorithm are described. An an­

alytical model of the algorithm is developed in Section 7.2. The selection of scan elements

to be observed in each diagnostic test experiment is explained in Section 7.3. Section 7.4

describes the details of identifying the fault-capturing scan channels and the required di­

agnostic hardware. Section 7.5 extends the algorithm to diagnose the faulty scan ceUs,

and provides the needed diagnostic hardware. The performance of the non-adaptive algo­

rithm is analyzed in Section 7.6. FinaHy, Section 7.7 reports the experimental results and

validates the predicted analytical performance.

7.1 Principles of the Non-Adaptive Algorithm

In this section, the general principles and concepts of non-adaptive diagnosis are presented.

Like the adaptive approach, the non-adaptive algorithm has two modes of operation.

In l'lISe mode, the algorithm is employed to identify the faulty scan channels. Each of

the identified faulty channels becomes the subject of diagnosis in SSC mode, where the

discrepant scan cells within each of the identified channels are located. The algorithm is

assumed to be implemented in system diagnostic software.

The complete process of diagnosis consists of a number of test experiments. The al­

gorithm is non-adaptive in the sense that aH test experiments are predetermined before

starting the diagnosis process, assuming a certain fault multiplicity (f).

The OTEs are executed in a sequential manner, and their results are analyzed at the

end of the diagnosis process to determine aIl faulty scan elements of multiplicity f or less.

The value of f cao he determined by analyzing the MUT structure under certain fault

model(s) .
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The off-line reasoning analysis used with non-adaptive diagnosis is based on the prin­

ciple of elimination (divide and conquer).

Each OTE identifies the possibly faulty or fault-Cree scan elements by examining the

cornpacted signature. If the signature produced by a set of scan elements is error-free, ne­

glecting the controllable impact of traditional signature aliasing, then aIl of these elements

can be declared fault-free and can be eliminated from further analysis. This restricts the

search for the discrepant elements to the remaining scan elements.

On the other hand, if the compacted signature is erroneous, then at least one of the

observed clements is corrupted by a fault. This continues until aIl DTE results are analyzed.

Once the post-test reasoning analysis is complete, the set of scan elements whose status are

not determined to be error-free are considered to be erroneous scan element candidates.

The diagnostic information needed for the off-Hne reasoning analysis is maintained in

the form of a list of fault-free signatures, one for each OTE. Like the adaptive algorithm,

only the reference signatures of the scan ceUs are actually generated. AIl other signatures

are obtaincd from the latter ones using the principle of signature superposition and the

analytical results developed in Section 5.3.

Due to its non-adaptive nature, the algorithm is subject to diagnostic aliasing. Diag­

nostic aliasing can manifest itself in two forms.

First, it is possible for the algorithm to falsely declare error-capturing scan elements as

being fault-free. This is similar to the type-l aliasing defined in [111]. Since the set of ail

diagnostic test experiments is guaranteed to involve aIl scan elements, the identification of

the faulty ones is guaranteed. Hence, the probability of such aliasing is zero, neglecting

the effects of traditional signature aliasing.

Second, it is possible for the algorithm to falsely declare error-free scan elements as

error capturing ones. In this case, the list of candidate faulty scan elements is a superset of

the list of actual failing ones. Thus, the candidate list includes good scan elements as weIl

as failing ones. This can happen if the actual number of failing elements is greater than

the assumed J, or the executed OTEs are not sufficient Cor a complete diagnosis. This type

of aliasing is similar ta the type-2 aliasing defined in [111].

A type-2 aliasing is not severe in the sense that a post-diagnosis analysis, with classical

diagnostic methods, will reveal that no errors were captured at the good scan elements

identified as being faulty. Thus, they can be classified as false alarrns. However, the

number of produced false alarms will directly impact the amount of time spent in the
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post-diagnosis analysis, in order to isolate the exact cause of a failure.

Hence, the scan elements in each diagnostic test experiment must be selected such

that the maximum number of fault-free ceUs can be eliminated. This in turn will reduce

the number of faise alarms. The possibility of such alarms is explored statistically in

Section 7.6, and is then verified with simulation experiments in Section 7.7.

7.2 Analytical Model of Non-Adaptive Diagnosis

In this section, an analytical model of the non-adaptive diagnosis process is developed. It

relates the number of test experiments to the number of faulty scan channels or discrepant

scan eeUs within a faulty channel.

The proposed model deeides the subset of scan elements that must be made observable

to the MISR in each OTE. In this model, the complete process of diagnosis consists of

executing a number of Diagnostic Test Experiment Groups (DTEGs). Eaeh DTEG eonsists

of "b" test experiments that capture test responses from disjoint subsets of scan elements.

Thus~ each scan channei/cell is associated with a single OTE for any givcn OTEG.

Clearly, the finest diagnostic resolution can be obtained with a reasonable diagnosis

time, provided that the partitions provided by the DTEs in different DTEGs are orthogonal

in nature.

\rVithout loss of generality, it is assumed that the number of scan elements associated

\Vith each DTE is approximately x/b, where x is the total number of scan elements.

The non-arlaptive diagnostic procedure has the following properties:

• During each DTEG, every scan element is assigned an integer label bi ,

where 0 ~ bi < b.

• During DTEi , only the scan elements with a label matching bi , are made observable

to the MISR.

• Once the whole set of "b" OTEs are exeeuted, a new OTEG is generated correspond­

ing to a new partition of the scan elements, until aIl DTEGs are applied.

Theorem 7.2.1 The average number of scan eiements (XEFc) that can be declared as

error-free, after executing a single diagnostic test experiment group, is given by [162J:
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(7.1)XEFc = X (1 _~) f ,

where f is the maximum number of scan elements affected by a fault, b is the number of

test experiments in the group G, and x is the number of scan elements.

Proof: As assumed previously, the average number of scan elements involved in any

DTE is approximately x/b. If none of them capture errors during test, then aIl x/b scan

elements can be declared as error-free. On the other hand~ if the OTE involves at-Ieast a

single discrepant scan element, then none of the x/b elements can be declared as error-free.

Let p be the probability that a OTE does not involve any error-capturing scan elements.

Then, 1 - p is the probability that a OTE involves at-Ieast a single discrepant scan element.

Let f be the maximum number of scan elements that can be affected by a fault during

any DTE. Assuming a uniform probability distribution, then p cao be expressed as the

ratio of aIl possible distinct (i )-element combinations, that do not contain any of the fault-

• capturing scan elements, to the number of aIl possible distinct (~)-element combinations

choscn from ail x scan elements. Thus,

•
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(X- f )

x/b
(7.2)p -

(X~b )
(x - f)!/(x - f - x/b)!(x/b)!

(7.3)
x!/(x - x/b)!(x/b)!

(x - J)! [(X - X/b)!] (7.4)-
(x - f - x/b)! x!

(x - J)! [(X - f - x/b)! n{:ol(x - i - X/b)] (7.5)
(x - f - x/b)! (x - f)! nf':-oL(x - i)

nf~ol(x - i - x/b)
(7.6)- nf-Le ")Î=O X - t

- rî[x - i - X/b] (7.7)
Î=O x - l

• 1-1 [X - i x/b ] (7.8)- II ---
. x-i x-i1=0

1-1 [ X]
- II 1- " (7.9)

Î=O b(x - 1)

Since x» fin practical real-life modules, then x/ex-il ~ 1, where 0 ~ i < f. Thus,

(7.10)

(7.11)

The expected number of scan elements (fiEF) that can be declared as errar-free after

executing a single DTE is equal ta:

•
X

XEF b x P + 0 x (1 - p)

- ~(l-D' .
(7.12)

(7.13)
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Figure 7.1: The probability P(XEFc) as a function of f and b.
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Since the b OTEs in a test group are mutually exclusive in terms of the scan elements

they involve, then the average number of scan elements that can be declared as error-free

after êxecuting a single group is equal ta:

XEFC - b X XEF

_ x (1- ~)f

(7.14)

(7.15)

Hence the theorem is proved o.

It is interesting to note that Equation 7.15 has the form XEFc = x . P(XEFc)' where

P(XEFc) = (1 - lib)! is the probability that a randomly chosen scan element will be

declarcd error-frec after executing a single DTEG. A plot of P(XEFc) is shown in Figure 7.1.

Clearly, P(XEFc) increases as the Ilumber ofexecuted DTEs per group is increased, and

decreases as the number of discrepant scan elements increases.

• As stated in Section 7.1, the scan elements in each test experiment must be selected
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such that the maximum number of fault-free elements can he eliminated. A diagnostic test

experiment that achieves the maximal fault resolution is said ta he an optimal OTE.

Theorem 7.2.2 The average number of scan elements (XEF) that can be declared as error­

free, after executing a single optimal diagnostic test experiment, is maximized for b = f + l,

where f is the maximum number of scan elements affected by a fault, b is the number of

diagnostic test experiments in the group, and x is the number of scan elements [162].

Proof:

In arder ta maximize the average number of scan elements that cao be declared as

error-free, after executing a single OTE, XEF must be differentiated with respect to band

equated to zero. Let,

•
o aXEF

ab

- :b[~(l-if]

- -;(1-i)!+;(1-if-1(f)
_ ;(l-~)!-I[f-(l-~)]

; (l-~f-l [1;1_ 1]

(7.16)

(7.17)

(7.18)

(7.19)

(7.20)

Sincc x, f > 0 and b > 1, then,

/+1_ 1 =0
b

and b = f + 1.

(7.21)

•
In arder to check that b = f + 1 results indeed in a maximum, the second derivative of

XE F lnust be taken \Vith respect to b:
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(7.22)

(7.23)

Substituting b = f + 1 into the second derivative and noting that x, f > 0,

éPXEFI x(f+l) (1 1 )/-1

8b2
b=1+1 - (f + 1)4 f + 1

x (f) 1-1
(f + 1)3 f + 1

< 0 .

(7.24)

(7.25)

(7.26)

Hence~ b = f + 1 indeed results in a ma..~mum, and the theorcm is proved O.

The last theorem constitutes the basis on which the selection of scan elements in each

• DTE is done. The generation of such OTEs is considered next.

7.3 Non-Adaptive DTE Generation

•

In this section, a systematic method is presented for selecting the scan elements involved

in each diagnostic test experiment.

For the sake of simplicity, assume for the moment that the total nurnber of scan elements

x is an integer power of b = f + 1, i.e., x = b9 for sorne integer g ~ 1. Thus, the number

of scan elements associated with each DTE is exactly equal to i.
During each DTEG, every scan element is assigned an integer label bi, 0 < bi < b.

DTE i involves aH scan elements with a label matching bi.

The problem that must be solved is that of assigning labels to the scan elements in

each group, such that the OTEs in different groups are orthogonal in nature. This allows

an optimum diagnostic resolution to be achieved with a minimal number of test groups.

The label assignment problem is analogous ta that of devising a code. Accordingly,

sorne basic terminology and definitions are gjven first. The terminology and notations

used are similar to those used in Coding Theory [84].
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Definition 7.3.1 A set is an arbitrary collection of elements, without any predefined op­

erations between the set elements. A set is characterized by its cardinality, which is defined

as the number of elements contained in it.

Corollary 7.3.1 The integers {a, 1, ... , b - 1} form a set 8 with cardinality [81 = b.

Definition 7.3.2 A commutative group is a set of elements g on which the binary opera­

tion ® is defined. The operation must satisfy the following requirements:

1.

2.

3.

4·

• 5.

Commutativity: for all Ui, Uj E g, Ui ® Uj = Uj ® Ui·

Identity: there exists 1 E g such that Ui ® 1 = 1 ® Ui = Ui for ail Ui E g.

Inverse: for aU Ui E g there exists a unique element U;l E g such that Ui ® U;l =
'U;l ® 'Ui = J.

•

Theorem 7.3.1 The set 8 = {a, 1, ... ,b-l} forms a commutative group of order b under

modulo-b integer addition for any positive integer b.

Proof: First, closure is assured by the modularity of the additive operation. Since

integer addition is associative and commutative, then mod - b addition is also associative

and commutative. The identity element in 8 is clearly o. Finally, the mod - b inverse of

an element bi is the integer b - bj, and the theorem is proved o.

Definition 7.3.3 Two integers Ui and Uj are said to be in the same equivalence cluss

mod-iv[ addition, if Ui can be written as Ui = ukNf + Uj for sorne integer Uk.

Elements in an equivalence class mod - Nf are equivalent in the sense that anyelement

in a given class can be substituted for any other element in the same class without changing

the outcome of a mod - M operation. Equivalence classes of integers are usually labeled

\Vith their smallest constituent nonnegative integer.
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Corollary 7.3.2 Addition modulo-b groups the set of scan elements X = {O, 1, ... ,x -1}

into b distinct classes with cardinality 1il, where x = fil. Each class has an integer label bi

associated with il, where 0 ~ bi < b.

Theorem 7.3.2 The set B - {O} = {l, 2, ... , b - 1} forms a commutative group of order

(b - 1) under modulo-b multiplication if and only if bisa prime integer.

Proof: Nlultiplication mod - b is performed over integers in the same manner as

mod - b addition. The result of a regular integer multiplication operation is divided

by the modulus b, and the positive remainder is retained as the result of the modular

nlultiplication.

The modular multiplication operation derives its commutativity and associativity from

those of regular integer multiplication. The multiplicative identity is clearly 1. However,

closure and the existence of an inverse for aIl elements, is only guaranteed if b is prime.

If b is not prime, then there exists distinct bi, bj E B - {O} such that 1 ~ bù bj < band

bibj =0 mod b. Thus, closure is not satisfied. On the other hand, if b is prime, then there

cannot be such pair of elements and closure is satisfied.

Furthermore, gjven an element bi E B - {O}, the products {bi · 1, bi ·2, ... ,bi . (b - 1)}

must be distinct. Otherwise, bibj = bibk , implying bi(bj - bk ) = 0 ft B - {Ole Since the

Cb - 1) products are distinct, one of them must be equal ta the multiplicative identity "1",

thus assuring the existence of inverses for aIl bi E B - {O} o.

Corollary 7.3.3 Multiplication modulo-b groups the set of scan elements X = {O, l, ... ,x­

l} into b distinct classes with cardina lity 1il, where x = fil. Each class has an integer label

bi associated with il, where 0 ~ bi < b.

The last corollary follows from the fact that the (b - 1) products {Xi· 1, Xi . 2, ... ,Xi·

(b - 1)} are distinct. Combining Corollary 7.3.2 and Corollary 7.3.3, it is clear that in

any diagnostic test experiment group, mod - b addition and multiplication can be used

to obtain the partitions of scan elements associated with each of its b test experiments.

vVhat remains to be determined is a systematic way of obtaining distinct DTEGs that

are orthogonal in nature. To this end, additional mathematical background needs to be

established first .
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Definition 7.3.4 Let F be a finite set of elements on which the two operations ® and 0

are defined. :F is said ta be a Galois Field of order IFI (GF(lF1)L if and only if:

1. :F forms a commutative group under ®. The ® identity element is labeled "0".

2. :F - {D} forms a commutative group under 0. The 0 identity element is labeled "1".

3. The operations ® and 0 distribute: Ui 0 (Uj ® Uk) = (Ui 0 Uj) ® (Ui 0 Uk)·

Theorem 7.3.3 The set 8 = {O~ 11 •• , ~ b - I}, where bisa prime, forms the field GF(b)

under modulo-b addition and multiplication.

Proof: By Theorem 7.3.1, the set B = {O, 1, ... ,b - 1} forms a commutative group

under mod - b addition. By Theorem 7.3.2, the set B - {O} forms a commutative group

under mod - b multiplication. Finally~ the two operations distribute in integer arithmetic,

and the theorem is proved o.

Definition 7.3.5 Let V be the set of elements called vectors, and :F a field of elements

called scalars. Let &0+" denote the vector addition operation, that maps pairs of veetors

Vi, Vj E V into a veetorvk = Vi+Vj E V. Let "." denote the scalar multiplication operation,

that maps a scalar Ui E :F and a veetor v j E V into another vector Vit = Ui . v j EV. V is

said ta form a vector spaee over F, if the following conditions are satisfied:

1. V forms a commutative group under the operation "+".

2. For any element Ui E :F and Vj E V, Ui . Vj = Vit E V.

3. The operations "+" and &&." distribute: Ui·(Vj+Vk) = Ui·Yj+Ui"Yk, and (Ui+Uj)·Vk =
Ui . Vk + Uj . Vit.

5. The multiplicative identity "1 " in :F aels as a multiplicative identity in scalar multi­

plication. Thus, for ail Vi E V, 1 . Vi = Vi.

Theorem 7.3.4 Let g be the set of aIl x-tuple vectors gi =< 9i,01 9i, h ... 1gi,x-l >, where

o ::; 9i.j < b. g forms a veetor spaee over B = {D, 1, ... 1 b - 1} under mod-b addition and

multiplication, for aIl prime b.
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The proof of the above theorem is trivial and follows directly from Theorem 7.3.3 and

Definition 7.3.5.

Definition 7.3.6 Two h-tuple vectors r Vil Vj E V are said to be orthogonal if their inner

product, Vi . Vj = EZ:J Vi,k • Vj,k, is equal to zero.

Theorem 7.3.5 The set of vectors {gi} in the space g, each having ~ elements associated

with every bk E B, fonns an orthogonal subspace.

Proof: The proof is trivial and follows directly from the properties of modular addition

and multiplication. It must he shown that the inner product of any pair ofvectors gj, gj E 9
cquals zero. The inner product is equal to:

However, since gi, gj are assumed to have exactly ~ elements associated with each

bk E B, thcn the set {(gi,l . gj,l) mod b} will also have exactly f elements associated with

cach bk E B. Since x was assumed at the beginning of this section to be an integer power

of b, x = b9 for sorne integer g ~ 1, then,

•
gi . gj = [I: (Yi,l . Yj,l) mod b] mod b.

l=O

(7.27)

•

gi· gj L~Gobk ) modb] modb (7.28)

- L~ (1,0-10 bk ) mod b] modb (7.29)

- L~o] modb (7.30)

- 0 o. (7.31)

Recapping aIl the results obtained thus far, the partitions of scan elements associated

with each of the b diagnostic experiments in any test group can he obtained using mod - b

addition and multiplication over the entire set of scan elements (x). If the number of scan

clements is an integer power of b, then different test groups have an orthogonal number of
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scan elements in common. \Vhat remains to be determined is a systernatic way of obtaining

these groups.

The operations defined in vector spaces allow one to compute linear combinations of

vectors. Let VI, V2, .. _ ,Vi be vectors in V, and let Ut, U2,.'. ,Ui be scalars in:F. Since V

forms a commutative group under "+" , the linear combination V = UI 'VI +U2· V2+· . ·+Ui·Vi

is also a vector in V.

Definition 7.3.7 The collection of vectors V = {Vb V2, .. _,Vi}, the linear combinations

of which include aU vectors in a vector space V, is said to be a spanning set for V.

Definition 7.3.8 A spanning set for V having a minimal cardinalily is called a basis for

V. If a basis has k veclors, then the vector space is said to be of dimension k.

1t follows immediately from the definition that the vectors forrning a basis must be

linearly independent. Otherwise, one of the vectors can be deleted, reducing the basis

cardinality by one. Although a vector spacc may have several possible basis, ail of them

are equivalent, have the same cardinality, and can be obtaincd from each other using

transformations.

Theorem 7.3.6 The set of vectoTs gi =< gi,a, 9i,h ... ,9i,x-1 >, 0 ::; i < 10gb x, fonns a

basis for 9 of dimension 10gb x, where 0 ::; gi,j < b,

YO,j - i mod b (7.32)

qO,j - ilb , (7.33)

gi,j - qi-I mod b (7.34)

and,

qi,j = qi-lib. (7.35)

Proof: Consider the number representation ofeach element in the set X = {O, 1, ... ,x­

l} in base-b. Using Number Theory, a minimum of 10gb x digits are required to represent

each element in X. Let the i th digit for the jth element he equal to 9i,j- Then, every

element in X can he represented using the above recursive equations, and the theorem is

proved o.
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The above theorem clearly shows how the first 10gb x distinct test experiment groups

can be obtained. These test groups will be referred to as the basis-DTEGs. The remaining

ones can be obtained with the following theorem.

Theorem 7.3.7 Let {gi}~~8 x-1 be a basis for the vector space g. Then for each vector

g E 9 there exists a unique combination (c) of 10gb x-scalars in B such that:

10gb %-1

g = L bc,igi.
i=O

(7.36)

Proof: Since the basis spans g, the existence of such combination of scalars is guaran­

tced by Definition 7.3.7. To prove the uniqueness, let 0 be another combination with:

10gb %-1

g = L bo,igi.
i=O

•
Thus,

o - g-g
logb x - 1

L (bc,i - bo,i)gi
i=O

(7.37)

(7.38)

(7.39)

Since basis vectors are nonzero, then bc,à = bo,à for ail i, and the theorem is proved o.

Hence, the remaining diagnostic test experiment groups can he obtained as linear com­

binations of the basis-DTEGs. Clearly, the number of such combinations is equal to

IBI10gb x = x. The question remains as to whether ail the linear combinations are distinct

mod - b. This question is answered by the following theorcm.

Theorem 7.3.8 The total number of possible distinct diagnostic test experiment groups is

equal to:

blogbx - 1
NOTEG = b-1 (7.40)

•
where x is the number of scan elements, and b is the number of test experiments in a group.

Proof: By Theorem 7.3.6, there are 10gb x basis-DTEGs. Consider the first test group

(go) in the basis. There is only one distinct way of partitioning the scan elements in go
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under mod -b operations. Addition and multiplication mod -b merely changes the labels

associated \Vith eacb OTE in the group. Two test groups differing only by a permutation

of the labels associated with each DTE are characterized by the same partitions, and are

considered to be equivalent test experiment groups.

For example~ let x = 9 and b = 3. There are 10gb x = log39 = 2 basis DTEGs.

However, go, (2 . go) mod 3, (go + 1) mod 3, and (go + 2) mod 3 are ail equivalent under

rnod - 3 operations.

Next, consider the second test group (gr) in the basis. A simple counting exercise shows

that thcre are additional b distinct ways of partitioning the scan elements using both gl

and go. Thus, 1 + b distinct DTEGs can be obtained using both go and gl.

Using the above example, the additional DTEGs can be obtained as g., (g. + go) mod

3, ((2 . g.) mod 3 + go) mod 3. Ali other possible combinations are equivalent to the pre­

ceding ones.

Hence~ there are additional bi distinct ways of partitioning the scan elements using

go, ... ,gi-h gi, and,

10gb x-l

lVDTEG - L bi (7.41)
i=O

1 - blogb x

(7.42)- 0
I-b

The DTEG generation process is now complete. The procedure can be summarized as

follows:

1. Obtain the basis-OTEGs using Theorem 7.3.6.

2. Generate the remaining DTEGs as distinct linear combinations of the basis-DTEGs

using mod - b addition and multiplication.

Ta conclude, sorne final remarks. In developing the OTEG generation procedure, it

was assumed that the number of OTEs in a group is prime. One cannot use modular

arithmetic in the construction of GF(b) if b is not a priule, for as noted earHer, the integers

{l, 2, ... ,b - 1} do not form a group under mod - b multiplication.

Finite fields of prime order are quite easy to construct. But this leaves a large range

of possible field orders for which a construction has not been described. It can be shown
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that finite fields of order fil, b a positive prime and 9 > 1, can he constructed as vector

spaces over the prime order field G F (b), using methods that are somewhat more complex

than simple modular arithmetic [157, 163, 164].

The procedure for generating DTEGs can still be used with b oot a prime integer. The

implication being that of a reduced number of possible distinct test groups. This follows

from the fact that under mod - b multiplication, the set {1, 2, ... ,b - 1} will cootain

several zero divisors .

A zero divisor is any nonzero number bi for which there exits another nonzero bj such

that bi . bj =0 mod b. In general, if the rnodulus b has factors other than 1 in a given

set~ the set will have zero divisors under rnod - b multiplication. For example, the set

{O, 1,2,3,4,5,6, 7} uoder mod - 8 multiplication, contains two zero divisors since 0 =
o mod 8 and 0 = 2 . 4 mod 8.

Finally, the number of scan elements has been assumed so far to be an integer power

of b. The DTEG generation procedure cao still be applied if the latter is not satisfied.

The implication being that the number of scan elements involved in each DTE will not

be equal, thus resulting in non-orthogonal test groups. This also requires a more complex

hardware to implement the non-adaptive algorithm. The derived equations can still be

used, with 10gbx being replaced with POgb xl.

7.4 Identifying the Faulty Scan Channels

In this section, the working procedure of the non-adaptive algorithm in MSC-mode is

explained. The procedure can be used in locating the faulty scan channels in a GSTUMPS

module. It will be shown that hardware required to implement this scheme comprises

simple components.

As mentioned in Section 7.2, the complete process of diagnosis consists of executing

a number of pre-determined diagnostic test experiment groups (ge), each comprising be =
le + 1 test experiments, where le is the assumed maximum faulty multiplicity of the scan

channels.

During each DTE, a subset of channels is made observable to the MISR. The complete

set of T pseudorandom test patterns are applied ta the MUT through the channels, and

• the test responses are shifted out to the compactor. The compacted signature is unloaded
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into the tester, and a new DTE is executed.
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The DTEs are executed in a sequential manner, and their results are analyzed off-Hne

at the end of the diagnosis process, to determine aH the possibly faulty scan channels.

Up to this point, no use was made of the fact that the test experiments in any group

monitor disjoint subsets of the channels, and that each scan channel is monitored in a single

DTE. Thus, once the signatures {Si,O, Si.b ... , Si,be-2} for the first be - 1 DTEs in group i

are known, the signature Si,be-L for the b~h DTE can be obtained using Theorem 5.3.2 and

Equation 5.25:

bc -2

Si,bc-L = S + L Si,i ,
j=O

(7.43)

where S is the compacted signature from aH channels at the beginning of diagnosis.

Hence, only be - 1 diagnostic experiments need to be evaluated explicitly in any test

group. The remaining complementary one can he obtained using Equation 7.43. This

translates into savings in the diagnostic effort equivalent to gc test experiments.

• \Vithout loss of generality, it is assumed that the number of scan cells in each channel

is n~ where n is the number of scan ceUs in the longest channel. Furthermore, for the

exactness of results, the number of scan channels (m) is assumed to to be an integer power

of be . Thus, the number of scan channels associated \Vith each DTE is equal to ;:.

The procedure for identifying the faulty scan channels can be summarized by the fol­

lowing algorithm.

Aigorithm 7.4.1 Non-Adaptive Faulty Scan-Channel Identification:

1. Compact the signature S(x) for aU m channels in the MUT.

2. Generate the reference signature SoCx),

m-L

SOCx) = L SJ(x) ,
j=O

(7.44)

•
where SY(x) is the computed reference signature for the jth channel. If S(x) = SOCx),

tken no Jaults are detected. Go to [5}. Else, there exists at least one faulty channel.

Save S(x) off-Une and execute the remaining steps.
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3. Execute DTEi,j, for aU 0 ~ i < ge, and 0 ~ j < be - L During each DTEi,j, zeros

are shifted-in for ail channels not observed by the test experiment. The compacted

signatures {Si,j} are unloaded into the tester at the end 01 each DTEi,j for off-Zine

analysis.

4. When all diagnostic test experiments are executed, apply the off-line reasoning pro­

cedure:

(a) Compute the complementary signatures {Si,bc-1}f~01 using Equation 7.43.

(h) Calculate the syndrome vector tS =< 80,0,80,1,'" ,8gc - 1,bc-1 >: where

(7.45)

•

•

and S?,j is the pre-computed reference signature for DTEi,j.

(c) For every 8i ,j = 0, ail the scan channels observed by DTEi,j are error-free (ne­

glecting the controllable impact of traditional signature aliasing). Ali such chan­

nels can be removed /rom the List of ail scan channeLs. The remaining ones form

the List of Candidate Faulty ChanneLs (LCFC)'

(d) If the cardinality of L CFC is Iess than or equal to le, then ail laulty channeLs are

identified. Go to [5}.

(e) If the cardinality of L CFC is greater than fc, then either there exist false alanns

in L CFC ' or the MUT contains more faulty scan channeLs than the assumed le.

If the cardinality of L CFC is unacceptably large, three options e.xist:

l. Take the MUT back to the tester, and execute additional DTEGs, until a

satisfactory diagnosis is achieved. This is equivalent to increasing gc.

ii. If aIl the possible DTEGs have been exhausted without achieving a satis­

factory diagnosis, new test groups can he devised such that the n?Jmber of

scan channels monitored during any DTE is smaUer. This is equivalent to

increasing be •

lU. Follow the non-adaptive diagnosis with an adaptive one, with LCFC being

the TODt node in TD'

5. The procedure for identifying the faulty channels is complete.

The approach in 4(e)ii requires a more complex, programmable CSC, the overhead of

which might be unacceptably high. On the other hand, the approach in 4(e)iii requires
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only the addition of a simple multiplexer to accommodate the mixed-mode diagnosis. This

is shawn in the fal10wing section.

7.4.1 Hardware Support for the Diagnostic Algorithm

The diagnostic hardware required to implement the non-adaptive algorithm resides in the

channel selection controller. The CSC is used to gate the MISR inputs, such that only

the selected subset of channel outputs, dictated by a diagnostic test experiment, are made

observable to the compactor.

\Vhat follows is a description of the CSC, and the associated hardware components

required ta support the non-adaptive faulty-channel identification algorithm. The higher

the complexity of the MUT, the lower the overhead of the CSC.

The hardware fIoor that accommodates the algorithm is shown in Figure 7.2.

The CSC consists of the channel select register CSR, and the channel Test Group

• Generator (TGGc ). The CSC also uses signais from the test access port controller TAPC.



• CHAPTER 7. NON-ADAPTIVE BIST FAULT DIAGNOSIS 180

•

•

Ali the sequential elements in CSC are implemented with scannable register stages, thus

forming a large scan-testable shift register that can be used to check the integrity of the

CSC itself.

The CSR~ first introduced in Section 6.2.3, is an rn-stage register, where each stage is

dedicated ta driving one of the rn 2-input AND gates used to gate the MISR inputs. The

CSR is clacked \Vith the TAPC dock TCLK2 , in synchronization with the MISR scan-out

shift dock.

During the normal operation of the ~IUT, the CSR is heLd ta the all ones value. In

the ~ISC diagnostic mode, the CSR is loaded with an rn-bit code from the TGGc , and a

DTE is executed. The output of CSR represents the rn-bit binary label associated with

the subset of scan channels involved in the OTE. The CSR contents are held for the whole

duration of a OTE, and new values are loaded into these SRSs when the next DTE is about

to commence.

The NIISR is reseted before the start of signature compaction for every DTE. As men­

tioned in Chapter 5, the test responses from the channels are fed to the NnSR in synchro­

nization with the channels scan-out shift docks.

The multiplexer at the input of the CSR is added to enable the mixed-mode diagnosis

described in Section 7.4. The multiplexer is contralled by the TAPC. If the non-adaptive

diagnosis does not yield a satisfactory resolution after exhausting aIl the possible DTEGs,

the multiplexer can be set to load the CSR with adaptive DTEs from the tester.

During diagnosis, system control is passed ta the TAPC to execute the test experiments.

The TAPC contains the necessary hardware for manipulating the NIUT interface ta the

external world via a standard test bus interface. It also generates the necessary clocking

signaIs TCLK l, TCLK2 ta synchronize between the different components in the CSC on

the one hand, and the module's BIST and DFT camponents on the other hand.

The TAPC supports diagnosis through its (lOg2 n)-stage scan cell counter sec and the

(log2 T)-stage test pattern counter TPC. Bath counters are reseted at the beginning of

each OTE, and are clocked synchronously with TCLK 1•

The sec is used to control the shifting of test responses captured in the scan ceUs into

the NIISR. After n shifts, a single pseudorandom test is completed and a carry-out signal

is generated at the output of the counter. The SCC is reset due to the decoded carry-out

signal which in turn enables the TPC to increment.
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After T tests, a carry-out signal occurs at the output of the TPC indicating the com­

pletion of a OTE. Consequently, the signature compacted in the MISR is unloaded into

the tester and saved for off-lïne analysis. A new rn-bit word, corresponding to the new

OTE, is loaded into the CSR, and the whole process is repeated until the diagnostic test

cxperiments from aIl groups are executed.

Finally, the TGGc consists of a Channel Basis Counter (CBC), a channel Group Com­

bination Generator (GCGc ), a test group generation circuitry, a channel Test experiment

Label COllnter (TLCc ), and a comparator circuitry.

The CBe is a (log2 ml-stage counter used ta generate the basis test experiment groups

defined in Section 7.3. It produces the indexes of the channels in base hc . The CBC is

segmented into logb
c

m smaller basis counters, each comprising log2 hc stages. The contents

of each counter represent one digit of a channel's index in base bc •

The counters are cascaded such that a carry-out signal at the output of one counter

enables the foUowing higher digit counter ta increment. AlI basis counters are clocked

synchronously with TCLK2.

• The GCGc generates aU the possible distinct ge group combinations of the basis-DTEGs.

It can be implemented as either a special (log2 ml-stage counter that cycles through the

possible group combinations, or as a simple ge x log2 m EPRO~I programmed with the 9c

groups.

The test group generation circuitry consists of logb
c

m combinational mod - he mul­

tipliers and a (lOgb
c

ml-input mod - be adder. During each TCLK2 pulse, the contents

of the basis counters are multiplied by their corresponding coefficients in the GCGc , and

multiplication results are added. The addition result represents the test experiment label

associated \Vith the current test group.

The comparator circuitry compares the generated test experiment label with the con­

tents of TLCc , and if a match occurs, a 1 is loaded into the i th stage of the CSR, corre­

sponding to the i th scan channel. Otherwise, a zero is loaded into that stage.

The TLCc is a (lOg2 (bc - 1) )-stage counter, used to generate the he - 1 labels associated

with each test experirnent in a group. As mentioned in Section 7.4, only the first hc - 1

DTEs need to be executed explicitly. Therefore, the label associated with the b~h_DTE

needs Dot be generated.

• The carry-out signal at the output of the TPC causes the TLCc to increment, so that
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•

a new DTE in the group cao be geoerated. ACter aIl be - 1 test experimeots io a group

are executed, a carry-out signal at the output of the TLCc triggers the GCGc to produce

a new group combination. The whole proces..'i continues until the required Yc test groups

are applied.

If the diagnosis results are unsatisfactory, more test groups can he generated until aH

possible combinations are exhausted.

The CSC hardware described herein can be easily integrated in different BIST environ­

ments due to its flexible implernentation.

7.5 Identifying the Faulty Scan Cells

In this section, the working procedure of the non-adaptive algorithm in SSC-mode is ex­

plained. 1t can be used in locating the discrepant scan ceUs within the identified faulty

channel(s). The procedure is an extension of the one used for locating the faulty scan

channels.

The diagnosis process is divided ioto two stages. In the first stage, the non-adaptive

algorithrn is employed in MSC-mode to identify the faulty scan channels. During the second

stage, each faulty channel becomes the subject of the same fault diagnosis procedure, now

however, perforrned in SSC-rnode with respect to the scan ceUs within a channel.

The second stage is repeated for each of the identified faulty channels. For each chain, a

numbcr of pre-determined diagnostic test experirnent groups (Y&c) are executed, each com­

prising bsc = Ise + 1 test experiments, where I&c is the assumed maximum fault multiplicity

of the scan ceUs in any channel.

During each DTE, a single channel is made observable to the MISR. This is donc by

gating the MISR inputs such that only the channel under diagnosis is made observable,

while zeros are forced at the other MISR inputs. Thus, the MISR in this case reduces to

an equivalent LFSR. The complete set of T pseudorandom test patterns are applied to the

l\1UT through the channels, and the test responses are shifted out to the cornpactor. The

compacted signature is unloaded into the tester at end of a test experirnent, and another

DTE is executed.

The DTEs are executed in a sequential manner, and their results are analyzed off-line

• at the end of the diagnosis process, to determine ail the candidate faulty scan ceUs within



• CHA.PTER 7. NON-ADAPTIVE BIST FAULT DIAGNOSIS

a channel.

183

•

•

As the numher of scan channels can often he much smaller than the numher of scan

cells within a channel, the diagnosis time spent in the first stage can he significantly shorter

than the second stage.

As explained in Section 7.4, only b~c -1 test experiments need to he evaluated explicitly

in any test group. The remaining complementary one can he ohtained using Equation 7.43

with bc being replaced with bac. This translates into additional savings in the diagnostic

effort eqllivalent to gac test experiments, for each of the faulty channels.

In addition to the assumptions made in Section 7.4, the numher of scan ceUs in each

channel (n) is assumed to he an integer power of bac. Thus, the number of cells associated

with each DTE in SSC-mode is equal to b~c.

The procedure for identifying the faulty scan ceUs in a GSTUMPS module can he

surnlnarized by the fol1owing algorithm.

Algorithm 7.5.1 Non-Adaptive Faulty Scan-CeLI Identification:

1. Execute Algorithm 7.4.1 and identify the faulty scan channels. Maintain their signa­

tures off-line for further anaLysis.

2. For each of the identified faulty scan channels, execute the remaining steps in SSC­

mode. If no faults were detected, go to [6}.

3. Execute DTEiJ , for aU 0 ~ i < g~c, and 0 < j < bsc - 1. During each DTEiJ , zeros

are shifted-in for ail scan ceUs not observed by the test experiment. The compacted

signatures {Si,j} are unloaded into the tester at the end of each DTEi,j for off-line

analysis.

4. When ail diagnostic test experiments are executed, apply the off-line, discrepant scan­

ceU identification procedure:

(a) Compute the complementary signatures {Si,b..c-1 }f:::co- 1 using Equation 7.43.

(h) CalcuLate the syndrome vector 8 =< 80,0,80,1, ..• ,89• c - 1,b..c -1 >, where

(7.46)

and Sr,j is the pre-computed reference signature for DTEi,j.
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(c) For every diJ = 0, aU the scan ceUs observed by DTEiJ are error-free (neglecting

the controllable impact of traditional signature aliasing). AU such cells can be

removed from the List of aU scan cells in the faulty channel. The remaining ones

form the List of Candidate Faulty Scan Cells (LCFSC ).

(d) If the cardinality of LCFSC is less than or equal to f~c, then aU the faulty cells

in the channel are identified. Go to [5j.

(e) If the cardinality of LCFSc is greater than Isc, then either there exist false alarms

in L CFSC , or the channel contains more faulty scan cells than the assumed f~c.

If the cardinality of LCFSC is unacceptably large, three options exist:

i. Take the k/UT back to the tester and execute additional DTEGs, until a

satisfactory diagnosis is achieved. This is equivalent to increasing gsc'

ii. If ail the possible DTEGs for a channel have been exhau.sted without achiev­

ing a satisfactory diagnosis, new test groups can be devised such that the

number of scan cells monitored during each DTE is smaller. This is equiv­

alent to increasing b~c'

iii. Follow the non-adaptive diagnosis with an adaptive one, with LCFSC being

the root node in TD.

5. If there are remaining faulty channels to be diagnosed, go to [2J, else, go to [6].

6. The procedure for identifying the faulty scan cells is complete.

The approach in 4(e)ii requires a more complex, programmable CSC, the overhead of

which might he unacceptahly high. On the other hand, the approach in 4(e)iii requires the

addition of a simple multiplexer and sorne gating logic that accornmodates this mixed-mode

diagnosis. This can he combined with a mixed-mode scan channel diagnosis, resulting in

a more robust, integrated BISD environment. The latter approach is considered in the

following section.

7.5.1 Hardware Support for the Diagnostic Algorithm

The channel selection controller supporting the non-adaptive identification of the dis­

crepant scan cells is shown in Figure 7.3.
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Figure 7.3: Hardware support for non-adaptive faulty scan-cell identification.
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The CSC is used to gate the MISR inputs, such that only the selected subset of scan

channeIs/cells, dictated by a DTE, are made observable to the compactor.

The CSC comprises the CSR, and a scan cell Test Group Generator (TGGse). The

CSC also uses signaIs from the TAPC. The SSC diagnostic mode is supported by the scan

cell select register SCSR, the scan cell mask register SCMR and their associated compare

and rnask logic, first introduced in Section 6.3.2.

Ali sequential clements in the CSC are implemented with scannable register stages,

thus forming a large scan-testable shift register that can be used to check the integrity of

the CSC itself, as described in Chapter 5.

During the normal operation of the MUT, the CSR is held to the aIl ones value while

the NISCISSC Hne is held high. Ouring diagnosis, system control is passed to the TAPC.

The TAPC supports the diagnosis process through its SCC and TPC in the same manner

described in Section 7.4.1. Both SSC and TPC are reseted at the beginning of each DTE,

and are clocked synchronously with TCLK 1•

During diagnostic testing, the circuit in Figure 7.3 has two modes of operation when ex-

• ecuting the OTEs. The test responses in each OTE are fed to the MISR in synchronization

with the channels scan-out shift docks, and the MISR is reseted before compaction.

In the ~/[SC diagnostic mode, the MSCISSC Hne is held high, the CSR is loaded with

an rn-bit code, and a DTE is executed as described in Section 7.4.1. The multiplexer

at the input of the CSR is used to select between the adaptive and non-adaptive test

experirnents. If the non-adaptive OTEs are used, the CSR is loaded from the channel test

group generator (TGGe), othenvise, the OTEs are loaded from the tester.

The CSR is clocked with the TAPC dock TCLK2 , in synchronization with the MISR

scan-out shift dock. The CSR contents are held for the whole duration of a OTE, and new

values are loaded into these SRSs when the next OTE is about to commence.

For the identified faulty channels, the second stage of the diagnostic procedure is exe­

cuted in SSC-mode. The CSR is loaded with a l-out-of-m code word corresponding to the

faulty channel being diagnosed, and the MSC/SSC Hne is held low. Thus, the test results

from only that channel are fed into the MISR.

During non-adaptive diagnosis, the multiplexer at the input of the OR-gate is set such

that the tests from TGGsc can he executed. The TGGse is similar to the TGGe descrihed

• in Section 7.4.1. It consists of a Scan-Cell Basis Counter (SCBC), a scan cell Group Com-
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bination Generator (GCGsc), a test group geoeration circuitry, a scan cell Test-experiment

Label Counter (TLCsc), and a comparator circuitry. The diagnostic procedure is identical

ta the one described in Section 7A.1 with m being replaced by n, hc by bac, and 9c by gsc'

The only difference is that the SCBC is clocked with TCLK1 iostead of TCLK2 .

If the non-adaptive tests do fiot yield a satisfactory resolutioo after exhausting ail the

possible OTEGs, the multiplexer at the input of the üR-gate is set so that additional

adaptive OTEs can be executed. The SCSR and SCMR are loaded with (log2 n)-bit codes,

and the diagnostic procedure described in Section 6.3.2 is applied to identify the error­

capturing scan ceUs. The SCSR and SC~fR are also clocked with TCLK2 in synchronization

with the MI5R shift dock.

The CSC hardware described here can be easily integrated in different BIST environ­

fficnts due to its flexible implementation. The higher the complexity of the MUT, the lower

the overhead of the CSC.

• 7.6 Performance Analysis of the Non-Adaptive

Aigorithm

•

The performance of the non-adaptive algorithm is evaluated in this section. In order to

quant ify the performance, the two metrics of diagnostic resolution and diagnostic efficiency

are defined.

In the fal1owing, an analytical performance model is developed that relates the di­

agnostic resolution and diagnostic efficiency to the number of scan elements, the fault

ffillitiplicity, and the number of test experiment groups.

7.6.1 Evaluating the Non-Adaptive Diagnostic Test Resolution

In this section, a new measure of diagnostic resolution is introduced. The Diagnostic

Resolution (DR) of the non-adaptive algorithm is a measure of the degree of accuracy with

which the faulty scan elements can be located after executing 9 test groups. It is defined

by the the ratio of error-Cree scan elements whose status will be determined as such after
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diagnosis. In mathematieai terms,

DR = (1 - XFA ) x 100% ,
x-f
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(7.47)

•

where XFA is the number of faIse alarms after executing 9 DTEGs, x is the number of sean

elements under test, and f is the fault multiplieity.

This metric reReets more accurately the effort that may he required to physically isolate

the faults in the MUT with the post-diagnosis analysis deseribed in Chapter 8. The

rnetric also contains enough information to compute the expected number of the candidate

erroncous scan elements.

Theorem 7.6.1 The average number of scan elements (XFA) that will producefalse alarms,

after exec'Uting 9 diagnostic test experiment groups, is lightly bounded by:

(7.48)

where f is the maximum number of scan elements affected by a fault, b is the number of

test experiments in any group, and x is the number of scan elements.

Proof: Using Equation 7.15, the probability that a randomly chosen scan element will

be declared error-free after executing a single DTEG is equal ta:

(7.49)

The probability that a randomly chosen scan element cannot be identified as error-free

after executing a single DTEG is equal to 1 - P(xEFc)' Clearly, sueh scan elements are

cither actually faulty with probability P(XEa)' or they are faise alarms with probability

P(XFAc)' Since the two probabilities are mutually exclusive, then:

•
P(XEa U XFAa) P(XEc ) + P(XFAc)

- 1 - P(XEFa) .

(7.50)

(7.51)
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Thus,

P(XFAC) < 1 - P(XEFc)

< 1-(1-D1

189

(7.52)

(7.53)

•

Since the number of false alarms after executing a single OTEG is on average much

greater than the number of scan elements which are actually in error, i.e., XFAc » XEc.

The above bound is tight.

Finally, the probability that a randomly selected scan element will produce a false alarm

after 9 OTEGs is approximately bounded by:

(7.54)

The sinlulation results presented in Section 7.7 will show that the above probability

remains very close to this estimation.

Hence, the average number of scan elements that will resuit in faise alarms, after exe­

cuting 9 diagnostic test experiment groups, is given by:

XFA - (x - f)P(XF ..d

< (x - J) [1 - (1-DT,
and the theorem is proved o.

(7.55)

(7.56)

Corollary 7.6.1 The average number of scan elements (XFA,EJ that will be declared as

being either erroneous or false alarms, after executing g diagnostic test experiment groups,

is bounded by:

•
(7.57)
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•
Figure 7.4: The diagnostic resolution as a function of f and g.

Substituting XFA from Equation 7.48 into Equation 7.47, the average diagnostic reso­

lution is bounded by:

DR ( XPA ) o/c- 1 - x _ f x 100 0

> (1 - [1 - (1 - ~)T) x 100% .

For b = f + 1,

DR> (l-[l-(f~l)T) x 100% .

(7.58)

(7.59)

(7.60)

•

A plot of DR min is shown in Figure 7.4 for b = f + 1.

Clearly, the diagnostic resolution increases as the number ofexecuted experiment groups

increases, for any given fault multiplicity, and decreases as the number of discrepant scan

elements increases, for any given number of test groups. The simulation results presented

in Section 7.7 strongly confirm these conclusions.
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Figure 7.5: The fraction of false alarms as a function of f and g.

7.6.2 Evaluating the Non-Adaptive Diagnostic Test Efficiency

The effectiveness of the non-adaptive scheme is measured by its diagnostic efficiency. This

metric~ which has been previously used for this purpose in Section 6.5, is based on the

number of test experiments required ta achieve the desired diagnostic resolution.

The number of DTEGs required ta achieve a certain diagnostic resolution (11) can he

dctermined from Equation 7.59. Let Tl be the expccted fraction of scan elements that will

he dcclared as false alarms after 9 DTEGs. Then,

and,

XFA
Tl = x-f

- [l-(l-DT
(7.61)

(7.62)

(7.63)

•
A plot of Tl is shown in Figure 7.5 for b = f + 1.

Clearly, the fraction of false alarms in the list of candidate erroneous scan elements

decreases as the number of executed test groups increases, for any given fault multiplicity.



• CHAPTER 7. lVON-ADAPTIVE BI8T FAULT DIAGN08IS

100

95

90

85
w
c 80

75

TG

65
1

100

o 0

192

•
Figure 7.6: The diagnostic efficiency for x = 3721, f ~ 100, and b = 61.

The fraction increases as the number of discrepant scan elements increases, for any given

Ilurnber of experiment groups. The simulation results presented in Section 7.7 strongly

confirm thesc observations.

Finally, the diagnostic efficiency of the non-adaptive algorithm can be determined, for

a given diagnostic resolution. As stated in Section 6.5, this metric reflects the savings in

the diagnostic effort provided by the algorithm as compared ta the bottom-line solution

for which the number of executed OTEs is always equal to x. Combining Equations 6.40

and 7.63, the diagnostic efficiency is equal to:

DE - ( 1 - N~TE) x 100%

(1 - 9 . (~- 1)) x 100%

(
1 _ (h - 1) ln 11 ) x 100% .

x ln [1 - (1 - t)1]

(7.64)

(7.65)

(7.66)

For example, for x = 3721 scan elements with f < 100, and b = 61, the diagnostic

efficiency is shown in Figure 7.6

• As can be seen, enormous savings in the diagnostic effort cao be obtained while still
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Figure 1.7: The diagnostic performance for x = 3121, f = 60~ and b = 61.

achieving a high diagnostic resolution. The simulation results presented in Section 1.7 will

show that the above holds for a wide range of fault multiplicities.

Finally, a note about the mixed-mode diagnosis. If the non-adaptive algorithm is

intended to be followed by an adaptive one, then the number of OTEGs must be chosen

such that it maximizes the Diagnostic Perfonnance (OP), where,

DP=DR·DE. (7.67)

A plot of DP for the above example, with f = 60, is shown in Figure 7.7.

Clearly, 9 = 7 maximizes the diagnostic performance. Such 9 results in an optimal com­

bination of diagnostic efficiency and resolution, thus resulting in an optimal performance

for the mixed-mode diagnosis.

7.7 Experimental Results

•
Evaluating the feasibility of the non-adaptive algorithm requires estimating the diagnos­

tic resolution obtained from executing a number of test experiments, and the diagnostic

efficiency associated with such a resolution.
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•

Ta this end, a series of extensive simulation experiments were conducted using different

numher of scan channels or scan ceUs within a faulty channel and various fault multiplicities.

The experiments were also used to validate the analytical performance bounds devel­

oped in Section 7.6. This section reports the experimental results.

7.7.1 Experimental Setup

For an exact performance evaluation of the algorithm, aIl possible combinations of faults

of multiplicity f that can be chosen from a set of x scan elements, must be simulated.

However, as stated in Section 6.5.1, the complexity of such an approach makes the

simulations ail but impossible. Consequently, random simulations with fault sampling

were used instead.

Let j he the numher of randomly generated faults for a given multiplicity f. Then

for each simulation experiment, the computed diagnostic metrics correspond ta an average

value taken over j simulated f-tuple faults.

Thus, the average number of false alarms is approximately equal ta:

_ ,...., Lj XFA,j
XF.4,...., . ,

J

and the average diagnostic resolution is approximated by:

- ( XFA)DR = 1 - x _ f x 100% .

(7.68)

(7.69)

The diagnostic efficiency does not depend on the number of simulated faults, and is

always equal to:

(
NOTE)DE = 1 - -x- x 100% . (7.70)

•

The procedure for evaluating the non-adaptive diagnostic performance was implernented

with a C program. The program reads the number of scan elements x, the maximum fault

ffiultiplicity f, the number of diagnostic experiments in a test group b, and the number of

fallits to he randomly generated and evaluated j.

For each fault, the erroneous scan elements were chosen by having a generator of uni­

farmly distributed pseudorandom numbers between 0 and x - 1 invoked as many times to

obtain an f-tuple with distinct entries.



The random generator used was the Unix© erand480, which returns a pseudorandom

value between 0 and 1. This value is muitiplied by x and then rounded to the closest

integer ta obtain the index of the erroneous scan element.

The program measures the average number of resulting faise alarms after executing each

test group, XFA, and the associated diagnostic resolutions DR and diagnostic efficiency DE.

In arder ta validate the analyticai model of the algorithm, the analytical values of xF ..t max

and DRminl developed in Section 7.6, were also evaluated for the same data.

AlI of the reported numbers do not include the extra test experiment, involving aIl scan

elements, required ta start the diagnosis process. Furthermore, the number of complemen­

tary test experiments is always equal the number of executed test groups, and thus, it is

not reported.

The simulation program can be summarized by the following pseudo-code:
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Procedure 7.7.1 Performance of the Non-Adaptive Algorithm:

• 1. Read x, f, b, and j

2. Generate the pogb xl basis-DTEGs.

3. Generate the remaining DTEGs as distinct orthogonal combinations of the basis­

DTEGs, for a total 01 9 DTEGs.

4. For each number 01 DTEGs up to g:

(a) Calculate XFA max , DRmin and DE.

(b) For ail j laults to be simulated:

z. Generate a random f -tuple lault.

zz. Calculate the syndrome vector of the ph fault.

iii. Apply the reasoning procedure of Algorithms 7.4.1 and 7.5.1, and obtain the

List of Candidate Faulty Scan Elements (LCFSE).

iv. Calculate the number of false alarms:

•
XFA,j = LCFSE - 1 . (7.71)
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(c) CaLculate the average number of false alarms:

(d) Calculate the average diagnostic resolution:

- ( XFA)DR = 1 - x _ f x 100% .

196

(7.72)

(7.73)

•

•

The number of simulated scan elements was chosen between 81 and 10201. These sizes

are practical and fit well with the sizes reported in the literature.

For simplicity and exactness of results, the values of x were chosen to be integer powers

of b.

The fault multiplicities in our experiments were bounded by 2 :$ f < 100. These

numbcrs were chosen based on the fact that for most circuit nodes, a defect can only affect

a limited Humber of scan cells [38]. The upper bound on f cao be easily determined by

analyzing the structure of the MUT.

Finally, a Inaximum of 100000 f-tuple faults wbere simulated for each fault multiplicity

f. It can been shown using probability theory [122] that such a number is sufficient for

the simulation sizes above.

7.7.2 Simulation Results

Simulation cxperiments were conducted on a Sun SPARC-20 station with 256M of RAM,

using the above simulation variables.

Tables 7.1- 7.14 contain a summary of these experiments and the comparison between

the simulated results and the analytical oDes. In each experiment, the number of tests in

a OTEG was chosen such that b = f + 1. The only exception is the case for x = 3721,

in which b = 61 is used with f = 10,30,60,90 in arder to evalute the performance of the

non-adaptive algorithm when the actual fault multiplicity is less or greater than the one for

which the OTEGs were generated for. In this case, the DTEGs were generated assuming

an f = 60.

80th prime and non-prime values were chosen for b. Due ta the space limitations, the

results for aIl the possible DTEGs are not tabulated.
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%DR 1 %DRmin 1 %DE ~&X

1 2 43.1202 43.8889 45.4175 44.4444 97.5309

2 4 23.1781 24.3827 70.6606 69.1358 95.0617

3 6 12.0220 13.5459 84.7823 82.8532 92.5926

4 8 5.7985 7.5255 92.6601 90.4740 90.1235

5 10 3.2994 4.1808 95.8235 94.7078 87.6543

6 12 1.8067 2.3227 97.7130 97.0600 85.1852

7 14 1.3005 1.2904 98.3538 98.3666 82.7160

8 16 0.4015 0.7169 99.4918 99.0926 80.2470

9 18 0.1006 0.3983 99.8727 99.4959 11.1177

10 20 0.0000 0.2212 100.0000 99.7199 75.3086

Table 7.1: Simulation results for x = 81, f = 2 and j = 100000.

•
1 %DR 1 %DRmin 1 %DE ~max

1 18 209.8032 223.3453 41.5590 37.7868 95.0138

2 36 125.8138 138.9502 64.9544 61.2952 90.0277

3 54 73.7439 86.4453 79.4585 75.9205 85.0415
.. 72 42.0943 53.7804 88.2746 85.0194 80.0554

5 90 23.4018 33.4585 93.4797 90.6801 75.0693

6 108 12.5774 20.8156 96.4965 94.2018 70.0831

ï 126 6.5375 12.9500 98.1790 96.3927 65.0970

8 144 3.2654 8.0566 99.0904 97.1558 60.1108

9 162 1.5627 5.0123 99.5647 98.6038 55.1247

10 180 0.7035 3.1183 99.8040 99.1314 50.1385

11 198 0.3007 1.9400 99.9162 99.4596 45.1524

12 216 0.1196 1.2069 99.9667 99.6638 40.1662

13 234 0.0432 0.7509 99.9880 99.7908 35.1801

14 252 0.0145 0.4671 99.9960 99.8699 30.1939

•
Table 7.2: Simulation results for x = 361, f = 18 and j = 100000.
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1 %DR 1 %DRmin 1 %DE ~ma><

1 25 402.1176 406.7990 38.2308 37.5117 96.3018

2 50 244.6508 254.2018 62.4192 60.9521 92.6035

3 75 146.6993 158.8465 77.4655 75.5996 88.9053

4 100 87.9230 99.2605 86.4942 84.7526 85.2071

5 125 51.7943 62.0262 92.0439 90.4722 81.5089

6 150 30.0522 38.7591 95.3837 94.0462 77.8107

7 175 17.7209 24.2199 97.2779 96.2796 74.1124

8 200 10.2631 15.1346 98.4235 97.6752 70.4142

9 225 5.8401 9.4574 99.1029 98.5473 66.7160

10 250 3.4920 5.9098 99.4636 99.0922 63.0178

11 275 2.0571 3.6929 99.6840 99.4327 59.3195

12 300 1.4604 2.3076 99.7757 99.6455 55.6213

13 325 0.9021 1.4420 99.8614 99.7785 51.9231

14 350 0.6526 0.9011 99.8997 99.8616 48.2249

15 375 0.4791 0.5631 99.9264 99.9135 44.5266

16 400 0.3092 0.3519 99.9525 99.9460 40.8284

•
Table 7.3: Simulation results for x = 676, / = 25 and j = 100000.

[=z:=I] NOTE 1 XFA XFA mLlf 1 %DR 1 %DRmin 1 %DE ~

•

1 30 577.4633 582.8740 37.9739 37.3927 96.8782

2 60 353.5140 364.9217 62.0286 60.8033 93.7565

3 90 213.7943 228.4676 77.0361 75.4600 90.6348

4 120 127.5192 143.0374 86.3030 84.6362 87.5130

5 150 75.0306 89.5519 91.9409 90.3811 84.3913

6 180 43.4954 56.0660 95.3281 93.9779 81.2695

7 210 24.8146 35.1014 97.3346 96.2297 78.1478

8 240 13.8986 21.9760 98.5071 97.6395 75.0260

9 270 7.6407 13.7586 99.1793 98.5222 71.9043

10 300 4.1298 8.6139 99.5564 99.0748 68.7825

Il 330 2.1904 5.3929 99.7647 99.4207 65.6608

12 360 1.1244 3.3764 99.8792 99.6373 62.5390

13 390 0.5729 2.1139 99.9385 99.7730 59.4173

14 420 0.2788 1.3234 99.9700 99.8579 56.2955

15 450 0.1318 0.8286 99.9858 99.9110 53.1738

16 480 0.0619 0.5187 99.9933 99.9443 50.0520

17 510 0.0272 0.3248 99.9971 99.9651 46.9303

Table 7.4: Simulation results for x = 961, / = 30 and j = 100000.
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1 %DR 1 %DRmin 1 %DE fimu

1 40 L022.0595 L029.8413 37.7173 37.2431 97.6205

2 80 630.9235 646.2969 61.5525 60.6157 95.2409

3 120 386.1104 405.5961 76.4710 75.2836 92.8614

4 160 233.9969 254.5397 85.7406 84.4887 90.4819

5 200 14004268 159.7413 91.4426 90.2656 88.L023

6 240 83.3239 100.2488 94.9224 93.8910 85.7228

7 280 48.9710 62.9131 97.0158 96.1662 83.3432

8 320 28.3887 39.4823 98.2700 97.5940 80.9637

9 360 16.3103 24.1779 99.0061 98.4901 78.5842

10 400 9.2132 15.5498 99.4386 99.0524 76.2046

LI 440 5.1708 9.7586 99.6849 9904053 73.8251

12 480 2.8488 6.1242 99.8264 99.6268 71.4456

13 520 1.5396 3.8434 99.9062 99.7658 69.0660

14 560 0.8293 2.1120 99.9495 99.8530 66.6865

15 600 0.4334 1.5137 99.9736 99.9078 64.3070

16 640 0.2232 0.9499 99.9864 99.9421 61.9274
17 680 0.1154 0.5962 99.9930 99.9637 59.5479

18 720 0.0577 0.3741 99.9965 99.9772 57.1684

Table 7.5: Simulation results for x = 1681, f = 40 and j = 100000.

•

•

XFA mu 1 %DR 1 %DRmin 1 %DE 0
1 52 1723.5355 1733.0814 37.4851 37.1389 98.1488

2 104 1069.8388 1089.4346 61.1955 60.4848 96.2976

3 156 659.8700 684.8310 76.0657 75.1603 9404464

4 208 403.7598 430.4925 85.3551 84.3855 92.5952

5 260 245.5830 270.6125 91.0924 90.1845 90.7440

6 312 147.9096 170.1101 94.6351 93.8300 88.8928

7 364 88.5455 106.9331 96.7883 96.1214 87.0417

8 416 52.5440 67.2194 98.0942 97.5619 85.1905

9 468 30.9106 42.2549 98.8788 9804674 83.3393

10 520 18.0008 26.5619 99.3471 99.0366 81.4881

Il 572 LO.4355 16.6971 99.6215 99.3944 79.6369

12 624 5.9589 10.4960 99.7839 99.6193 77.7857

13 676 3.3781 6.5979 99.8775 99.7607 75.9345

14 728 1.9028 4.1475 99.9310 99.8496 74.0833

15 780 1.0575 2.6072 99.9616 99.9054 72.2321

16 832 0.5776 1.6389 99.9791 99.9406 70.3809

17 884 0.3171 1.0302 99.9885 99.9626 68.5297

18 936 0.1679 0.6476 99.9939 99.9765 66.6785

19 988 0.0881 004071 99.9968 99.9852 64.8273

20 1040 0.0458 0.2559 99.9983 99.9907 62.9761

Table 7.6: Simulation results for x = 2809, f = 52 and j = 100000.
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%DR 1 %DRmin 1 %DE U

1 60 557.2219 565.3883 84.9846 84.7645 98.3875

2 120 76.4937 86.1396 91.9387 97.6788 96.7751

3 180 9.4924 13.1238 99.7442 99.6464 95.1626

4 240 1.0506 1.9995 99.9717 99.9461 93.5501

5 300 0.1016 0.3046 99.9973 99.9918 91.9371
6 360 0.0079 0.0464 99.9998 99.9987 90.3252

7 420 0.0005 0.0071 99.9999 99.9998 88.ïl27

8 480 0.0001 0.0011 99.9999 99.9999 81.1002

9 540 0.0000 0.0002 100.0000 99.9999 85.4878

m

1 60 1429.2762 1443.0507 61.2767 60.9035 98.3875

2 120 542.1619 564.1819 85.3112 84.7147 96.7751

3 180 201.3637 220.5752 94.5445 94.0240 95.162fi

4 240 73.0922 86.2371 98.0197 97.6636 93.5501

5 300 25.9315 33.7157 99.2974 99.0865 91.9377

6 360 8.9534 13.1816 99.7574 99.6429 90.3252

7 420 3.0081 5.1536 99.9185 99.8604 88.7127

8 480 0.9896 2.0149 99.9732 99.9454 87.1002

9 540 0.3146 0.7871 99.9915 99.9787 85.4878

10 600 0.0961 0.3080 99.9974 99.9917 83.8753

Il 660 0.0285 0.1204 99.9992 99.9967 82.2628

12 720 0.0084 0.0471 99.9998 99.9987 80.6504
13 780 0.0024 0.0184 99.9999 99.9995 79.0379

14 840 0.0004 0.0072 99.9999 99.9998 77.4254

15 900 0.0002 0.0028 99.9999 99.9999 75.8130

16 960 0.0001 0.0011 99.9999 99.9999 74.2005

17 1020 0.0000 0.0004 100.0000 99.9999 72.5880

Table 7.7: Simulation results for x = 3721, / = 10, b = 61 and j = 100000.

[[L]J NOTE 1 XFA 1 %FA L1< 1 %DR 1 %DRmin 1 %DE ~

•
Table 7.8: Simulation results for x = 3721, / = 30, b = 61 and j = 100000.

Examining the above tables, the following can be concluded:

1. The average number of false alarms increases with Iarger sizes of scan elements, and

decreases as additional diagnostic test experiments are executed.

•

2. The average number of faise alarms after executing any DTEG increases/decreases

with a larger/smaller fauit multiplicity than the one for which the DTEGs were

generated for.

3. The simulation results confirm very strongly the validity of the developed analyticai

bounds for estimating the average number of faise alarms and the resuiting diag­

nostic resoltuion. As can be seen from Tables 7.7- 7.10, the results hold for fault
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•

XFAm.x 1 %DR 1 %DRmin 1 %DE U
1 60 2291.6226 2303.0473 37.4045 37.0924 98.3875

2 120 1426.2033 1448.7918 61.0433 60.4263 96.7751

3 180 882.6275 911.4002 75.8911 75.1052 95.1626

4 240 542.7735 573.3400 85.1742 84.3393 93.5501

5 300 331.4872 360.6744 90.9455 90.1482 91.9377

6 360 201.2491 226.8916 94.5029 93.8025 90.3252

7 420 121.3088 142.7321 96.6865 96.1013 88.7127

8 480 72.6763 89.7893 98.0149 97.5474 87.1002

9 540 43.1726 56.4843 98.8207 98.4571 85.4878

10 600 25.5044 35.5329 99.3033 99.0294 83.8753

11 660 14.9344 22.3529 99.5921 99.3894 82.2628

12 720 8.6949 14.0617 99.7625 99.6159 80.6504

13 780 5.0136 8.8459 99.8631 99.7584 79.0379

14 840 2.8691 5.5647 99.9216 99.8480 77.4254

15 900 1.6267 3.5006 99.9556 99.9044 75.8130

16 960 0.9146 2.2022 99.9750 99.9399 74.2005

17 1020 0.5092 1.3853 99.9861 99.9622 72.5880

18 1080 0.2782 0.8715 99.9924 99.9762 70.9755

19 1140 0.1525 0.5482 99.9958 99.9850 69.3631

20 1200 0.0820 0.3449 99.9978 99.9906 67.7506

Table 7.9: Simulation results for x = 3721, f = 60, b = 61 and j = 100000.

multiplicities which are less than or greater than the one for which the DTEGs were

generated for. It should be mentioned that additional simulation experiments with

x = 361,441,961, 1681,2601,2809 aIl confirmed the latter conclusion. These results

arc not provided here due to the space limitations.

Since the bounds are tight, they can be used directly to estirnate the number of test

groups required to achieve the targeted diagnostic resolution.

4. A high diagnostic resolution is achieved with a smaU number of test groups over a

wide range of fault multiplicities. For example, using a scan channel of length 10201,

oIlly 18 out of 102 possible distinct test groups are required to locate 100 faulty scan

ceUs with an average of 1.3201 faise alrams.

5. It is clearly evident that the lower bound on the average diagnostic resolution is a

strong function of the number of executed test experiment groups. Averaging over

aIl results with b = f + 1,

This simple formula can he used to quickly estimate the resolution of the non-adaptive

aigorithm for any number of test groups.•
DRmin ~ (0.3722316)9 (7.74)
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1 %DR 1 %DRmin 1 %DE 0m."
1 60 2805.5706 28H>.7360 22.7328 22.5906 98.3875

2 120 2163.0620 2175.7745 40.4279 ,;û.C778 96.7751

3 180 1664.7134 1684.2544 54.1528 53.6146 95.1626

4 240 1278.0320 1303.7716 64.8022 64.0933 93.5501

5 300 978.5154 1009.2420 73.0511 72.2049 91.9377

6 360 748.4240 781.2484 79.3879 78.4839 90.3252

7 420 570.2290 604.7598 84.2955 83.3445 88.7127

8 480 433.9975 468.1411 88.0474 87.1071 87.1002

9 540 328.8818 362.3853 90.9424 90.0197 85.4878

10 600 249.1969 280.5204 93.1370 92.2743 83.8753

11 660 187.8768 217.1492 94.8258 94.0196 82.2628

12 720 141.7695 168.0939 96.0956 95.3706 80.6504

13 780 106.3149 130.1205 97.0704 96.4164 79.0379

14 840 79.6037 100.7256 97.8077 97.2260 77.4254

15 900 59.6077 77.9711 98.3584 97.8526 75.8130

16 960 44.3407 60.3570 98.7788 98.3377 74.2005

17 1020 32.9717 46.7220 99.0919 98.7132 72.5880

18 1080 24.4223 36.1672 99.3274 99.0039 70.9755

19 1140 18.0098 27.9968 99.5040 99.2290 69.3631

20 1200 13.2509 21.6722 99.6351 99.4031 67.7506

21 1260 9.7497 16.7763 99.7315 99.5380 66.1381

22 1320 7.0995 12.9864 99.8045 99.6423 64.5257

23 1380 5.1988 10.0527 99.8568 99.7231 62.9132

24 1440 3.7823 7.7818 99.8958 99.7857 61.3007

25 1500 2.7334 6.0238 99.9247 99.8341 59.6883

26 1560 1.9694 4.6630 99.9458 99.8il6 58.0758

27 1620 1.4148 3.6096 99.9610 99.9006 56.4633

28 1680 1.0156 2.7942 99.9720 99.9230 54.8509

29 1740 0.7263 2.1630 99.9800 99.9404 53.2384

30 1800 0.5125 1.6743 99.9859 99.9539 51.6259

31 1860 0.3681 1.2961 99.9899 99.9643 50.0134

32 1920 0.2560 1.0033 99.9930 99.9724 48.4010

33 1980 0.1807 0.7766 99.9950 99.9786 46.7885

rr=LIl NOTE 1

•

Table 7.10: Simulation results for x = 3721, f = 90, b = 61 and j = 100000.

•
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Table 7.11: Simulation results for x = 4356~ f = 65 and j = 100000.

1 %DR 1 %DRmin 1 %DE ~1 XFA mAJ<

1 65 2687.4838 2700.3637 37.3693 37.0691 98.5078

2 130 1675.4362 1699.3624 60.9547 60.3971 97.0156

3 195 1038.4794 1069.4236 75.7987 75.0775 95.5234

4 260 643.8658 672.9976 84.9950 84.3161 94.0312

5 325 400.7272 423.5233 90.6612 90.1300 92.5391

6 390 248.7458 266.5269 94.2031 93.7887 91.0468

7 455 157.3656 167.7277 96.3327 96.0912 89.5546

8 520 97.5185 105.5525 97.7274 97.5401 88.0624

9 585 61.1952 66.4251 98.5739 98.4512 86.5702

10 650 40.0313 41.8019 99.0671 99.0258 85.0781

11 715 25.6109 26.3063 99.4032 99.3869 83.5859

12 780 16.4112 16.5548 99.6175 99.6142 82.0937

13 845 10.3435 10.4181 99.7590 99.7572 80.6015

14 910 5.6223 6.5562 99.8690 99.8472 79.1093

15 975 3.3220 4.1259 99.9226 99.9039 77.6171

16 1040 1.8386 2.5964 99.9572 99.9395 76.1249

17 1105 1.0814 1.6340 99.9748 99.9619 74.6327

18 1170 0.9780 1.0283 99.9772 99.9760 73.1405

19 1235 0.3522 0.6471 99.9918 99.9849 71.6483

20 1300 0.1176 0.-1072 99.9973 99.9905 70.1561

WI NOTE 1

•

•

XFA m ." 1 %DR 1 %DRmin 1 %DE ~
1 78 3867.3453 388l.3026 37.2490 37.0225 98.7502

2 156 2416.4329 2444.3468 60.7913 60.3384 97.5004

3 234 150l.9885 1539.3882 75.6289 75.0221 96.2506

" 312 929.3168 969.4680 84.9210 84.2695 95.0008

5 390 572.6558 610.5466 90.7082 90.0934 93.7510

6 468 350.9345 384.5069 94.3058 93.7610 92.5012

7 546 214.2553 242.1528 96.5235 96.0709 91.2514

8 624 130.0240 152.5017 97.8903 97.5256 90.0016

9 702 78.5379 96.0418 98.7257 98.4416 88.7518

10 780 47.1675 60.4847 99.2347 99.0186 87.5020

11 858 28.1318 38.0917 99.5435 99.3820 86.2522

12 936 16.7588 23.9892 99.7281 99.6108 85.002·1

13 1014 9.8802 15.1078 99.8397 99.7549 83.7526

14 1092 5.8163 9.5145 99.9056 99.8456 82.5028

15 1170 3.3856 5.9920 99.9451 99.9028 81.2530

16 1248 l.9774 3.7736 99.9679 99.9388 80.0032

17 1326 l.1351 2.3765 99.9816 99.9614 78.7534

18 1404 0.6544 1.4967 99.9894 99.9757 77.5036

19 1482 0.3684 0.9426 99.9940 99.9847 76.2538

20 1560 0.2086 0..')936 99.9966 99.9904 75.()040

Table 7.12: Simulation results for x = 6241, f = 78 and j = 100000.
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Table 7.13: Simulation results for x = 7396, f = 85 and j = 100000.

Table 7.14: Simulation results for x = 10201, f = 100 and j = 100000.

1 %DR 1 %DRm~ 1 %DE ~

XFAmax 1 %DR 1 %DRmin 1 %DE ~

1 85 4589.9024 4605.6895 37.2192 37.0033 98.8507

2 170 2869.8698 2901.4329 60.7459 60.3141 97.7015

3 255 1787.3829 1827.8073 75.5521 74.9992 96.5522

4 340 1112.9379 1151.4585 84.7772 84.2503 95.4029

5 425 689.7127 725.3810 90.5661 90.0782 94.2537

6 510 426.1137 456.9662 94.1716 93.7496 93.1044

7 595 263.6516 287.8736 96.3938 96.0626 91.9551

8 680 162.5042 181.3509 97.7773 97.5195 90.8058

9 765 99.9081 114.2451 98.6336 98.4374 89.6566

10 850 61.7674 71.9707 99.1551 99.0156 88.5073

11 935 38.0965 45.3392 99.4789 99.3799 87.3580

12 1020 23.3709 28.5622 99.6803 99.6093 86.2088

13 1105 14.5924 17.9932 99.8004 99.7539 85.0595

14 1190 9.0551 11.3351 99.8761 99.8450 83.9102

15 1275 5.6257 7.1408 99.9231 99.9023 82.7610

16 1360 3.5807 4.4985 99.9510 99.9385 81.6117

17 1445 2.2774 2.8339 99.9689 99.9612 80.4624

18 1530 1.4397 1.7853 99.9803 99.9756 79.3131

19 1615 0.9562 1.1247 99.9869 99.9846 78.1639

20 1700 0.6395 0.7085 99.9913 99.9903 77.0146

21 1785 0.4263 0.4463 99.9942 99.9939 75.8653

m."
1 1O0 6347.3552 6366.5470 37.1611 36.9711 99.0197

2 200 3976.2710 4012.7632 60.6349 60.2736 98.0394

3 300 2480.4419 2529.1997 75.4436 74.9609 97.0591

.. 400 1542.8391 1594.1262 84.7259 84.2181 96.0788

5 500 955.5722 1004.7599 90.5398 90.0529 95.0985

6 600 590.5336 633.2889 94.1537 93.7304 94.1182

7 700 362.8770 399.1549 96.4075 96.0484 93.1379

8 800 222.3870 251.5828 97.7984 97.5093 92.1576

9 900 135.6022 158.5699 98.6575 98.4302 91.1773

10 1000 82.5401 99.9448 99.1829 99.0106 90.1970

11 1100 49.9021 62.9941 99.5060 99.3764 89.2167

12 1200 30.1320 39.7045 99.7017 99.6069 88.2365

13 1300 18.0936 25.0253 99.8209 99.7523 87.2562

14 1400 10.8196 15.7732 99.8929 99.8439 86.2759

15 1500 6.4392 9.9416 99.9363 99.9016 85.2956

16 1600 3.8101 6.2661 99.9623 99.9380 84.3153

17 1700 2.2528 3.9495 99.9777 99.9609 83.3350

18 1800 1.3201 2.4893 99.9869 99.9754 82.3547

19 1900 0.7744 1.5690 99.9923 99.9845 81.3744

20 2000 0.4515 0.9889 99.9955 99.9902 80.3941

21 2100 0.2611 0.6233 99.9974 99.9938 79.4138

22 2200 0.1496 0.3929 99.9985 99.9961 78.4335

([iJJ NOTE 1

([iJJ NOTE 1

•

•
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6. A high diagnostic efliciency is achieved with a high resolution over a wide range

of fault multiplicities. The percentage reduction in the number of test experiments

represents great savings in the diagnostic effort over the straightfonvard bottom line

solution. Indeed, the simulation results indicate that for ail values of f that can be

considercd practical, the scan elements being in error can be correctly identified in

a number of BIST sessions, approximately half the number of scan elements under

test, and with less than a single false alarm on average.

For instance, in a 1681-bit scan channel, any 40-tuple of faulty scan ceUs can be

identified \Vith an average of 1.54 false alarms, in a number of test experiments which

is only 31% of the total number of scan cells in the channel.

In conclusion, the experimental results strongly support the non-adaptive algorithm as

a viable BIST diagnosis technique.



•
Chapter 8

Locating the Physical Defects

•
:Xowadays, most VLSI circuits are designed at the RTL level. Consequently, the designers

of these circuits usually have much better knowledge of the latches and flops than the gates

in their designs [38]. Thus, knowing the location(s) of the failing scan celles) is very helpful

in debugging the ~IIUT.

However, it is still desirable in sorne cases to identify the actual physical defects, so that

a corrective action can be taken. This chapter discusses the possibilities of locating the

physical defects after identifying the fault-capturing scan ceUs ernbedded in a GSTUrvIPS

environment.

Fault dictionarics and electron probing have becn traditionally used in locating the

faulty gates and transistors, respectively. Although recent developments have enhanced

the capabilities of fault dictionaries and electron probing individually, linking the two

techniques in a continuous interaction often yields a finer diagnostic resolution (40].

A quick initial diagnosis of the likely fault sites, using a fault dictionary, eliminates

the need to painstakingly probe back from the fault-capturing scan ceUs, thus reducing

the number of required probe points [40]. For VLSI modules whose packaging restricts

nodal access, augmenting a guided probe analysis with a fault dictionary is crucial for

maintaining observability.

The electron probe on the other hand, can pinpoint the actual physical defect(s) which

the dictionary by itself is unable to do. A tight integration of the two in which the fault

dictionary advises the probing algorithm on choosing the probe points, can significantly

• reduce the debug time while achieving a very high diagnostic accuracy [40].

206



• CHA.PTER 8. LOCATING THE PHYSIC.4L DEFECTS 207

EBT MUT DT

•

•

Figure 8.1: A conccptual automatic fault diagnosis system.

The proposed conceptual Automatic Fault Diagnosis System (AFDS) is shown in Fig­

ure 8.1.

This system can identify in a hierarchical manner the failillg boards~ NICNls, chips,

gates, and their associated 1/0 pads and intcrconnects. After identifying the defect(s}, a

repair cali can be generated indicating the necessary corrective action(s).

The diagnosis system consists of a Diagnosis Software ~Iodule (DSM), a simple Digital

Tester (DT), and an Electron Bearn Tester (EBT). The communication between the three

components is established physically by a local Ethernet and logically by data files having

defined interfaces [56].

The DSNI controls the complete fault diagnosis process. lt includes ATPG tools, Pseu­

dorandom Test Pattern Generators (PTPG), and Fault Simulators (FS) that produce the

drive and expect test vectors. It is also responsible for generating and hosting Test Pro­

grams (TP) that control how these vectors are used during diagnostic test execution [133].

During test execution, the drive test data is applied to the MUT through its scan

channels. The software module compiles the test response data shifted out through the

channels and compares it, either on-Hne or off-Hne, ta the expected response data [22]. The

cornparison results along with the diagnostic information are written ta a file that is fed

to a set of diagnostic algorithms.



• CHA.PTER 8. LOCi\TING THE PHYSICAL DEFECTS 208

The ;\IUT must be described in a Hardware Description Language (HDL) such as

VERILOG or VHDL. The scan circuitry within a ~IUT, including boundary scan, must also

be specified using, for example, the proposed IEEE Soundary-Scan Description Language

(BSDL) [165, 166]. The BSDL describes the types and sizes of the registers that comprise

the scan circuitry.

A net-lïst compiler reads the HDL description and its associated SSDL files. It then

generates a Signal Data-Base (SDS) file containing information on how the devices on the

~[{JT are interconnected, how the NIUT's scan cells connect to form a scan channel, and

which nodes can he driven or sensed by a test program. The SDS information is then used

with different test templates to generate the required test and diagnosis test programs.

The computer hosting the software module can be an inexpensive Pentium-based PC

or a SU~ Sparc station. A standard bus can be used to handle the data transfer between

the host computer and the digital tester. The tester on its part contains [6, 22, 55, 161]:

1. A simple micro-controller that coordinates data and controis the signal flow between

the host computer and the lVIUT. The firmware needed for the micro-controller can

• be stored in an EPRON!.

2. A RAj\J[ behind each channel, to drive test data and capture test responses.

Basically, the fault diagnosis proccss cao be divided into three steps:

1. Generating the initial Candidate Fault List (CFL).

2. A non-invasive diagnosis using fault dictionaries to confirm the candidate fault(s)

that explain(s) the observed failures.

3. An invasive diagnosis usiog electron probing to conduct a focused inspection of the

transistors themselves, thus discovering design errors or physical defects.

Each of these steps will be considered subsequently in following sections.

8.1 Generating the Candidate Fault List

•
Arter knowing the exact locations of the fault-capturing scan ceUs, using either the adaptive

or nan-adaptive diagnostic algorithms presented in this thesis, the structure of the MUT

is analyzed ta generate a reduced CFL.
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Figure 8.2: Detennining the candidate fault list using a backtrace analysis.

This structural analysis tries to find plausible faults that can explain the erroneous

behavior of the NIUT, and it often yields an acceptable diagnostic resolution [167]. For

efficient diagnosis, it is necessary to minimize the size of the initial CFL, thus minimizing

the post-test diagnostic-simulation effort. However, the list should he large enough ta

contain aIl the faults that could have caused the observed falllty hehavior.

• In generating the CFL, a reduced model of the ~'IUT is huilt first. The model consists of

the logic cones on a backtrace starting at each of the discrepant scan ceIls and terminating

at the scan cell houndaries [l, 118]. A cone of logic may overlap \Vith others as shown in

Figure 8.2. Thus, the post-test simulation effort is far less than if a complete model of the

)'HJT \Vas used.

In determining the candidate faults, a hierarchy of fault types can he used which include

single stuck-at faults, multiple stuck-at faults, memory faults, CMOS faults, shorts and

opens [3].

Under the single-site defect assumption [18], there exists a path from the site of the fault

to each of the fault-capturiog scan ceUs. Hence, the fault site belongs ta the intersection

of alliogic cones in the reduced model, and the ~IUT nodes that cao exactly affect aU the

discrepant scan cells are the best candidate faults. These faults are simulated first.

The CFL can be further reduced hy taking ioto accouot the inversion parities of the

paths between the fault site and the capturiog scan ceUs [3].

If no such nodes exist, other MUT nodes, such as the ODes that can be propagated to aIl

the faulty scan ceIls, cao be used as candidates. Otherwise, multiple faults are considered

• and so forth [38].
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Using the above criteria, a minimized fault list can be generated to be processed in

the next step of diagnosis. Further improvements in generating a CFL can be found in

[18, 112].

Finally, it should be mentioned that, in principle, the list of candidate faults can also

be determined directly from the faulty signatures compacted at each of the discrepant scan

ceUs. This essentially follows the methods described earlier in Section 3.1.1.

8.2 Dictionary-Based Diagnostics

Once the candidate fault sites and the set of plausible faults are determined by the struc­

tural analysis, simulation can be used in postulating a lau.it hypothesis. A fault hypothesis

is a set of circui t nodes which are fault candidates explaining the observed erroneous be­

havior of the NIUT during test [56]. This step is limited to the employed fault model, and

thus different fault hypothesis must be postulated.

Fault hypotheses can be generated in two different ways. In the first approach, a min­

imal fault dictionary is constructed first by means of fault simulation. The dictionary

database is constructed by injecting ail the plausible faults in the CFL to determine the

possible responses of the ~1UT to a given test in the presence of faults. Diagnostic sim­

ulation algorithms for sequential circuits has been discussed in [48, 49, 168]. Techniques

for simulating faults in the combinational portions of scan circuits have been described in

[112, 169, 1iO].

In order to limit the size of the fault dictionary, without sacrificing the ability to

distinguish among different faults, only a meaningful subset of the test-patternfresponse

data, generated during fault simulation, is selected. In general, only the first failing test

that detects each fault is included in the dictionary. Extra tests which distinguish between

the candidate faults are also included.

Compared to building a complete fault dictionary, this diagnostic fault simulation has

the advantage of processing a much smaller set of faults. In addition, since only the fault­

capturing scan ceUs are monitored in a reduced ~[UT model, the fault simulation effort is

greatly simplified.

Using the scan circuitry, the identified diagnostic test patterns are applied to the MUT,

• and the test responses are unloaded into the tester. Ali additional processing takes place
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off-lîne in the software module. A fault hypothesis is generatcd by comparing the actual re­

sponses obtained from the faulty ~IUT, vector by vector, with the pre-computed responses

stored in the fault dictionary.

In one pass through the dictionary database, a lookup program in the DSM analyzes

cach fault syndrome to determine how close a match it provides with the actual MUT

response. Faults with the lowest mismatch score represent the best match with the test

results.

The output from the lookup program contains a confidence level. This indicates whether

the faulty-machine simulation matched aH observed passing values in the fault-capturing

scan cells, matched aIl observed failing values, or any combination of the two [40, 118]. The

highest confidence level is obtained when both values match, and the lowest confidence is

when neither does.

If the test results do not contain enough information to postulate a fault hypothesis,

the DSiv[ generates additional test vectors. This process is repeated until a hypothesis is

postulated .

The second approach to postulating a fault hypothesis essentially foUows the same

strategy as \Vith the analytical diagnostic techniques presented in Section 3.2. That is

ta identify the failing test patterns and then analyze them by post test simulation. The

failing tests are fault simulated ta determine which of the candidate faults in the CFL can

he sensitizcd by them and observcd at the fault-capturing scan ceUs. The group of faults

thus identified constitute the fault hypothesis.

Compared to most existing analytical approaches, the diagnostic algorithms presented

in this thesis allow the identification of more failing test patterns. This is because these

aigorithms identify the fault-capturing scan cells and provide an independent signature for

each of them, as opposed to having one signature for ail scan cells in a channel. Thus, the

sequences observed at each faulty scan ceU potentially contain fewer error bits that must

be identified by the analytical diagnostic techniques.

Clearly, unless the actual number of failing vectors corresponding to each fault-capturing

cell is very smaU, this second approach to postulating a fault hypothesis is not practical.

Finally, it should be mentioned that the dictionary-based diagnostics maybe the fi­

nal output of the AFDS in applications where the ~IUT nodal access is not availahle

for electron-beam probing. In these applications, the dictionary-based diagnostics are ex­

tremely valuable.
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In the past, severai probe-based diagnostic systems have been presented [171, 172, 173,

174, 175]. Probing in a scan environment has also becn used for sorne time with modules

that pmploy both internaI-scan and boundary-scan techniques [52, 56, 60].

An important component of these systems is the EBT that allows the observation and

measurement of sign:ll voltages at internai circuit nodes. This allows for the identification

of faulty primitive cells or transistors within the MUT using an effect-cause analysis.

In the AFDS under consideration, a guided-probing strategy is applied where the OSM

is the guide, and the linked EBT represents the probe. The operation of the probe can

he automatcd in the form of a robot arm [1] under the control of the software module. If
the operation of the EBT is not automated, a human operator is required to perform the

measurement tasks at the coordinates displayed by the DSlVl.

The selection of the internai ~IUT nodes to be probed is automatically performed

by the software module [56]. The required data for this selection includes the SOB, the

Layaut Data-Base (LOB) of the NfUT, and the results of the dictionary-based diagnosis

that contain the targeted faults for probing.

During diagnosis, the applied test patterns and initialization sequences are generated

automatically upon request and adaptively, where their gencration depends on the pre­

decessing results of the fault diagnosis process [56]. This online test generation allows a

focused inspection of the NIUT.

There are two different starting points for probing. "Vhen a fault hypothesis is postu­

lated during dictionary-based diagnostics, only nodes which are members of the hypothesis

arc analyzed. A fault hypothesis corresponds to a rough enclosure of the fault site [56].

Backtracc probing using only nodes from the fault hypothesis allows for a drastic re­

duction in the number of internai nodes which have to be observed by the EBT and their

measurement times [176]. Consequently, the source of the fault can be found in a short

time.

In doing 50, the probe algorithm in the OSNI generates prioritized probe instructions,

starting with the most likely candidate node, until a failing node is encountered. As each

node is probed, the algorithm maintains a list of nodes that have been probed and found

ta be gaod.
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\Vhen a failing node is encountered, the probe algorithm searches through the SDB

and LDB for circuit topology information to determine which inputs to the failing node

nccd to be probed next. It then compares these inputs to the nodes in the fault hypothesis

list. If it finds a match, the algorithm directs the next probe to that node. If no match is

found~ the algorithm makes the node selection based on the topological information alone.

The fault dictionary is referenced to determine the most likely candidate node each

time a new list of candidate input nodes is generated for the next probe. This process

continues iteratively until a satisfactory diagnosis is obtained.

If either no fault hypothesis was postulated during dictionary diagnostics or ail hy­

potheses are invalidated, probing starts at a fault capturing scan cell. The guided-probing

strategy is based on the weil known depth-first backtracing algorithm [177]. The probe

algorithm essentially proceeds in the same manner as above. A fault is located when aIl

predecessors of a faulty node are identified as being fault-free. After resolving one faulty

scan cell, the diagnostic system repeats the procedure for the remaining faulty ceUs.

This type of probing can go along with a lot of measurement nodes, compared ta the

first one, and therefore it may be very time consuming. However, probing from the faulty

scan cells has the advantage of not being restricted to any fault model, since it is only

based on signal voltage comparisons. This results in diagnosing multiple classical and

non-classical faults [56] .
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Chapter 9

Conclusion

Testing screens for good modules. Testing digital modules constitutes a major portion

of the cost and effort involved in their design~ production, and use [1]. The benefits of

increased circuit density forces the levels of integration to continue to gro\V [3]. This in

turn exacerbates the testing problem.

BIST has been warmly embraced by the le industry as a solution for the continuously

aggravating testing problem. It shows promise in easing the test application time that

hunts VLSI development and its introduction to the manufacturing practice. AlI these

advantages translate into saving dollars.

Testing in a BIST environment has been widely used to provide a simple gofno-go

answer. However, when test fall-out is high, it becomes necessary to diagnose faults to

improve the yield. Fault diagnosis is important at aIl levels of integration, ranging from

the chip LeveL, wICM level, PCB level, aIl the \Vay to the system level. The diagnosis process

is often hierarchical such that the faulty module identified at one level becomes the MUT

at the next level [3].

Fault diagnosis is important for a variety of reasons. During the start-up phase of chip

production, fault diagnosis can assist in detecting design or process errors. These errors

are addressed by improving the quality of the design and the rnanufacturing process. Later

in the product cycle, analysis of failed chips from the field can provide information about

their weaknesses. The incidence of physical faults can thus be reduced by designing for

reliability with a good quality control in the manufacturing process, and by ensuring proper

operating conditions in the field .

214
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An NICNI or board-Ievel diagnosis permits faulty chips to be replaced. Finally, fault

tolerant systems generally require sorne diagnostic information in order to allow reconfig­

uration thus minimizing the system down-time.

Signature analysis is typically used in a BIST environment to compact the outputs of

a module into a final signature. Fault detection in this environment is relatively easy com­

pared ta fault diagnosis. Valuable diagnostic information is lost as a result of compaction.

Consequently, conventional diagnostic techniques can not be directly applied in a BIST

cnvironment, and have to be replaced by ones suited for this environment.

In the first part of the thesis, a detailed survey \Vas presented of the diagnostic tech­

niques that can he used in a BIST environment. Thcse SA-based procedures can be

employcd at different levels of integration, ranging fornl the chip level aIl the way to the

system level. The applicahility, practicality, cost and diagnostic resolution of each method

were outlined. The short comings of these methods were analyzed, thus providing the

motivation for the thesis.

Then, novel BIST fault diagnosis algorithms \Vere presented for scan-based VLSI mod­

ules based on multiple signature analysis. The wIUTs were assumed to be designed with

GSTUNIPS~ a generic BISD architecture introduced in this thesis. The development of

the GSTUNIPS architecture results in highly reHable digital modules. Since faults can he

promptly isolatcd after detection, a recovery process or a corrective action can he executed

immediately. No specific fault model has been assumed, and thus aIl voltage detectable

faults are diagnosable.

Diagnosing various malfunctions in a NIUT begjns by identifying the scan channels/cells

that capture errors during test. Based on faulty signature information, the algorithms

guarantee the identification of these scan elements, regardless of the number of errors the

wIUT may produce.

An adaptive diagnostic algorithm \Vas developed to minimize the number of signatures

that must be collected to determine the fault-capturing scan elements. The adaptive

algorithm does oot impose an)' limi t on the number of these elements, and can correctIy

ideotify any number of them ranging from a single channel/cell to the catastrophic case of

aIl faulty scan channels/cells.

Another non-adaptive diagnostic algorithm was also developed. In this algorithm, an

upper limit on the number of error-capturing scan elements is assumed. This algorithm

also guarantees the identification of ail faulty elements. However, depending on the actual
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nunlber of faulty channels/cells and the allowed time for diagnosis, the aigorithm may also

praduce sorne extra faise alarrns. Severai measures were defined to quantify the diagnostic

efficiency and resolution of this algorithm.

Both algorithms can be applied at allleveLs of integration to provide chip levei through

system level diagnostics. At the system level, the aigorithms provide unit level diagnosis.

At the PCB or NICNI level, they have the ability to isoLate the faulty chips. And finally at

the chip LeveL, the diagnostic results can be combined with other BIST-based or cIassical

non-BlST techniques ta provide a tiner gate or even transistor Level diagnostic capability.

Furthermore, these diagnostic algorithms minimize the probability of traditionaL sig­

nature aliasing because the test responses are compacted in multiple BIST sessions with

different scan channel/ceU configurations.

Simulation experiments, assur!ling various modules having different numbers of scan

channels/cells and a range of fauLt multiplicities, were used to quantify and compare the

performance of the above algorithms. The experimentaL results for the adaptive algorithm

clearly showed the enorrnous savings in diagnosis time in all practical cases, while still

ensuring the highest level of diagnostic resoLution.

Experimental results for the non-adaptive aigorithm showed that a reasonabLy high

diagnostic resoLution cao be achieved with a small diagnosis time. The results also showcd

that the number of faLse alarms produced by the algorithm can be easily cootrolled at the

expense of additional test time. Thus, the non-adaptive algorithm provides the capability

for trading-off the diagnostic resoLution for diagnosis time.

The cost of these algorithms includes the extra hardware for the channel selection

controller, and the extra tester time for collecting multiple signatures in diagnosis mode.

This incremental area overhead and the extra tester time maybe a small price to pay for

the assured testability, automated diagnosis, and the resultant module quality that ensues.

This project is intended to he a first step in an even larger project. In the future, new

approaches to DFD will be explored while considering various possible BIST structures

and VLSI architectures. In particular, the extension of our diagnostic methodology to

CA-based BIST and ABIST [130, 131] is already under consideration, and the results will

be prescnted in the near future .
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