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Abstract

The studies inc1uded in this thesis had as aim to elucidate how individual

differences in phonetic learning abilities might be related to differences in more general,

psychoacoustic learning abilities, and in how they might be related to differences in brain

function and brain morphology.

We tested and trained English speaking volunteers to perceive the Hindi dental

retroflex phonetic contrast. We found evidence suggesting that the ability to accurately

perceive "difficult" non-native contrasts is not permanently lost during development. We

also tested and trained subjects to perceive the difference between non-linguistic rapidly

changing and steady-state tonal sounds, and found evidence supporting the hypothesis

that successful phonetic learning is in part a function of a more general psychoacoustic

ability to process rapidly changing sounds.

The aim of the second study was to determine how the pattern ofbrain activity

may change as a result of training with non-native speech sounds, and in whether it is

possible to differentiate "learners" from "non-learners" on the basis of neural activation

patterns. Results ofthis. functional magnetic resonance imaging (fMRI) investigation

suggested that successfullearning of a non-native contrast results in the recruitment of

the same areas that are involved in the processing of native contrasts; but the degree of

success in learning is accompanied by more efficient neural processing in c1assical frontal

speech regions, while making greater processing demands in left parieto-temporal speech

reglOns.

In the final study, we correlated phonetic learning measures with brain

morphology throughout the whole brain volume. We found evidence for overalliarger

parietal volumes in the left relative to the right hemisphere, and for more white relative to

gray matter in the left hemisphere in the learners and not in the nonlearners. This finding

is consistent with findings by other investigators suggesting that left-hemispheric

dominance for speech may be in part accounted for by hemispheric differences in white

matter connectivity, which may allow faster intra- and inter-hemispheric neural

transmission. This latter feature may be critical for the processing of consonant speech

sounds, which depends on the ability to process sounds that change on the time scale of

30-50 milliseconds.



Résumé

Cette thèse inclut trois études portant sur les corrélats comportementaux et

neuronaux de la capacité d'apprendre des contrastes phonétiques venant d'une langue

étrangère. Nous avons testé et entraîné des sujets anglophones à perçevoir le contraste

phonétique dental-rétroflexe. Les résultats suggèrent que la capacité de percevoir un

contraste phonétique "difficile" n'est pas complêtement perdue au cours du

développement. Nous avons aussi entraîné les participants à percevoir la différence entre

des sons non-linguistiques contenant des changements temporels rapides et des sons

tonaux stationnaires. Les données suggèrent que l'apprentissage phonétique est en partie

déterminé par une capacité psychoacoustique plus générale d'apprendre des sons

contenants des changements temporels rapides.

Le but de la deuxième étude était de déterminer comment l'activité du cerveau

peut changer en conséquence d'un entraînement phonétique, et de déterminer si l'activité

est différente chez les sujets qui bénéficient d'un entraînement par rapport à ceux qui

n'en bénéficient pas. Les résultats de cette étude d'imagerie par résonance magnétique

fonctionnelle (IRMf) suggèrent que l'apprentissage de nouveaux contrastes phonétiques

recrute les mêmes aires du cerveau que celles qui sont activées pendant la perception des

contrastes natifs. Les résultats suggèrent aussi que chez les individus que réussissent à

apprendre le contraste, il y une activité cérébrale plus efficace dans les aires frontales

linguistiques, et que les aires postérieures linguistiques sont plus actives chez ces mêmes

personnes.

Dans la troisième étude, nous avons corrélé des mesures comportementales

d'apprentissage phonétique avec la morphologie du cerveau. Nous avons trouvé que le

lobe pariétal gauche est généralement plus grand que le droit, et que chez les individus

qui réussissent à apprendre les sons non-natifs, il y a plus de matière blanche par rapport

à la quantité de matière grise dans l'hémisphère gauche. Ce résultat est intéressant car il

suggère que la capacité d'apprendre des nouveaux sons phonétiques peut en partie être

détérminée par la connectivité intra- ou inter-hémisphérique entre les aires linguistiques

du cerveau. La connectivité peut donc influencer l'efficacité de la communication

neuronale, ce qui est critique pour la capacité de percevoir certains phonèmes qui ont des·

changements acoustiques de très courte durée.
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Chapter 1

General Introduction

General Overview

There are large individual differences in how easily adults are able to learn speech

sounds coming from foreign languages. The purpose of the three studies included in this

thesis was to elucidate how these individual differences might be related to differences in

more general, psychoacoustic learning abilities (Study 1), and how they might be

predicted by differences in brain function (Study 2) and anatomy (Study 3). Previous

work has already addressed aspects of these questions, such as for example how phonetic

perception might be related to the perception of non-linguistic sounds, or such as what

neural functional substrates underlie phonetic perception. To my knowledge, no one has

to date addressed the question of how phonetic learning abilities may be related to more

general auditory factors, or of how brain function, as measured by imaging techniques,

may change as a result of phonetic training. In addition, no work has previously been

done aimed at elucidating macroscopic morphological correlates of a continuous, speech

related ability in a population of normal, healthy adults. Study 3, which addresses this

question, was exploratory relative to the first two since little previous work similar to this

has been done.

In this general introduction, l will provide a brief overview of work on phonetic

perception and learning in adults, on the categorical perception of speech and nonspeech

sounds, and of factors influencing the ability to learn new speech sounds in adulthood. l

will also briefly review neuropsychologicalliterature on phonetic processing, and finally,

will present results of previous work examining the relation between brain anatomy and

behavior. l will finish with an overview of the aims and predictions of the three

investigations included in this thesis.

1. PHONETIC LEARNING: BEHAVIOR

1. Phonetic perception and learning in adults

During development and starting as early as at six months of age, lack of

experience with certain non-native speech sounds results in a developmental shift from a
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language-general to a language-specifie pattern of phonetic perception (Kuhl et al, '92,

Best et al, '88, Polka & Werker, '94, Werker & Tees, '84a). Adults are more sensitive to

acoustic differences among tokens of different native phonetic categories than to those of

the same native category, even when the physical differences separating the stimuli have

been equated. For example, most unilingual native Japanese speakers have considerable

difficulty in hearing the difference between Irl and Ill, since these sounds are not used to

distinguish meaning in the Japanese language. The results of laboratory studies aimed at

improving non-native phonetic perception in adults have shown that sorne contrasts are

more easily learned than others. For example, it has been shown that training is effective

in improving the ability to distinguish contrasts which differ along the voicing (VOT)

dimension, suggesting that there is not a permanent sensory loss for certain speech

sounds during development (Pisoni et al, '82, McClaskey et al, '83, Jamieson &

Morosan, '86, Carney et al, '77). However, certain other contrasts which are

distinguished in terms ofplace-of-articulation, such as the Hindi dental versus retroflex

stop consonants, are much more difficult for adults to leam (Polka, '92, Burnham, '86,

Tees & Werker, '84).
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Individual differences have also been shown in the ability to process complex,

rapidly changing non-speech sounds. Naatanen and colleagues ('93), using an oddball

paradigm, repeatedly presented subjects with a "standard" sound, composed of eight

consecutive 50-ms segments of different frequencies. Occasionally, this sound was

replaced with a "deviant" sound, which was similar to the standard one except that the

frequency of the sixth segment was different. During the passive listening phase,

subjects were reading a book and not attending to the stimuli. Two discrimination phases

were interspersed between the oddball ones. Results showed that before any training,

sorne individuals could discriminate the two complex sounds, that others developed this

discrimination ability after several sessions of passive exposure, and that two subjects

failed to develop this discrimination. It was also shown that the mismatch negativity

(MMN) response, a physiological measure of discrimination which is independent of

attention and voluntary response, emerged to variable degrees across adults. This

increase in the MMN was paralleled by behavioral improvements in discrimination

performance.

3. Psychophysics of categorical perception (CP) of speech sounds

We sort our sensory and cognitive experiences by categorizing them. Interest in

the phenomenon of "categorical perception" (CP) was originally stimulated by work on

the CP of colors and of phonemes. Speech sounds vary along a physical continuum; for

example, the slope of the second formant transition (FT) varies when one compares the

sounds /bal, Idal, and Igal. CP for speech sounds is defined as a quantitative discontinuity

in discrimination at the boundaries of a physical continuum, as measured by a peak in

discrimination acuity at the transition region for the identification of members of adjacent

categories (Harnad, '87). Categorical perception helps to establish perceptual constancy

among the acoustic variations of speech sounds and of words pronounced in different

contexts by different speakers. For example, individuals can easily hear the difference

between /bal and Idal, but perceptually assimilate two different instances of /bal, even

when the physical acoustic difference of the contrast is the same for both pairs. The

motor theory of speech perception (Liberman et al, '63, Liberman & Mattingly, '85, '89)

has been used to explain phonetic boundaries. Phonetic discontinuities are thought to
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arise from discontinuities required to pronounce sounds. A second explanation for CP is

that of innate sensitivity, which attributes the discontinuities in perception to inbom

enhancement and reduction of the sensory systems sensitivity in selected portions of

certain psychophysical continua (Pastore, '76, Stevens, '81). Lastly, the labelleaming

hypothesis, in its weaker form, suggests that labels are leamed by exposure and

association, and that these later come to influence identification and discrimination

performance (Lane, '65). The stronger version ofthis theory daims that selective

attention and leamed expectations actually alter the perceptual similarity of stimuli

(Fujisaki & Kawashima, '69, 71).

Sorne phonetic categories are innate. Research has demonstrated that very young,

prelinguistic infants possess highly developed perceptual mechanisms for the perception

of speech. Eimas and his colleagues ('71) showed that four month old infants

discriminate speech sounds from different voicing categories that correspond to adult

categories (ie; they demonstrated "categorical discrimination"). In contrast to innate CP,

research on top-down processing and on human performance focuses on learned

categories. It addresses-the question ofhow leaming based on a limited number of cases

generalize to future cases.

Task, stimulus and subject parameters also influence CP (Repp, '84). For

example, tasks or conditions that place fewer demands on working memory, such as

smaller inter-stimulus intervals (ISI), or such as the use of truncated stimuli, lead to better

within category discrimination (ie; to more acoustic rather than auditory processing).

There are varying degrees of CP for different types of phonemes. Typically, individuals

display the strongest degree of CP for stop consonants, intermediate levels for fricatives,

affricatives, and liquids, and finally, no or very little CP for vowels (unless these latter

are truncated) (Pisoni, '75, Fry et al, '62, Shankweiler & Studdert-Kennedy, '67).

Syllabic position also influences CP: CP is more evident at syllable-initial than at the

final position. This finding is consistent with the view that categorical perception is due

in part to psychoacoustic masking effects of the vowel on the consonant (Tartter, '81).
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4. Factors influencing the ability to learn non-native speech sounds

The tetrahedral model (Jenkins, '79) provides a framework for characterizing

interacting factors that influence the perception of nonnative speech sounds, including

stimulus materials, criterial variables, orienting variables, and differential subject

characteristics. In the following section, 1will focus on the first of these, and will

address our motivations for selecting the other three factors in later, relevant sections of

this thesis. SpecificallY' in this section, 1 will review evidence that both speech-specifie

as weIl as more general psychoacoustic factors influence the ability to hear and to learn

non-native speech sounds. 1 will also describe two specifie theoretical frameworks which

have been developed to explain why sorne contrasts are more easily learned than others.

Lastly, 1 will address the idea that individual differences in the ability to accurately

perceive and leam certain new, non-native sounds may in part be related to differences in

more general, rapid temporal processing abilities.

i. Relative influence ofphonetic, phonemic, and acoustic processing.

There is a body of work that has addressed the question of whether speech

processing involves a special "speech mode" (ie; phonetic processing), whether it

involves a more general "psychoacoustic processor" (ie; auditory processing), or whether

it involves both. There are different lines of evidence for both of these single-factor

models (Liberman, '82, Liberman et al, '67, Pastore, '77, Pisoni et al, '82, Jusczyk et al,

'83). There is aIso evidence for the latter, dual-factor model, which suggests that both

acoustic and phonetic factors are involved in speech perception, and that the relative

influence of auditory versus phonetic factors during phonetic perception influence the

ability to accurately perceive non-native speech sounds (Fujisaki & Kawashima, '70,

Pisoni, '73). Further, it is thought that the degree to which auditory versus categorical

information is used, or the ability to discriminate within versus between categories,

respectively, is a complex function of stimulus characteristics, task demands, and subject

factors (Zatorre, '83, Samuel & Tartter, '86, Pisoni, '73). For example, auditory

perceptual traces are thought to decay more rapidly than phonetic ones. For this reason,

under certain testing conditions such as when the ISI is long, the auditory information

related to the first stimulus decays before the second stimulus is heard, and therefore

subjects are forced to use more robust language-specifie phonemic codes. In contrast,
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under other testing conditions, such as when the ISI is short or when truncated stimuli are

used, finer discrimination abilities arising from acoustic processing can be shown. Note

that the perception of natural speech involves relatively long intervals between verbal

stimuli, imposing higher demands on working memory and making phonemic processing

more likely.

Werker and colleagues (Werker and Tees, '84b, and Werker and Logan, '85) have

extended the more traditional dual-factor framework to allow the distinction between

three levels of speech processing. Within this model, the phonemic level refers to speech

perception in terms of the listener' s native phonology, the phonetic level refers to the

perception of differences which are phonologically relevant in languages other than the

listener's own language, and lastly, the auditory (psychoacoustic) level refers to perceived

differences which are not phonologically relevant in any of the world's languages. This

framework distinguishes between innate universal "phonetic" sensitivities versus learned

linguistically relevant "phonemic" categories. Research on the development of CP has

supported this three factor framework. Infants generally fail to differentiate sounds that

do not exist in any of the worlds languages, yet can distinguish speech sounds that define

phonetic classes across languages (Eimas et al, '71, Trehub, '76), even when variables

such as speaker, speaking rate, or position ofthe phoneme in the word are manipulated to

alter acoustic cues (Kuhl, '79, '80, '83, '85). In other words, infant speech perception is

phonetically relevant, but is also language universal.

ii. Rest and colleagues' assimilation modela

Best and colleagues ('88) have proposed a model which describes how phonemic,

phonetic, and acoustic factors may underlie variation in the perception of non-native

speech contrasts. They suggest that during speech perception, attention is normally

focused at the phonemic level, such that listeners assimilate non-native phones to their

native phonemic categories whenever possible. The pattern of assimilation is suggested

to be a function of the phonetic similarity between native and non-native phones. Four

types of assimilation patterns are suggested, and predictions are made about the

perceptual difficulty of each. 1) The most difficult distinction is found in the "single

category assimilation", in which both non-native phones are perceived as instances of the

same native phoneme category. Performance on this distinction decreases at about 10-12
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months of age. 2) The easiest distinction is for "two-category assimilation", in which the

contrasting non-native phones are assimilated to two different native categories and the

distinction is therefore perceived as a phonemic contrast. The 3rd and 4th types are of

intermediate difficulty: 3) "Category-goodness assimilation", in which both phones are

assimilated to the single native phonemic category, but the phones are differentiable

because one phone is a better perceptual fit to the category than is the other phone (eg;

perception of the glG Farsi velar/uvular stop place contrast by English listeners). 4)

"Non-assimilation", in which both phones are sufficiently dissimilar from any native

category so as to be perceived as non-speech sounds, and the listener therefore

differentiates them by attending to psychoacoustic differences between them (eg; English

speaking adults are good at discriminating Zulu click contrasts). This type of

assimilation is less common than the other three.

Best and colleagues suggest that the likelihood and direction of assimilation of

non-native sounds can be predicted based on the degree of similarity in phonetic

articulatory features between the non-native item and native categories, and that phonetic

similarity criteria should derive from phonetic-articulatory features established by

phoneticians. During development, assimilation serves the purpose of structuring the

phonological perceptual system, and ofhelping to establish perceptual constancy among

different physical instances of the same phoneme.

iii. Burnham's model: Robust versusfragile contrasts

Burnham and colleagues (Burnham, '86, Burnham et al, '87) have developed a

psychoacoustic hypothesis of speech perception, involving the distinction between

"robust" and "fragile" phonetic contrasts. The ability to distinguish the sounds of a robust

contrast is lost relatively late in development, between the ages of4 and 8, at around the

time of formaI language training. The perception of these is relatively easy to train in

adults. They tend to be easier to articulate than sounds of fragile contrasts, and have a

clearer acoustic basis. They are more commonly used phonemically, and are also more

likely to be allophonically represented across the languages of the world (ie; to be

pronounced in languages in which the contrast is phonologically irrelevant). An example

of a robust contrast is the prevoiced versus voiced bilabial stop, differing in VOT, which

is phonemic in Spanish but not in English.
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The perceptual sensitivity to sounds of "fragile" contrasts is lost earlier in life, at

around the age of6-12 months (Werker and Tees, '84a, Werker & Tees, '83, Werker et al,

'81, Werker and Tees, '84b). These contrasts are harder to train in adults (Werker et al,

'81, Werker & Tees, '83, Werker and Tees, '84a, Tees & Werker, '84), are more difficult

to articulate, and have a weaker psychoacoustic basis. They are less likely to be part of

the phonetic inventory of the world's languages, and are also less likely to be

allophonically represented across languages. A good example of this type of contrast is

the dental-retroflex place-of-articulation contrast which is used in languages ofIndia such

as Hindi or Urdu. Retroflex consonants require a relatively complex articulation, and

their acoustic parameters are not weIl understood. They are rare across languages; only

Il % of the world's languages include a retroflex consonant. PerceptuaIly, English

listeners perceptually assimilate the dental-retroflex sounds such that they perceive both

sounds as instances of the dental consonant (Polka, '91, Werker & Lalonde, '88).

Burnham and colleagues (Burnham, '86, Burnham et al, '87) suggest that the

perception of robust contrasts is thought to be lost due to a lack of phonetic experience

with the sounds, whereas that of fragile contrasts is thought to be due to a lack of

exposure to the sounds. As noted earlier, robust contrasts are more likely to be produced

allophonically across languages. They suggest that simply being exposed to a phoneme,

regardless of whether or not it serves to distinguish meaning from other sounds in a

particular language, is sufficient to a) maintain perceptual sensitivity to that sound until a

later age, and to b) facilitate the perceptual training of that sound during adulthood. In

contrast, a lack of allophonic exposure to non-native "fragile" phonemes results in early

perceptualloss for these sounds, as weIl as in difficulty in learning these sounds in

adulthood. This hypothesis is consistent with the finding by Tees and Werker ('84) that

adults having only been exposed to the Hindi dental-retroflex contrast at a very early age

and not later were able to discriminate these sounds prior to studying the language, but

that adults without early exposure to the retroflex sound did not improve in their ability to

distinguish this sound from the dental one, even after one year of Hindi language courses.

iVe Temporal versus spectral processing

Certain speech sounds such as stop consonants contain frequency glides (formant

transitions, FTs) or voice-onset-times which last as little as 40ms. The ability to
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distinguish these phonemes therefore depends critically on the ability to process very

rapidly changing sounds. Vowels, on the other hand, are steady-state, and are

distinguished based on differences in the frequency of the formants. The processing of

such phonemes places relatively greater demands on spectral processing abilities. There

is a large body of work which supports the hypothesis that what has traditionally been

thought of as dominant hemispheric specialization for "speech" may in effect be a more

general and multi-modal underlying specialization for the processing of rapidly changing

information over time, which is critically necessary for the perception and production of

speech (Schwartz & TallaI, '80, TallaI et al, '93, Belin et al, '98, Johnsrude et al, '97). It

is possible that individual differences in the ability to learn certain difficult non-native

speech sounds may be in part related to differences in the ability to parse rapidly

changing temporal information, regardless of whether or not it is linguistic. Study 1

addresses this hypothesis.

Support for the hypothesis of a dissociation between temporal versus spectral

processing abilities cornes from research with clinical groups, as well as from functional

imaging, electrophysiol0gical, and dichotic listening studies with healthy individuals.

Tallal and colleagues ('93) have reviewed evidence supporting the hypothesis that the

speech processing impairments of patients with language disorders may result from

problems with the processing of basic sensory information entering the nervous system in

rapid succession, within the tens ofmilliseconds range. They have shown that language

impaired children have deficits in processing rapidly presented acoustic information but

not with the processing of steady-state stimuli. These children were shown to also have

difficulty with the perception ofvowel-vowel (VV) stimuli, where the duration of the

two vowels was 40ms and 21 Oms, but not with VV stimuli with durations of 80ms and

170ms. This demonstrates that the temporal processing deficit is independent of phonetic

classification. This deficit is pansensory, affecting several modalities, including the

visual, tactile and cross-modal sensory integration of verbal and nonverbal stimuli. For

example, the children have deficits in performing rapid sequential fine-grained manual or

oral movements, within the lOs of ms.s time frame, and have impairments in their ability

to control production of brief verbalizations. TallaI and colleagues hypothesize that the

basic temporal deficits initially disrupt the normal development of the phono10gical
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system, and that this in tum affects the ability to read and speak. This is consistent with

Merzenich and colleagues' ('93) hypothesis that a primary temporal processing deficit

may result in a form of auditory deprivation that in turn alters neuronal mapping and

connections across the auditory system with cascading effects on higher level auditory

processes such as phonological perception and production abilities.

Results of electrophysiological (Liégeois-Chauvel et al, '99, Nicholls et al, '99)

and offunctional brain imaging (Belin et al, '98, Zatorre & Belin, '01, Johnsrude et al,

'97) investigations have shown better temporal resolution for the left auditory cortex. In

contrast, findings from electrophysiological (Liégeois-Chauvel et al, '01) and from lesion

(Johnsrude et al, '00, Robin et al, '90) studies suggest that right auditory regions subserve

aspects of pitch and spectral processing. There is also evidence from a dichotic listening

investigation that longer inter-hemispheric transmission times (IHTT) from the right to

the left hemisphere in the auditory modality are associated with greater left hemispheric

specialization for linguistic perception, demonstrating the importance of rapid temporal

processing in speech processing (Elias et al, 2000).

Dichotic listening involves the simultaneous presentation of different sounds to

the two ears. The majority ofright handed people more accurately perceive words

(Kimura, '61, Kimura, '67) or nonsense syllables (Studdert-Kennedy & Shankweiler, '70,

Shankweiler & Studdert-Kennedy, '67) presented to the right ear. This right ear

advantage (REA) is thought to reflect a left-hemispheric specialization for speech

processing, since crossed pathways from ear-to-cortex are more prominent during

transmission than the uncrossed pathways. Conversely, findings in most right-handed

people of a left-ear advantage (LEA) for familiar and unfamiliar melodic patterns and for

environmental nonspeech sounds is thought to reflect a right hemispheric specialization

for the processing of certain more slowly changing stimuli (Kimura, '64). Consistent

with this is evidence that the perception of prosody in speech, in particular of affective

prosody, is linked to right-hemispheric functioning (Blumstein & Cooper, '74, George et

al, '96, Ross & Mesulam, '79, Ross et al, '97).

Dichotic listening studies of speech sounds have shown larger REAs for stop

consonants than for steady-state vowels (eg; lae/, lE/). Liquids (eg; Ir/, 11/), semi-vowels,

and fricatives produce REAs of intermediate strength compared to those of stop-
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consonants and ofvowels (Shankweiler and Studdert-Kennedy, '67). The REA is

significantly reduced for synthetic stimuli for which the rate of change of the formant

transitions is extended (80 ms instead of 40 ms) while preserving the phonetic

classification of the stimuli (Schwartz & TallaI, '80). Lastly, REAs have been shown in

right-handed people for digits (Kimura, '61) and for trisyllabic nonsense words recorded

and played backwards (Kimura & Folb, '68). Taken together, these results suggest that

the magnitude of the REA is positively related to the rate of temporal change of stimuli,

whether or not these are linguistic, suggesting that there is greater left hemisphere

involvement during more general, psychoacoustic temporal relative to spectral

processing.

II. PHONETIC LEARNING: BRAIN FUNCTION

Review of neuropsychological studies on phonetic processing

Linguists have proposed that language is decomposable into separate subsystems

including the semantic, phonetic, and grammaticallevels ofprocessing (Chomsky, '65,

Garrett, '80). Dissociations between these different aspects of language have been shown

by linking variability in cognitive functions to concomitant and specific developmental

alterations in cerebral function. For example, there is electrophysiological evidence that

different subsystems within vision and within language display different degrees of

experience-dependant modification, as weIl as different maturational time courses

(Neville, '95, Weber-Fox & Neville, '92). Behavioral studies have also shown such

differential effects of experience; acquisition of vocabulary appears to be least vulnerable

to delays in language exposure, while other linguistic structures related to phonological

and syntactical processing appear to be most affected (Johnson & Newport, '89). The

three studies to be presented in this thesis address the lower level phonetic and

psychoacoustic levels of processing. l will therefore, in the following section, review

clinical, electrophysiological, and functional imaging work aimed at understanding the

neural bases underlying the processing and learning of speech and nonspeech sounds.
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1. Functional imaging studies

The neural correlates of phonetic perception have been studied using functional

brain imaging techniques such as PET and fMRI. Generally, the results have shown the

involvement ofregions in and around what is classically known as "Wernicke's area",

including left-sided activations in the superior temporal gyms (STG), perisylvian area,

and temporoparietal areas, the latter including the supramarginal and angular gyri.

Activation ofregions in and around the frontal speech area classically known as Broca's

area has also been found during the performance of certain purely receptive language

tasks (Démonet et al, '92 & '94, Zatorre et al, '92 & '96, Paulesu et al, '93, Fiez et al,

'95, Burton et al, '00). The introduction to Study 2 provides a more detailed review of

other previous functional studies on phonological perception.

A few imaging studies have examined the functional substrates underlying the

perception of non-linguistic and linguistic stimuli with or without rapidly changing

temporal changes. Belin and colleagues ('98) used PET functional brain imaging during

passive listening to slow (200ms) and rapid (40ms) frequency changes in nonsense

speech-like syllables. Their stimuli consisted of a central steady-state period, surrounded

by initial and final formant transitions with randomized directions of frequency changes.

These resulted in unpronounceable, speech-like syllables devoid of verbal content. They

found that the consonant-like rapid frequency changes are better processed by the left

than the right auditory cortex. They interpreted the results as suggesting that this low

level, auditory processing asymmetry could explain high levellanguage lateralization,

and that the speech perception advantage of the left hemisphere may be related to

superior temporal processing resulting in efficient coding of rapid acoustic changes such

as the rapid FTs in consonants. Zatorre and Belin ('01) performed a functional imaging

study aimed at examining the response of the human auditory cortex to spectral and

temporal variation in pure tone sequences. They found evidence that responses in the

core auditory cortex to the temporal features were weighted towards the left, while

responses to the spectral features were weighted towards the right. These findings

support the idea that the left hemisphere is specialized for rapid temporal processing, and

that there is a complemetary hemispheric specialization of the right-hemisphere cortical

areas for spectral processing.
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Fiez and colleagues ('95) also found an association between left-Iateralized

activation and the processing of rapidly changing sounds. They manipulated two

variables: 1) speech versus nonspeech, and 2) stimuli with versus without rapidly

changing acoustic eues. They found that in the left hemisphere, the frontal opercular

increases were larger when subjects performed an auditory detection task upon verbal and

nonverbal stimuli that incorporated rapid temporal changes (words, syllables, and tone

sequences) than steady state vowels.

2. Electrophysiological studies

The neurophysiological correlates of phonetic learning have been studied using

ERP methodology. The mismatch negativity (MMN) evoked potential is an auditory

cortical response to acoustic change that is introduced in a repetitive stimulus sequence

(Niliitanen et al, '78 & '93). It has been shown that behavioral training oftwo slightly

different speech stimuli in adults results in a significant change in the duration and

magnitude of this cortical potential (K.raus et al, '95), and that this physiological change

precedes behavioral discrimination improvements (Tremblay et al, '98), suggesting that

MMN is a measure of pre-attentive learning (see K.raus & Cheour, 2000). More

generally, other techniques such as single cell recordings in animaIs (Recanzone et al,

'93, K.raus & Disterhoft, '82) and magnetoencephalography (Pantev et al, '99) have

shown plasticity of auditory cortex function resulting from training and experience. The

mismatch generators are thought to involve the thalamo-cortical association areas of the

auditory cortex (Giard et al, '90, K.raus et al, '94). In response to speech stimuli, sorne

studies have shown the MMN response to be symmetrical (Aaltonen et al, '94, Tremblay

et al, '97). Other studies, however, have shown slightly larger responses to vowels in the

right hemisphere (Csépe, '95), and larger ones to consonants over the left hemisphere

(Csépe, 95, Alho et al, '98). Interestingly, Tremblay and colleagues ('97) showed that

MMNs elicited by nonnative speech syllables were initially symmetrical, but that they

became enhanced over the left hemisphere following training. Taken together, these

findings suggest that left-sided specialization for speech may be evident even in the

representation of phonetic information.
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To date, no research has been done using functional brain imaging techniques to

investigate neural plasticity related to phonetic training. This will be addressed in Study

2. Based on the above described findings that phonetic training results in detectable

neurophysiological changes, we predicted that we will find a change in the BOLD signal

accompanying behavioral improvements in the perception of a non-native phonetic

contrast.

3. Dyslexia

There is an abundance of evidence that shows that at least a subset of dyslexic

individuals have problems performing tasks that require the processing of phonological

information. Rack and colleagues ('92) reviewed a large number of studies examining

phonological reading skills in dyslexie individuals. Based on their review, they have

argued that mast dyslexics have a specific deficit in phonological reading. 1will review

evidence for abnormal brain function and structure in language-related regions in this

clinical group. These findings are relevant to sorne of the results of my studies, in

particular to those of Study 3.

There is evidence that at least a subset of dyslexic individuals, in addition to more

generallanguage-based deficits, demonstrate specific phanalagical deficits (ie; problems

in processing speech sounds). For example, dyslexic adults show deficits in the

phonological aspects of reading, as detected by poor non-word reading and poor spelling

(Pennington et al, '87). The dual route theory proposes that there are two possible neural

pathways involved in reading. In the "phonological route", words are translated into their

speech sound equivalents, and in the "orthographic route", it is thought that there are

direct links between visual word forms and word meanings, without the involvement of a

phonological recoding step. The former, "phonological route" is the only one available

for reading nonwords, and this is the route that is uniquely deficient in many dyslexics

(H0ien & Lundberg, '89, Lundberg, '89, Calfee et al, '72). Results offunctional imaging

studies suggest that phonological coding depends on adequate functioning of inferior

parietal regions including the left angular and supramarginal gyri (Paulesu et al, '93,

Petersen et al, '88). There is evidence for functional connectivity between the angular
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gyrus and posterior language areas during the normal performance of language-related

tasks (Démonet et al, '92, Rumsey et al, '99).

Abnormal functional activation of left temporoparietal regions has been shown in

dyslexie relative to controls subjects during the performance of a phonological task

(rhyme detection) (Rumsey et al, '92). In another study, reading skills were correlated

with regional cerebral blood flow (rCBF) in temporal and inferior parietal regions of the

brain. It was found that higher rCBF in the left angular region is associated with better

reading skills in control subjects, but with worse reading skills in dyslexie subjects,

suggesting functional abnormality ofthis region in dyslexia (Rumsey et al, '99). In a

third study, while functional connectivity was shown between the left angular and

temporal regions in normal individuals during word reading, such connectivity was not

shown in a group of dyslexie adults (Horwitz et al, '98). The results ofthese three

studies suggest abnormalleft inferior parietal function, as weIl as abnormal functional

connectivity between this area and temporal regions in dyslexia.

A number of studies have also demonstrated abnormal morphology in the left

angular, parieto-occipital, and temporal regions in dyslexia. Duara and colleagues ('91)

found a right-greater-than-Ieft asymmetry in the cross-sectional area of a region

corresponding to the angular gyrus in dyslexie individuals, whereas the area was

symmetrical in normal control subjects. Otherstudies have shown that there is a lack of

or a reversaI ofthe normal asymmetry in the parieto-occipitalregion in dyslexie

individuals (Hier et al, '78) and in children with language disorders (Jemigan et al, '91,

Plante et al, '90), relative to normal control subjects

An unusually high incidence of temporal lobe volume symmetry (Rumsey et al,

'86, Kushch et al, '93) has been reported in dyslexia. FinaIly, several groups have shown

either a lack of or a reversed morphological asymmetry of the planum temporale in

dyslexie relative to in normal individuals (Larsen et al, '90, Hynd et al, '90). Larsen and

colleagues ('90) showed that 70% of dyslexie individuals showed morphologieal

symmetry in the planum temporale, when only 30% ofnormal individuals showed

symmetry in this region. They also showed that within the dyslexie group, all individuals

who had pure phonological deficits in reading had symmetrical plana temporale, and that

this symmetry appeared to result from a larger than "normal" righi PT. Post-mortem
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findings have also shown an unexpected symmetry of the PT (Galaburda et al, '85,

Galaburda, ,88).

III. BRAIN ANATOMY AND BEHAVIOR

Review ofliterature on relation between anatomy and behavior

One of the earliest normative observations of brain morphology was the finding of

a structural asymmetry between the left and right plana temporalia (PT) (Geschwind and

Levitsky, '68, Wada et al, '75), auditory association areas which on the left side

corresponds with the center ofWernicke's speech area (Geschwind, '70). This PT

asymmetry is still conventionally thought to reflect a size asymmetry favoring the left

over the right hemisphere. The majority of researchers define the posterior end of the PT

as the point of upward deflection of the sylvian fissure, behind which lies an area defined

as belonging to the planum parietale (PP). Several studies have shown that the sum of

the PT and PP areas does not differ between the right and left hemispheres (Binder et al,

'96, Loftus et al, '93, Steinmetz et al, '90). Moreover, Westbury and colleagues ('99)

showed that when the definition of the posterior border of the PT is changed, there are no

longer hemispheric differences in the area nor the volume of the PT, suggesting that the

apparentsize asymmetry may actually reflect an asymmetry in the shape of the PT and/or

of adjacent structures. The shape of brain structures and of fiber tracts connecting

various brain subregions may be as important as the size or length of those structures and

tracts with respect to the pattern and speed of neural processing and transmission in and

between functional1y connected regions, and with respect to the integration of cerebral

activity across these different regions.

It has been suggested that morphological asymmetry of the PT may play a role in

language lateralization (Geschwind & Levitsky, '68, Galaburda et al, '78, Wada et al,

'75, Steinmetz et al, '91), providing a structural basis for the functional specialization of

auditory processing (Zatorre & Binder, 2000). In support ofthis, it has been shown that

morphological asymmetries of the PT (Foundas et al, '94) and ofblood vessels in the

region of the sylvian fissure (Ratcliff et al, '80) are related to language lateralization for

speech. As weIl, it has been shown that planum temporale morphological asymmetry is

related to handedness such that left handers have a lesser degree of asymmetry than right

16



handers (Steinmetz et al, '91, '95, Foundas et al, '95, Habib et al, '95). This latter finding

was one of the first demonstrations of a behavioral correlate of brain structure. Planum

temporale asymmetry has also been shown to be related to music-related abilities.

SpecificaIly, exaggerated leftward asymmetry has been associated with the capacity for

perfect pitch (Schlaug et al, '95, Zatorre et al, '98).

The above examples of anatomy-behavior relationships, with the exception of the

work by Zatorre and colleagues ('98), involved correlating binary behavioral measures

with brain morphology. In Study 3 (below), we correlated a continuous measure of the

ability to learn new speech sounds with brain morphology across a relatively large

(N==59) sample of individuals.

IV. METHODOLOGICAL JUSTIFICATION

1. Advantages and disadvantages of using synthetic stimuli

The use of synthetic stimuli allows the experimenter to create a continuum of

syllables that differ from each other in a known and controlled way (eg; by interpolating

the physical parameter in equal step~ between the endpoint stimuli). In other words, it

allows manipulation of only the acoustic parameters that are relevant in distinguishing

contrasting sounds, while keeping constant ones which are not necessary for

differentiating them. The lesser degree of acoustic variability in synthetic relative to

naturalistic stimuli may facilitate the training of difficult contrasts, since the unequal

physical variability within and between nonnative phonetic categories present in

naturalistic stimuli is eliminated in synthetic stimuli. For the above reasons, we used

synthetic stimuli in the three studies to be presented.

A potential difficulty with the utilization of a synthetic dental-retroflex stimulus

continuum is that the acoustic characteristics of retroflexion are not that weIl understood

(Stevens & Blumstein, '75, Tees & Werker, '84). For example, it has been shown that

there are difference degrees of retroflexion between the retroflex stops in Hindi, Telugu,

and Tamil (Ladefoged and Bhaskararao, '83). This suggests that at least for this place-of

articulation contrast, there are not discrete places of articulation as might be suggested by

theories supporting quantal perception of speech sounds. Stevens and Blumstein ('75)

state that in constructing their synthetic stimuli, certain acoustic dimensions which may
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have served as essential cues for the identification of retroflex consonants may have been

eliminated. We addressed this issue by validating our synthetic stimulus series, and

showing that native speakers of Indian languages did successfully identify our dental and

retroflex sounds. The use ofnaturalistic stimuli is preferred in studies which aim to study

phenomena that will generalize to real speech. This was not a central concern in our

studies.

2. Selection of the retroflex non-native sound

As described above, the retroflex consonant is unlikely to occur both phonetically

and aIlophonically across languages. This allowed us to more easily screen subjects for

both experience and exposure, respectively, to this phoneme. We also selected this

sound, which has been shown to be difficult to perceive and to train in English-speaking

adults, because we wanted to avoid both pre- and post-training ceiling effects. Instead,

we wanted to ensure that we would obtain a large range performance across subjects.

This was desired in order to allow us to correlate individual differences in performance

with a) the ability to learn to perceive non-linguistic, rapidly changing, as weIl as steady

state, tonal stimuli (Study 1), b) functional brain activation (Study 2), and c) brain

morphology (Study 3).

3. Selection of subjects

There is evidence that in bilinguals, the perception of phonetic categories reflects

the influence of the phonetic categories existing in both languages (Caramazza et al, '73,

Williams, '74, '77). In Study 2, we included only monolingual English speakers.

Participants in Studies 1 and 3, however, were fifty-nine individuals, ofwhom

approximately four-fifths were multilingual and came from a variety of language

backgrounds. In selecting the non-native retroflex sounds, we were aware that, as a result

of differences in our subjects' phonemic backgrounds, this phoneme may be assimilated

to different degrees by sorne individuals relative to others. We did not expect, however,

that such possible differences in assimilation would bias subjects in any systematic

manner. Additionally, as described in the previous section, the retroflex sound is very

unlikely to be pronounced allophonically in languages in which it is non-phonemic. We
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excluded subjects who spoke or who had been exposed to any languages that utilize any

type of retrof1ex sound.

V. OVERVIEW OF THESIS PROJECTS

Study 1: Learning the Hindi dental-retrotlex contrast: Phonetic or auditory factors?

The first study included in this thesis is a behavioral study with fifty-nine healthy

volunteers. We first conducted a validation study with two synthetic versions of the

dental-retrof1ex stimulus continuum in order to select the better one ofthese for the main,

training study. We tested individuals who speak languages ofIndia natively, and

established that they could reliably identify the exemplar (continuum endpoint) sounds as

belonging to the appropriate dental and retrof1ex phoneme categories. In the main part of

Study 1, we addressed two principal questions; both have implications for theories of

plasticity of phonetic perception in adults. Firstly, we asked whether or not the ability to

accurately perceive "difficult" (ie; fragile) non-native speech sounds to which individuals

have had no early or allophonic exposure is permanently lost in adulthood. Secondly, in

order to elucidate the mechanism of phonetic learning in adulthood, we tested the

hypothesis that individual differences in phonetic learning are a function of a more

general ability to process rapidly changing sounds, regardless of whether or not they are

linguistic in nature.

We trained individuals to learn to distinguish the following three stimulus types:

the non-native dental-retrof1ex phonetic contrast, rapidly changing, non-linguistic sounds,

and a tonal pitch contrast which involved steady-state frequency differences. We then

examined associations and dissociations between two measures of performance for each

stimulus type. These measures included pre- and post-training discrimination and

identification performance. We predicted firstly that there would be a large range of

individual differences in performance across subjects, and that given our large sample

size, we might succeed in detecting a significant overall improvement in the ability to

distinguish the dental-retrof1ex contrast as a result of training. Secondly, we predicted

that we would find an association between performance using the Hindi speech sounds

and that using the rapidly changing, non-linguistic sounds, and a dissociation between

performance using these two stimulus types and performance using the steady-state,
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tonal, pitch contrast. In other words, we predicted that we would find a dissociation

between the ability to process temporal versus spectral information, regardless of whether

or not it is linguistic. This finding would provide evidence that phonetic perception

depends, at least in part, on a generalized psychoacoustic processor, and not solely on a

specialized linguistic processor.

Study 2: Learning new sDunds D'speech: reallDcatiDn D'neural substrates.

The aim of our second study was to determine how the pattern ofbrain activity

may change as a result of training with speech sounds from a non-native language.

Subjects were scanned using fMRI before and after a two-week period of phonetic

training with a Hindi dental-retroflex contrast. During scanning, a native phonetic

contrast was used as a control. A lower level noise control condition was also used in

order to subtract out lower level acoustic processing of complex sounds and to make the

results more comparable to those of previous studies on phonetic processing. We

addressed the question of whether the identification ofnewly leamed speech sounds

recruits the same neural-substrates as does the identification of a known, native phonetic

contrast, or whether new areas are recruited. We also wanted to see whether we could

differentiate "learners" from "non-Ieamers" on the basis oftheir pattern of activation

while they classify the new speech sounds. We predicted firstly that the native

identification task would reveal the bilateral involvement of superior temporal regions,

stronger in the left than in the right hemisphere, of the left temporo-parietal region, and of

the left frontal gyrus (IFG) in and adjacent to Broca's area. We predicted that after

training, the pattern of activation for the non-native condition would be similar to that

found in the native condition. This prediction was in part based on results of

neuroimaging studies of language function in healthy bilinguals, showing that at the

single word level, brain regions subserving the native language (L1) and the second

language (L2) in fluent bilinguals appear to overlap (Klein et al, '94 & '95, Chee et al,

'99, Illes et al, '99). Last, based on the assumption that more successful task

performance recruits underlying neural substrates more actively, we predicted that

correlations between a behaviorallearning measure and the blood oxygenation level

dependant (BüLD) signal during the post-training non-native task would reveal a
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positive relationship between learning and signal in left pre-frontal and left temporo

parietal speech areas.

Study 3: Anatomical Correlates ofPhonetic Learning

The aim of the third study was to determine whether individual differences in the

ability to learn speech sounds coming from a non-native language may be in part

accounted for by individual differences in brain morphology in language-related or other

regions of the brain. We correlated three behavioral measures for the Hindi phonological

contrast from Study 1, including pre-training discrimination performance, learning rate,

and amount of improvement in identification performance after relative to before

training, with brain morphology throughout the whole brain volume. In addition, we

wanted to test the speech-specificity of any potential anatomical correlates of phonetic

learning. Therefore, we only performed analyses that yielded significant results with the

speech sounds with behavioralleaming measures on rapidly changing sounds and steady

state tonal sounds from Study 1. We predicted that the ability to learn the phonological

contrast would be correlated with differences in brain morphology in language-related

cortical areas, including left parieto-temporal regions as weIl as left frontal opercular and

inferior frontal regions.

21



Chapter 2

Study 1: Learning the Hindi dental-retroflex contrast: Phonetic or auditoryfactors?

During development and starting as early as at six months of age, lack of experience with

certain non-native speech sounds results in a developmental shift from a language-general to a

language-specifie pattern ofphonetic perception (Best et al, '88, Werker & Polka, '93, Polka &

Werker, '94, Werker & Tees, '84a, Werker & Lalonde, '88, Werker et al, '81, Kuhl et al, '92).

During adulthood, most individuals perceptually assimilate certain non-native speech sounds

with similar ones from the native language (Fledge, '84, Pisoni et al, '82, Werker & Tees, '84b).

In the present study, we were interested in determining firstly to what extent adults can learn to

distinguish a "difficult" non-native phonetic contrast as a function of training, and secondly,

whether individual differences in such an ability might be in part accounted for by more general

auditory factors such as temporal processing abilities.

The results of laboratory studies aimed at improving non-native phonetic perception of

contrasts have shown that sorne contrasts are more easily leamed than others (Werker et al, '81,

Best et al, '88, Burnham, '86). It has been argued that contrasts based on rapidly changing

spectral eues, such as phonemes distinguished by the place of articulation, may be more difficult

for listeners to acquire than ones based on rapidly changing temporal eues, such as phonemes

distinguished by voice onset time (VOT) (Strange & Dittman, '84, Strange & Jenkins, '78). In

support ofthis, it has been shown that training is effective in improving adults' ability to

distinguish certain voicing contrasts, suggesting that there is not a permanent sensory loss for

certain speech sounds during development (Pisoni et al, '82, McClaskey et al, '83, Jamieson &

Morosan, '86, Camey et al, '77). Non-native voicing phonemes are likely to occur

allophonically across languages (Lisker & Abramson, '67, Abramson & Lisker, '70, Repp &

Liberman, ,87). In other words, they are likely to be produced during speech, even though they

do not carry phonemic information. It has been suggested that being exposed to certain non

native phonemes allophonically may be sufficient to maintain perceptual sensitivity to these

sounds (Burnham, '86, Tees & Werker, '84).

In contrast to adults' relative facility in leaming voicing distinctions, it has been shown

that learning of certain contrasts which differ with respect to place of articulation is more slow
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and effortful. For example, it has been shown that even an extensive course of training (14 to 18

sessions) with the Irl versus III contrast with Japanese speakers results in only small

improvements in the ability to distinguish these sounds (Logan et al, '91), and that the

modification of the perception of this contrast in adulthood is slow and effortful (Strange &

Dittman, '84). Similarly, it has been shown that the Hindi retroflex sound is difficult for English

speaking adults to distinguish from the dental one, even after a considerable amount of training

(Werker et al, '81; Werker and Tees, '84a, Tees & Werker, '84). Typically, there is a large range

of individual differences across individuals in the amount of improvement as a function of

training for both of these contrasts. Consistent with the allophonic exposure hypothesis, both of

these non-native contrasts are not or are rarely pronounced allophonically in the native language.

For example, the sounds Irl and /lI are phonetically distinctive in the English language, but are

neither phonetically distinctive nor used allophonically in the Japanese language. Similarly, the

retroflex stop consonant is phonetically relevant in languages of lndia such as Hindi or Urdu, but

is not phonemic nor is it produced allophonically in English.

We address two principal questions in our main, training study; both have implications

for theories of plasticity ofphonetic perception in adults. First, we ask whether or not the ability

to accurately perceive "difficult" non-native speech sounds to which individuals have had no

early or allophonic exposure is permanently lost in adulthood. Secondly, in order to elucidate

the mechanism of phonetic learning in adulthood, we will test the hypothesis that individual

differences in phonetic leaming are a function of a more general ability to process rapidly

changing sounds, regardless of whether or not they are linguistic in nature.

lt has been proposed that the ability to process certain consonant speech sounds depends

on the ability to track rapidly changing acoustic information (Efron, '63, TallaI et al,'93,

Benasich & TallaI, '96), and that what has traditionally been thought of as dominant hemispheric

specialization for "speech" may in effect be a more general and multi-modal underlying

specialization for the processing of rapidly changing information over time (Schwartz & TallaI,

'80, TallaI et al, '93, Belin et al, '98, Johnsrude et al, '97, Zatorre & Belin, '01). Support for the

hypothesis of a dissociation between temporal versus spectral processing abilities cornes from

research demonstrating that adults and children with language impairments have deficits in

discriminating between speech sounds that incorporate rapidly changing acoustic information,

but not between sounds that are composed of steady-state or slowly changing acoustic
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information such as is contained in vowels or glides. Interestingly, these individuals have

deficits in perceiving certain types ofnon-linguistic information (Efron, '63). For example, they

appear to be impaired at perceiving rapidly changing nonlinguistic, tonal stimuli, and the deficit

in the ability to process rapidly changing information extends to production in other modalities

(eg; performance ofrapid, fine-grained manual or oral movements) (TallaI et al, '93). Results of

electrophysiological (Liégeois-Chauvel et al, '99, Nicholls et al, '99) and offunctional brain

imaging (Belin et al, '98, Zatorre & Belin, '01) investigations have shown better temporal

resolution for the left auditory cortex. In contrast, findings from electrophysiological (Liégeois

Chauvel et al, '01) and from lesion (Johnsrude et al, '00, Robin et al, '90) studies suggest that

right auditory regions subserve aspects of pitch and spectral processing. There is also evidence

from a dichotic listening investigation that longer inter-hemispheric transmission times (IHTT)

from the right to the left hemisphere in the auditory modality are associated with greater left

hemispheric specialization for linguistic perception, demonstrating the importance of rapid

temporal processing in speech processing (Elias et al, 2000).

In the present study, we trained individuals to learn to distinguish three types of synthetic

stimuli: a non-native dental-retroflex phonetic contrast, rapidly changing, non-linguistic sounds

similar to those used by Belin and collegues ('98), and a tonal pitch contrast. We then examined

associations and dissociations between measures of performance for each stimulus type. These

measures included pre- and post-training discrimination and identification performance. The

validity ofthe Hindi stimulus continuum was verified in Study 1 (see below). We predicted

firstly that there would be a large range of individual differences in performance across subjects,

and that given our large sample size, we might succeed in detecting a significant overal1

improvement in the ability to distinguish the dental-retroflex contrast as a result of training.

Secondly, we predicted that we would find an association between performance using the Hindi

speech sounds and that using the rapidly changing, non-linguistic sounds, and a dissociation

between performance using these two stimulus types and performance using the steady-state,

tonal, pitch contrast. In other words, we predicted that we would find a dissociation between the

ability to process temporal versus spectral information, regardless of whether or not it is

linguistic. This finding would provide evidence that phonetic perception depends, at least in

part, on a generalized psychoacoustic processor, and not solely on a specialized linguistic

processor.
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Dental-retroflex phonetic contrast: Stimulus selection and previous work

The dental-retroflex place-of-articulation contrast is used in languages ofIndia such as

Hindi or Urdu. Retroflex consonants require a relatively complex articulation, and are rare

across languages; only Il% of the world's languages include a retroflex consonant. They are

also unlikely to be allophonically represented across languages (ie; to be pronounced in

languages in which the contrast is phonetically irrelevant) (Burnham, '86). The non-native

perception of the retroflex sound is lost early in development, below the age of one (Werker &

Tees, '83, Werker & Tees, '84a, Tees & Werker, '84), and perceptually, English listeners

assimilate the dental-retroflex sounds such that they perceive both sounds as instances of the

dental consonant (Polka, '91, Rivera-Gaxiola et al, 2000a, Werker & Lalonde, '88). Research

aimed at training the non-native perception of the dental and retroflex sounds in adults has

shown that standard training approaches fail to ameliorate overall group performance (Werker et

al, '81, Werker and Tees, '84a, Tees & Werker, '84), and that however, there are large individual

differences in the ability to improve across subjects (Pruitt et al, '90, Strange et al, '84, Werker et

al, '81). Overall group improvement has been reported under certain circumstances, including

the use of shorter inter-stimulus intervals (ISI) (Werker and Tees, '84b, Werker and Logan, '85),

truncated stimuli (Pruitt et al, '90), and extensive experience with the contrast (Tees and Werker,

'84).

We selected the retroflex consonant because we wanted to ensure that none of our

participants had had either allophonic or non-native exposure to this sound. Additionally, we

wanted to ensure that no individual would be able to distinguish this sound from the dental

consonant before training (ie; to avoid pre-training ceiling effects).

STUDY 1: VALIDATION STUDY

Few groups have synthesized the retroflex-dental contrast (Stevens & Blumstein, '75,

Lisker, '85 (unpublished), Werker & Lalonde, '88). The purpose of Study 1 was to create two

versions of the dental-retroflex continuum, and to detennine which of the two series more

accurately represents the speech sounds in question. We tested individuals who speak languages

of India natively to establish whether or not, for each stimulus series, they could reliably identify

the two exemplar (continuum endpoint) sounds as belonging to the appropriate phoneme
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categories. AlI of the above-mentioned training studies using the dental versus retroflex sounds

have employed naturalistic stimuli. The use of synthetic stimuli will allow us to manipulate only

the acoustic parameters that are relevant in distinguishing contrasting sounds, while keeping

constant ones which are not necessary for differentiating them. This will alIow us better

experimental control over the stimuli than might the use of naturalistic stimuli. In addition, the

lesser degree of acoustic variability in synthetic relative to naturalistic stimuli may facilitate the

training ofthis contrast.

METHons

Subjects

Subjects for the validation study included nine undergraduates (3 male and 6 female),

ranging in age from 19 to 27 years. Participants spoke either Urdu (8 Ss), Kanuda (1 subject), or

Gujarati (1 subject) natively, and sorne also spoke another language that has the dental-retroflex

contrast (eg; Punjabi, Hindi). AlI subjects also spoke English fluently.

Stimulus Synthesis

The synthesis of Set 1 was based on parameters reported by Stevens and Blumstein ('75)

for the voiceless, unaspirated dental and retroflex sounds. Parameters for stimulus Set 2 were

based on ones reported by Werker and Lalonde ('88) for the voiced, unaspirated dental and

retroflex sounds. In each of the two stimulus sets, there were seven stimuli varying in equal

steps in terms ofacoustic difference between adjacent items. Both sets of four-formant stimuli

were constructed with the use of the Mitsyn (WLH) synthesizer. In both sets, stimulus 1

corresponded to the dental and stimulus 7 to the retroflex stop consonant prototypes, and aIl of

the consonants were folIowed by the vowel Ia/.

Both of our stimulus sets began with an initial noise burst. Previous studies have shown

that the burst is necessary to create the retroflex-dental distinction. The noise burst had a

bandwidth of 10kHz and an exponential roll-off. In Set 1, the parameters that were manipulated

to create the continuum are the frequency glides of the third formant (F3), as weIl as the center

frequency of the burst. The initial noise burst lasted 5ms, and its center frequency decreased in

equal step sizes of217 Hz from 4500 Hz (stimulus 1) to 3198 Hz (stimulus 7). The voicing

began 15 ms after the onset of the burst. Each stimulus lasted 220 ms in total, and formant
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transitions (FTs) lasted 40ms. The fundamental frequency (Fo) started at 130 Hz and decreased

gradually over the first 40 ms to 125 Hz, then remained steady-state at 125 Hz for 75 ms, and

then gradually decreased to 90 Hz over the last 90 ms of the sound. The first formant (F1) rose

from 400 Hz to 655 Hz during the transition, and then remained steady-state during the

remainder of the sound. The second formant (F2) decreased from 1650 Hz to 1185 Hz over the

first 40 ms, and then remained steady-state. The fourth formant (F4) remained steady-state at

3600 Hz throughout the entire sound. The starting frequency of the third formant (F3) varied in

equalili Hz steps from 3080 Hz (stimulus 1) to 2414 Hz (stimulus 7), and the steady-state

portion ofthis formant was always at 2585 Hz. Refer to Figure 1 for schematized frequency

time representations of the dental and retroflex consonant-vowel (CV) syllables.

a: Dental CV b: Retroflex CV
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FIG. 1: Schematized frequency versus time diagrams of the (a) dental and (b) retroflex consonant-vowel (CV) syllables.

In stimulus set 2, the frequency glides of the 2nd and 3rd formants were manipulated.

Each stimulus lasted 245 ms, and FTs lasted 40ms. The initial noise burst lasted 10ms, and its

center frequency was 3150 Hz (BW=750Hz). Voicing began at the offset of the burst. The

fundamental frequency (Fo) remained constant at 115 Hz throughout the syllables. FI rose from

250 to 500 Hz during the first 40 ms, and then remained steady-state during the rest of the sound.

F4 remained steady-state at 3500 Hz during the entire sound. The starting frequency ofF2

varied in equal50 Hz steps from 1500 Hz (stimulus 1) to 1800 Hz (stimulus 7), and its steady

state frequency was 1090 Hz. The starting frequency of F3 varied in equal 28 Hz steps from

2856 Hz (stimulus 1) to 3024 Hz (stimulus 7), and then remained steady-state at 2440 Hz.
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Procedure

The following procedure was administered for each of the two stimulus continua. We

began with familiarization, during which subjects heard 30 instances of each ofthe two endpoint

stimuli, randomly presented. As each stimulus was presented, subjects saw its corresponding

label on the computer screen, "A" for the dental sound, and "B" for the retrof1ex one. After

familiarization, subjects were asked to describe what A and B sounded like to them. Typically,

they produced the sound(s) that they heard, and then used words to describe subtle qualitative

differences which they may not have been able to accurately produce. They were asked to

expIain how they would articulate the A and B sounds, and if possible, to provide the written

symbol in an Indian language for the sound that they heard.

In both the validation and training studies, sounds were presented binaurally through

headphones at an intensity level of 70 dB SPL in a sound attenuated room.

RESULTS AND DISCUSSION

Results of the validation study revealed that for stimulus set l, six out of the eight

individuals from the Indian-language speaking group identified the endpoints as corresponding

to the dental versus the retrof1ex voiced, unaspirated sounds (da/da). The results for stimulus set

2 were more variable. Only four out of nine subjects identified the endpoints as corresponding to

the dental and retrof1ex sounds. The other subjects either perceived the vowel portions of the

sounds to be different (two subjects), or perceived a difference in the consonant portion which

they found difficult to explain (3 subjects). The results, taken together, supported the validity of

stimulus Set 1 since native speakers reliably and accurately identified stimuli 1 and 7 as the

retrof1ex and dental sounds, respectively. This stimulus continuum was therefore selected as the

non-native contrast to be used for the training study.
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STUDY 2: TRAINING STUDY

METHons

Subjects

Subjects included 59 healthy right-handed adult volunteers (33 male and 26 female),

screened for experience with any type ofretroflex sound. All subjects spoke English, and a

subset also spoke one or more additionallanguages. Linguistic and musical experience were

evaluated with questionnaires. Hearing was tested and was found to be normal in all subjects

prior to beginning the experiment.

Stimuli

We tested and trained subjects with three sets of stimuli: synthetic voiced, unaspirated

dental-retroflex speech stimuli, nonlinguistic formant-based stimuli, and steady-state tonal

stimuli. The non-linguistic stimuli were formant-based, and therefore had a voice-like quality,

yet were non-linguistic in that they did not, to our knowledge, represent phonemes that exist in

any existing language. When asked to qualitatively describe these sounds, subjects most often

reported hearing either animal sounds, computer sounds, or human non-verbal sounds.

Stimulus Synthesis

Refer to Study 1 for acoustic parameters of the dental-retroflex stimulus continuum. The

acoustics of the nonlinguistic stimuli were analogous to those of the speech syllables in that both

of these 7-step continua, the frequency glides of the third frequency band was manipulated.

They differed from the speech stimuli in that the frequencies of the "formants" were arbitrarily

selected, and in that there was no noise burst preceding the sounds. These sounds were created

in a manner similar to those used by Belin and collegues ('98). Our stimuli were different than

theirs in two respects: tirst, the direction and slopes of our glides were different, and second,

their stimuli had frequency glides both at the beginning and at the end of the sounds, whereas

ours only had glides at the beginning.

The acoustics of the non-linguistic stimuli are the following. AlI of the stimuli lasted 220

ms. The frequency band analogous to Fo was steady-state at 210 Hz. The one analogous to FI

rose from 337.5 to 450 Hz during the tirst 40 ms, and then remained steady-state. The one

29



analogous to F2 dropped from 2000 to 1500 Hz during the first 40 ms, and then remained steady

state. The one analogous to F4 remained steady-state at 3300 Hz throughout the entire sound.

FinaIly, the starting frequency of the frequency band analogous to F3 decreased in equal 140 Hz

steps from 3020 (stimulus 1) to 2180 (stimulus 7), and its steady-state frequency was 2400 Hz.

The steady-state pure tonal stimuli aIllasted 220 ms, and had onset and offset times of

five and twenty milliseconds, respectively. The acoustic parameter that was manipu1ated was the

frequency of the tones. The continuum consisted of seven tones at frequencies which differed in

7 Hz steps, and ranged from 2007 Hz (stimulus 1) to 2042 Hz (stimulus 7).

Procedure

Pilot testing served to equate the overal1 difficulty level of the three stimulus sets. Each

subject was tested and trained with each of the three stimulus types, the order ofwhich was

counterbalanced across subjects. In sorne cases, aIl of the testing and training was done on a

single day, and in others, it was done on two or on three separate days. For each stimulus type,

subjects were first familiarized with the sounds by presenting subjects with 20 instances of each

of the two endpoint stimuli,-randomly presented. As each stimulus was presented, subjects saw

its corresponding label on the computer screen, "A" for the dental sound, and "B" for the

retroflex one. After familiarization, subjects were asked to describe what A and B sounded like

to them. Typical1y, they produced the sound(s) that they heard, and then used words to describe

subtle qualitative differences which they may not have been able to accurately produce.

Pre-training discrimination and identification testing (described below) was then

conducted. Following this, subjects were trained, using the adaptive training procedure

described below. Discrimination and identification tests were re-administered after training.

Identification testing

Subjects were presented with one sound at a time from the 7-step stimulus continuum,

and asked to label each of these sounds by pressing either of two mouse buttons, one

corresponding to sound "A", and the other to sound "B". Each of the 7 stimuli was presented 10

times in a random sequence, for a total of 70 trials. During pre-training testing, it was difficult

for most subjects to distinguish even the endpoint sounds. They were therefore encouraged to

think back to the descriptions of A and B that they had provided during familiarization.
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Discrimination testing

Subjects were then tested using an AX discrimination procedure, during which they were

to decide whether pairs of sounds were the "sarne" or "different". The inter-stimulus interval

(ISI) was 500 ms. Thirteen possible pairs were presented ten times each, in a randomized order,

for a total of 130 trials. The 13 pairs included 7 "sarne" pairs, five two-step "different" pairs (l

versus 3, 2 versus 4,3 versus 5, 4 versus 6, and 5 versus 7), and one six-step different pair (1

versus 7).

Training

Training invoIved 20-triaI blocks of identification with feedback. We implemented a

"perceptuaI fading" training method (Jamieson & Morosan, '86, Morosan & Jarnieson, '86,

Terrace, '63), in which we progressively reduced the acoustic difference between the endpoint

sounds as a function of successfuI performance. This approach allows subjects, in cases where

they leam to distinguish the endpoint stimuli early during training, to then try to distinguish

sounds which are a smalIer step-size apart. This training paradigm is likely to heIp individuals

attend to the acoustic differences that criticaIIy distinguish the endpoint stimuli. Performance

over the course of training itself provided us with a "leaming" measure, in addition to the pre

and post-training identification and discrimination test measures.

Training began with the identification of the endpoint stimuli 1 and 7. If and when an

individual achieved criterion performance, defined as at least 16/20 correct responses, on any

block, stimuli 2 versus 6 were used for the next training block. Again, if and when criterion was

reached with this slightly more difficult pair, stimuli 3 versus 5 were used for the next training

block. Training was discontinued either once a subject achieved criterion on this last contrast, or

once they had completed a maximum of 200 trials (l0 blocks). Discrimination and identification

tests were re-administered at the end of training.

Psychophysical analyses

Laboratory training studies using synthetic phonemes typically invoIve creating a

continuum of sounds, such that the endpoint sounds are reliably perceived exemplars of the two

contrasting phonemes in question, and that there is an equaI, controlled physical difference

between each of the adjacent sounds in the series. Typically, before training, individuaIs can
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neither identify the endpoint sounds, nor can they discriminate pairs of sounds from the series.

Identification is tested following training by presenting the sounds of the series one at a time, and

successful training is reflected by the ability to reliably label one endpoint as one of the

phonemes, and the other endpoint as the other phoneme. A steeper identification function

indicates better performance than a less steep function. Successful discrimination is typically

reflected by a discrimination function that indicates better performance across the phoneme

boundary, and poor performance in discriminating two sounds belonging to the same phonetic

category. For example, if the perceptual boundary is between stimuli 3 and 5 for a particular

subject, they should be able to say that sounds 3 and 5 are "different", whereas they should find it

difficult to discriminate sounds 1 and 3.

We developed a continuous learning rate variable ("L-scores") to quantify subjects'

performance over the course of learning. This variable takes into account both the number of

blocks at each level of difficulty and the accuracy of performance during each of the blocks. L

scores were obtained byfirst weighing the number of incorrect responses in each block by a

"difficulty" weight corresponding to that block. The three possible weights are 3, 2, and 1, for

the easiest, intermediate, and hardest blocks, respectively. Resulting values were then subtracted

from 600, which was the maximum possible value, yielding an "L-score". This learning can

range from zero (slowest possible learner) to 600 (fastest possible learner).

For each of the three stimulus types, we measured: a) pre-training and post-training

discrimination performance (A'), b) pre-training and post-training identification slopes, and c) L

scores, reflecting rate of learning.

RESULTS

Discrimination performance

Each subject's performance was converted to an A' score, an index of sensitivity which

corrects for individual differences in bias. A' is a non-parametric analogue to d', and is used

instead of d' when the number of observations is small. Values range from 0 to 1.0, with 0.5

corresponding to chance performance (McNichol, '72). Figure 2 illustrates the group average

pre- and post-training A' scores.
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FIG.2. Pre-training and post-training discrimination performance

A 2X3XS three-way repeated measures analysis of variance (ANOVA) was performed on

the A' results, the within subjects factors being time (pre- vs post-training), stimulus type (Hindi,

nonlinguistic, and tonal), and stimulus pair (1/3, 2/4, 3/ S, 4/6, S/7). Results showed significant

main effects oftime (F(l, S8)= 8.99, p<.OOS), and of pair (F(4, 232)=3.S0, p<.OI, Greenhouse

Geisser correction for aIl ANOVA results). The effect of stimulus type was not significant. The

main effect of time reflects significantly better performance after relative to before training. In

order to further analyse the effect of training, we performed tests of simple main effects on the

effect of training for each stimulus type. We found that there was a significant improvement due

to training in the ability to discriminate the rapidly changing non-linguistic stimuli (F(1,S8)=

11.02, p<O.OI), but that there was a non-significant improvement for the tonal (F(1,S8)= 1.8S,

p>O.OS) and for the Hindi stimuli (F(1,S8)= 0.03, p>O.OS).

Newman-Keuls post-hoc tests on the main effect of stimulus pair revealed that

discrimination performance for the second (Q=3.77, Qc(4,232)=3.63, p<O.OS), third (Q=3.60,

Qc(3,232)=3.31, p<O.OS), and fourth (Q=4.66, Qc(S,232)=3.86, p<O.OS) stimulus pairs were

significantly better than that for the last stimulus pair. Refer to Figure 3 for mean performance

for each stimulus pair. Visual inspection ofthis Figure as weIl as the post-hoc results suggest

that the performance is categorical-like, in that performance is better for the three pairs in the

middle of the stimulus continuum relative to that for the pair at the end of the continuum.
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Correlational analyses revealed that within each stimulus type, pre- versus post-training

performance was significantly correlated across subjects (Hindi: F0.49, p<O.OOl, nonlinguistic:

FO.65, p<O.OOl, and tonal: FO.56, p<O.OOl). Pre-training discrimination sensitivity was not

related across stimulus types, whereas after training, only the A' values for the Hindi versus the

non-linguistic stimuli were significantly correlated (r=0.35, p<0.05). The correlation between

post-training performance on the Hindi and tonal stimuli was 0.25 (p>O.05). A test of part

correlations revealed that there is a significant amount of unique variation associated between

performance on the Hindi and non-linguistic stimuli while adjusting for performance on the tonal

stimuli (t= 2.49, p<O.05). Refer to Figure 4 for a scattergram of post-training discrimination

performance for the rapidly changing non-linguistic versus Hindi stimuli.
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FIG.4. Scattergram showing post-training discrimination performance for rapidly changing non-Iinguistic versus Hindi stimuli.

34



Identification performance

Figure 5 presents the mean percentage of"A" responses for each of the seven stimuli

during pre- and post-training identification ofthe three stimulus types. As described above, for

the Hindi stimuli, responses "A" and "B" correspond to the dental and retroflex sounds,

respectively.
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FIG.5. Pre-training and post-training identification functions for
(a) Hindi stimuli, (b) non-Iinguistic stimuli, and (c) tonal stimuli.

The slope ofindividual subjects' identification curves and of identification curves

averaged across subjects was calculated using a standard regression approach. Relatively steeper

negative slopes reflect a relatively better ability to reliably identify the sounds in each stimulus

set. Refer to Figure 6 for group average identification slopes.

Hindi Non-linguistic Tonal

-0.2

"go -0.4
;;;
c

~ ..0.6
lC

.~ -0.8
:5!

-1

-1.2

FIG.6. Pre-training and post-training identification sJopes
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A 2 X 3 two-way repeated measures ANOVA was performed on the identification slopes,

with time (pre- vs post-training), and stimulus type (Hindi, nonlinguistic, and tonal) being the

within subjects variables. Results revealed a main effect oftime (F(l, 58)=62.49, GO-corrected,

p<O.OOI), indicating that the post-training identification functions (slope, collapsed across

stimulus type, was equal to -0.82) were steeper than the pre-training ones (mean slope= -0.43),

reflecting improved performance after training. The effect of stimulus type was not significant.

In addition, a significant interaction was found between time and stimulus type (F(2,

116)(00)=3.17, p<.OS). See Figure 6 for interaction means. We performed tests of simple in

effects on the interaction. Results revealed that performance was significantly better after

relative to before training for aIl three stimulus types (Hindi: F(l,58)=8.47, p<O.OI, non

linguistic: F(I,58)=16.56, p<O.Ol, and tonal: F(1,58)=26.94, p<O.Ol). Tests of simple main

effects on the effect of stimulus type at pre- and at post-training revealed that identification

performance was similar across the three stimulus types before training (F(2, 116)=0.147,

p>O.OS). After training, however, there was a significant difference in identification performance

across the three stimulus types (F(2,116)=3.23, p<0.05). Newman-Keuls post-hoc tests revealed

that identification performance was significantly better on the tonal relative to the Hindi stimuli

(Q=3.59, Qc(3,116)=3.36, p<O.OS).

Correlational analyses revealed that for each stimulus type, pre- versus post-training

slopes were significantly correlated across subjects (Hindi: FO.50, p<O.OO 1, nonlinguistic:

FO.59, p<O.OOl, and tonal: F0.46, p<O.OOl). During pre-training, there were no significant

correlations in performance across the stimulus types, consistent with discrimination results

reported above. At post-training, there were significant correlations between identification

siopes on the Hindi and the nonlinguistic stimuli (FO.36, p<0.05), as weIl as between the Hindi

and the tonal stimuli (F0.30, p<O.OS). A test of part correlations revealed that there is a

significant amount of unique variation associated between performance on the Hindi and non

linguistic stimuli while adjusting for variation associated with the tonal stimuli (t=2.80, p<O.Ol).

Refer to Figure 7 for a scattergram of post-training identification performance for the rapidly

changing non-linguistic versus Hindi stimuli.
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FIG.7. Scattergram showing post-training identification performance for rapidly changing non-linguistic versus Hindi stimuli.

Training results

Figure 8 illustrates the degree of variability in performance during training. The graphs

show the frequency distributions for the L-scores for each of the stimulus types. It can be seen

that there is a considerable range in the rate of learning for each of the three stimulus types. The

following are the frequencies of subjects who achieved criterion performance on the third, most

difficult training level over the course of training in 200 or fewer training trials: Hindi: 38/59,

nonlinguistic: 33/59, and tonal: 29/59.
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FIG.S. Frequency distributions ofL-scores (N=59) for: (a) Hindi, (b) non-linguistic, and (c) tonal stimuli.

DISCUSSION

Two main findings emerge from our results. Firstly, as predicted, we showed that

training results in overal1 group improvement in the ability to identify but not to discriminate the

"difficult" non-native dental-retroflex contrast. There was a large amount ofvariability in
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performance across subjects. Secondly, we found support for the hypothesis that successful

phonetic learning is in part a function of a more general ability to process rapidly changing

sounds, regardless of whether or not they are linguistic.

The dental-retroflex contrast is difficult for non-native speakers to learn in adulthood, and

it has been suggested that the difficulty in learning this contrast results from a lack of early

exposure during development and from a lack of allophonic exposure to the retroflex sound in

the native language environment. This hypothesis is consistent with the finding by Tees and

Werker ('84) that adults having only been exposed to Hindi at a very early age and not later were

able to discriminate this contrast prior to studying the language during adulthood, whereas that

adults who had not had early exposure to the retroflex sound did not improve significant1y in

their ability to discriminate this contrast even after one year of second language experience

during adulthood. Results of previous laboratory studies have shown that training using natural

exemplars are effective only when the task or stimuli are modified so as to decrease working

memory load during task performance (Werker et al, '81, Werker and Tees, '84a, Tees &

Werker, '84, Pruitt et al, '90, Werker and Logan, '85). In contrast to the results ofthese training

studies, we succeeded in showing an overall training-related group improvement in identification

performance, though not in discrimination. Our sample size was larger than that included in

previous training studies using the Hindi dental-retroflex contrast. We therefore had sufficient

statistical power to detect even subtle improvements in performance. In addition, previous

training studies with the dental-retroflex contrast have employed naturalistic stimuli. The use of

synthetic stimuli in this study allowed us to manipulate only the acoustic parameters that are

relevant in distinguishing the contrasting sounds, while keeping constant ones which are not

necessary for differentiating them. The lesser degree of acoustic variability between our sounds

relative to those used in previous studies likely allowed our subjects to attend to the acoustic

parameters that are critical for distinguishing the dental and retroflex sounds, and thereby

facilitated the training ofthis contrast. We did, as predicted, find considerable variability in both

pre- and post-training performance, as weIl as in the learning rate during training, across

subjects. Our results suggest that the ability to distinguish this difficult contrast is not

permanently lost during development. This is consistent with findings in electrophysiological

studies that native English speakers pre-attentively perceive the difference between the dental
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and retroflex sounds (Rivera-Gaxiola et al, 2000a, Rivera-Gaxiola et al, 2000b), despite not

being able to differentiate the sounds in a behavioral detection task.

We had made predictions ofa relationship between subjects' performance on the Hindi

and on the non-linguistic rapidly changing stimuli, and of a dissociation in their performance on

these two stimulus types versus the steady-state tonal ones. This prediction was supported by

results of the post-training discrimination tests. Results of post-training identification tests were

less clear; we found not only a relationship between performance on the Hindi and on the rapidly

changing non-speech sounds, but also a relationship between performance on the Hindi and the

tonal stimuli. Part correlations, however, revealed that there was significant variation in

performance shared uniquely by the Hindi and non-linguistic stimuli when adjusting for variation

associated with performance on the tonal stimuli. The finding of a relationship between the

speech and rapidly changing non-speech sounds supports the idea that perceptual plasticity of the

phonetic space is at least partly related to the more general psycho-acoustic ability to learn to

track rapidly changing sounds over time. The additional relationship between performance on

the Hindi and tonal stimuli may be a function of individual differences in general attentional and

motivational factors, which are likely to influence performance on different stimulus types in a

similar manner across subjects. There was no relationship between performance on any of the

three stimulus types before training. Performance was poor before training, and we had

conducted pilot tests in order to equate difficulty across stimulus types and to avoid pre-training

ceiling effects. We suggest that pre-training floor effects made any possible cross-stimulus

relationships in performance undetectable.

Taken together, our findings suggest that even if individuals are not exposed to certain

non-native speech sounds either at an early age, or allophonically in the native language

environment, sorne individuals can successfully learn these sounds with feedback during

training. Further, they suggest that the more general auditory ability to track rapidly changing

nonspeech sounds partly predicts the potential for phonetic perceptual remapping across

individuals in adulthood. The physical parameters that distinguish certain phonetic contrasts

such as voicing and place of articulation contrasts typically occur within the first thirty to forty

milliseconds of the speech sounds. The ability to perceive the difference between these sounds

therefore depends critically on cognitive and neural mechanisms which allow one to process
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such rapidly changing sounds. There is evidence from behavioral, functional imaging, and

dichotic listening studies that the ability to process speech sounds is related to the ability to parse

rapidly changing acoustic information. Our results extend these findings, and show that not only

baseline phonetic perception but also potential for change in phonetic perception may be related

to low-level psychoacoustic temporal processing.
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Chapter 3

Study 2: Learning new sounds ofspeech: Reallocation ofneural substrates

Infants aged six months or younger are able to discriminate speech sounds, including

many that are not used to distinguish words in their native language. However, during

development and starting as early as at six months of age, lack of experience with certain non

native speech sounds results in a developmental shift from a language-general to a language

specifie pattern ofphonetic perception (Best et al, '88, Polka & Werker, '94, Werker & Tees,

'84a, Werker & Lalonde, '88, Jusczyk, '95, Kuhl et al, '92, Kuhl, 2000). Most adults can better

distinguish two speech sounds belonging to different phonetic categories than ones belonging to

the same category, even when the physical differences separating the stimuli have been equated

(Liberrnan, '57, Liberrnan et al, '57, '67, Fledge, '84, Pisoni et al, '82, Werker & Tees, '84b).

Despite native-language phonetic perception, adults are capable ofleaming new languages, and

thereby ofleaming to distinguish non-native phonetic contrasts. Interestingly, even amongst

adults with very similar language backgrounds, considerable individual differences exist in their

ability to improve fol1owing phonetic training (Strange & Dittman, '84, Polka, '91, Pruitt et al,

'90, Strange et al, '89, Werker et al, '81). This finding leads to important questions regarding the

functional neural substrates underlying the perception of native versus newly leamed, non-native

speech sounds, and more specifically, regarding possible differences in functional anatomy

between individuals who successfully leam new speech sounds and those who do not benefit

from training.

The neural correlates of phonetic perception have been studied using functional brain

imaging techniques such as PET and fMRI. These experiments have involved auditory

presentation of stimuli including words, speech syllables, and meaningless speech sounds, and

tasks used have included passive listening, phoneme monitoring, discrimination, or

identification, and rhymingjudgments. Generally, the results have shown the involvement of

regions in and around what is classically known as "Wernicke's area", including left-sided

activations in perisylvian temporoparietal areas including the supramarginal and angular gyri

(Démonet et al, '94, Zatorre et al, '92, '96, Binder et al, '96, '97, Petersen et al, '88, Paulesu et

al, '93). Consistent with functional imaging work, there is also evidence from lesion studies that
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deficits in phonological processing may arise from damage to perisylvian regions in and around

Wemicke's area, including the left superior temporal gyrus and the supramarginal gyrus

(Geschwind, '70, '71, Benson, '67, Benson et al, '73). Results offunctional imaging work

specifically examining phonetic perception have also typically shown activity in the superior

temporal gyrus (STG) bilaterally (Binder et al, '94, Mazoyer et al, '93, ]ancke et al, '98,

Mummery et al, '99). The precise function of secondary auditory regions in phonetic processing

is not known, but it is thought to be specifically involved in aspects of speech processing, since it

is not activated by simple tones or noise stimuli (Zatorre et al, '92, Démonet et al, '92, '94a,

Binder et al, '96, '97, see Zatorre & Binder, '00). It has been suggested that it is involved in

analysis of speech sounds leading to comprehension at the syllabic or whole-word level (Zatorre

et al, '92, '96). Similarly, the exact function of the parietal region in phonetic processing is not

known. Paulesu and colleagues ('93) suggested that the left supramarginal gyrus subserves the

phonological short-term memory storage component of Baddeley's ('86) proposed "articulatory

loop" model of verbal working memory.

The involvement of regions in and around the frontal speech area classically known as

Broca's area in phonological processing has been the subject of controversy. Results of sorne

studies involving receptive speech-related tasks have not shown activation in this region

(Petersen et al, '89, Rumsey et al, '92). In contrast, a larger number of studies have shown its

involvement in purely receptive language tasks that make certain specific demands (Zatorre et al,

'92 & '96, Démonet et al, '92, '94b, Fiez et al, '95, Burton et al, '00). In addition, although

speech perception has not extensively been investigated in aphasic patients with lesions in and

around Broca's area, existing studies have shown deficits in phonetic discrimination (Blumstein

et al, '77, TallaI & Newcombe, '78), and in temporal perception (TallaI & Newcombe, '78).

There are a number ofhypotheses conceming the role of frontal speech regions in

phonological perception. For example, Paulesu and colleagues ('93) have proposed that this area

subserves subvocal rehearsal in verbal working memory. It has also been suggested that the left

posterior temporal area is responsible for the initial stage of phonetic analysis, but that the frontal

speech areas are additionally involved when portions of the speech signal are related to

articulation during the active performance oftasks involving phonetic segmentation and/or

working memory (Zatorre et al, '92, '96). Examples of such tasks include phonetic

discrimination on pairs of syllables (Zatorre et al, '92, '96), phoneme monitoring (Zatorre et
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al, '96), or phonetic discrimination requiring overt segmentation of initial consonants from the

rest of the word (Burton et al, 2000).

The neurophysiological correlates of phonetic learning have also been studied using ERP

methodology. The mismatch negativity (MMN) evoked potential is an auditory cortical response

to acou stic change that is introduced in a repetitive stimulus sequence (NmWinen et al, '78 &

'93). It has been shown that behavioral training oftwo slightly different speech stimuli in adults

results in a significant change in the duration and magnitude of this cortical potential (Kraus et

al, '95), and that this physiological change precedes behavioral discrimination improvements

(Tremblay et al, '98), suggesting that MMN is a measure of pre-attentive learning (see Kraus &

Cheour, 2000). More generally, other techniques such as single cell recordings in animaIs

(Recazone et al, '93, Kraus & Disterhoft, '82) and magnetoencephalography (Pantev et al, '99)

have shown plasticity of auditory cortex function resulting from training and experience. The

mismatch generators are thought to involve the thalamo-cortical association areas of the auditory

cortex (Giard et al, '90, Kraus et al, '94). In response to speech stimuli, sorne studies have

shown the MMN response to be symmetrical (Aaltonen et al, '94, Tremblay et al, '97). Other

studies, however, have shown slightly larger responses to vowels in the right hemisphere (Csépe,

'95), and larger ones to consonants over the left hemisphere (Csépe, 95, Alho et al, '98).

Interestingly, Tremblay and colleagues ('97) showed that MMNs elicited by nonnative speech

syllables were initially sYIllllletrical, but that they became enhanced over the left hemisphere

following training. Taken together, these findings suggest that left-sided specialization for

speech may be evident even in the representation of phonetic information. Based on the finding

that phonetic training results in detectable neurophysiological changes, we predict that we will

find a change in the BüLD signal accompanying behavioral improvements in the perception of a

non-native phonetic contrast.

The aim of the present study was to determine how the pattern ofbrain activity may

change as a result of training with speech sounds from a non-native language. Subjects were

scanned using fMRI before and after a two-week period of phonetic training with a Hindi dental

retroflex contrast and with a native phonetic contrast as a control. A noise control condition was

also used in order to subtract out lower-Ievel acoustic processing of complex sounds, and to

make the results more comparable to those of previous studies on phonetic processing (Zatorre et

al, '92, Binder et al, 2000). We wanted to address the following questions. First, does the
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identification of newly learned speech sounds recruit the same neural substrates as does the

identification of a known, native phonetic contrast, or are new areas recruited? The second

question relates to whether we can differentiate "learners" from "non-Iearners" on the basis of

their pattern of activation while they classify the new speech sounds. We predict firstly that the

native identification task will reveal the bilateral involvement of superior temporal regions,

stronger in the left than in the right hemisphere, ofthe left temporo-parietal region, and of the

left frontal gyrus (IFG) in and adjacent to Broca's area. Second, based on the above reported

lateralization of the MMN response to nonnative speech sounds following training, we predict

that before training, the neural response to nonnative speech sounds will be bilateral, but that it

will be more left lateralized after training. We also predict that after training, the pattern of

activation outside of the auditory regions (ie; in the left temporoparietal and inferior frontal

regions) will be similar to that found in the native condition. This prediction is also based on

results of neuroimaging studies of language function in healthy bilinguals, showing that at the

single word level, brain regions subserving the native language (L1) and the second language

(L2) in fluent bilinguals appear to overlap (Klein et al, '94 & '95, Chee et al, '99, Illes et al, '99).

Last, based on the assumption that more successful task performance recruits underlying neural

substrates more actively, we predict that correlations between a behaviorallearning measure and

the blood oxygenation level dependant (BOLD) signal during the post-training non-native task

will reveal a positive relationship between learning and signal in left pre-frontal and left

temporo-parietal speech areas.

METHons

Subjects Ten right-handed monolingual English-speaking participants (4 men), ranging in age

from 20 to 29 participated in the study. None had been exposed to or had experience with

languages in which the retroflex non-native speech sound is phonologically represented.

Stimuli

Stimulus Selection: We selected the dental-retroflex place-of-articulation contrast which is used

in languages of India such as Hindi or Urdu. Retroflex consonants require a relatively complex

articulation, they are rare across languages; only Il% of the world's languages include a retroflex

consonant, and they are unlikely to be allophonically represented across languages (ie; to be

pronounced in languages in which the contrast is phonetically irrelevant) (Burnham, '86). The
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non-native perception of the retroflex sound is lost early in development, below the age of one

(Werker & Tees, '83, Werker & Tees, '84a, Tees & Werker, '84, see Burnham, '86), and

perceptuaIly, English listeners assimilate the dental-retroflex sounds such that they perceive both

sounds as instances of the dental consonant (Polka, '91, Werker & Lalonde, '88).

Research aimed at training the non-native perception of the dental and retroflex sounds in

adults has shown that standard training approaches fail to improve performance (Werker et al,

'81, Werker & Tees, '83, Werker and Tees, '84a, Tees & Werker, '84). Improvement has been

reported under certain circumstances, including the use of shorter inter-stimulus intervals (ISI)

(Werker and Tees, '84b, Werker and Logan, '85), truncated stimuli (Pruitt et al, '90), and

extensive experience with the contrast (Tees and Werker, '84).

We selected this non-native retroflex consonant which is rare and unlikely to occur

aIlophonically across languages because we wanted to ensure that none of our participants had

had either allophonic or non-native exposure to this sound. Additionally, we wanted to ensure

that no individual would be able to distinguish this sound from the dental consonant before

training (ie; to avoid pre-training ceiling effects), and that we would find a considerable range in

improvement across subjects so that we could then examine brain activity as a function of

success in learning. In a previous study (Golestani et al, unpublished), we synthesized the

retroflex consonant, and showed firstly that phonetic training resulted in overall improvement in

the ability to identify this sound versus the native dental one in a large group of subjects, and

secondly, that there were considerable individual differences in the amount of learning across

subjects.

Stimulus Synthesis: Synthesis of the non-native phonetic contrast was based on parameters

reported by Stevens and Blumstein ('75) for the synthetic retroflex-dental place-of-articulation

continuum. Refer to Figure 1 for schematized frequency-time representations of the dental and

retroflex sounds. There were seven stimuli varying in equal steps in terms of acoustic difference

between adjacent items. The set of four-formant stimuli was constructed with the use of the

Mitsyn (Henke, '90) synthesizer. Stimulus 1 corresponds to the dental and stimulus 7 to the

retroflex voiced, unaspirated stop consonant prototype, and aIl of the consonants were followed

by the vowel fa/.

Stimuli began with an initial noise burst. The parameters that were manipulated to create

the continuum are the frequency glides of the third formant (F3), as weIl as the center frequency
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of the burst. The initial noise burst lasted 5ms, and its center frequency decreased in equal step

sizes of217 Hz from 4500 Hz (stimulus 1) to 3198 Hz (stimulus 7). The voicing began 15 ms

after the onset of the burst. Each stimulus lasted 220 ms in total, and formant transitions (FTs)

lasted 40ms. The fundamental frequency (Fo) started at 130 Hz and decreased linearly over the

first 40 ms to 125 Hz, then remained steady-state at 125 Hz for 75 ms, and then gradually

decreased to 90 Hz over the last 90 ms of the sound. The first formant (F1) rose from 400 Hz to

655 Hz during the transition, and then remained steady-state during the remainder of the sound.

The second formant (F2) decreased from 1650 Hz to 1185 Hz over the first 40 ms, and then

remained steady-state. The fourth formant (F4) remained steady-state at 3600 Hz throughout the

entire sound. The starting frequency of the third formant (F3) varied in equal 111 Hz steps from

3080 Hz (stimulus 1) to 2414 Hz (stimulus 7), and the steady-state portion ofthis formant was

always at 2585 Hz.

The native control stimulus contrast was constituted of the dental Ida! sound described

above (stimulus #1), and a synthetic voiceless stop consonant It!, followed by the vowel la!.

(Ital). Stimulus characteristics for the latter are the following. The stimulus lasted 220 ms, and

the FTs lasted 30ms. The initial noise burst lasted 10 ms, and its center frequency was 4000 Hz.

Voicing began 50 ms after the onset of the burst. The Fo started at 130 Hz, decreased linearly

for 40 ms to 125 Hz, remained steady state for 40ms, and then decreased linearly to 90 Hz over

the last 90 ms of the sound. Formants 1,2, and 3 remained steady state after the FT. FI rose

from 530 Hz to 655 Hz during the FT, F2 decreased from 1480 Hz to 1185 Hz, and F3 decreased

from 2857 Hz to 2585 Hz. F4 remained steady-state at 3600 Hz during the entire stimulus.

The noise stimuli consisted of amplitude modulated white noise matched in sound

pressure level (SPL), duration, and amplitude with the CV stimuli. They were generated by

using the same wave envelope as the speech stimuli. The interstimulus interval for the noise

condition was also matched with that of the phonetic condition.

Stimuli were presented binaurally with electrostatic, MR-compatible headphones (Koss)

at an 87 dB sound pressure level (SPL) using Media Control Function (Digivox).
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FIG. 1: Schematized frequency versus time diagrams of the (a) dental and (b) retroflex consonant-vowel (CV) syllables,

Scanning Protocol Imaging was performed on a 1.5-Tesla Siemens Vision scanner. After

obtaining high resolution Tl anatomical scans, two series of 128 gradient-echo images ofblood

oxygenation-Ievel-dependent (BOLD) signal were acquired (TE =50ms, head coil, matrix size:

64 X 64; voxel size: 5 X 5 X 5 mm; 14 slices acquired in the orientation of the Sylvian fissure).

A long, 8 second interacquisition interval (TR) was used to ensure low signal contamination by

noise artifacts of image acquisition (Belin et al, '99). Two stimuli were presented during each 8

second TR. The following are the temporal parameters of the stimulus presentation times

relative to the acquisition. The acquisition lasted 1.4 seconds, and a 250 ms consonant-vowel

(CV) stimulus was presented 0.1 seconds after the end of the acquisition period. There was then

a 3 second silent period during which subjects made their classification response. The second

CV was then presented, again followed by 3 seconds of silence, after which the next image was

acquired.

Based on previous research (Belin et al, '99), we expected the optimal BOLD signal

response in the primary auditory cortex (AI) to occur 2 to 3 seconds after stimulus presentation,

and for the response in the secondary auditory cortex to occur approximately one second after

the response in AI. The hemodynamic response to the first sound would therefore likely be

contaminated by the scanning noise of the preceding acquisition; however, we did not expect that

the following acquisition would detect the BOLD response to this first sound. The first sound

was simply included in order to increase the number of trials that subjects performed.
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Behavioral Testing and Training procedures

Identification task during pre- and post-training scans: During each of the two echo-planar

imaging (EPI) series, 32 images were acquired during each of the following four conditions:

native identification, non-native identification, noise baseline, and silent baseline. The

conditions were distributed such that each of the three conditions was presented during sets of

four consecutive acquisitions, followed sometimes by one and sometimes by two silent baseline

acquisitions. Conditions were pseudo-randomly ordered. Prior to the initial scanning session,

subjects were brief1y familiarized with the stimuli in order to ensure that they could accurately

identify the two native sounds (Ida! and Ita/) and that they could not distinguish the non-native

retrof1ex Ida! sound from the native dental Ida! sound. During the native identification task,

subjects were required to identify the Ida! versus Ita! sounds and to indicate their response by

pressing one oftwo mouse button keys. During the non-native condition, subjects heard either

the dental or retrof1ex prototypes (ie; stimuli 1 or 7, respectively). Prior to training, no subjects

could distinguish the dental from the retrof1ex CVs. For this reason, although they were

engaging in the classification task in that they were prepared to press the key corresponding to

Ital if and when it was presented, during the pretraining non-native condition, subjects in effect

pressed the mouse key corresponding to the dental Ida! sounds after each stimulus. After

training, they were required to identify the dental versus retrof1ex sounds (by again pressing

mouse button keys). During the noise baseline condition, subjects were to press altemating

mouse button keys to the noise bursts.

Phonetic Training: Five one-hour sessions of identification training with feedback spread over

the course of two weeks every 3 days on average were administered between the two scanning

sessions. During the first session, subjects heard endpoint stimuli (sounds 1 or 7), and indicated

their response by pressing a mouse button. Feedback was presented on the computer screen as to

the accuracy of their response. If criterion performance, defined as at least 16/20 correct

responses on a block, occurred during three consecutive training blocks, then the task was made

more difficult by requiring subjects to identify sounds 2 versus 6 (these sounds are a smaller

step-size apart, and are acoustically more similar than are the prototypes). The subjects who

achieved criterion on this 5-step pair were then trained on an even more difficult 3-step pair,

using stimuli 3 versus 5. This "perceptual fading" training method has been shown to result in

behavioral improvement in previous studies (Jamieson & Morosan, '86, Morosan & Jamieson,
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'86). It allows individuals who successfully learn the contrast early during the course of training

to then learn additional information regarding more subtle perceptual aspects of the acoustic

parameters which critically distinguish the prototypical stimulus pair which they williater be

tested with.

Analysis BOLD signal images were smoothed (6-mm FWHM), corrected for motion artifact

and transformed into standard stereotaxie space (Talairach & Toumoux, '88) using in-house

software (Collins et al, '94). Statistical t-maps were obtained in each individual using a voxel

based analysis based on a linear model with correlated errors, with direct specification of the

design matrix (Worsley et al, '96). Output across runs within sessions was combined, and then

that of subjects within a population in a hierarchical random effects analysis. Runs were

combined with another linear model for the run effects, weighted inversely by the square of their

standard errors. The t-map images where then registered with a standardized anatomical image,

averaged across the 9 subjects. Criteria oft=4.5 in the whole brain volume and oft=4.3 in the

regions of interest (ROIs) were calculated (Worsley et al., 1996) based on 125 degrees of

freedom, a voxel size of one cubic millimeter, smoothness of 6-mm, 1000cc, and a significance

levelofp<0.05. The volume ofinterest for the whole brain was 1000cc. The ROIs included

bilateral superior temporal regions, the left temporoparietal region, and the left inferior frontal

region. These ROIs were defined anatomically as cubical volumes of interest based on the upper

and lower x, y, and z-value coordinates for these structures derived from a standardized

stereotaxie atlas (Talairach & Toumoux, '88). Superior temporal coordinate limits were: x= 30

to 70 and -30 to 70, y= 25 to -40, and z= 20 to -35. Left parietallimits were: x= 0 to -42, y=

40 to -80, and z= 20 to 75. FinaIly, left frontallimits were: x= -30 to -60, y= 10 to 60, and z=

2- to 30. The total volume of interest for the regions of interest was 556cc.

RESULTS

Behavioural results

One out of the ten subjects did not respond to a large proportion of the pre- and post

training identification trials during scanning, therefore we excluded this subject's results from aIl

of the analyses. Each subject's performance was converted to an A' score, which is a

nonparametric unbiased index of sensitivity that ranges from 0 - 1.0, with 0.5 corresponding to
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chance performance (McNichol, '72). Mean A' scores and standard errors for the native and the

non-native contrasts at pre- and at post-training are provided in Figure 2 below. A (2X2) two

way repeated measures ANOVA, with time (pre- and post-training) and stimulus (native and

non-native) being the two independent variables, was performed on the A' scores. Results

revealed a significant main effect of stimulus (F (1,8)=61.38, p<O.OOI), indicating that overall,

performance was better for the native control condition than for the non-native one, and a

significant time by stimulus interaction (F (1,8)=13.34, p<O.OI). Post-hoc Tukey tests on the

significant interaction revealed that the post-training non-native mean A' measure was

significantly higher than the pre-training one (Q (4,8)=8.02, p<O.OS), indicating that subjects'

performance improved as a result of training while the native performance remained near ceiling.

There was a large range of individual differences with respect to the amount of improvement

resulting from training; post-training A' values for the identification of the non-native contrast

ranged from 0.30 to 0.87.
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FIG. 2: Identification performance during pre- and post-training scans.

Imaging results

Group Subtractions

Table 1 provides the stereotaxie coordinates for the pre-training and post-training native

minus noise voxel-based subtractions, respectively (Fig. 3). During the pretraining scan, the

native minus noise subtraction yielded significant positive activations bilaterally in the

insula/frontal opercular (FO) regions, in the superior temporal gyri, inferior frontal gyri, as well

as in the left superior parietal gyms. Superior temporal activations, based on inspection of
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probabilistic maps for Heschl's gyms (Penhune et al, '96) and for the planum temporale

(Westbury et al, '99), appeared to be at the junction ofthese two structures.

The same subtraction after training (Table 1, Fig.3) yielded a similar pattern of results

with the exception of additional activations in the left caudate nucleus, and in the right inferior

frontal gyms, at a location not syrnmetrical to the left-sided inferior frontal activation.

Table 2 and Figure 4 present the pre- and post-training results for the non-native minus

noise subtraction. During pretraining, the only significant result was a positive activation in the

left insula/frontal operculum. After training, the subtraction yielded positive activations

bilaterally in insula/frontal opercular areas, as weIl as in the left IFG, STG, and caudate nucleus.

The right STG activation was marginally significant. Additionally, there was a right IFG

activation which was once again considerably more anterior than that in the left hemisphere.

In order to directly compare activity associated with identifying the non-native contrast

before versus after training, we subtracted the pre-training non-native minus noise difference

image from the post-training one. In this compound comparison, we found significant activation

in the left and right inferior frontal gyri, in the left superior parietal gyms, in the right globus

pallidus, and in the left caudate nucleus. AdditionaIly, there was marginally significant

activation in the left supramarginal region (refer to Table 3). We also performed such a control

compound comparison; we subtracted the post-training native minus noise difference image from

the pre-training one. This comparison did not reveal any significant differences.

Correlation of brain activity with learning

In order to examine the relationship between brain activity and the degree of leaming

across individuals, we performed a correlational analysis between post-training A' minus

pretraining A' scores and the BüLD signal in the whole brain volume during the post-training

non-native minus noise subtraction (refer to Table 4). We found positive correlations between

this behavioral measure of leaming and activity in regions within the left and right angular gyri.

Refer to Figure 5 for an image of this result and for a scatter diagram showing the relationship

between the voxel value at the peak voxel-value location and the degree of leaming across

subjects. Additionally, there were marginally significant correlations between the leaming

measure and activity in bilateral insula/frontal opercular areas, at similar locations to the signal

found in the group subtraction results. There was also a significant inverse relationship between
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the learning measure and activity in the posterior part of the left middle temporal gyrus (see

Fig.6)

DISCUSSION

Behavioral results

The behavioral results followed the expected pattern. They indicate that the training

procedure was effective in producing an overall improvement in subjects' identification of the

dental-retroflex contrast during the post-training relative to the pre-training fMRI test sessions,

although not all subjects learned to the same extent. This finding is consistent with results of a

previous behavioral study (Golestani et al, unpublished), in which we showed that training with

the dental-retroflex Hindi contrast improved the ability of a larger group (n=59) of non-native

adult speakers to identify the dental and retroflex sounds.

Imaging results

Classifying native speech sounds As predicted, during both pre- and post-training scans, the

native minus noise comparison yielded a similar pattern of activation in areas including the left

insulalfrontal operculum, the left inferior frontal gyms, and the left superior parietal region, and

bilaterally in the superior temporal gyri. Unexpected findings were right insula/frontal opercular

and inferior frontal activations during both scans (refer to Table 1). During the post-training

scan (refer to Table 1), additional activations were observed in the right inferior frontal gyrus and

in the right thalamus. A compound analysis involving the subtraction of the pre-training native

minus noise difference image from the post-training one revealed no significant results, showing

that, as expected, these differences were minimal.

The bilateral superior temporal activation is consistent with previous findings ofbilateral

STG involvement in processing both speech and certain types of nonspeech sounds (Binder et al,

'94, '96, Jancke et al, '98, Zatorre et al, '92 & '96, see Zatorre & Binder, 2000). Zatorre and

colleagues ('92) found that regions of the STG and superior temporal sulcus (STS) anterior to the

primary auditory regions bilaterally, and posterolateral to the primary auditory cortex on the left

side, are activated by speech stimuli but not by acoustically matched noise. They suggested that

the primary auditory cortex contributes to the early acoustic processing of all auditory stimuli,

whereas the associative areas are involved in higher order processing of sounds. Other groups
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have also shown that areas in secondary auditory regions including regions of the

temporoparietal cortex, of the superior temporal cortex, and of the superior temporal sulcus

(STS) are not activated by simple auditory stimuli such as clicks, tones, or noise bursts (Zatorre

et al, '92, Démonet et al, '92, '94a, Binder et al, '96, '97). Our finding of STG activation in

secondary auditory regions outside of Heschl's gyms is consistent with these results, and suggest

that these areas are activated by the phonetic condition more than by the noise condition.

We found two distinct frontal activations; one in BA 44, in what we will refer to as the

inferior frontal gyms (IFG), and the other in what we will refer to as the insula/frontal operculum

(FO). Previous functional imaging studies examining phonetic perception have more typically

shown activation in regions that converge around the location of our "IFG", BA 44 activation

(Zatorre et al, '92, '96, Burton et al, '00, Démonet et al, '92, '94b). Other studies, however, have

shown activation at locations similar to our second insula/FO activation (Fiez et al, '95, Chee et

al, '01). These two regions likely represent functionally distinct subregions within Broca's

speech area. This interpretation is consistent with evidence that activations in this frontal speech

region is not confined to the classic Broca's area (Binder et al, '97), and that there are

functionally distinct subregi-ons within the left inferior prefrontal cortex (Buckner et al, '95, see

Fiez, '97 and Zatorre et al, '96).

According to the classical models of speech, the left inferior frontal "Broca's area" is

thought to be involved in the programming and preparation of speech output. There is

accumulating evidence, however, that regions in and around the IFG are activated during purely

receptive speech tasks such as phonetic discrimination on pairs of syllables (Zatorre et al, '92),

sequential phoneme monitoring ofnonwords (Démonet et al, '92), and phonetic discrimination

requiring overt segmentation of initial consonants from the rest of the word (Burton et al, '00).

Explanations have been offered for the role of the left IFG in such non-productive

language tasks. A prominent explanation has been derived from Baddeley's "articulatory loop"

theory (Baddeley, '86) of verbal working memory. Paulesu and colleagues ('93) examined the

neural correlates of two components of Baddeleys model, and suggested that the left

supramarginal gyms is the location of the phonological store, and that Broca's area is involved in

subvocal rehearsal. Démonet and colleagues ('94b) interpreted results from one oftheir studies

in a manner consistent with this; they found that when phoneme monitoring tasks involved

perceptual ambiguity, there was activation in the IFG. They attributed this to a greater reliance
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on verbal rehearsal strategies in working memory during the ambiguous relative to the

unambiguous phoneme monitoring conditions. Another prominent explanation for the role of

frontal areas derives from the motor theory of speech perception (Liberman and Mattingly, '85),

which proposes that phonetic perception arises from a system which detects articulatory gestures,

and which predicts activation of speech production substrates during certain purely perceptual

speech tasks. Consistent with this theory, Zatorre and colleagues ('92 and '96) propose that the

left posterior temporal regions may be involved in the initial stage of phonetic analysis during

passive listening to speech, while the regions including Broca's area are additionally involved

when phonetic segments must be extracted and manipulated in relating the phonetic information

to articulation. This hypothesis was supported by an fMRI study by Burton and colleagues

(2000), in which results suggested that the IFG is recruited during phonological processing tasks

only when these latter require either phonetic segmentation or working memory processes.

As already mentioned, several imaging studies have also shown activity at locations

closer to our insula/FO activations (Fiez et al, '95, Chee et al, '01). For example, Fiez and

collegues ('95) showed that there was bilateral FO activity when subjects were required to detect

stimuli including words, syllables, and tone sequences that incorporated rapid temporal changes.

This second frontal region is also thought to be involved in aspects of articulatory recoding

during phonologicai processing. Fiez and Petersen ('98) reviewed neuroimaging studies on

word reading, and found convergence of results in FO areas at locations very similar to ours. Of

interest is the finding that several groups found that this area was activated when subjects read

low frequency exception words and when they read pronounceable non-words, but not when They

read low-frequency consistent words (Herbsteret al, '97, Fiez et al, unpublished data (see Fiez &

Petersen, '89), Rumsey et al, '97). Fiez and Petersen suggested that reading of the former two

classes ofwords may activate phonological processing (the 'assembled" route, where the word is

"sounded out" by translation ofletters to sounds), whereas that the latter type ofword may

involve the "direct route" for reading, in which the entire word form is translated into

phonological representations. Once again, it is likely that during the perfonnance of our

identification task, the insuialFO and IFG regions subserve distinct functions related to phonetic

processing. Future studies may be designed to elucidate the differentiai roles of these regions.
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Right frontal activations

Although we did not expect right frontal activations, this result is consistent with those of

several previous studies. Fiez and colleagues ('95) found bilateral frontal opercular activation at

locations very close to those in our group subtractions while subjects detected words, syllables,

and tone sequences that incorporated rapid temporal changes: Chee and colleagues ('01)

showed, in a group of bilingual individuals, that there was greater activation bilaterally in frontal

opercular regions during a semantic task in the least proficient of two languages. Right

prefrontal regions have been implicated in functions related to aspects of pitch and tonal working

memory processing (Zatorre et al, '92, Zatorre & Samson, '91). It is possible that during the

performance of our tasks, subjects were processing the sounds partly in an acoustic mode,

thereby recruiting right frontal regions. This explanation may in part explain findings by

Mazoyer and colleagues ('93), who performed a PET study in which subjects listened to speech

in the native language and in an unknown language, to semantically anomalous sentences, and to

sentences with pseudo-words. They found that only when listening to the sentences with

pseudo-words was there an additional activation in the right inferior frontal gyrus.

Learning new phonetie eontrasts

During the pre-training scan, the non-native versus noise comparison yielded significant

activation only in the left insulaJfrontal operculum (Table 2 and Fig. 4). As predicted, after

training, the pattern of activation in this comparison was more similar to that in the native versus

noise comparison (Table 2 and FigA). Significant peaks were observed bilaterally in the

insulaJfrontal opercula and in the left inferior frontal and superior temporal gyri. The right STG

signal was marginally significant. Activity was also detected in the left caudate nucleus, and in

the right IFG, at a location not symmetrical to the left-sided inferior frontal location. Our

findings have implications for neuro-linguistic theories of second language leaming. As

mentioned in the introduction, the ability to distinguish certain non-native speech sounds from

native ones is lost during development (Best et al, '88, Werker et al, '81, Werker & Tees, '83,

Werker & Tees, '84a). There is evidence that the dental-retroflex distinction is lost very early in

development, below the age of one (Werker & Tees, '83, Tees & Werker, '84). Our results

suggest that leaming a new speech sound in adulthood results in the recruitment of the same

neural substrates as those involved during the classification of native speech sounds. These
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findings are based on the learning of a single non-native consonant-vowel (CV) syllable. We

predict that we would have found similar results had several non-native CVs been trained; these

results may or may not generalize to the lexical and semantic aspects of learning a new language.

In addition, short-term learning effects such as the ones that we studied may not generalize to

expert performance, nor to performance with naturalistic exemplars of the non-native retroflex

sound.

Change in brain function associated with learning new speech sounds

In order to confirm the effects seen in the subtraction analyses presented above, we

performed a compound analysis in which we subtracted the pre-training non-native minus noise

difference image from the post-training one. We found significant activity bilaterally in the

inferior frontal regions, as well as in the left superior parietal region, the right globus pallidus,

and the left caudate nucleus. There was also marginally significant activity in the left

supramarginal gyrus. The inferior frontal activations were at similar locations to those found in

the post-training native-minus-noise group subtraction reported above (Table 1), and suggest that

classifying newly learned speech sounds recruits the inferior frontal regions bilaterally, as does

the classification of native speech sounds. This analysis does not, however, support the group

average non-native-minus-noise finding described above suggesting that the second, more

inferior insula/frontal opercular (FO) region is also recruited when newly learned speech sounds

are classified. As already reported, we found large individual differences in the behavioral

performance of our subjects; only approximately half of our subjects improved in their ability to

classify the sounds after training. It is possible that activity in certain brain regions such as the

insula/FO increased for sorne subjects and decreased for others as a function of success in

learning, and that such learning-related differences have cancelled each other out such that they

are not detectable in this compound comparison. This interpretation was confirmed in the

correlational analysis to be described below.

Correlations ofbrain activity with learning

We found positive correlations between a behaviorallearnlng measure and activity in the

left and right angular gyri (Fig.5). There were also concurrent marginally significant negative

correlations with activity in insula/frontal opercular regions bilaterally, as well a significant

negative correlation with activity in the posterior left middle temporal gyrus. Refer to Figure 6

for these results, as well as for scatter diagrams showing the relationship between the voxel value
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at the peak voxel-value location and the degree oflearning across subjects. The negative

correlation between the BOLD signal in the left middle temporal gyms and the amount of

learning suggests that in more proticient learners, there is less activity in this brain region

relative to in non-Iearners. A number of studies have shown involvement of the left middle

temporal region during the perfonnance of language-related tasks involving lexico-semantic

processing (Démonet et al, '92, '94a, Binder et al, '96, '97). Binder and colleagues (2000), using

fMRI, compared patterns of auditory cortex activation in response to different types of speech

stimuli. Based on their results, they suggested that bilateral secondary auditory superior

temporal regions play a role in processing simple temporally encoded auditory infonnation, that

bilateral superior temporal su1ci play a role in the acoustic processing of words, pseudowords,

and reversed speech, and finally, that left-Iateralized ventral temporal regions induding the

middle temporal gyrus play a role in processing lexical-semantic or syntactic infonnation

associated with words. These results implicate the left middle temporal gyms as a left

lateralized component of a bilaterallanguage network. Our finding suggests that activity in this

speech-related region is modulated by the degree of phonetic learning.

Angular gyms lesions are well known to produce language deficits, particularly for

written material (Rumsey et al, '99, Horwitz et al, '98, Galaburda et al, '85, Geschwind, '65),

and many PET studies have demonstrated activation associated with phonological processing in

the left temporoparietal regions outside the superior temporal gyms, induding in the angular

gyms, supramarginal gyms, and middle and inferior temporal gyri (Démonet et al, '94a, Zatorre

et al, '92, '96, Binder et al, '96, '97, Petersen et al, '88, Paulesu et al, '93). The strong positive

correlation between learning and activation in the left angular gyms supports the idea that "good

learners" recruit these more posterior temporoparietal regions relatively more than do "poor

learners", and that activity in this region is modulated by learning. As will be further discussed,

activity in the insula/FO is also modulated by learning, and it is possible that functional

connectivity between these two regions is modified by learning. It has been suggested, based on

functional imaging data, that normal functional connectivity between the left inferior parietal

regions and Broca's area is disrupted in dyslexic individuals (Paulesu et al, '96). Functional

connectivity may or may not indicate anatomical connectivity between these two regions, since

activity in these regions may be modulated by input from a third part of the brain.

57



We had expected a positive correlation between learning and insula/frontal opercular

activation because we had predicted that more successful task performance would place greater

processing demands on speech regions. In contrast, we found an inverse relationship with

bilateral activity in the same insula/frontal opercular regions as were detected in the group

subtraction results. This finding suggests that although aIl subjects recruit these areas for

performing the task, learners engage frontal speech regions to a lesser extent than do poor

learners. Individual differences in activity in this region likely resulted in a training-related

group average signal that was too weak to be detected in the compound comparison analysis

reported above. These results are based on correlations, and do not inform us about the direction

of causality, if anY, between differences across subjects in brain activation and in performance.

We will, however, speculate about the mechanism ofthis function-behavior relationship, and

suggest a number ofpossible explanations for this finding. The first is that in learners,

processing in these frontal regions may be more efficient and/or may require less processing time

than in non-Iearners. Several mechanisms may underlie this difference in functional anatomy. It

may be that "poor learners" do not succeed in developing a stable representation of the new non

native sound in their long term memory store, and that this results in a relatively greater

involvement of "articulatory" strategies while subjects attempt to classify the sounds.

Additionally, poor learners may engage subvocal rehearsal strategies in phonological verbal

working memory relatively more than good learners. In other words, maybe they rely more on

the strategy of comparing each sound to the previous one as they attempt to classify the sounds,

and are less able than the good learners to match each sound to long-term memory "templates"

for the native versus non-native sounds. The latter explanation is consistent with reports during

training by sorne subjects that they did compare each sound to the previous one, and that their

performance tended to deteriorate every time that they received negative feedback on an item.

The hypothesis ofmore efficient processing in frontal areas in learners is consistent with

the results of several studies which have shown that prefrontal regions are relatively more active

in tasks requiring "top-down" processing. In a study by Frith and collegues ('91), activity in the

left IFG, at a location similar to our IFG area (location: -44, 8, 28), was found to be reciprocal

with and was thought to modulate activity in the STG bilaterally. This area, in tum, was

relatively more active in a task requiring more "bottom-up" processing. In a second study

(Raichle et al, '94), a reciprocal pattern of activation was found between left prefrontal and
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sylvian/insular cortices before versus after the learning of a verbal generation task. Once again,

it was proposed that the left prefrontal activation arises from top-down, effortful or naïve task

performance, whereas that sylvian-insular activation arises from more bottom-up, practiced or

automated task performance. Lastly, Chee and colleagues ('01) showed that in a group of

bilinguals, there was greater activity bilaterally in the frontal operculum during a semantic task

in the less proficient of two known languages. The authors suggesed that processing words in

the less familiar language requires greater cognitive effort, that it is subserved by less well-tuned

neural representations, and that it therefore requires greater neuronal activity than processing

words in the more familiar language. We thus suggest a second interpretation for our results

which is not exclusive with the first. It may be that "poor learners" continue to engage relatively

more "top-down", effortful cognitive processes, resulting in stronger activation in regions

including frontal speech areas. In contrast, maybe "good learners" engage relatively more

"bottom-up" processes, more automatically attending to the acoustic information which critically

distinguishes the two sounds, and thereby engage posterior speech regions to a greater extent

than prefrontal ones.

The group subtraction analysis as weIl as the correlational analyses yielded significant

peaks bilaterally in similar insula/frontal opercular areas. This suggests that activity in this area

is both a) recruited in the classification task, and b) modulated by learning. In contrast,

activations in the left inferior frontal gyms (BA 44) and superior temporal regions were only

detected in the group subtraction analysis, suggesting that these areas are recruited by

performance of the identification task but that they are not modulated by learning. These

findings also support the idea presented above that within the frontal speech area, the IFG and

the insula/FO areas subserve different aspects of phonetic perception. Phonetic processing,

which is only one aspect of speech processing, may involve different neural substrates depending

on the task demands. This idea is supported by evidence for the involvement of functionally

distinct subregions within the left inferior prefrontal region during different speech production

tasks (Buckner et al, '95). More generally, it has been shown that activations attributed to

semantic processing have been most often located anteriorly within the ventral inferior prefrontal

cortex (BA 47/1 0), whereas activations attributed to phonological processing have been more

frequently located posteriorly within the triangular and opercular portions of the inferior frontal

gyms (BA 44 and 45) (Fiez et al, '97). Consistent with this, we detected activity during a
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phonetic identification task in these latter frontal subregions, including parts ofBrodmann's

areas 44 and 45.

Finally, the finding of inverse modulation of insula/FO activity with learning highlights

the importance of examining both increases as well as decreases in activity when attempting to

elucidate the neural mechanisms of aspects ofhuman cognitive functioning and ofplasticity of

such functions, in particular when examining processes as complex as human speech. Avenues

for future work include combining functional imaging with electrophysiological measures to

examine the timing of activity of speech-related brain regions and sub-regions, as well as to

better understand the chronology of these events in order to gain knowledge regarding the

temporal aspects of functional connectivity related to speech.

Summary and Conclusions

We were able to demonstrate overall behavioural improvement, despite large individual

differences in performance, in the ability ofmonolingual English speakers to identify the Hindi

dental-retroflex contrast after five hours ofphonetic training. Functional imaging results during

the classification of a native control phonetic contrast revealed the involvement of speech-related

brain regions including the superior temporal and insula/frontal opercular regions bilaterally.

Activity associated with the post-training classification of the newly learned phonetic contrast

revealed a pattern of activation very similar to that found during the classification of the native

phonetic contrast. This finding has important implications for neuro-linguistic theories of second

language learning, and suggests that only five hours of phonetic training in adulthood with a non

native phonetic contrast, the perception of which is likely to have been lost as early as at six

months of age, is sufficient to recruit the same substrates underlying the perception of speech

sounds to which one has been exposed since birth.

In examining differences in brain function across subjects related to differences in the

degree of success in learning the new speech sound, we found that in more successfullearners,

there was relatively more activity in the left angular gyrus, a language-related brain area, and

relatively less activity in insula/frontal opercular regions as well as in the left middle temporal

gyrus relative to non-learners. These results suggest that "good learners" recruit posterior

temporoparietal speech regions relatively more than do "poor learners", and conversely, that

frontal speech regions are relatively less active in "good learners" relative to in "poor learners".
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This latter finding suggests that processing in these regions is more efficient and/or may require

less processing time when successful phonetic learning has taken place. This in tum suggests

that in successfullearners, there is either less need for or more automatized processing related to

subvocal rehearsal strategies in verbal working memory and/or related to mapping the perceived

speech sounds onto an articulatory template. More generally, the concurrent modulation of

activity in posterior and anterior speech regions as a function of learning may suggest that the

functional connectivity between posterior and anterior speech regions is modulated by learning

new speech sounds. Future studies can be designed to address this possibility.
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Table 1: Native versus noise subtraction: Pre-training:

Structure Talaraich Coordinates: t-value BA
X Y Z

Post-training:

Talaraich Coordinates:
X y Z

t-value

-34 16 4
-48 14 24
32 22 10

Left insula/ frontal operculum
Left inferior frontal gyms
Right insula/frontal operculum
Right middle frontal gyms
Left superior temporal gyms
Right superior temporal gyms

-66
46

-38
-32

4
4

6.4*
4.50*
5.45*

4.63*
5.94*

In/44
44
In/44
46
22
22

-34 20 4
-42 26 20
30 20 -2
38 40 14
-56 -22 -2
54 -24 0

5.05*
4.51 *
5.58*
4.87*
5.18*
5.47*

Table 2: Non-native versus noise subtraction: Pre-training:

Structure Talaraich Coordinates: t-value
X y Z

BA

Post-training:

Talaraich Coordinates:
X y Z

t-value

Left insulal frontal operculum
Left inferior frontal gyms
Right insula/frontal operculum
Right middle frontal gyms
Left superior temporal gyms
Right superior temporal gyms
Left caudate nucleus

-34 16 4 5.44* In/44
44
In/44
46
22
22

-34 20 4
-44 16 0
30 22 4
40 44 8
-58 -22 2
52 -24 -1
-12 -2 16

5.01 *
4.54*
5.36*
5.67*
4.6*
3.68
5.14*

Table 3: Compound comparison: Post-training non-native versus noise comparison minus pre-training non
native versus noise comparison
Structure Talaraich Coordinates:

X y Z
t-value BA

Left inferior frontal gyms
Left precentral gyms
Right middle frontal gyms
Left superior parietal gyms
Left supramarginal gyrus
Left caudate nucleus
Right globus palladus

-44 26 20
-58 4 18
44 38 8
-26 -74 38
-44 -36 36
-12 4 14
24 -4 -6

4.32*
3.96
4.04*
4.19
3.71
4.69*
4.84*

45
6
46
7
40

Table 4: Correlation between learning measure (post-A' minus pre-A') and post-training non-native minus
noise subtraction
Structure Talaraich Coordinates:

X y Z
t-value BA

Positive correlations:
Left angular gyrus -54 -66 26 5.47* 39
Right angular gyrus 44 -70 34 5.11 * 39

Negative correlations:
Left insulal frontal operculum -40 10 4 -3.8 In/44
Right insula/frontal operculum 30 20 8 -3.76 In/44
Left poster. middle temporal gyrus -52 -50 8 -5.13* 21

* indicates p<0.05
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Figure captions

Figure 3: Pre- and post-training native minus noise subtractions.

Figure 4: Pre- and post-training non-native minus noise subtractions.

Figure 5: Positive correlations between learning measure (L-score) and BüLD signal

during post-training non-native minus noise comparison.

Figure 6: Negative correlations between learning measure (L-score) and BüLD signal

during post-training non-native minus noise comparison.
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Chapter4

Study 3: Anatomical correlates ofthe ability to learn novel speech sounds

With the development of high resolution three-dimensional anatomical MRI

(aMRI), there has been a growing interest in studying nonnative inter-individual

variations in the size and shape ofvarious brain structures (eg; Paus et al, '96, Giedd et

al, '99, Penhune et al, '96, Westbury et al, '99), and in relating such variations to

differences in aspects ofbehavior across individuals (Schlaug et al, '95, Steinmetz et al,

'91, '95, Foundas et al, '95, Habib et al, '95). The aim ofthe present investigation wasto

detennine whether individual differences in the ability to learn speech sounds coming

from a non-native language may be in part accounted for by individual differences in

brain morphology.

During development and starting as early as at six months of age, lack of

experience with certain non-native speech sounds results in a developmental shift from a

language-general to a language-specifie pattern ofphonetic perception (Best et al, '88,

Polka & Werker, '94, Werker & Tees, '84a, Werker & Lalonde, '88, Kuhl et al, '92).

During adulthood, most individuals cannot distinguish certain non-native speech sounds

from similar ones belonging to the native language. The results of laboratory studies

aimed at improving non-native phonetic perception have shown that sorne contrasts are

more easily learned than others. Interestingly, even amongst adults with very similar

language backgrounds, considerable individual differences exist in the ability to learn to

'perceive "difficult" non-native speech sounds following phonetic training (Polka, '91,

Pruitt et al, '90, Jenkins et al, '95). We addressed the question ofwhether such individual

differences might be predicted by differences in brain morphology. To achieve this, we

used voxel-based morphometry instead ofmanually segmenting particular brain

structures. This method allows an exploratory search of the whole brain for relationships

between behavioral measures and brain morphology. It does not require subjective

identification of tissue boundaries, and hence, the use of arbitrary or conventional

definitions of particular brain structures. Futhennore, it allows examination of white

matter morphology, which is otherwise difficult to do due to the lack of clear tissue
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boundaries between adjacent white matter subregions (except for the corpus callosum).

Voxel-based morphometry has been used by other investigators to demonstrate normative

brain asymmetries (Watkins et al, '01), maturation of white matter tracts (Paus et al, '99),

structural correlates of arithmetic ca1cu1ation abilities (lsaacs et al, '01), and differences

in brain morphology in normal versus clinical groups (Vargha-Khadem et al, '98, Wright

et al, '95).

In the present study, we trained individuals to distinguish the non-native dental

retroflex phonetic contrast. Previous functional imaging work on phonetic perception has

shown the involvement of several temporoparietal regions of the left hemisphere

(Démonet et al, '94, Zatorre et al, '92, '96, Binder et al, '96, '97, Petersen et al, '88,

Paulesu et al, '93), the superior temporal gyri bilaterally (Binder et al, '94, Mazoyer et al,

'93, Jancke et al, '98, Mummery et al, '99), and left inferior frontal regions in and around

Broca's area (Zatorre et al, '92 & '96, Paulesu et al, '93, Fiez et al, '95, Burton et al, '00).

We characterized subjects' performance using the following three measures: pre-training

discrimination performance, learning rate, and amount of improvement in identification

performance after relative to before training. We correlated two of these measures

(identification performance and learning rate) with brain morphology throughout the

whole brain volume. We predicted that the ability to learn the phonological contrast

would be correlated with differences in brain morphology in language-related cortical

areas, including left parieto-temporal regions as well as left frontal opercular and inferior

frontal regions. In addition, we wanted to test the speech-specificity of any potential

anatomical correlates of phonetic learning. Therefore, we also trained subjects to

perceive two other sets of non-linguistic stimuli, consisting of rapidly changing sounds

and steady-state tonal sounds. For these two stimulus types, we only performed analyses

that yielded significant results with the speech sounds, as the aim was to test the

specificity of the effects.

METHons

Subjects

Our subjects included 59 healthy right-handed adult volunteers, 33 male and 26

female. Ages ranged from 18 to 39 years ( mean age 22), screened for experience with
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any retroflex sounds. AlI subjects spoke English, and a subset also spoke one or more

additionallanguages that do not employ the retroflex sound. For each subject, hearing

was assessed with an audiometer before testing began, and was found to be normal.

Stimuli

Selection of the Non-native Linguistic Stimulus: We selected the dental-retroflex

place-of-articulation contrast that is used in languages ofIndia such as Hindi or Urdu.

Retroflex consonants require a relatively complex articulation and are rare across

languages; only II % of the world's languages include a retroflex consonant, and they are

unlikely to be pronounced in languages in which the contrast is phonetically irrelevant

(Burnham, ' 86). The non-native perception of the retroflex sound is lost below the age of

one year (Werker & Tees, '83, Werker & Tees, '84a, Tees & Werker, '84). Perceptually,

English listeners assimilate the dental-retroflex sounds such that they perceive both

sounds as instances of the dental consonant (Polka, '91, Werker & Lalonde, '88).

Research aimed at training the non-native perception of the dental and retroflex

sounds in adults has shawn that standard training approaches fail to improve

performance (Werker & Tees, '83, Werker and Tees, '84a, Tees & Werker, '84).

Improvement has been reported under certain circumstances, including shorter inter

stimulus intervals (Werker and Tees, '84b, Werker and Logan, '85), truncated stimuli

(Pruitt et al, '90), and having had extensive experience with the contrast (Tees and

Werker, '84).

We selected this non-native retroflex consonant, which is rare and unlikely to

occur allophonically across languages, because we wanted to ensure that none of our

participants have had either allophonic or non-native exposure to this sound.

Additionally, we wanted to ensure that no individual would be able to distinguish this

sound from the dental consonant before training, and that we would find a considerable

range in performance across subjects so that we could then correlate such individual

differences with brain morphology. In a previous study (Golestani et al, unpublished),

we synthesized the retroflex consonant, and showed that phonetic training resulted in

overall improvement in the ability to identify this sound versus the native dental one in a
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large group of subjects. A considerable range in performance was observed across

subjects.

Synthesis of Stimuli:

Non-native Hindi contrast: Synthesis of the non-native phonetic contrast was based on

parameters reported by Stevens and Blumstein ('75) for the retroflex-dental place-of

articulation continuum. Refer to Figure 1 for schematized frequency-time representations

of the dental and retroflex consonant-vowel (CV) syllables. There were seven stimuli

varying in equal steps in terms of acoustic difference between adjacent items. The set of

four-formant stimuli was constructed with the use of the MITSYN synthesizer (Henke,

'90). Stimulus 1 corresponds to the dental voiced, unaspirated stop consonant prototype,

and stimulus 7 to the retroflex prototype. AlI of the consonants were followed by the

vowel fa/.

Stimuli began with an initial noise burst. The parameters that were manipulated

to create the continuum -are the frequency glides of the third formant (F3), as weIl as the

center frequency of the burst. The initial noise burst lasted 5ms, and its center frequency

decreased in equal step sizes of217 Hz from 4500 Hz (stimulus 1) to 3198 Hz (stimulus

7). The voicing began 15 ms after the onset of the burst. Each stimulus lasted 220 ms in

total, and formant transitions (FTs) lasted 40ms. The fundamental frequency (FO) started

at 130 Hz and decreased linearly over the first 40 ms to 125 Hz, remained steady-state at

125 Hz for 75 ms, and then gradually decreased to 90 Hz over the last 90 ms of the

sound. The first formant (FI) rose from 400 Hz to 655 Hz during the transition, and then

remained steady-state during the remainder of the sound. The second formant (F2)

decreased from 1650 Hz to 1185 Hz over the first 40 ms, and then remained steady-state.

The fourth formant (F4) remained steady-state at 3600 Hz throughout the entire sound.

The starting frequency of the third formant (F3) varied in equal 111 Hz steps from 3080

Hz (stimulus 1) to 2414 Hz (stimulus 7), and the steady-state portion ofthis formant was

always at 2585 Hz.
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FIG. 1: Schematized frequency versus time diagrams of the (a) dental and (b) retroflex consonant-vowel (CV) syllables.

Rapidly ehanging non-linguistie stimuli:

Non-linguistic stimuli were formant-based, and therefore had a voice-like quality,

yet did not, to our knowledge, represent phonemes that exist in any existing language.

The acoustics of the nonlinguistic stimuli wereanalogous to those of the speech syllables

in that for both of these 7-step continua, the frequency glides of the third frequency band

was manipulated. The non-linguistic stimuli were different from the speech ones in that

the frequencies of the "formants" were arbitrarily selected, and in that there was no noise

burst preceding the sounds. These sounds were created in a manner similar to those used

by Belin and colleagues ('98). Our stimuli were different than theirs in two respects:

first, the direction and slopes of our glides were different, and second, their stimuli had

frequency glides both at the beginning and at the end of the sounds, whereas ours only

had glides at the beginning.

The acoustics of the non-linguistic stimuli are the following. AIl of the stimuli

lasted 220 Hz. The fundamental frequency (Fo) was steady-state at 210 Hz. The first

formant (FI) rose from 337.5 to 450 Hz during the first 40 ms, and then remained steady

state. The second formant (F2) dropped from 2000 to 1500 Hz during the first 40 ms,

and then remained steady-state. The forth formant (F4) remained steady-state at 3300 Hz

throughout the entire sound. Finally, the starting frequency of the third formant (F3)

decreased in equal140 Hz steps from 3020 (stimulus 1) to 2180 (stimulus 7), and its

steady-state frequency was 2400 Hz.
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Steady-state tonal stimuli:

The steady-state stimuli consisted of pure tones with durations of 220 ms, and

had onset and offset times offive and twenty milliseconds, respectively. The acoustic

parameter that was manipulated was the frequency of the tones. The continuum consisted

of seven tones at frequencies which differed in 7 Hz steps, and ranged from 2007 Hz

(stimulus 1) to 2042 Hz (stimulus 7).

Procedure

AU subjects were scanned several months prior to behavioral testing and training.

Linguistic and musical experience were evaluated with questionnaires before testing

began. Identical testing and training procedures were foUowed for each of the three

stimulus types, the order ofwhich was counterbalanced across subjects. For each

stimulus type, subjects were first familiarized with the sounds; they were randomly

presented with 20 instances of each of the two endpoint stimuli. As each stimulus was

presented, subjects saw its corresponding label on the computer screen, "A" for the dental

sound, and "B" for the retrofiex one. After familiarization, subjects were asked to

describe what A and B sounded like to them. Typical1y, they produced the sound(s) that

they heard, and then used words to describe subtle qualitative differences which they may

not have been able to accurately produce.

Pre-training discrimination and identification testing (described below) was then

conducted. FoUowing this, subjects were trained, using the adaptive training procedure

described below. Discrimination and identification tests were re-administered after

training.

Identification and discrimination testing:

During the identification task, subjects were encouraged to use the descriptions of

A and B that they had provided during familiarization. They were presented with one

sound at a time from the 7-step stimulus continuum, and asked to label each of these

sounds by pressing either of two mouse buttons, one corresponding to the "dental" sound,

and the other to the "retrofiex" one. Each of the 7 stimuli was presented 10 times in

random sequence, for a total of 70 trials. They were then tested using a discrimination

procedure during which they were to decide whether pairs of sounds were the "same" or
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"different". The inter-stimulus interval (1SI) was 500 ms. Thirteen possible pairs were

presented ten times each, in a randomized order, for a total of 130 trials. The 13 pairs

included 7 "sarne" pairs, five two-step "different" pairs, and one six-step different pair.

Discrimination and identification tests were again administered at the end of training.

Training:

During the training phase of the experiment, we progressively reduced the

acoustic difference between the dental and retroflex sounds as a function of successful

performance by subjects. This "perceptual fading" training method adapts to subjects'

performance (Jamieson & Morosan, '86, Morosan & Jamieson, '86, Terrace, '63). It

aIlows them, if they do weIl using the endpoint stimuli, to try to distinguish dental and

retroflex sounds which are a smaller step-size apart. This training paradigm is likely to

help individuals attend to the relevant acoustic differences between the dental and

retroflex sounds. Training involved 20-trial identification training blocks. Subjects were

presented with either sound 1 or sound 7, and were asked to press one of two mouse

buttons corresponding to the presented sound. They received feedback on the computer

as to whether their response was correct or incorrect. If and when an individual achieved

criterion performance, defined as 16/20 correct responses on a given block, we

administered stimuli 2 versus 6 during the next training block. Again, if and when

criterion was reached with this slightly more difficult pair, we used stimuli 3 versus 5 for

the next training block. Training was discontinued either once a subject achieved

criterion on this last contrast, or once they had completed a maximum of 200 trials (10

blocks).

PsychophysicaI analyses

Laboratory training studies using synthetic phonemes typically involve creating a

continuum of sounds, such that the endpoint sounds are reliably perceived exemplars of

the two contrasting phonemes in question, and that there is an equal, controlled physical

difference between each of the adjacent sounds in the series. Before training, the

endpoint sounds are difficult to identify, and pairs of sounds from the series are difficult

to discriminate. Identification is tested foIlowing training by presenting the sounds of the

series one at a time, and successful training is reflected by the ability to reliably label one
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endpoint as one of the phonemes, and the other endpoint as the other phoneme. A steeper

identification function therefore indicates that individuals are better at reliably classifying

the sounds at one end of the continuum as belonging to the "dental" category, and the

sounds at the other end as belonging to the "retroflex" category. Successful

discrimination is reflected by higher scores across the phoneme boundary as weil as by

lower scores during the discrimination of sounds belonging to the same phonetic

category. For example, if the perceptual boundary is between stimuli 3 and 5 for a

particular subject, they should be able to say that sounds 3 and 5 are "different", whereas

they should find it difficult to discriminate sounds 1 and 3.

Each subject's discrimination performance was converted to an AI score, an index

of sensitivity which corrects for individual differences in bias. A' is a non-parametric

analogue to d', and is used instead of d' when the number of observations is smail.

Values range from 0 to 1.0, with 0.5 corresponding to chance performance (McNichol,

'72). The slopes of individual identification curves were calculated using a standard

regression approach. Once again, a steeper slope reflects better identification

performance. We developed a continuous learning rate variable ("L-scores") to quantify

subjects' performance over the course of learning. This variable takes into account both

the number of blocks at each level of difficulty and the accuracy of performance during

each of the blocks. L-scores were obtained by first weighing the number of incorrect

responses in each block by a "difficulty" weight corresponding to that block. The three

possible weights are 3, 2, and 1, for the easiest, intermediate, and hardest blocks,

respectively. Resulting values were then subtracted from 600, which was the maximum

possible value, yielding an "L-score". This learning can range from zero (slowest

possible learner) to 600 (fastest possible learner).

For each of the three stimulus types, we measured: a) pre-training discrimination

performance (A'), reflecting the ability to distinguish the non-native sound from the

native one before any training has taken place, b) post-minus-pre-training slopes,

reflecting the amount of improvement in the ability to classify the two sounds resulting

from training, and c) L-scores, reflecting rate of learning. We correlated the latter two of

these measures for the Hindi stimuli with brain morphology using a voxel-wise analysis.
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This analysis was followed by regional morphometric analyses in brain areas detected by

the voxel-based analysis.

Scanning Protocol & Morphometric Analyses

We used a voxel-based statistical analysis (Wright et al, '95, Vargha-Khadem et

al, '98, Paus et al, '99, Ashbumer & Friston, 2000, Watkins et al, 2001, Isaacs et al, '01),

in order to determine whether there is a systematic relationship between behavioral

measures and regional amounts of gray matter or white matter. The following three MR

sequences were used: T1-weighted (3D fast field echo scan with 140-160 slices, 1-mm .

isotropie resolution, TR = 18ms, TE = 10ms, flip angle = 30°), T2-weighted (2D multi

slice fast spin echo scan with 140-160 2-mm slices with a 1mm overlap, TR = 3300ms,

TE = 35ms), and proton density (as for T2 scan, but with TE = 120ms). Each ofthese

image volumes underwent a non-uniformity correction (SIed et al, '98) to remove

variations in signal intensity related to radio-frequency inhomogeneity. Each T1

weighted image volume was linearly transformed with an automatic image-registration

method (Collins et al, '94) based on multi-scale 3D cross-correlation with an average

(n=305) MR image aligned with the Talairach stereotaxie space (Talairach and Toumoux

1988). The transformed images were then classified into gray matter, white matter, and

cerebrospinal fluid using INSECT (Zijdenbos et al, '98), an automatic tissue

classification paradigm. The binary tissue-classified gray matter (GM) and white matter

(WM) maps were then smoothed using a Gaussian smoothing kemel of 10-mm full-width

at half-maximum, resulting in three-dimensional (3D) maps of GM and WM "density".

Smoothing serves the purpose of converting binary into continuous data, which is

necessary for correlating the signal with a continuous behavioral measure. It also serves

to weigh the signal at each voxel according to the signal in neighboring voxels, thereby

reflecting the amount of gray or of white matter within the smoothing kemel (ie, GM or

WM regional "density"). The GM and WM maps were then correlated with each ofthree

measures of performance on a voxel-by-voxel basis using a liner regression model,

yielding three gray matter and three white matter maps. The three behavioral measures

were: pre-training A' scores, post- minus pre-training identification slopes, and L-scores.

Thresholds for the t-statistic of>5.3 for gray matter and of>5.4 for white matter were
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calculated (Worsley et al., 1996) based on 57 degrees of freedom, a voxel size of one

cubic millimeter, smoothness of 10-mm, a significance of p<0.05, and volumes of

interest of 540 cubic centimeters for gray matter and of 810 cubic centimeters for white

matter.

In order to facilitate the interpretation of the voxel-based analyses, we also

performed regional morphometric analyses using DISPLAy (MacDonald et al, '94).

This manual segmentation software allows simultaneous real-time viewing and voxel

labeling on sagittal, coronal, and horizontal planes. We also correlated measures of

performance with existing midsagittal corpus callosum (CC) area measurements

(Bermudez & Zatorre, '01), as well as with the volumes of the gray and white matter in

the left and right parietal lobes. The CC areas were acquired by manual segmentation

using DISPLAY. The parietal volumes were measured using an approach to automatic

segmentation which relies on the ANIMAL and INSECT programs. This technique

involves combining automatic tissue classification (see above) with non-linear

registration to a template brain for which'brain regions had been manually defined

(Collins et al, '95, '97, '99).

RESULTS

Behavioral Results

Discrimination:

A 2x3x5 three-way repeated measures analysis of variance (ANOVA) was

performed on the A' discrimination scores, the within subjects factors being time (pre- vs

post-training), stimulus type (Hindi, nonlinguistic, and tonal), and stimulus pair (1/3, 2/4,

3/5,4/6, 517). Results showed significant main effects oftime (F(1, 58)= 8.99, p<0.005),

and ofpair (F(4, 232)=3.50, p<O.Ol, Greenhouse-Geisser correction for aIl ANOVA

results). The main effect oftime reflects significantly better performance after relative to

before training. In order to further analyze the effect of training, we performed tests of

simple main effects on the effect of training for each stimulus type. We found that there

was a significant improvement due to training in the ability to discriminate the rapidly

changing non-linguistic stimuli (F(1,58)= 11.02, p<O.Ol), but that there was a non

significant improvement for the tonal (F(1,58)= 1.85, p>0.05) and for the Hindi stimuli
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(F(l,58)= 0.03, p>0.05). There was a large range in performance both before and after

training across subjects.

Correlational analyses revealed that for each stimulus type, pre- versus post

training performance was significantly correlated across subjects (Hindi: r=0.49,

p<O.OOl, nonlinguistic: r=0.65, p<O.OOl, and tonal: r=0.56, p<O.OOl). Pre-training

discrimination sensitivity was not related across stimulus types, whereas after training,

only the A' values for the Hindi versus the non-linguistic stimuli were significantly

correlated (r=0.35, p<0.05). The correlation between post-training performance on the

Hindi and tonal stimuli was 0.25 (p>0.05). A test of part correlations revealed that there

is a significant amount of unique variation associated between performance on the Hindi

and non-linguistic stimuli while adjusting for performance on the tonal stimuli (t= 2.49,

p<0.05).

Identification:

Figure 2 presents the mean percentage of"A" responses for each of the seven

stimuli during pre- and post-training identification of the three stimulus types. As

described above, for the-Hindi stimuli, responses "A" and "B" correspond to the dental

and retroflex sounds, respectively.
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FIG.2. Pre-training and post-training identification functions for
(a) Hindi stimuli, (b) non-linguistic stimuli, and (c) tonal stimuli.

The slope ofindividual subjects' identification curves and of identification curves

averaged across subjects was calculated using a standard regression approach. Relatively

steeper negative slopes reflect a relatively better ability to reliably identify the sounds in

each stimulus set. A 2 X 3 two-way repeated measures ANOVA was performed on the
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identification slopes, with time (pre- vs post-training), and stimulus type (Hindi,

nonlinguistic, and tonal) being the within subjects variables. Results revealed a main

effect oftime (F(l, S8)=62.49, GG-corrected, p<O.OOl), indicating that the post-training

identification functions (slope, coHapsed across stimulus type, was equal to -0.82) were

steeper than the pre-training ones (mean slope= -0.43), reflecting improved performance

after training. The effect of stimulus type was not significant. In addition, a significant

interaction was found between time and stimulus type (F(2, 116)(GG)=3.17, p<O.OS).

We performed tests of simple main effects on the effect of training for each stimulus type

in order to ensure that there was improvement in performance for aH three stimulus types.

Results revealed that performance was significantly better after relative to before training

for aH three stimulus types (Hindi: F(l,S8)=8.47, p<O.Ol, non-linguistic: F(l,S8)=16.S6,

p<O.Ol, and tonal: F(1,58)=26.94, p<O.Ol). Tests of simple main effects on the effect of

stimulus type at pre- and at post-training revealed that identification performance was

similar across the three stimulus types before training (F(2,116)=O.l47, p>O.OS). After

training, however, there was a significant difference in identification performance across

the three stimulus types (F(2,116)=3.23, p<O.OS). Newman-Keuls post-hoc tests revealed

that identification performance was significantly better on the tonal relative to the Hindi

stimuli (Q=3.S9, Qc(3,116)=3.36, p<O.OS).

Correlational analyses revealed that for each stimulus type, pre- versus post

training slopes were significantly correlated across subjects (Hindi: FO.SO, p<O.OOl,

nonlinguistic: FO.S9, p<O.OOl, and tonal: F0.46, p<O.OOl). During pre-training, there

were no significant correlations in performance across the stimulus types, consistent with

discrimination results reported above. At post-training, there were significant

correlations between identification slopes on the Hindi and the nonlinguistic stimuli

(FO.36, p<O.OS), as weH as between the Hindi and the tonal stimuli (FO.30, p<O.OS). A

test ofpart correlations revealed that there is a significant amount of unique variation

associated between performance on the Hindi and non-linguistic stimuli while adjusting

for variation associated with the tonal stimuli (t=2.80, p<O.Ol).
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Training:

As described above, L-scores were calculated for each subject, providing a

learning rate measure. Scores can range from zero to six-hundred, the higher scores

indicating faster learning. Figure 3 illustrates the large range in performance across

subjects for the Hindi stimuli.
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FIG. 3: Frequency distribution ofL-scores (leaming rate) across 59 subjects.

Imaging Results

Given that there was behavioral improvement for identification but not for

discrimination performance, we correlated post-minus pre-training identification slopes

as weIl as L-scores, but not discrimination performance, with brain morphology. Refer to

Table 2 for list ofmorphological analyses and main results. There was a negative

correlation between L-scores and the gray matter density in a region just anterior to the

parieto-occipital sulcus bilaterally (Fig.4a-c, Table la), suggesting that there is less gray

matter and/or more white matter in these regions in faster relative to slower learners.

As expected, the correlation with the white matter maps yielded similar results with t

values in the opposite direction (Fig.4c-d, Table lb). The t-value in the left hemisphere

was marginally significant, however, given that the shape of the signal is symmetrical

and is at similar, homologous locations (two millimeters apart) in the two hemispheres, it

is likely that this result represents a bilateral morphological correlation. The results did

not change when a measure of linguistic experience was covaried out. Even when

lowering the threshold to >4.5, we did not find an association between measures of

phonetic learning and gray or white matter density in primary speech regions of the brain.
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Correlations with post- minus pre-training identification performance for the Hindi

stimuli did not yield any significant results. Similar analyses using L-scores for leaming

non-linguistic rapidly changing and tonal stimuli did not yield any significant findings.

The finding of a correlation between the Hindi L-scores and gray matter density

anterior to the parieto-occipital sulcus may be due to differences across subjects either in

the location or in the gray matter volume of this sulcus. In order to distinguish between

these two possibilities, we performed regional morphometric analyses of the parieto

occipital sulcus of twenty individuals selected in the following manner. We chose ten of

the fastest learners who also had the lowest gray matter density values, and ten of the

slowest learners who also had the highest white matter density values at the following

parieto-occipitallocation in the left hemisphere: x=-14, y=-66, z=39, t= 5.38, r= 0.57

(Fig. 5). These two groups constituted what we will, from now on, refer to as the

"learner" and the "non-Iearner" groups.

We manually labeled the parieto-occipital sulcus in Tl-weighted MR images of

these twenty individuals (Fig. 6). We averaged these labels separately for the learners

and the non-Ieamers, thus creating probability maps for this sulcus (Fig.7). It can be seen

from these images that the sulcus appears to be located more posteriorly in the fast

learners as compared with the slow learners. In order to test this apparent location

difference, we performed a mixed, two-factor analysis ofvariance on the Y-axis location

of the center of gravity of the sulcus. The between-subjects variable was group (leamers

vs non-Ieamers), and the within-subjects variable was hemisphere (right vs left). We

found a main effect of group (F(l,18)=19.88, p<O.OOl), confirming that the sulcus is

located more posteriorly in the learners relative to the non-Ieamers, as weIl as main effect

ofhemisphere (F(l,18)=30.87, p<O.OOl), indicating that the sulcus is located more

posteriorly in the left relative to the right hemisphere. There was also a significant group

by hemisphere interaction (F(I,18)=5.l0, p<0.05) (Fig.8a). Newman-Keuls post-hoc

tests confirmed the two main effects, and showed that the sulcus is located more

posteriorly in the left relative to the right hemisphere for both learners (Q=7.81,

Qc(2,18)=2.97, p<0.05) and non-Iearners (Q=4.69, Qc(3,18)=3.61, p<0.05), and that in

both the left (Q=9.03, Qc(3,18)=3.61, p<0.05) and the right (Q=4.69, Qc(3,18)=3.61,

p<O.OS) hemispheres, the sulcus is located more posteriorly in learners relative to in
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nonleamers. Results indicate that the significant group by hemisphere interaction (see

Fig.8a) arises from a larger difference in the location of the sulcus for the leamers relative

to the nonleamers. In other words, there is a greater asymmetry (left more posterior than

right) in the position of the sulcus in leamers. We also performed a mixed, two-factor

analysis of variance on the volume of the parieto-occipital sulcus. These volumes were

obtained by summing across aIllabeled voxels for each subject. We found no difference

in the volume of the sulcus between groups (F(l,18)=O, p>O.05) nor between

hemispheres (F(1,18)=0.43, p>O.05).

The difference in the location of the parieto-occipital sulcus across subjects may

also arise from differences in the volume of the parietal lobes, which lie anterior and

adjacent to the sulcus. It is possible that larger parietal lobes in fast leamers result in a

posterior "positional shifting" of the sulcus relative to slow leamers. In order to test this

possibility, we performed a mixed factor analysis ofvariance on parietal lobe volumes.

The between-subjects variable was group (leamers versus non-Ieamers), and the within

subject variables were hemisphere (right versus left) and tissue-type (gray versus white

matter). We found a main effect ofhemisphere (F(l, 18)=63.39, p<O.OOl), reflecting

larger volumes in the left relative to the right hemisphere. There was a significant tissue

by group interaction (F(l, 18)=5.44, p<O.05), as weIl as a significant tissue by hemisphere

interaction (F(l,18)=8.73, p<O.Ol). There was no group by hemisphere interaction

(F(l,18)=O.082, p>0.05). Lastly, there was a significant three-way interaction between

group, hemisphere, and tissue. Tests of simple interactions were performed for the two

groups separately. Results revealed that for the leamers, there was a two-way

hemisphere by tissue interaction (F(l ,9)=18.00, p<O.OOS). Newman-Keuls post-hoc tests

showed that in both the left (Q=16.96, Qc(3,9)=3.95, p<O.05) and right (Q=8.48,

Qc(3,9)=3.95, p<0.05) hemispheres, there is more white relative to gray matter. The

hemisphere by tissue-type interaction for the leamers arises from a greater difference in

the amount of white relative to gray matter (WM>GM) in the left relative to the right

hemisphere (Fig.8b). Tests of simple interactions revealed that for non-leamers, the

hemisphere by tissue interaction was not significant.
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FIG. 8: Group by hemisphere interactions for a) y-axis location of parieto-occipital
sulcus, and b) white matter parietal lobe volumes.

Correlational analyses between the gray and white matter volumes of the left and

right parietal regions with the rate of learning across the twenty subjects confirmed the

above pattern of results. They revealed that in the left hemisphere, there is less gray

matter (r= -0.49, p<O.OS) and more white matter (r= 0.50, p<O.OS) in the learners relative

to in the non-Iearners (refer to Figure 3). There was a similar, marginaUy significant

pattern ofresults for gray (r= -0.43, p=0.06) and for white (r=0.41, p=0.07) matter

volumes in the right parietal region. The same analysis across aU fifty-nine subjects

revealed that there is significantly less gray matter in the left (r= -0.31, p<O.OS) and in the

right hemisphere (r= -0.25, p<O.OS) in the learners relative to in the non-Ieamers.

Correlations between the y-axis location of the parieto-occipital sulcus and the

volumes of the left and right parietal lobes across the twenty learner and nonleamer

subjects did not reveal the presence of a significant relationship in the left (r= -0.21,

p>O.OS) nor in the right hemisphere (r= 0.10, p>O.OS).

In order to determine whether a similar pattern of results exists for the non

linguistic and for the tonal stimuli, we correlated gray and white matter volumes of the

1eft and right parietal lobe with the rate oflearning for these other two stimulus types

across aU fifty-nine subjects. We found that there is more white matter in both the left

(r=0.2S, p<O.OS) and in the right (r=0.27, p<O.OS) hemisphere in individuals who learri

the non-linguistic stimuli more rapidly relative to those who learn these sounds more

slowly. A test of part correlations revealed that in the right hemisphere, there is a

significant amount of unique variation associated between performance on the non

linguistic stimuli and white matter volume, even when adjusting for variation in
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performance associated with the Hindi stimuli (t=2.00, p<0.05). In the left hemisphere,

white matter volumes can be predicted based on performance on the non-linguistic

stimuli even when adjusting for shared variation in performance on the Hindi stimuli with

a p-value of 0.07 (t=1.87, p=0.07). There was no association between parietal lobe

volumes and performance on the tonal stimulus type.

Anterior to the parieto-occipital sulcus are white matter tracts connecting several

cortical regions both inter- and intra-hemispherically (Talairach & Tournoux, '93). The

fibers connecting the temporal and parietal regions of the two hemispheres cross the

caudal part of the corpus callosum (Waddington, '84, de Lacoste et al, '85). It is possible

that in fast learners, the more posterior position of the parieto-occipital sulcus is related to

a greater number of interhemispheric fibers adjacent to the sulcus. Visual inspection of

the statistical parametric maps from the voxel-based analyses (Fig. 4) reveal that

significant bilateral differences in morphology in the parieto-occipital region appear to

lead inferiorly and medially to the corpus callosum, and extend into the opposite

hemisphere. In order to test the possibility that the parieto-occipital finding is related to a

difference across the groups in interhemispheric connectivity, we compared midsagittal

area measurements ofvarious subdivisions of the corpus callosum (CC) for the learner

versus non-Iearner groups. Corpus callosum subdivisions included: total CC, anterior,

middle, and posterior third of the CC, and the splenium of the CC (Bermudez & Zatorre,

'01). None of the comparisons were significant; however, there was a non-significant

trend (t(l8)=1.43, p=0.09, one-tailed) indicating that learners tended to have a larger

midsagittal area in the middle third of the CC relative to nonlearners.

DISCUSSION

We found a significant relationship between the ability to learn novel speech

sounds and the position of the parieto-occipital sulcus. Individuals who are better able to

leam to distinguish the non-native from the native sound have a more posterior position

ofthis sulcus relative to non-Iearners. We did not find an association between measures

of phonetic learning and gray or white matter density in primary speech regions of the

brain, and this result did not change even when we lowered the statistical threshold in

order to perform a directed search in regions of interest. The parieto-occipital finding
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was specific to the rate of leaming; there was no association between the position of this

sulcus and pre-training performance, nor between its position and post-minus pre-training

performance.

At least two non-exclusive possibilities exist to explain the parieto-occipital

results. Anterior to the parieto-occipital sulcus lie white matter fiber tracts connecting

temporal and parietal regions of the brain interhemispherically. These fibers cross the

caudal part of the corpus callosum (Waddington, '84, de Lacoste et al, '85). It is possible

that in fast leamers, the more posterior position of the parieto-occipital sulcus is related to

a thicker fiber tracts adjacent to this sulcus. This may suggest, in tum, that in fast

leamers, there is greater inter-hemispheric connectivity in temporal and temporo-parietal

auditory-related brain regions.

We tested the hypothesis of greater inter-hemispheric connectivity in leamers by

examining possible relationships between area measurements ofvarious subdivisions of

the corpus callosum and leaming measures. We did not find a relationship between

phonetic leaming ability and the area of the splenium or of the posterior third of the

corpus callosum. It is p0ssible that regional differences in the number of fibers in one

region (eg; caudal end) of the corpus callosum result in a positional shift of adjacent

fibers. For this reason, area measurements of specifie subdivisions of the CC may not be

well suited to detect possible regional differences. It is also possible that existing

differences between our groups in the number of interhemispheric fiber tracts "funnel"

together and are more densely packed at the mid-sagittallevel, such that they do not

result in a detectable overall difference in the area of the CC. In sum, despite our non

significant CC area results, the possibility that there is greater inter-hemispheric

connectivity in leamers relative to non-Ieamers may still hold. The t-statistic at the

midsagittallevel of the corpus callosum was not significant using a stringent correction

for multiple comparisons; at-value of2.73 at the location x= 0, y= -41, and z= 14

suggests that there tends to be more white matter at this location in leamers relative to

nonleamers. Despite nonsignificance, these results are qualitatively nonetheless

interesting and support the interhemispheric connectivity hypothesis.

The second interpretation, not exclusive with the first, for the more posterior

position of the parieto-occipital sulcus in leamers relative to non-Ieamers is that it may
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indirectly result from differences in the size or shape of structures adjacent to this sulcus.

The parietal lobe, including Brodmann's areas (BA) 39 and 40, roughly corresponding to

the angular and supramarginal gyri, respectively, is posteriorly demarcated by the

parieto-occipital sulcus. It is possible that in learners, the parietal lobes are larger than in

non-Iearners, resulting in a relatively more posterior location of the parieto-occipital

sulcus in the former relative to the latter group. Analyses of variance on parietal volumes

did not reveal a main effect of group. We did, however, find differences between groups

in the tissue-type (ie; gray versus white matter) of the parietal lobes. Specifically,

correlational analyses revealed that in the left hemisphere, there is less gray matter and

more white matter in the learners relative to in the non-Iearners. There was a similar,

marginally significant pattern of results in the right parietal region. These results support

the idea that the difference in location of the sulcus between our groups is driven by

differences in the size of parietal regions. They also support the. idea presented above

that learners have more interhemispheric white matter fiber tracts than do non-Iearners

because, given that there appears to be more parietal white matter bilaterally, it can be

expected that there are also more interhemispheric fibers connecting homotopie parietal

regions.

Analyses of variance revealed that for both groups of subjects, there are overall

larger parietal volumes in the left relative to the right hemisphere. Furthermore, we

found evidence that the asymmetry is present for both learners and nonlearners, but that

in learners, there is also a tissue-type by side interaction suggesting that there is more

white than gray matter in the left hemisphere but not in the right. Separate analyses of

variance on the location of the parieto-occipital sulcus revealed that for both groups, this

sulcus is located more posteriorly in the left relative to the right hemisphere, and in

addition, that there is a greater asymmetry in the location of the sulcus in the learners

relative to in the nonlearners. These findings suggest that larger overall parietal volumes

in the left hemisphere correspond to overall more posteriorly located sulcus in this

hemisphere relative to the right one. Correlational analyses, however, did not support

this interpretation. Furthermore, the above results suggest a differential effect of both

sulcallocation and of white matter volume in the learners relative to the nonlearners.

Specifical1y, it appears that a greater asymmetry in the location of the sulcus in the
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learners corresponds to a greater asymmetry in the amount of parietal white matter (ie;

more white relative to grey matter in the left hemisphere) in this group relative to in the

nonlearners. This overall morphological asymmetry, as well as the differential degree of

asymmetry when comparing individuals who are better able to learn new speech sounds

to those individuals who are less able, may be related to the known functional asymmetry

for speech-related functions in the temporo-parietal regions in and around Wemicke's

area. Functional activation studies have more typically shown left-Iateralized

involvement of parieto-temporal regions in phonetic processing tasks (Paulesu et al, ,93,

Petersen et al, '89, Démonet at al, '92, '94, Zatorre et al, '92, '96). In the study by

Paulesu and colleagues ('93), it was suggested that the left supramarginal gyms is the

substrate underlying the phonological store component of verbal working memory. They

also, however, found weaker, non-significant activity in a symmetrical right

supramarginal region, suggesting that this region in the non-dominant hemisphere is also

involved in sorne aspect ofphonological processing. Our morphological results are also

consistent with this latter finding in that we demonstrated that in learners, there are

greater white matter volumes bilaterally relative to in non-Iearners.

We found a similar pattern of results for the ability to learn rapidly changing non

linguistic stimuli, but not for the ability to learn steady-state tonal stimuli. Left and right

parietal white matter volumes were larger in individuals who learned the non-linguistic

stimuli rapidly relative to those who learned Them slowly, even when adjusting for

performance on the Hindi stimuli. These results suggest that the morphological

correlates of phonetic learning in parietal regions are not specific to speech sound

learning, but rather, that they are related to a more general, psychoacoustic ability to learn

rapidly changing sounds. They are also consistent with behavioral results, which showed

an association between phonetic learning abilities and the ability to learn rapidly

changing sounds, but no association with the ability to learn steady state sounds. It has

been proposed that the ability to process consonant speech sounds depends in part on the

ability to track rapidly changing acoustic information (TallaI et al, '93, Schwartz & TallaI,

'80, Benasich & TallaI, '96, Belin et al, '98, 10hnsrude et al, '97, Zatorre & Belin, '01).

Results of electrophysiological (Liégeois-Chauvel et al, '99, Nicholls et al, '99) and of

functional brain imaging (Belin et al, '98, Zatorre & Belin, '01, 10hnsrude et al, '97)
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investigations have shown better temporal resolution for the left auditory cortex. In

contrast, findings from electrophysiological (Liégeois-Chauvel et al, '01) and from lesion

(Johnsrude et al, '00, Robin et al, '90) studies suggest that right auditory regions subserve

aspects of pitch and spectral processing. Taken together, these results suggest that

different functional substrates underlie temporal versus spectral processing. Our results

extend these findings by demonstrating an association in brain morphology between

phonetic learning ability and the ability to learn rapidly changing nonspeech sounds,

together with a dissociation between the morphological correlates of these two stimulus

types and those related to the ability to learn steady-state pitch differences.

The finding of more white matter in the left and right parietal region in learners

relative to in nonlearners, as weIl as the finding of a greater asymmetry (left > right) in

the amount ofwhite matter relative to gray matter in learners, illustrates the importance

of examining white matter morphology in relation to language-related behaviour. In a

study examining the morphometry of Heschl's gyms, Penhune and colleagues ('96)

found that the left-greater-than-right asymmetry of the total volume ofthis gyrus can be

explained by greater white but not gray matter volume in the left hemisphere. These

results suggest that the weIl known left-hemisphere dominance for speech may be related

to a larger volume of cortical connecting WM fibers, rather than to differences in the size

of speech-related GM structures. Several other investigations have also revealed

interesting morphological findings in the white matter regions of language-related neural

substrates. Paus and colleagues ('99), using structural magnetic resonance images,

examined age-related increases in white matter density of fiber tracts in the human brain.

They found age-related increases in white matter density along the arcuate fasciculus in

the left hemisphere, and suggested that these increases represent a structural component

of the corticocortical pathway mediating sensory-motor interactions between the anterior

and posterior speech regions. Similarly, Moore and colleagues ('97), based on

postmortem data from children ages 5 to Il years, observed graduaI maturation of axons

originating in the superficiallayers of the auditory cortex.

Differences in WM density or volume can be due to greater myelination and/or to

a greater number of WM fibers connection brain regions inter- or intra-hemisphericaIly.

The former allows faster conducting of neural signaIs, resulting in greater efficiency of
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neural processing. Anderson and colleagues ('99) showed anatomical asymmetries of the

posterior superior temporal lobes in postmortem data. They measured myelination sheath

and axon diameters with electron microscopy. They found that the posterior superior

temporal lobe white matter volume was greater on the left than on the right side.

Furthermore, they found that this asymmetry appeared to be due to thicker axonal

myelination in the left relative to the right hemisphere, and not to an isolated proliferation

ofglia, nor to the density of cortical to cortical projections of neurons in the overlying

cortex. These findings suggest that an asymmetry of myelination may explain

morphological and functional asymmetries in language-related temporal areas of the

brain.

Processing of speech sounds depends on the ability to process sounds that change

on the time scale of 30-50 milliseconds. Rapid intra- or interhemispheric transfer of

information between components of a language network is critical for the processing of

such rapidly changing sounds. Future studies can be designed to test the hypothesis of

greater interhemispheric connectivity in individuals who are good relative to these who

are poor at learning new speech sounds. For example, diffusion tensor mapping

techniques can be used to examine the relationship between aspects of behavior and the

thickness and/and shape of white matter fiber tracts connecting brain regions inter- and

intra-hemispherically. Additionally, electrophysiological recordings can be combined

with transcranial magnetic stimulation to measure differences in inter-hemispheric

transfer time related to the ability to learn new speech sounds across individuals.

We have demonstrated that differences in white matter morphology in the left and

right parietal regions of the brain can in part predict the ability of normal, healthy adults

to learn non-native speech sounds. To our knowledge, this is the first illustration of a

morphological correlate of a continuous, speech-related behavioral ability which lies

within the normal range. This finding raises interesting questions regarding whether such

morphological differences exist at birth, or whether there is sorne degree of experience

dependent structural plasticity during development. It is likely that a combination of both

constitutional and experience-related factors are involved. These findings open exciting

avenues for future research on morphological correlates of other aspect of human

cognition and behavior.
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Table la: GM maps correlated with Hindi L-Score (rate of learning)
Talaraich Coordinates: t-value Structure
X y Z

16
18
-14
-15

-52
-61
-66
-49

23
39
39
20

-5.73 *
-5.05
-5.38 *
-4.74

anterior to right parieto-occipital sulcus
"

anterior to left parieto-occipital sulcus
"

Table lb: WM maps correlated with Hindi L-Score (rate of learning)
Talaraich Coordinates: t-value Structure
X y Z

17
-16

-50
-64

23
38

5.84 *
5.09

anterior to right parieto-occipital sulcus
anterior to left parieto-occipital sulcus

Table 2: Morphometric Analyses
Stimulus type:

Analvsis:

1. Voxel based morphometI):

Hindi

* parieto-occipital resuit

Rapidly changing non-linguistic

ns

Tonal

ns

2. Anova on position ofparieto
occipital sulcus (group, side)

3. Anova on volume ofparieto
occipital sulcus (group, side)

4. Correlation between corpus
callosum (CC) areas and L-scores

5. Anova on parietal volumes
(group, tissue (GM vs WM),
and hemisphere)

6. Correlations between
parietal GM/WM volumes
and L-scores

*** more posterior in learners
relative to nonleamers
*** more posterior in left
relative to right hemisphere

ns

ns trend in middle 3rd of CC
(Iarger area in leamers)

*** left> right
* leamers: R WM > R GM

&LWM >LGM

* left: WM>GM in learners
relative to non-Iearners
- right: similar trend as in left
hemisphere (p=0.06 & 0.07)

(not performed)

(not performed)

(not performed)

* left and right:
WM > GM in learners
relative to in non-Ieamers,
even when adjusting for
performance with Hindi
stimuli.

(not performed)

(not performed)

(not performed)

ns

***

ns indicates no significant findings
.* indicates p<0.05
** indicates p<0.01

indicates p<O.OO 1
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Figure Captions

Figure 4: Correlation between behavioral Hindi learning rate scores (L-scores) and:

a-c: white matter tissue classification maps, and d-e: gray matter tissue classified maps

(N=59). Locations: a & d: y= -52, b & e: x= -14, and c & f: x= 16. Note difference in

scale for figures 4a-4c versus those for figures 4d-4e.

Figure 5: White matter density at peak t-value locations: a) x= -14, y= 66, & z= 39 (left

hemisphere), and b) x= 16, y= -52, & z= 23 (right hemisphere), versus L-scores.

Figure 6: Illustration of manual segmentation of parieto-occipital sulcus on individual

magnetic resonance images.

Figure 7: Probability maps for parieto-occipital sulcus for the learners and for the

nonlearners in the a) left (x= -14) and b) right hemisphere (x= 14).
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Chapter 5

GENERAL DISCUSSION

1. Summary of the current findings and integration with previous literature

A. Behavioral study On the learning of speech and non-speech sounds

Results from Study 1 showed that phonetic training improves the ability to

identify but not to discriminate the non-native dental-retroflex Hindi contrast. There was,

as expected, a large range in both pre- and post-training performance on both measures.

Results also showed that the extent to which an individual can leam to discriminate and

to identify non-native speech sounds can be in part uniquely predicted by their ability to

leam to discriminate non-linguistic, rapidly changing stimuli.

The finding of an improvement in the ability to identify the difficult, "fragile"

non-native Hindi contrast has important implications for theories of plasticity of phonetic

perception in adults. It suggests that the ability to accurately perceive such "difficult"

non-native phonemes is_not permanently lost in adulthood, even in individuals who have

had no early phonemic or allophonic exposure to the retroflex sound. This result is

different than those of other studies aimed at ameliorating the perception of the dental

retroflex contrast in non-native speakers; these have shown that standard training

approaches do not improve performance, but that more extensive training (eg; five years

oflanguage courses), or manipulations which decrease working memory load during task

performance, do. These previous training studies were aIl, however, performed using

naturalistic stimuli, which contain more within- and between-category acoustic variability

than do synthetic stimuli. In creating synthetic stimuli, only parameters critical to

distinguishing the contrast were manipulated. This likely made it easier for subjects to

attend to the relevant portions of the sounds, and thereby facilitated leaming.

Additionally, our large sample size likely allowed sufficient statistical power to detect an

overall improvement, even if only a subset of our subjects actually benefited from

training.

We were surprised, given that we used a short ISI (SOOms), which poses fewer

demands on working memory abilities than would the use ofa longer ISI, that
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performance did not improve on the discrimination measure as a function of training.

Previous work (Worker & Tees, '84b) has shown that discrimination of the Hindi

voiceless, inspirited dental lat! and retroflex lat! sounds was significantly better when

using an 181 of SOOms than when using an 181 of lS00ms, even without training. Our

non-significant effect of training on the A' discrimination measure could be because our

stimuli were perceptually more similar (i.e.; more difficult) than the ones used by Worker

and Tees. We did, however, find improvement on identification measures. We had

expected that the discrimination task would be easier than the identification one because

during the former, the first sound can be compared directly with the second sound,

whereas during identification, each individually presented sound is compared to encoded

templates of the dental and retroflex sounds. It is possible that there was improvement in

identification but not in discrimination because the former were more similar to the

training paradigm (identification with feedback) than were the latter. Training-related

learning may have, for this reason, generalized better to identification than to

discrimination test performance.

To conclude on phonetic learning results, our finding that the ability to distinguish

this difficult contrast is not permanently lost during development is consistent with

results of electrophysiological studies, which have shown that native English speakers

pre-attentively perceive the difference between the dental and retroflex sounds (Rivera

Gaxiola et al, 2000a, Rivera-Gaxiola et al, 2000b), despite not showing accurate stimulus

detection in a behavioral task (Rivera-Gaxiola et al, 2000a). It has been shown that

behavioral training of two slightly different speech stimuli in adults results in a

significant change in the duration and magnitude of the MMN cortical potential (Kraus et

al, '95), and that this physiological change precedes behavioral discrimination

improvements (Tremblay et al, '98, see Kraus & Cheour, 2000). Based on this latter

finding, we would predict that with training, subjects in the two studies by Rivera

Gaxiola and colleagues would have learned to accurately detect the sounds ofthis

contrast.

In order to elucidate the mechanism of phonetic learning in adulthood, we also

tested the hypothesis that individual differences in phonetic learning are a function of a

more general ability to process rapidly changing sounds, regardless of whether or not
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they are linguistic. Results from behavioral, functional imaging, and dichotic listening

studies have suggested that the ability to process speech sounds is related to the ability to

parse rapidly changing acoustic information (TallaI et al,'93, Benasich & TallaI, '96,

Belin et al, '98, 10hnsrude et al, '97). Our results extend these findings, and showthat

not only baseline phonetic perception but also potential for change in phonetic perception

is related to low-level psychoacoustic temporal processing. Specifically, we found an

association between post-training discrimination performance for the Hindi and for the

rapidly changing non-linguistic stimuli, and a dissociation between performance on these

two stimulus types and the steady-state tonal stimuli. Identification results were less

clear; performance was not only related between the Hindi and the rapidly changing

sounds, but also between the Hindi and the tonal stimuli. Partial correlations, however,

showed that there was a significant relationship between performance on the Hindi and

on the non-linguistic stimuli, even when controlling for the variability shared by

performance on the tonal stimuli. The weaker but significant relationship between

performance on the Hindi and tonal stimuli may be a function of individual differences in

general attentional and motivational factors, which are likely to influence performance on

different stimulus types in a similar manner across subjects.

In SUffi, our results support the idea that there is no permanent loss for the ability

to hear "fragile" non-native phonetic contrasts. Additionally, our results extend those of

previous work showing that the ability to process speech sounds depends on the ability to

track rapidly changing acoustic information (TallaI et al,'93, Benasich & TallaI, '96,

Belin et al, '98, 10hnsrude et al, '97), and support the influence of psychoacoustic factors

in phonetic learning.

B. Imaging study on functional plasticity related to phonetic learning

Subjects were scanned using ±MRI before and after a two-week period ofphonetic

training with the Hindi dental-retroflex contrast. We found that behavioral1y, training

resulted in overall improvement in identification performance, and that there were large

individual differences in performance across subjects. Imaging results suggested that

training with this non-native phonetic contrast results in the recruitment of areas similar

to ones involved during identification of a native contrast, including the left frontal
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operculum/insula and inferior frontal gyrus, as weIl as bilateral superior temporal regions.

The right frontal operculum/insula (BA 45) and inferior frontal gyrus (BA 44) were also

activated in both the native and non-native conditions, although they had not been

predicted. Activity was also detected in the left superior parietal region in the native

condition, whereas it was not detected in the non-native condition. Results of compound

comparisons, however, showed that this region, as well as the left supramarginal region

(marginally) are recruited more strongly after relative to before training in the non-native

condition. Previous functional imaging studies on speech perception have shown

involvement ofleft frontal regions in and around Broca's area, ofleft-sided

temporoparietal regions including the supramarginal and angular gyri, and of superior

temporal regions bilaterally (Zatorre et al, '92, '96, Démonet et al, '92, '94, Binder et al,

'96, '97, '00, Paulesu et al, '93, Petersen et al, '88, Fiez et al, '95, Burton et al, '00). The

posited roles of these various regions in phonetic processing will be discussed below.

Learning":related functional plasticity

We also found that neural activity in certain brain regions appear to be modulated

by the degree of success in learning such that in more successfullearners, there was less

neural activity bilaterally in the frontal opercular/insular regions as well as in the left

middle temporal gyrus, while there was also more activity in the left and right angular

gyri. The strong positive correlation between learning and activation in the angular gyri

supports the idea that "good learners" recruit these more posterior temporoparietal

regions relatively more than do "poor learners". The posited role ofthis area will be

discussed below. Conversely, the former results suggest that good learners engage

frontal opercular regions and the left middle temporal regions to a lesser extent than do

poor learners. These results are based on correlations, and do not inform us about the

direction of causality, if any, between differences across subjects in brain activation and

in performance. We did, however, speculate about the mechanism ofthis function

behavior relationship, and suggested that in "learners", processing in these areas may be

more efficient and/or require less processing time than in "non-learners". This

interpretation is consistent with the results of two studies which have shown that

prefrontal regions are more active in tasks requiring "top-down", effortful processing
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relative to during the performance of more "bottom-up", automatized or practiced tasks.

We suggested that "poor learners" in our study performed the identification task in a

more top-down, effortful manner, and that "good leamers" performed the task in a more

automatic, "bottom-up" manner.

Relevant to our findings are those of work by Chee and colleagues (2001), who

evaluated the effect of relative language proficiency on brain function in two groups of

bilingual subjects. One group spoke English more proficiently than they spoke

Mandarin, and the relative proficiency for these languages was reversed for the second

group. These two groups were included in order to control for inherent differences in

difficulty of one language relative to the other. Subjects performed a semantic task on

visually presented words and characters. It was found that behaviorally, greater language

proficiency corresponded to shorter reaction times and to greater accuracy in task

performance. Imaging results showed that in the more proficient language, there was

relatively less activity in the left frontal operculum (BA 45, location: -29, 24, 4) and

parietal (BA7: -26, -64, 45) regions. Conversely, the least proficient language was

associated with more activation in the left and right frontal opercula (FO) (left: -31, 23, 4

& right: 30, 24, 6). Another group similarly showed marginally more prefrontal

activation in the less proficient language of bilinguals during a picture naming task

(Hemandez et al, 2000). Chee and colleagues attributed their finding of longer reaction

times and of greater frontal activation in the less proficient language to the greater

cognitive effort needed to process words in the less familiar language. They suggested

that words in the less familiar language may have less well-tuned neural representations,

and may therefore require greater neuronal activity. Our findings of more activation in

frontal opercular regions in poor learners may similarly reflect greater cognitive effort

exerted by individuals who were not successful at acquiring the contrast during training.

Frontal activations

Distinctfrontal subregions

We found two distinct frontal activations; one in BA 44, in what we will refer to

as the inferior frontal gyms (lFG), and the other in BA 45, in what we will refer to as the

frontal operculum/insula (FO). Previous functional imaging studies examining phonetic
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perception have more typically shown activation in regions that converge around the

location of our "IFG", BA 44 activation (Zatorre et al, '92, '96, Burton et al, '00,

Démonet et al, '92, '94). This region has been suggested to be involved in relating the

speech signal to articulation during the active performance of tasks involving phonetic

segmentation and/or working memory. For example, Zatorre and colleagues ('92, '96)

have proposed that during the performance of a receptive phonetic task, this IFG region is

involved when phonetic segments must be extracted and manipulated in relating phonetic

information to articulation. It has also been proposed that a left frontal area closer to the

IFG location (location: -46, 2, 16) subserves subvocal rehearsal in verbal working

memory (Paulesu et al, '93). Démonet and colleagues ('94) interpreted results from one

oftheir studies in a manner consistent with this; they found that when phoneme

monitoring tasks involved perceptual ambiguity, there was activation in the IFG. They

attributed this to a greater reliance on verbal rehearsal strategies in working memory

during the ambiguous relative to the unambiguous phoneme monitoring conditions.

In contrast, a smaller proportion of previous studies have shown activation at

locations similar to our -second FO (BA 45) activation, a location more traditionally

associated with Broca's area (Fiez et al, '95, Chee et al, '01). This region is also thought

to be involved in aspects of articulatory recoding during phonological processing. Fiez

and Petersen ('98), in a review ofnine neuroimaging studies on word reading, found

convergence ofresults in areas including the left frontal operculum [L 44/45/insula: -41

+/- 9,8+/- 5,6+/- 4], at locations very similar to ours. Ofinterest were findings by

several groups (Herbster et al, '97, Fiez et al, unpublished data, Rumsey et al, '97), that

this area was activated when subjects read low frequency exception words and when they

read pronounceable non-words, but not when they read low-frequency consistent words.

It was suggested that reading of the former two classes ofwords may activate

phonological processing (the 'assembled" route, where the word is "sounded out" by

translation ofletters to sounds), whereas that the latter type ofword may involve the

"direct route" for reading, in which the entire word form is translated into phonological

representations.

The "FO" and "IFG" regions likely represent separate functional subregions

withinwhat is known as Broca's area (Zatorre et al, '96). Our results, for example,
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showed that activity in the IFG increases overall afier relative to before training but that

activity in this region is not modulated by learning, whereas that activity in the Fü region

appears to be both recruited by task performance and modulated by learning. These

findings highlight the complexities of differentiating the roles of different frontal

subregions, and are consistent with previous work which has provided clear evidence that

there are functionally distinct subregions within the lefi inferior prefrontal cortex

(Buckner et al, '95, see Fiez, '97).

Rightfrontal activations

As described in the discussion of Study 2, we did not expect right frontal

activations. This result is, however, consistent with those of several previous studies.

Fiez and colleagues ('95) found bilateral frontal opercular activation at locations very

close to those in our group subtractions [lefi: -37, 16,8 and right: 41, 22, 4], while

subjects performed an auditory detection task upon words, syllables, and tone sequences

that incorporated rapid temporal changes. Chee and colleagues ('01) also, as reported

above, showed greater a<:tivation bilaterally in frontal opercular regions, also at similar

locations to our findings, during a semantic task in the least proficient language of two

languages in bilingual individuals (lefi: -31,23,4 & right: 30,24,6). Lastly, Mazoyer

and colleagues ('93) performed a PET study in which subjects listened to sentences and

to words in the native language, to speech in an unknown language, to semantically

anomalous sentences, and to sentences with pseudo-words pronounced like in their native

language. They found that only when listening to the sentences with pseudo-words was

there an additional activation in the right inferior frontal gyms. The right hemisphere has

been implicated in functions related to certain aspects of pitch perception (Zatorre et al,

'92, Zatorre, '88, Johnsrude et al, 2000). It is possible that during the performance of

certain language tasks, the right frontal region is recruited under certain stimulus and task

conditions during which speech stimuli are processed part1y in an acoustic mode, thereby

recruiting right frontal regions.

102



Parietal activations

As noted above, the left superior parietal region was recruited in the group

comparison during identification of the native but not of the non-native contrast. A

compound comparison, however, showed that the left superior parietal region was

significantly more active, and that the left supramarginal region was marginally more

active, after relative to before training, suggesting that these areas are recruited when

newly learned speech sounds are processed. These regions were not detected in the

correlational analysis, suggesting that activity in these areas is not modulated by learning.

The same analysis, however, revealed that activity in the left and right angular regions is

modulated by learning such that it is more active in learners relative to in non-Iearners. It

is possible that, similar to in frontal regions, the angular, supramarginal, and superior

parietal regions of the parietal lobe subserve different aspects of phonological processing.

A number of functional imaging studies have implicated inferior parietal regions

including the supramarginal and angular gyri in aspects of phonological processing

(Démonet et al, '94, Zatorre et al, '92, '96, Binder et al, '96, '97, Petersen et al, '88,

Paulesu et al, '93). Paulesu and colleagues ('93) have suggested that the left

supramarginal gyms is the substrate underlying the phonological store component of

verbal working memory. Results of clinical studies have shown abnormal function

(Rumsey et al, '99) and structure (Duara et al, '91) ofangular regions, as weIl as

abnormal functional connectivity between the left angular and temporal regions (Horwitz

et al, '98) in individuals with dyslexia.

Based on these results, and on the fact that the parietal lobe is one of two higher

order association areas in the brain (Pandya & Seltzer, '82, Selzer & Pandya, '80,

Mesulam et al, '77), it can be speculated that the parietal lobe is involved in integrating

phonetic representations ofbottom-up, sensory information arising from processing in

secondary auditory regions with top-down, long-term memory templates of encoded

sounds as weIl as their corresponding labels. In terms of the roles of posited different

parietal functional subregions, it is possible for example that the supramarginal region is

involved in linking processed phonetic information with a long-term memory template of

previously encoded sounds, and that other parietal regions are involved in aspects of the

attentional modulation of the multi-modal integration ofincoming information.
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Bilateral superior temporal activations

Although the precise role of the left and right secondary auditory regions is not

known, it is thought that they are involved in aspects of speech processing, since they are

activated by phonetic but not by tonal or noise stimuli (Zatorre et al, '92, Démonet et al,

'92, '94, Binder et al, '96, '97). The degree offunctionallateralization offunction of

these regions appears to depend on the type of speech stimuli used, and on whether or not

these incorporate semantic, syntactic, or native language phonological information. For

example, Binder and colleagues (2000) used fMRI to examine the BüLD signal response

in temporal regions of the brain during a material non-specific detection response to

words, pseudowords, and to reversed speech. Theyfound that the degree of functional

asymmetry in activation was greatest for words, which contain both semantic and

phonetic information. It was less for pseudowords, which are phonetically familiar but

which do not contain semantic information; there was a non-significant trend towards

left-greater-than-right activation in this condition. Finally, the BOLD response

asymmetry was least for reversed speech, which is neither phonetically familiar nor

semantically relevant. Interestingly, these asymmetry differences were due to differential

right and not to left hemisphere activation. In sum, their results show that although there

was a left-Iateralized response to higher-Ievel speech which incorporates semantic

information, there was a bilateral temporal response to speech sounds. Our results are

consistent with this latter finding, and with those of previous work (Zatorre et al, '92,

Démonet et al, '92, '94, Binder et al, '96, '97).

c. Study on morphological correlates of phonetic learning

The aim of the third study was to determine whether individual differences in the

ability to learn speech sounds coming from a non-native language may be in part

accounted for by individual differences in brain morphology in language-related or other

regions of the brain. Using voxel-based morphometry, we correlated behavioral phonetic

learning measures from Study 1 with brain morphology across 59 individuals. Results

showed that individuals who more quickly learn to identify the dental versus retroflex

sounds during training have a more posteriorly located parieto-occipital sulcus relative to
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ones who leam more slowly. We suggested that the location of the sulcus may be

differentially influenced by the thickness ofthe adjacent forceps major, an inter

hemispheric fiber tract connecting parietal and temporal regions. This tract lies anterior

to the parieto-occipital sulcus, and when thicker, may result in a posterior positional shift

of the sulcus.

We suggested a second interpretation, not exclusive with the first, for the parieto

occipital result; the position of the sulcus may be differentially influenced by the size of

the adjacent parietal lobe. Results of correlational analyses on the volumes of the parietal

lobes confirmed this prediction, and revealed that in the left hemisphere, there is less gray

and more white matter in the fast relative to the slow leamers. There was a similar trend

of results in the right hemisphere. Taken together, these results support the idea that the

difference in location of the suleus between our groups is driven by differences in the size

of parietal regions.

Separate analyses revealed that for both groups of subjects, there are overall

larger parietal volumes in the left relative to the right hemisphere. There was also

evidence that there is more white relative to gray matter in the left hemisphere for

leamers but not for nonleamers. Consistent with these volumetrie results, analyses of

variance on the location of the parieto-occipital sulcus revealed that for both groups, this

sulcus is located more posteriorly in the left relative to the right hemisphere, and in

addition, that there is a greater asymmetry in the location of the sulcus in the leamers

relative to in the nonleamers. These findings suggest that larger overall parietal volumes

in the left hemisphere correspond to overall more posteriorly located suleus in this

hemisphere relative to the right one. Furthermore, the results suggest a differential effect

ofboth sulcallocation and ofwhite matter volume in the leamers relative to the

nonleamers. SpecificaIly, it appears that a greater asymmetry in the location of the sulcus

in the leamers corresponds to a greater asymmetry in the amount of parietal white matter

(i.e.; more white relative to gray matter in the 1eft hemisphere) in this group relative to in

the nonleamers. This overall morphological asymmetry, as weIl as the differential degree

of asymmetry when comparing individuals who are better able to leam new speech

sounds to those individuals who are less able, may be related to the known functional
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asymmetry for speech-related functions in the temporo-parietal regions in and around

Wernicke' s area.

We found a similar pattern of results for the ability to leam rapidly changing non

linguistic stimuli, but not for the ability to learn steady-state tonal stimuli. Left and right

parietal white matter volumes were larger in individuals who leamed the non-linguistic

stimuli rapidly relative to those who leamed them slowly, even when adjusting for

performance on the Hindi stimuli. These results suggest that the morphological

correlates of phonetic leaming in parietal regions are not specifie to speech sound

leaming, but rather, that they are related to a more general, psychoacoustic ability to learn

rapidly changing sounds. They are also consistent with behavioral results, which showed

an association between phonetic leaming abilities and the ability to leam rapidly

changing sounds, but no association with the ability to leam steady state sounds.

We suggested that the finding ofrelatively more white matter in the left relative to

the right hemisphere in leamers may be related to greater intra- or interhemispheric

connectivity between parietal, temporal, and frontal speech regions in this group relative

to in the nonleamers. Differences in white matter volume can be due to greater

myelination, which allows faster conduction of neural signaIs. Speech sound processing

depends on the ability to process sounds that change on the time scale of 30-50

milliseconds. Rapid intra- or interhemispheric transfer of information between

components of a language network is critical for the processing of such rapidly changing

sounds. Penhune and colleagues ('96) examined the morphometry of Heschl's gyrus, and

found that the left-greater-than-right asymmetry of the total volume ofthis gyrus can be

explained by greater white but not gray matter volume in the left hemisphere. These

results suggest that the weIl known left-hemisphere dominance for speech may be related

to a larger volume of cortical connecting WM fibers, rather than to differences in the size

of speech-related GM structures. In support of the idea that differences in white matter

volume may be driven in part by differences in myelination, Anderson and colleagues

('99) measured myelination sheath and axon diameters of the posterior superior temporal

lobes with electron microscopy. They found that the posterior superior temporal lobe

white matter volume was greater on the left than on the right side, and that this
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asymmetry appeared to be due to thicker axonal myelination in the left relative to the

right hemisphere.

Other investigations have also revealed interesting morphological findings in the

white matter regions oflanguage-related neural substrates. Paus and colleagues ('99),

using structural magnetic resonance images, examined age-related increases in white

matter density of fiber tracts in the human brain. They found age-related increases in

white matter density in the left hemisphere along the arcuate fasciculus, and suggested

that these increases represent a structural component of the corticocortical pathway

mediating sensory-motor interactions between the anterior and posterior speech regions.

Similarly, Moore and colleagues ('97), based on postmortem data from children ages 5 to

Il years, observed graduaI maturation of axons originating in the superficiallayers of the

auditory cortex.

The parietal lobe

The inferior parietal lobe includes BAs 39 and 40, which roughly correspond to

the angular and supramarginal gyri, respectively. Both ofthese regions are thought to

subserve language-related functions, and as already noted, functional activation of these

areas has been observed during tasks involving phonetic processing. As weIl, as

reviewed in the general introduction of this thesis, functional and structural abnormalities

in the left parietal region have been detected in dyslexia, a disorder involving specific

phonological deficits.

Klingberg and colleagues (2000) have observed, using diffusion tensor magnetic

resonance imaging (DTI), that in adults with reading difficulty, there are bilateral

microstructural abnormalities in the white matter tracts of temporoparietal regions. In

addition, they found that the degree of abnormality in the temporoparietal region of the

left hemisphere was significantly correlated with reading scores within the reading

impaired adults and within the control group. The authors suggested that white matter

microstructure may contribute to reading ability by determining the strength of

communication between cortical areas involved in visual, auditory, and language

processing. Similarly, our finding of a macrostructural difference in the volume ofthe

parietal WM bilaterally may reflect differences between our groups in the pattern and/or

107



efficiency of communication between auditory and language processing regions of the

brain.

Prominent views of the neural correlates of cognitive functions are based on the

idea that functional substrates underlying cognitive functioning are distributed, and that

theyare organized in large networks involving different parts of the brain (Mesulam, '90,

Damasio, '89). There is evidence from anatomical (Mesulam et al, '77, Pandya &

Seltzer, '82, Seltzer & Pandya, '80) and from single unit recording (Hyvarinen &

Shelepin, '79, Leinonen et al, '79, Lynch, '80) studies in monkeys that the inferior

parietal lobule contains multimodal neurons, suggesting that this region receives

converging input from various regions of the brain. Studies showing abnormal functional

connectivity in dyslexic individuals between angular, inferior frontal, extrastriate

occipital, and temporal areas (Horwitz et al, '98), and between temporoparietal, frontal,

and angular cortices (Paulesu et al, '96), suggest that the language-related deficits arise

from abnormal communication between these cortical areas. Similarly, certain types of

speech disorders such as conduction aphasia have been observed after damage to the left

inferior parietal region; it is debated, however, whether the deficits are due to cortical

dysfunction alone (eg; see Anderson et al, '99, Chertkow & Murtha, '97), or to damage to

white matter tracts such as the arcuate fasciculus underlying this region (eg; Nass et al,

'98). It has even been proposed that inferior parietal areas may serve as a Hnk between

frontal and posterior speech regions (Aboitiz & Garcia, '97). These findings highlight

the importance of adequate information flow, subserved by the structural integrity of

white matter fiber tracts, for normal language functioning.

To conclude, we have demonstrated that individual differences in parietal lobe

white matter macrostructure can help to predict individual differences in the ability of

normal, healthy adults to learn nonnative speech sounds. Specifical1y, it appears that a

greater amount of white matter in this region, in particular in the left hemisphere, predicts

better phonologicalleaming abilities. This finding is the first demonstration of

interindividual variability in brain morphology as a function of interindividual differences

in a continuous, speech-related measure. It raises interesting questions regarding whether

such morphological differences exist at birth, or whether there is sorne degree of

experience-dependant structural plasticity during development. It is likely that a
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combination of both constitutional and experience-dependant factors are involved. These

findings open exciting avenues for future research on morphological correlates of other

aspect ofhuman cognition and behavior.

II. Integration of findings from the three studies

Several issues need to be addressed regarding ways in which results from the

three studies converge and diverge. First, it is interesting that the left and right parietal

lobes were implicated in both the functional and the anatomical studies on phonetic

learning. The functional study showed that there is more activity in the angular regions

bilaterally in good versus in poor phonetic learners. The anatomical study showed that

the left and right parietal lobes are larger in fast relative to in slow learners. It is

important, however, to be cautious in drawing links between brain anatomy and brain

function, since there is no clear relationship between the two (eg; anatomical connectivity

does not imply that the regions in question are always functionally connected). The

possible functional roles of these regions, as weIl as the possible relation between the

anatomy ofthis region and language-related behavior, have already been discussed.

Second, 1will discuss some results which might at first appear to diverge. Results

ofvoxel-wise analyses did not reveal morphological difference across subjects in the

parieto-occipital region when using learning measures for the rapidly changing

nonlinguistic and for the tonal steady-state stimuli. Follow-up, regional morphological

analyses on automatically segmented parietal lobe volumes, however, did show an

association between the structural correlates of the ability to learn the Hindi and the

rapidly changing nonlinguistic stimuli. We found that there is more white and less gray

matter in the left parietal region in fast relative to in slow learners for both the Hindi and

for the rapidly changing nonlinguistic stimuli, but not for the steady-state, tonal stimuli.

There was a similar, marginally significant pattern of results for volumes in the right

parietal lobe. These results suggest that morphological differences across subjects in the

morphology of the parietal lobes are not speech-specifie, but rather, are related to a more

general ability to learn to perceive rapidly changing sounds. This is consistent with the

results of the behavioral study, which showed an association between post-training

performance measures for the Hindi and for the rapidly changing, nonlinguistic stimuli.
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It is not clear why in Study 3, the parietal volume analyses but not the voxel-based ones

showed a difference in the parieto-occipital region. It can be speculated, however, that

the relationship between non-linguistic learning measures and brain morphology is more

variable than that between the Hindi learning measures and brain morphology, and that

therefore voxel-based analyses did not detect the former relationship while it was

sensitive to the latter.

Third and last, in the anatomical study, we found that L-scores but not post

minus pre-training identification and pre-training discrimination measures were

significantly related to brain morphology. It is possible that L-scores reflect a different

aspect ofbehavioral improvement than do the post- minus pre-training slopes. For

example, L-scores reflect the rapidity of learning over the course of training itself.

During training, subjects received immediate feedback for their performance, and so were

maybe better able to consistently focus on the critical acoustic cues across trials.

Additionally, during the course of training, within each block, subjects only heard one of

two synthetic exemplars of the dental and of the retroflex sounds (eg; stimulus 1 vs 7, 2

vs 0, or 3 vs 5). For this reason, within-category physical variability was controlled for.

During pre- and post-training identification and discrimination tests, however, subjects

heard aIl of the seven sounds in the dental-retroflex stimulus continuum, and therefore

there was more within category physical variability during these tests. Performance may

therefore be expected to be more "noisy" during these tests, in part due to greater

attentional variability.

Taken together, our results, in the context of previous work, highlight ways in

which an understanding of brain structure can complement knowledge about brain

function. More traditional approaches to understanding relationships between the brain

and behavior is to use techniques such as fMRI and PET to understand functional

activation ofgray matter brain structures associated with the performance of a particular

task. However, further work on the structure of gray and white matter can help to

understand the anatomical bases ofbrain function, and offunctional connectivity between

brain regions, both in clinical and in normal populations.
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Our findings raise interesting questions about the relative influence of genetic

versus experiential contributions to morphological and/or functional correlates of the

ability to learn new speech sounds. It is likely that both of these factors play a role in

determining behavior-related morphological differences across individuals; future studies

may address these issues. Our finding that the parieto-occipital structural correlates of

phonetic learning exist even when we statistically control for language experience does

not support the influence of experiential factors on anatomical correlates of phonetic

learning abilities. Such influences may, however, exist; our language background

measure likely did not capture the complex nature of linguistic influences during

language development. Previous research has shown that the weIl established anatomical

asymmetry of the PT exist even in human newboms (Witelson & Pallie, '73), infants

(Wada et al, '75), and fetuses (Chi et al, '77), supporting the influence of genetic or of

epigenetic influences on the anatomy of the planum temporale. There is also evidence

that a family history ofleft-handedness predicts PT asymmetry (Steinmetz et al, '91).

These results may indirectly support the idea that constitutional influences also play a

role in morphological, phonetic learning-related differences across individuals in parietal

regions of the brain. A genetic or perigenetic contribution does not exclude the possible

additional contribution ofpost-natal plastic changes related to experience. For example,

it has been shown that in monozygotic twins discordant for handedness, the right handers

showed leftward asymmetry in the PT, whereas the left-handers lacked the asymmetry.

This suggests that ontogenetic factors or differential action of non-genetic factors within

twin pairs in utero play a role in the development of structural differences across

individuals related to a behavioral trait such as handedness (Steinmetz et al, '95).

In conclusion, given our findings of differences in white matter morphology in a

multi-modal brain region known to be anatomically connected to frontal and temporal

speech areas, it is conceivable that differences across subjects in white matter

connectivity influence the functioning of language networks during the performance of

language-related tasks. Our findings open exciting avenues for exploring ways in which

differences in brain structure and function can predict aspects of human cognition and

behaviour.
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