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• ABSTR\CT

Density matr';x theol)' is used to arrive at theoretical representations of pulsed Nuclear

Magnetic Resonance experiments performed on two diverse systems, both gi.ing evidence

of orientational anisotropy, The first case examines the Multiple Quantum Filtered line

shape of 23Na (/=3/2), as recently observed in sorne biological tissues, Relaxation is

accounted for by use of Redfield theol)', and the production of a second rank tensor

contribution to the line shape is shown to be directly 'lttributable to the presence of a non­

vanishing electric quadrupole coupling constant. The derived equations of motion for

/=3/2 can be applied to a general pulse sequence and a specific solution to the Double

Quantum Filtered experiment is discussed. The second case seeks toaccount for the

response signal of both o-D2 (with rotational angular momentum J=O and nuclear spin
,

/=2) and p-D2 (with J=/ and /=1) in NMRexperiments consisting of two-pulse

sequences. The predicted soIid echo amplitude for both the /=l and /=2 contributions is

expressed as a function of the mole fraction, the pulse parameters, the time between the

two pulses, the average spin-pair dipolar field and the average inhomogeneous field. The

properties of solid hydrogen are discussed within the context of the two pulse solid echo

experiment. For the /=2 fraction, the positions of the expected satellite echoes are

determined, while failure to observe them in soIid D2 is discussed in terms of the relative

magnitudes ofthe intramolecular coupling terms and the inhomogeneous field.
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RÉSUMÉ

La théorie de la matrice de densité est utilisée pour obtenir une representation

théoretique de la Resonance Magnétique Nucléaire (RMN) .effectuée sur deux systemes'

differents, les deux menant à dencé de l'''anisotropy orientational". Le premier cas examine

la "Multiple Quantum Filtered" (MQF) ligne en forme de 23Na (1=3/2) tel qu'observé

recemment dans cenains tissus biologiques. On peut remenquer la relaxation en utilisant la

théorie de Redfield. La production de la contribution d'un tenseur de deuxième ranq à la

forme de la ligne est demontée être directment attributable à la presence d'une constante

de copulation quadrupole electrique qui ne disparant pas. Les equations des mouvements

dèrivées pour 1=3/2 peuvent être appliquées a une sequence general de pouls et une

solution specifiques pour l'expérience DQF est discutée. Le deuxiéme cas recherche le

signal réponse de o-D2 (avec impulsion angulaire rotationalle J=O et le spin angulaire 1=2)

et p-D2 (avec J=1 et!=1) dans les expériences RMN consistant dans une sequence à deux

pouls. L'amplitude prevue de l'echo solide pur les contributions de 1=1 et 1=2 est exprimée

par une fraction molaire, les pararnetres du pouls, l'intervalle entre les deu.'" pouls, le

champs moyen dipolaire de la pair de spin et le champs non-homogéne magnétique. Les

propriétés de l'hydrogene solide sont discutées dans le contexte de l'expérience de l'echo ~

solide. Pour la fraction 1=2, les positions prevues pour les echos satellites sont déterminées

ainsi que l'impossibilté de les observer en D2 solide est discuteès en termes des granduers

relative des constantes de copulation intramoléculaire et du champs non-homogéne

magnétique.
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• GENER-\L INTRODUCTION

In the realm of chemical spectroscopy. modern Nuclear Magnetic Resonance is

v.;thout equal. Arguably. the most significant technical advance in this field has ùeen the

introduction of Fourier transform methods. Traditional continuous wave techniques have

been supplanted by the use of tuned radio frequency pulses. thus permitting the

development of a plethora of e:"periments. each designed to probe the microscopic

dynamics of nuclear spins and to enhance understanding of molecular structure. \Vith the

advent of superconductor magnet technology and fast data archivai systems came such a

high degree of spectroscopic resolution that the imagination of the e."(perimentalist became

the most obvious limitation.

Part of the continuing appeal of NMR is due to its adaptability, allowing a wide

range of studies on diverse samples. Due to the fuct that the energy separation between

the non-degenerate angular momentum states is small relative to thermal background, the

various interactions between spin bearing nuclei can be resolved. Sorne theoretical

understanding of the physical properties of the system permits direct relatIon of the

resonant line shapes and amplitudes to such phenomena as chemical exchange, molecular

dynamics, crystal and molecular structure through interpretation of the various correlation

rimes and relaxation rates. A thoughtfully designed NMR experiment can be an invaluable

attribute to a greater research regimen.

Recent burgeoning experimentai applications have provided a wealth of

information on physical, chemical and biological systems and, at once, have betrayed the

lack ofcomprehensive theoretical developments that can adequately explain these results.

This difficulty is exacerbated for studies on nuclei of1 > 1/2. Recognizing the potential

value in stuélying nuclei other than the proton, investigators have given increasing

attention to this class of nuclei. The familiar veetor model used for the visua1ization of

nuclear magnetization of1 = 1/2 nuclei does not provide an adequate description of the
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dynamics of these higher spin magnitudes, as the number of quantum mechanical states

required to span a spin space scale as 2l+1. Such nuc1ei also bear nuclear electric

quadrupole moments that couple to eleetric field gradients around the nuc1eus, inducing

rapid relaxation and the requisite line broadening. On one hand, these nuc1ei provide

unique probes into the dynamics and physical environs of both ions in solution and

molecules in a rigid lattice. On the other hand, it can be a formidable task to extraet

physically meaningful information from the higher dimensional theoretical space in which

nuc1ear dynamics are cast and relate it to an experimental line shape, especially one that is

broad and featureless. Thisthesis was written as a partial address to these considerations.,

Of the wide variety of theoretical approaches to NMR experirnents, a true

distinction can be made between those that seek to describe structure and those describing

dynamics. One field ofrapid development concerns itselfwith the structural elucidation of

macromolecules. The general philosophy of this pursuit is to treat the vast number of

correlations between all spin bearing nuc1ei in the macromolecule ( generally only H and
~. .

13C ) às one body ofinformation. Clever combinatorial algorithrns are then applied in the

hope offinding a molecular structure that is consistent with the infornlation content ofthe

experiments. In contrast, a careful account of the dynamics ofthe individual spins requires

sorne knowledge of ili,e physical environrnent wlùch inevitably form the coherence

pathways through which energy is transferred. For these purposes, it is convenient to

envisage a statistical mixture of nuclear spins wlùch require consideration of all possible

multiquantum coherences amongst all possible nuclear spin levels, to mathematicalIy treat

tlùs statistical mixture as a spin density ,operator and subsequently account for the

dynamical evolution of the density operator by solving the quantum Liouville equation of

motion.

Described in this thesis are theoretical treatments of two regimes of experirnental

NMR, presented in the framework of density matrix theory. The physiCaI and practical

differences between the two sets of experiments will be obvious, but it is the strength of
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density matrix theory that will a1low discussion of ail relevant e.xperimental results within

the context of one theoretical construct. While the theoretical formulations were

conceived with the experimental results in mind, new theoretical results were obtained that

will a1low simulation of more general NMR e.xperiments. PART 1 of this thesis gives a

short review of those theoretical aspects of angular momentum, spherical tensors and

density operators required to pursue a theoretical treatment of the e.xperiments described

herein.

In PART 2, the relaxation of an 1= 3/2 spin system in an anisotropie environment

characterized by a finite residual quadrupolar splitting, IIIq' is modeled by analytically

solving for the density operator from Redfield's relaxation theory. The resulting equations

are cast into the multipole basis in order to descnoe the tensorial components of the spin

density matrix. Inc1uded in the relaxation matrix are off-diagonal elements, J, and J"

which accounts for anisotropic systems with IIIq values less than the width ofthe resonant

line. With the Wigner rotation matrices simulating hard pulses, the response to an arbitra,ry

pulse sèquence can be detennined. An analytical expression for the response to the double

quantum filtered (DQF) pulse sequence ~ - ~ - ;r-~- (}-ô- (}- AQ for 6 = n/2 is

presented, explicitly showing the formation of a second rank tensor owing onlyto the

presence of a finite IIIq' This second rank tensor displays asymptotic behavior when the

(reduced) quadrupole splitting is equal to either of the off-diagonal spectral densities J,

and J" Line shape simulations for IIIq values of less than a line width reproduce the

general features ofsorne recently reported 23Na DQF line shapes from biological systems.

Distinct relaxation dynamics govern each of the tensorial components of the r~onant
- 1

signal revealing the influence ofthe experimenta! variables on the line shape.

In PART 3, density matrix theory is used to calculate the response signal of both

o-D2 (with rotational angular momentum J=Ô and nuc1ear spin 1=2) and p-D2 (with.J=]

and 1=:1) in NMR experiments consisting of two-pulse sequences. The c10sed form method



• previously applied to the NMR "solid echo" of o-H2 (with J=l and /=1) has been

extended to the deuterium system arriving at a detailed account of the dipolar interactions

between like and unlike spins in a hcp lattice of concentration X(J= 1). The predicted solid

echo amplitude for both the /=1 and /=2 contributions is expressed as a function of the

mole fraction X, the pulse parameters (the angle p and relative phase qJ), the time z

between the two pulses, the average spin-pair dipolar field ajk and the average

inhomogeneous field a j. Agreement is good between the theoretical predictions and the

experiments in which the solid echo amplitude is recorded as a function of the

experimentally controllable pararneters p, lp and z . For the /=2 fraction, the positions of

.the expected satellite echoes are deterrnined, while failure to observe them in solid D2 is

discussed in terrns orthe relative magnitudes orthe intramolecularcoupling terrns and a j .
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PARTI

GENERAL THEORY

Chapter 1. ANGULAR MOMENTUM AND SPIN

Angular Momentum Operators and Single Spin Basis States

Consider a single isolated particle described by the three Cartesian co-ordinales x.

y. and;: and their conjugate momenta Px, Py and pz. The associated classical angular

momentum about sorne origin is defined by the veClor equation

L=rxp [1.1.1]

[1.1.2].

where r is the vector from the origin to the particle and p is its momentum. The

corresponding quantum mechanical operator is formed by replacing the classical

momentum by its operator representation -ihV, forming from [1.1.1]

L=-ih(rxV)

Assignment of the relevant quantum numbers is not arbitrary, rather it followsas a

natura! consequence of the system. Considering only integral values of the angular

momentum, one method for deriving the quantum numbers is to solve the equalion of

motion given by the time dependent Schrôdinger equation

ô'F
~t)'F=E'F=ih­

ôt
[1.1.3],

where ~t) is the Hamiltonian or total energy operator of the particle, for the

wavefunctions describing'the three-dimensional rigid rolator. Inlroducing thé square of

the angular momentum (1)
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[1.1.4]

leads to an explicit representation of the angular momentum algebra. Assuming that an

eigenvalue equation of the form [1.1.3] is to be solved i.e.

[1.1.5]

suggests that 'l' is separable into i~ angular components

[1.1.6]

such that

[1.1.7]

[1.1.8].

yields Legendre's equation, with x = cos8 and <9(8) '" p(x)

( )
d2 p(x) dP(x) r . m2 l

l-x2 2 2x-
dx

+l(l')2 2 JF(X) = 0
dx l-x

Boundary conditions and convergence require that (l') 2 =l(l+1), -l S m S l and that

both l and m are integers. Ofcourse, the eigenfunctions of L2 are the spherical harmonies

(2)

Yi (816) = 21+1(1-m)! (_I)m (l-x2)~ ô
l
+

m
(x2 _1)1eim;

lm' 411" (1 +m)! 21l! iJxl+m

and are thus representations ofthe abstraet Dirac quantum state Ilm) (3)
::::::c

Given the differential forms ofLz and the shift operators

. ô
Lz = -111 ô!6

. r ô ô l
T" =L ±iL =lIe±';l±-+icot-J
"'-:t x y ô8 ô!6

.­."

[1.1.9]

[1.1.10].

[1.1.11]

[1.1.12]
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leads to the explicit representation of the angular momentum algebra in the Ylm{t'~. çS)

basis

4Ytm(B.çS) =tl~/(l+ 1) -m{m±I)Ytm(B, çS)

L=Ytm(B.çS) = tzmYtm(B,çS)

with orthonormalization

[1.1.13]

[1.1.14].

This arbitrary selection of L= as an eigenoperator means that Lx and Ly are not, by virtue

of the uncertainty relation, signifying the non-commutativity of the components of the

angular momentum.

Though consistent, this procedure for obtaining angular momentum quantum

numbers is not completely satisfaetory as it negates the possibility of half-integer values of

1. That is to say, funetions of the type YI (B, çS) are not single valued and the eigenvalue
2 m

conditions in [1.1.13] are not followed. WhiIe it may be sufficient to discard half-integer
, .

values of1as regards the description of the quantum rigi:l rotator, no such argument may

be made for the case of intrinsic spin l, since the existence of a wavefunction (that is, a

funetion of the co-ordinates in th~ position representation) is not required a priori.

Spin angular momentum operators 1 do not have representations as differential

operators, rather they .. follow the more fundamental commutation relations given

equivalently by

IxI=itzI

or

[Ix,Iy] =itzI:: (and cyc1ic permutations) [1.1.15]

which determine ail properties of angular momentum, inc1uding operators not defined by

[1.1:2).
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Considering, then, the spin angular momentum, it is convenient to re-define the

shift operators

and the square of the total spin angular momentum

2 2 2 2 ( ) / 12/ =/·/=lx+ly+lz = I+L+Ll+ 2+ z

[l.1.16]

[l.1.17]

which commutes with ail components Ix, ly and lz. A set of basis states for the

representation of these operators may be chosen as the normalized simultaneous

eigenvectors, IlM), of /2 and one of the Cartesian components (again, lz is

conventionally and arbitrarily selected). Following the notation ofDirac (3), the ket vector

1r IM) is labeled by the quantum numbers 1 and M, related to the eigenvalues of 12 and

lzlr IM) = ttMjr IM)
/21 r IM) =tt2l(l +1)lr IM) [l.US]

and the set of all other spin independent quantum numbers, r ' needed to fully specify the

state (neglected hereafter). The intrinsic spin is labeled such that 1 = 112, 1, 3/2,... and it

follows.from [l.US] and [l.US] that for any fixed value of1 there exist 21+1 possible

values ofM, namelyM=-I, -1+1, ... ,O,I-l,L

The complete set ofket or state vectors III), ..., II - 1) can be understood to span

an abstraet yector space. A dual veetor space is defined by the dual bra veetors (IMI

standing in one to one correspondence with the associated ket vectors. Together these

follow the orthonormality relation

and c10sure

LIIM)(IMI = 1
M

[l.U9a]

[l.U9b]
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forming a complete basis for a (21+ 1) dimensional Hilbert space. There also exists a set of

projection operators such that for any vector in this space, IP). associated \Vith sorne other

property of the system

Ip)= L[lM)(lM!p) =LbAlllM)
Al Al

[ 1.1.20]

where the components bU ofthis vector are complex numbers. Eigenvalues of 1± can be

determined with the definition of the scalar product [1.1.19]

1±llM)= 1iexp(±i({J)~I(I + 1) - M(M±1)llM±1) [1.1.21]

where ({J is sorne arbitrary phase. The widely accepted convention ofCondon and Shortley

(4) is used to fi."( ({J =0 and define the relative phases ofthe states IlM) ofdifferent M

[1.1.22]

where the asterisk indicates the complex conjugate.

Mu/tispin Basis States

In classical mechanics the addition of dynarnically independent angular momenta is

carried out according to the laws of vector addition. Addition of quantum mechanical

angular momenta is considerably more involved. Consider two spins defined by

independent angular momentum operators /1 and /2' As always, the commutation

relations for each /i are [1.1.15] and it is left to construct the eigenkets and determine the

corresponding eigenvalues ofthe total angular momentum

/ = /1 + /2 [1.1.23]

for fixed values of Il and 12, One component of/ can be specified simultaneously with 12

and because if and /i are scalars, they also commute with 12
• However, since

[I2,11z]=2[h'h,11z1""o, and'[I2,12Z]""O, Ilz and /2z cannot be specified

simultaneously with the square of the total angular momentum operator. What results is

tv/o complete sets ofcompatible angular momentum observables: the already described set
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associated with the product of the individual angular momenta (If JI;J? ,!2;} and the

coupled set (12 J;Jf Jil yet to be determined. (It isn't possible to completely describe

any system in terms of the angular momentum variables alone. In this development it is

convenient to ignore these further observables owing to the Hamiltonian as they are

expected to commute with the angular momentum operators. Hence, ail other quantum

numbers required to specify the kets are ignored since they do not change throughout this

derivation.) The former set satisfy (i = 1 or 2)

tz2(ll- l;(l; +1))lhMII2M2) =0

tz(ll;: - M;)llIM I12M 2) =0

as expected from [1.1.18]. The eigenkets ofthe latter set are defined by

tz2(I2 - 1(I+1))lhh1M) =0

tz(i; - M)llhIM) = 0

tz
2
(ll-I;V; + 1))lhI2IM) = 0 [1.1.25]

and the orthonormality condition

(1IIiIM"lhI 2IM) = 0]]'0MM,O]I]io]2]'z [1.1.26]

An orthogonal (U1+1)(U2+ 1) -dimensional subspace of the Hilbert space for the

composite spin is formed from the discrete product IIIM1)18i112M2)=lllMlI2M2)=

II1M t )II2M 2). Spanning each subspace are the kets !llMlI 2M 2) folIowing the c\osure

:LlhMlI2M2)(llMlI2M21 =1
M1M2

and these undeterrnined kets may then be written in terms ofthe known kets

IhI 2IM) = :L(llMlI2M2Il1l2IM)lllMlI2M2)
M1M2

[1.1.27]

[1.1.28]

•
The unitary transformation is deterrnined by the real valued Clebsch-Gordan (C-G)

coefficient, (6) related to the Wigner 3-j symbol through (5)
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The completeness relations [1.1.26] and [1.1.27] then imply

L(2/ +I)(~
lM 1

/z /)(/1
M Z M Mi

[1.1.30]./') ( \-1M' = 2/ + 1) ÔJ!.ÔMM'
L (/1 /Z /)(h /z

l'v/
I
M

2
MI M z M MI M Z

symbol vanishes unless the triangle inequality /1 +/Z 2: / ~ 1/1 - /zl andThe 3-j

conservation of angular momentum M = Ml + Mz are satisfied There is. therefore,only

one state for each value of/ and M verified by the fuct that the dimensionality of the state

sub-space has been preserved

[1.1.31].

Sorne symmetry properties of the 3-j coefficient will be of future use: they are

symmetric under a cyclie permutation of the eolumns

[1.l.32a],

non-cyclie permutations are multiplied by a phase

[l.l.32b],

sinùlarly ifall magnetie quantum numbers are inverted

[l.l.32e).

When the eoupling of three or more product eigenstates to give a resultant state

defined by a total angular momentum must be eonsidered, a further difficulty arises from

the fuct that there is no unique representation of sueh higher direct products (7) i.e. of
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/IIMI)0/12M2)0...01/nMn). A coupling scheme must be specified followed by

construction of a complete set of orthononnal basis states for a Hilbert subspace, by

successive C-G coupling between pairs of IIi Mi) states, as per [1.1.28]. (8) For three

spin angular momenta Il> 12 and 13, there exist two distinct coupling schemes: coupling

of l, and 12 and subsequently 13 with the resultant 112 and the coupling of Il with the

resultant 121 of 12 and Jo. Both the 1((III2 )I1213)M) and l(h(I213)I23 )M) bases

give equivalent representations of any three, spin operator and are related by a unitary

transfonnation involving the matrix of 6-j symbols. (5) Coupling four Ii 's leads to a 9-j

symboI.(5) These 6-j and higher "recoupling coefficients" can be reduced to sums of

produets of 3-j symbols and have been used to construct complete orthononnal bases for

n spins following various coupling schemes. (6)

Representation ofFinite Rotations

A right hand positive rotation through an angle B may be regarded as the sum cf

a s~of n successive rotations through angles B1n. Defining the infinitesimal rotation

angle ôB = lim (B ln), the finite rotation Rk(B) about sorne axis k in tenns of n
n->CXl

infinitesimal rotations is

Rk(B) = lim (Rk(B In)r = lim:(Rk(ôB))I:1/ol:1
n->CXl 01:1->0

The 21+1 eigenstates lM) offixed 1 are of significance at this point, in that they span an

irreducible representation D'I) ofthe infinite rotation group R3, (9) such that

Rk(B) =ex~i= I k)

for k=x, y. =. An arbitrary "passive" rotation operator D(a, f3 ,r) is conveniently

described by rotations about these axes subtented by the Euler angles a, f3 , r
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[11.35J

which has the effect on a funetion of rotating the coodinate system through right handed

positive rotations. Other authors (ID, Il) write

D(a,,8,y)=ex~_i~ 1=)e.x~_i~ 1y)e.x~_i~ 1=)

which is an "active" rotation offunctions by positive angles a,,8,y with respect to sorne

fixed coordinate system.

A basis state transfonns under a rotation by

D(a,,8 ,y)llM) = LV~M(a,,8 ,y)llM')
M'

[1.1.36].

[1.1.37],

[1.1.3 81

With the orthononnailty condition of the basis functions [1.Ll9], an e.xpression for the .-_

Wigner rotation matrix is readily found (6)

v'ltl M(a,,8,y) =(lM'ID(c:,,8,r )1 lM)

= exp(iMa +iM'Y)(lM'lexp(i,8 Jy)llM)

where the fuct that the vectors IlM) and IlM') are eigenstates of J:: has been exploited.

Futher, it is typical to identify the remaining matrix element in [Ll.37] as the reduced

Wigner rotation matrix element

dlj). M(,8) =(lM'l exp(i,8Jy )1 lM) =vlj). M(O,,8 ,0)

There exists an infinite number of representations DU) of the infinite rotation

group R3 (hence the name), each of dimension 2/+1 (deduced from [1.1.37]) for all

positive half integer values ofJ. A number of methods have been used for the non-trivial

evaluation ofthe dlj). M(,8), including use ofWigner mononùals (5, 12), boson operators

(13) and second order differential equations in ,8 . (14) While half integer representations

of the angular momentum may not be expressed as differential operators in configuration

space, the general fonn of the rotation is derivedfrom the corresponding transfoririations

ofthe IlM). One explicit fonn is (6)
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d,~/\1(fJ) = ,j(I+ M')!(J - M')!(J + M)!(I - M)!

(
fJ)21 +M-AJ'-2S( fJ )M'-M+2S

(_I)M'-M+s cos- sin-., .,
xL (I +M-s)!:!(M'-M+s)!(I -;;'-s)!

S

[1.1.38]

where s runs over ail integraI values leading to non-negative factorials. From this is

recovered the explicit form ofthe transformation ofstates [1.1.36], under finite rotations.

lt is not difficult to conceive that any two rotations may be expressed as a single

rotation about a suitably chosen axis, from which it foI!ows that any series of rotations

may ~~;..<p~ssed as a single rotation about sorne axis.

D{a', fJ ',r')D{a ',(J',y") '= D{a, fJ,r) [1.1.39].

As representations of the infinite rotation group R3, it is worth stating the group

. properties of the -0(1): there exists a unit element -0(1)(000), an inverse -0(1) -1(a,fJ ,r)

=-o(I)(-a,-fJ ,-r)=[-o(I) (a, fJ,r)] t (t is the normal ope~tor adjoint) and associativity

holds; -o(l) (1)[-0(1) (2)-0(/) (3)] =[-o(lJ (1)-o(lJ (2)]-o(lJ (3) . It remains, however, to express

the c10sure [1.1.39] in terms ofthe irreducible representations. To do this we must appeal

to the methods used to describe the coupling ofangular momenta employed earlier. It was

taddy stated that the 2l+I eigenfunctions of 1: and 12, 1lM), span a D(l). For

1 =Il +12, simultaneous eigenfunctions of 1: and 12 must bebuilt from Iinear

combinations of the (211+1)(212 +1), 111M1)112M2 ) product states vis [1.1.28].

Equivalently, for two sets of functions, one spanning one representation of a group r (l)

and the other spanning a second r(2), the direct product spans the representation

r(l) 0 r(2), which is, in generaI, reducible. Perhaps intuitively, it should be expected

:; that

[1.1.40]

as is well known for the group R3• Considering the effect of the total angular momentum

rotation operator
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[Ll.41]

(note that elA +B ) =eAe B IFF [A.B] = 0) on both sides of [1.1.28] and taking mau;x

elements over the relevant values of M = MI + M z and Al' = Afi + M'!. yields the C-G

reduetion of the represemation

IL.(1)
_Mr-lf'M [1.1.42a].

and the inverse

[l.l.42b]

where

(I). () ( )U'-U (1) ()'DM'M(l) = -1 'D_M'_M(l)

.Ar,tu/arMomentum Operators Constitute a Lie Algebra

[1.1.42c].

The group R3 is an example of a continuous group in that the operators of the

group D(a, P,r )are funetions of continuously varying angles. Only because R3 is

continuous do the infinitesimal transformations have any meaning. Generally, a set of

infinitesimal transformations 0; derived from a continuous group cao be written as

0; = 1+ LSajPj
j

[1.1.43]
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where Ô aj is sorne infintesimal change in sorne relevant variable and the Pj are

generators. The 0; themselves form a group and obey the general commutation relation

[1.1:44J.

These elements Pj .k,! of the group and their commutation relationships constitute a

generai Lie algebra. Angular momentum operators are the generators of the infinitesimal

rotation operators
i

R(ô8) = 1--ô8 . 1
. Tl [1.1.45J

which, together with the structure constants, c(j,k,l) = iF!, also form a Lie algebra, from

which the structure of the theory of angular momentum, based on this underlying

symmetry, is obtained.
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[1.2.1]

Constnlction ofSingle Spin Operators

So far it has been shown that the angular momentum eigenvectors behave simply

under the infinite group of coordinate rotations vis [1.1.36] and in fact, form basis sets for

the irreducible representations D(I) of R 3. It remains to consider the transformation

properties of operators subject to such rotations. To this end, an irreducible tensor

operator ofrank k is defined as a set of2k+l operators lI(k)q(I) which transform under

coordinate rotations according to

. k

D(a,{J,r) 1I(k)q(I)D-1(a,{J ,r) =L1)~J(a,(J ,rh(k)q'(I)
q'=-k

with the tensor components q and q' having the allowed 2k+1 values ronning from ok to k.

These tensor operators are irreducible in the sense that there is no subset or linear

combinatio~ of lI(k) q(I), for a given k, thàt transform separately amonst themselves

under a rotation. Using the implications of the unitary transformation [1.2:1] and

,arguments sirnilar to those employed for the deter:mination of the eigenvalues / and M in

state space, the analogous angular momentum eigenvalues in this operator space are found

in terms ofk and q "

[1,[1, lI(k)q(I)]] =k(k +1) lI(k)q (I)

[Jz ,lI(k)q(I)] =qll(k)q(I)

[/±, lI(k)qW] = ~(k+q)(k±q+ 1) lI(k)q±l(I) [1.2.2].~:

As operators, the lI(k)q(I) , are construeted differently for different spin'

magnitudes, but being tensors, are rotational1y invariant' regardless of the spin. Since
.

rotations are viewed on a sphere, and anticipating applications to problems in NMR, a
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spherical basis is a natural selection for the construction of the 2k+1 components of a

tensor of rank k. One such spherical basis is selected such that

e(I)O =il.

[1.2.3]

[1.2.4]

[1.2.5]

in terrns of the Cartesian basis vectors. Generalization of the coordinate system in three

dimensions in terrns ofthese three unit vectors is given by the Clebsch-Gordan expansion

e(k)q = L(klQlk2Q2Ikrkzkq)e(kl)qle(lvz)q2

qlq2

in a manner exactly analogous to [1.1.28]. The quantities e(k) q are the /(th rank basis

tensors from which the spherical tensor components (which are really Cartesian scalar

operators) are obtained by a k-fold dot product

[I](k)q = [I](k) 0 ke(k)q

where, for exarnple, A0 2B = LAijBji = A:B. The e(k)q obey the norrnalization
ij .

e(k)q 0 ke(k) - ~
q' - Uqq'

with phase deterrnined by the original selection in [1.2.3]

e(k)q· = e~k) = (_I)k-q e(k)-q

Norrnalized ~(k)(I) are constructed from the [I](k) (IS, 16)

~(k) (I) = (2k + 1) [I](k)
[I] (k) 0 k[I] (k)

~ in such a way that

[1.2.6]

[1.2.7].

[1.2.8]

~(k) (I)0 k~(k) (I) = (2k +1) [1.2.9].

The norrnalization constant deterrnined by the scalar [I](k) • k[I](k) is given by (13, 17)

[1.2.10].
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Individual spherical tensor components are again built from the tensor operators by the k-

fold contraction given in [1.2.5].

As rnight be expected, higher rank spherical tensor operators can be built directly

by the repeated Clebsch-Gordan coupling exploited in [1.2.4] and [1.1.28]. For e.'Cample.

the five q components of the second rank ~(2)(I) can be constructed from the

predeterrnined vector operators ~(1) (I)

(1)0(1) 13.
~ =Vl(l;l)iI=

~(I)±I(I)= ~(+iI )VïIU+1) ±

[1.2.11]

Transformation Properties ofSingle Spin Operators

Just as th.: state space basis vectorslI M) evolve in a quantum mechanical system,

the 1I(k) q(I) deterrnined by the quantum numbers k and q can also be rnixed through

coupling terms in. the Harniltonian. Both the set of so called multipole operators

{1I(k)q(I)} and the {ilM}(lM'l} span the sarne operator space and the unitary

transformation relating the !wo is given by the now farniliar Clebsch-Gordan coupling

coefficient

~(k)q(I) = :2:(lMI11(k) q(I) IlM'}llMXlM'l
MM'

: [1.2.12].
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A most useful property of tensor operators is exploited by the well known Wigner-Eckart

theorem (18), which enables the factorization ofmatrix elements between any two angular

momentum states into two parts

[1.2.13].

The geometrical term is so named because of its dependence upon the spatial quantum

numbers q,MandM, while the physical term (ll/1J(k)(I)/II), known as the reduced marix

element, is dependent oniy upon the tensor rank and spin magnitude and has been

evaluated in the multipole basis (6, 8)

[1.2.14].

Hence, the expansion ofthe multipole operator in terms of the more common {IlM){lM'l}

basis is

1J(k)q'(I)=(i)k~(2I+1)(2k+Ù ~,(-1)I-MC~ : ~)lM){lM'l [1.2.15a].

From the symmetry properties ofthe 3-j symbol [1.1.32], the inverse of[1.2.15a] is found

. to be

[1.2. 15b].

Specified by the properties of the 3-j symbol are restrictions to which the quantum

numbers k and q are subject. Meeting the conditions of the triangle inequaIity, k has

allowed values k =0, 1, 2, ..., 2I while the condition that q +M' - M =0 provides for

integer values. of q ranging from -k to k. In this way the spherical tensor or multipole

.operator basis is a naturai selection for the description of multiquantum NMR

experiments. The tensorial or multipole rank is designated by k (dipole, quadrupole,

octupole etc.) and since q = LI M, a labeled multipole component represents a q-quantum

coherence. The number ofmultipole operators for a given spin1 is then
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21
L(2k + 1) = (2/ + 1)2

k=O

each obeying the adjoint relation

~(k)q(I)t= ~~k)(I) = (-I)k-q ~(k)-q(I)

[1.2.16]

[1.2.17]

and the orthonormality condition defined by the quantum mechanical trace

tr{~(k)q(I)t~(k')q'(I)j '" ((~(k)q(I)I~(k')q'(I))) = (2/ + 1)8kk,8 qq' [1.2.18].

These (21 +1)2 operators are closed under commutation (18)

[~(l)m(I), ~(k)q(I)] = 2 L 16 (k/k')((~(k')q' (I) 1~(/)m(I)I~(k)q(I)))~(k')q'(I) [1.2.19]
k'q'

where, from the Wigner-Eckart theorem

[1.2.20]

= (-I)k+q'+21 (;)k+/+k'[(21 + 1)(2k+ 1)(2k'+ 1)(2/+ 1)]~g / k}(k' / kq)
k' / -q' m

for which {...} is the 6-j recoupling coefficient (6) and 16 (k/k') = 1 if k +/+k' is odd and

zero otherwise.

For completeness sake, mention should be made of the construction of multipole

operators for n-spin systems (20), even though they will not be utilized in this thesis. For

two spins /1 and /2, a two-spin multipole operator basis T(k)q(kl k2) can be constructed

from the direct product basis ~(kl)ql(II) ~~(~)q2(I2) '" ~(kl)ql(II)~(~)q2(h) that

spans the two-spin operator basis, but it is over-complete in the sense that it is not

irreducible under rotations generated by the total angillar momentum / = /( + /2' A

complete irreducible operator basis is obtained by the operator analogue of [1.1.28]
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For n > 2 a complete operator basis is the uncoupled direct product of the irreducible

single spin operators ~(kl)ql(Il) 0~(~)q2(I2)0...0~(kn)qn(In)' Given the selection

ofa suitable coupling scheme, a complete irreducible spherical tensor basis can be evolved

by repeated C-G coupling via [1.2.20]. Various properties of these multipole, muitispin

operators have been presented elsewhere (20).
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DENSITY MATRIX FORMALISM OF NMR

Applications of quantum mechanics are generally concemed with those states of

systems that can be represented by state vectors. Indeed, within the contell:t of NMR

experiments, the dynamics of single spins can be interpreted \vithin the conte:l."t of the

motion ofthe classical magnetization vectors, represented by the phenomenological Bloch

equations. (21) However, for coupled systems or, more generally, for systems that have no

more than a certain probability of being defined by a precise dynamical state 'vector, it is

necessary to appeal to density matrix techniques. (22, 23, 2-1) First applied to the

description of statistical concepts in quantum mechanics by von Neumann (24), the density

matrix is best suited to determine the average response ofa macroscopic system.

In this chapter will be given an account of those aspects of density matrix

formalism that are relevant to problems in NMR. The concepts presented previously will

be extended to account for the behaviour of an ensemble of spins. Just as the spin

operators presented in the previous sections can be constructed in a number of equivalent

ways, so too can the dynamics of spin systems be calculated using different techniques.

Numerical methods can be derived to treat spin dynamical calculations exactly, making,.

such considerations moot. However, in many cases, accuracy com-::S at the expense of

physical insight. Judicious selection of both the representation of the spin system and

method by which the time evolution is determined is done to facilitate interpretation of the

results of a particular NMR experiment. Observable transverse magnetization can then be

resolved into its component contributions by considering sorne physical interpretation of

the system.
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Matrix Form o/the Density Operator

In order to define the form of the density operator of a quantum mechanical

system, the time-dependent Schrôdinger equation [1.1.3] is re-written

[1.3.1].

The ith dynamical srnte of the statistical quantum system is interpreted as an ensemble of

the complete set ofn stationary basis states 1/ un)} ofthe Hamiltonian

l'F(i) (t)) = Lc~i) (t) 1un)
n

[1.3.2]

expanded through the time-dependent coefficients c~i) (t). For an ensemble in thermal

equilibrium, the density operator is determined by the probabilityPi that it will be observed

in one ofseveral normalized states l'F(i) (t)), such that

pet) = L Pi(t)I'F(i)(t))('F(i)(t) 1= L Pi (t)L Lcg)(t) c~i)(t)Ium)(un1
i i m n

[1.3.3].

Physical insight is gained by considering the matrix representation of the density

operator in the orthonormal basis {Iun)}. Given any two generalized mixed states

('F(r)(t) 1p(t)1'F(s)(t)) = L Pi (t)L Lcg) (t) cg)(t) .('F(r)(t) IUm)(Un l'F(s)(t))
i m n

[1.3.4]

where LPi(t) = 1 and the bar denotes the ensemble average. By virtue of [1.3.1], the
i

l'F(i) (t)) form an eigenvector basis of the Hamiltonian. Interaction with an

electromagnetic field can cause transitions between states, providing a distinction between

two types ofmatrix elements. Iftlùs interaction is weak enough so that the 1'F(i)(t)) are

not appreciably change<!, the operator representing t1ùstransition is 1'F(r)(t))('F(S)(t)!
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bearing an associated phase exp(-t.(Er -Es)t). A "coherent superposition" of states is

thought of as those members of the ensemble that are correlated with respect to time

dependence and phase and is represented by the off-diagonal matrix element

[1.3.5].

The diagonal eleme~ts are not influenced by the relative phases between the members of

the,ensemble, so that for a statistica1ly significant number of partides, the matrix element

[1.3.6]

can be interpreted as the population of particles in a particular state. In the random phase

approximation, the density matrix of a system in thermal equilibrium with an external

reservior ( a canonical ensemble ), containing no inherent time dependence, consists solely

ofthe diagonal elements bearing the populations of the eigenstates given by the Boltzmann

distribution

[1.3.7].

r

and the trace ofthe densitymatrix is equal to unity

tri pCt)} =L pu(t) =Lc(i)(t) 2 =1
i

[1.3.8].

Of particular significance is the expectation value (.2) of sorne arbitrary observable

operator .2, expressed in terrns .ofp(t) in the Schrôdinger representation

(.2) = L Pi(t) ('['(i)(t) 1.21 '['(i) (t))
i

=L P;(t)L Lcg) (t)* c~)(t)(uml.2lun)
; m n .

[1.3.9].
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m n

Finding the e"peetation value can be done equivalently in the Heisenberg representation by

evaluating the trace of the produet {:z(t) p(O)}. This refleets one of the most powerful

attributes of the density matri" theory, as the trace is independent of the representation

used to give the form ofthe density matnx.

An idealized "pure" state is one in which ail particles in the ensemble are in the

same state and can be equally represented by the same normalized state fimction. For such

a situation the exactly defined l'P(i){t)) represents a statistically significant number of

simuitaneously prepared particles. As an average of many identical single particle states,

the pure state itselfcan be thought ofas a single particle state, even though dispersion free

states are not Iikely to be realized in practice. (25) The density matrix of a pure state is

idempotent Le. p2 =p, and its matnx elements are projection operators akin to those

o introduced in [1.1.20]. From these considerations

[1.3.10]

with the equality holding for pure states.

Time Evolution ofthe Density Matrix

The equation of motion for the density matrix follows directly from the

Schrôdinger equation for each statistical state

1!fAi)(t) ) =1t(t) Ip-(i) (0))

[1.3.11]

which, when combined with [1.3.3], yields the quantum Liouville or von Neumann

equation
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if! a :~t) [~t), p(t)] = .L(t) p(t) [1.3.12]

with time evolution of the density operator suitably detennined by the unitary

transformation

p(t) = 1t(t) p(O)1t(t) t [1.3.13].

[1.3.14].

If the Harniltonian is time-dependent wherein [~t). ~(t')];oO for t;ot', one

formal solution for 1t(t) is the Feynman-Dyson expansion (26)

1t(t) =TexP(-tf~~t')dt')

A long expansion of nested commutators of~t) at different t is contained in the time

ordering operator T. This series is normally truncated in order to facilitate evaluation, with

the consequence that 1t(t) loses its unitary properties, such as preserving the trace of a

quantum mechanical operator. Other methods, such as the Magnus expansion (27), have

been ernployed to expand 1t(t) in terrns ofHennitian operators

1t(t) =exp(n(t»); n(o) =0

co
"'n(t) = 2:n(i)(t)

i=O

however, only n(O)(t) = -tJ~-:ï{tl)dtl is readily and generally calculable.

[1.3.15]

. Seleeting a suitable representation, such as a rotating frame, provides a means by

which the Harniltonian nùght be made time-independent within finite time segments. In

this case the evolution of the density matrix can be expressed by a sequence of unitary

transformations ofthe form

p(t) = exp(-t-;oq) p(O)exp(t~t) [1.3.16a]
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detined by the propagators u(~n)=e-*-;;""rn. This form applies to any sequence of

intervals ~n in which time-independent average Hamiltonians can be detined and is

particularly useful for the representation ofpulsed NMR experiments.

The formai solution to the quantum Liouville equation [1.3.12] for time­

independent Harniltonians is the unitary transformation [1.3.13]. Ofinterest is the solution

of any matrix element of p of the trace of some observable [1.3.9]. Two general methods

are made use of in this thesis. The tirst is obtained by expanding [1.3.16a] as a Taylor
:;-..-

series in time around /=0 giving the multiple commutator expansion known as the Baker-

Campbell-Hausdorfffomula (28)

pet) =p(ol+(-*t)[~, p(o)] + il (_*t)2[~,[~,p(O)]j +... [1.3.17].

Also referred to as the exponential operator methocl, this treatment is easily handled for

cases where the series quickly converges and the multiple commutators terminate. For

example, under conditions allowing application of the high-temperature approximation,

truncation of [1.3.17] to inc1ude only the tirst few terms is accurate and the series forms a

useful perturbative resuit. This expansion isalso convenient for the treatment of relatively

simple two-pulse experiments.

As an alternative to the evaluation of pet) in terms of a series of nested

commutators [1.3.17], the density matrix and the HamiItonian can be expanded into a

complete orthonormal basis set of operators {XCi) 1'" {1'F(i) )('F(i) Il. (29) Applying the

evaluation of observables [1.3.9] to an adapted form of the expansion of pCt) [1.3.3]

gives

pCt) = L piCt)x(i) = Ltr{ pX(i) t }x(i) = L(X(i) t )x(i)
i i ;

[1.3.18a]

[1.3. 18b]
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which reduces the LiouviIle equation to a system of coupled first order differential

equations among the average values Pi:

c~~t) = l:tr(z(il t[-i-;;t,ZUlJl Pj
J

= l: Pij(t) Pj
j

[1.3.19].

Significantly, solution of the system ofequations [1.3.19] gives the time evolution of the

density matrix in terms of the dynamics ofevery observable Pij(t) from the set of initial

conditions {Pi(O)}.

Basis Statesfor the Representation ofthe Spin DensityMatrix

While inferred, no explicit connection has been made to spin angular momentum

during this survey of density matrix formalism. Selection of the operator basis set into

which the density matrix is expanded, is arbitrary, but should be appropriate to the

syrnmetry ofthe Hamiltonian. For the consideration ofNMR. experirnents, this amoullts to

finding a convenient representation for the spin angular momentum. While this formally

restriets attention. to only the spin variables, relaxation by interaction with the lattice

modes can be accounted for perturbatively.

By considerillg only the spin part of the density matrix, it is possible to find the
t"~

dimensionality of ti-kBiuniltonian and thus, a finite-dimensional representation ofthe spin
\\

density matrix itself.. One representation of the spin density matrix was first proposed by

Fano (29) for spin 1=112 in terms ofthe magnetic polarizations P =(ü) =tr{pü}

p(t) = ~(Er: +p.a)= ~(Er: +P"u" +PyUy+P::u::)

[1.3.20].
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Expectation values cri of the Pauli spin matrices deternùne the components of this

magnetization Pi and thus, knowledge of the vector P completely desribes the dynamical

state of the /=112 system. Since any 2x2 Hernùtian matrix can be written in terms of

[1.3.21]

[1.3.22]

and the unit identity E~, this set of (2/ +1)2 orthogonal operators span the operator

space of /=1/2. In an equivaient way the Hamiltonian for the interaction of the spin

magnetic moment a = hya with an extemal field H(t) can be written

';<I(t) =-thy a· H(t)

from which can be formed a system offirst order differential equations as per [1.3.19]

ôP(t) ,
ô t -y H(t) x p(t) [1.3.23].

For arbitrary spin magnitudes /?1/2, vector polarizations are not sufficient to

completely span the (2I+l)-dimensional spin density matrix. Expressing p by [1.3.18] in

terms of the set ofoperators {x(i) ,El}, the transformation of pis given by [1.3.16a] and

it is left to deternùne how P(O) evolves under the unitary transformation induced by ';<1.

Substituting [1.3.18] into [1.3.16a] gives

p(t) = LPi(O)exP(-*';<It)x(i) exp(*';iIt)
i

[1.3.24]

which is solved for the Pi(t), given the structure of the transformation of x(i) under ';<1

that is reflected in [1:3.19].

Spin dynamical problems in NMR are fre~uently dominated "by the Zeeman

interaction or by the application of RF pulses. Both interactions appear in the spin .

Hamiltonianby way of propagators of !he form exp(-*n'It), recognizable as

/.

generators of rotiltions ( cf. [1.1.34] ). The orthogonal' set of multipole operators

: ~(k)q(I) naturally incorporate this spherical symmetry following [1.2.12]. A
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generalization cf Fano's expression [1.3.20] cao be given for arbitrary 1 by the multipole

expansion of the spin density matrix (19)

in terms ofthe multipole polarizations ofrank k

çS: (1) =(~(k)q (I)t ) =(~y) (I») =tr(~k)(I) p(t)l

çS:(t) '" çSkq(t)" = (_l)k-q çSk-q(t)

[1.3.25]

[1.3.26a]

[1.3.26b].

In general çS(k) = (~(k)(I») is the 2k-pole moment of the spin angular momentum

and labels the associatedq-quantum coherence dictated by the symmetry in [1.2.15b].

Taking [1.3.25] as the form ofthe spin density matrtix, the system of differential equations

[1.3 .19] or the Liouville equation are equivalently expressed by

which may also be written in matrix form

[1.3;27a]

ô çS(t) .kk' ( )-
ô t -=-qq' t çS(t) çS(t) = l:çS:(t)~(k)q(I)

kq
[1.3.27b].

The çS: (t) make up the components of the column veCtor çS(t) in a Liouville space .

spanne~ by the ~(k)q(I). '
-

The concept ofirreducible tensor operators is normally introduced for,represcnting
. .

NMR Hamiltonians in order to simplifY' evaluation of matrix e1ements via the Wigner­

Eckart theorem. (30, 31) Other bases such as the IIM)(IM'I are in common use and are
, r';

paricularly convenient when the Hamiltonian is diagonal iri this representation (such as
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when the Zeeman interaction with an external magnetic field dominates). These become

unwieldy for the complete description of a multi-pulse NMR experiment owing to a lack

of rotational symmetry. Bases built from simple products of the Cartesian operators have

been employed. (21, 32) These "product" operators are also not irreducible under

rotations and generally require the fonnulation of often cumbersome commutator tables.
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THE NUCLEAR SPIN HAMILTûNIAN

[1.4.1]

The fact that rnost NMR experirnents can be discussed within the context of a

drastically simplified spin Harniltonian is one ofthe rnost irnpressive attributes of the NMR

experiment, allowing degrees of resolution only theorized about in other forms of

spectroscopy. With the representation of the spin density rnatrix by a finite dirnensional

Hilbert space, cornes the ability to extract closed solutions for even the most sophisticated

experirnents.

The Zeeman Hamiltonian

The Zeeman interaction is linear in the single spin operators and consists of the

interaction of nuclear spin with an applied extemal field. Generically, in the context of

NMR, this consists of interaction with the static rnagnetic field Bo and the response to a

tirne-dependent radio frequency (r.f.) field

.....z(t) =-'}!lI' B(t)

=-1'ÛlU+ 1) L1/l )m(I)Bm(t)
3 m.

where lis represented by its spherical cornponents ~(l)m(I). The z cornponent of B(t) is

static while the x and y cornponents account for the r.f. pulse ofcontrollable duration 7:

B(t);' Boz+x8l CO~Cl}7: - 91) - yBl sin(m - 91) [l.4.2],

[1.4.3],

where 91 is the phase angle through wliich the xy oscillating field can be shifted. Before

atternpting to solve the Liouville equation it is useful to render [1.4.1] tirne-independent.

By transformation into a rotating frame at the radio frequency Cl} =~1
~ = U-l....-{t)U = eif.lJt....-{t)e-if.lJt

= -,.tt(zBo +x8l cosq.> + yBl sin 91)
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an allowable result, since the high field Hamiltonian -:i'o = 1iœo is invariant under rotations

about z. Casting the multipole polarizations into the œo rotating frame

[1.4.4]

and using [1.4.1] in spherical tensor forro, Ieads to the general fonu (19) of the Liouville

equation in terms ofa frequency offset Llal = alo - al

a';: (1 +.) -2al FU + 1) (( (k) [1 (I) Il (k)))
al 21+1 6 11 11 11

= i; /tJIlJT-irp ~(k+q)(k-q+1)';:-1(t) +i; e-itJllJT+irp ~(k-q)(k+q+l) ';:+1(/)

=4~~(t) [1.4.5].

Solutions to [1.4.5] have been presented for experimentally relevant conditions in tenus of

the resonance offset and r.r. pulse frequency (33, 34). The pulse mixes the coherences q in

a tensor manifold ofrank k and yields a tranformation valid for any spin magnitude 1

';:(t +7:) =L~:q,(a + lp,p,a -lp +,,)';:(t)
q'

[1.4.6].

Assuming an on-resonance (Llal =0), "hard" pulse of short duration so that

evolution due to internai coupling can be neglected, a and p reduce to

[1.4.7]

which is the case of a resonance rotation through the angle p,. in the rotating frame

. defined by [1.4.4] and corresponding to quantum absorption of energy. In this case of

pure hard pulses, the effects ofa pulse or pulse sequence can be mathematically simulated

by repeated rotation of the polarizations by [1.4.6]. Relative differences in phase between

any two pulses in a pulse sequence are accounted for by an appropriate selection of the

angle lp.



•
3S

Broadening hy Magnetic Dipo/e Interactiol/s

Magnetic dipole coupling between various nuclei in a sample contribute to the

width of the Zeeman resonance line. The quantum mechanical interaction between two

magnetic moments Ji; =r;tzI; is reflected in the Hamiltonian giving the dipolar

contribution for N spins

[1.4.8].

[1.4.9].

.
Instances of m = n are excluded and the factor of 1/2 ensures that each relevant

contribution to the sum is counted only once. Expressing the internuclear vector rmn in

terms of the polar angles between the magnetic field Boand rmn (Bmn ) and the azimuthal

angle with respect to the x-axis (tpmn), gives [1.4.8] in terms of the irreducible tensor

operators

2
-:+tdd = Ti L LF~2,,)qA~2Jq

m;tm q=-2

Spin operators are contained in the funetions Af:fJ, where the nth spin has components

l:zn and 1±n, while the orientational information is in the FJ?)

Af:fJO =dmnVzmlzn -t(I+mLn +Lml+n))

where

F.(2)O - 1- 3cos2 LImn - C7mn

A~J±l= -!dmnVzml±n +I±mlzn)

F.(2)±1 - sin B cosB e':f.iqJmnmn- mn tnn:

A(2)±2 - .ld 1 1·mn --4 mn±m±n

F.(2)±2 - sin2 B e':f.2iqJmnmn - mn

. [1.4.10a]
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d =rmrn h
mn 2 3rmn

[1.4.10b]

is the dipolar coupling constant in frequency units. (31, 21) In the rugh-field

approximation, only the terms that are secular with the representation of the Harniltonian

are maintained, namely those with q = 0, resulting in the commonly used truncated form of

[1.4.9]

"ri'dd =~ Ldmn(I-3Cos2 8mn )[31:ml:n -lm .ln]
m""n

[1.4.U].

Further simplification is obtained for heteronuclear spin systems, in wruch the flip-flop

terms 1+L appearing in A(2)0 of [1.4.1Oa] are a1so dropped.

The method ofmoments proposed by van Vleck (35) decomposes the resonant line

without actually solving an eigenvalue equation, a method that circumvents the difficulties

arising from the non-commutativities present in [1.4.U]. Generalized n-spin basis states

have a1so been proposed, in various forms, to arrive at a more detailed account of the

dipolar field. (36) However, resolution of these individual interactions in the solid state

depends upon orientational averaging of W)O, and is further exacerbated for 1> 1/2

where contributions from electric quadrupole interactions usually dominate the spin

Harniltonian.

Evolution under the Electric Quadrupole Interaction

Spin-bearing nuclei of 1 > 1/2 do not have spherical charge density and the

eleetrostatic etrects ofre-orientation of the nucleus must be accounted for. Non-sphencal

charge densities interact with the electronic potentials Ver) around the nucleus. Following

the development by Slichter (31), the c1assical interaction energy ofa charge ofdensity (j

with Ver) is



Expanding V(r) in a series about the origin, chosen as the centre of mass of the nucleus,

gives
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E = fo{r)V(r)d!"

av 1 0 21'
V(r)=V(O)+LXi-+-LXi X ' +...

, OXi 2! .. jox;oxj'1 l.}

E = V(O\Iod!" +"v Ix. ad!" +..!.."v.. fx.x ,ad!"+- ..1 L. 1 1 "IL. IJ 1 j
i -. ;,1

where the indices i, j run over each of the x, y and =coordinates and

[1.4.12].

[1.4.13a]

[1.4.13b]

av
V,.-­

1 - Ox.
1

[1.4.13c].

The first tenn is the electrostatic energy of the point charge nucleus. Since the centre of

mass of the nucleus and. the centre of charge coincide, the second tenn involving the

eleetrical dipole moment of the nucleus, vanishes. The third tenn is the interaction of the

nuclear quadrupole moment Q with electric field gradients about the nucleus. Considering

only these tensorial components Vif' it is convenient to define an expression for the

quadrupole operator !Z in tenns of the quantum mechanical operator for the charge

density given by â{r) = eLô(r- rlJ
k

[1.4.14]

where k runs over the protons in the nucleus. In what amounts to changing from the

position to the momentum representation (being mindful of the commutation relations
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[1.1.2] and [1.1.15]), it can be shown that the mati" elements of [1.4.14] can be

equivalently evaluated as eigenvalues ofangluar momentum states

Here K is constant within a fixed nuclear state i.e. is independent ofboth the spin labelsM

and the co-ordinate indices. Given this, for the matrix element wherein M = M' = 1 and

i =j =;:, K can be expressed in terms ofthe electric quadrupole moment Qofthe nucleus

[1.4.16]

yielding the electric quadrupole contribution to the Hanùltonian

[1.4.17a].

The factor of 116 is a direct consequence of the relationship between [1.4.13b] and

[1.4.14]. Choosing a set ofsuitable axes local to the nucleus leads to the restriction that

Vif = 0 if i .. j . In this so called "Quadrupolar Principal Axis System" (QPAS)

representation, the field gradient tensor is diagonal and the above expression can be

v. -v.
rewritten by further defining the quadrupolar asymmetry parameter Tf = xxV::: YY and the

maximum component a10ng the local axis ofquantization eq = V:::

[1.4.17b),

thus reducing the problem to the consideration ofjust two parameters.

Solution to the evolution ofa spin system under -:4'Q may not be straightforward in

the presence of an external magnetic field, owing to the difference in the symmetry

between the Zeeman and quadrupole Hami1tonians. Making the assumption that the field
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•
to which Q is coupled bears cylindrical symmetry sets 17 = 0 and exact solutions to the

combined effects of ';;IQ and ';;Iz can be found. Further, a clear distinction should be

drawn between the principal :-axis of the QPAS and that defined by the external magnetic

field. Applying the positive rotation through the angle BLD between the local director and

the lab axis

1: =1;:, cosBLD +1:;;, sinBLD [1.4.18]

to [1.4.17b] (17 =0), produces a result in terms ofthe observed first order splitting ())q, in

the laboratory :'-axis

[1.4.19].

•

In this regard, ())q is interpreted as being proportional to the small net projection of the

axial component of the field tensor (V= in the molecular frame) onto the laboratory axis.

It would seemmost convenient to seek solutions in the IlM){lM'l basis as it is here that

[1.4.19] is diagonal. However, specific solutions for 1~ 1 ~ 9/2 have been presented and

discussed in the multipole formalism (37) and a general solution for arbitrary spin 1 has

also been presented (38). Explicit solutions relevant to this thesis will be develo,ped in '

PART 2.
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DENSITY MATRIX FOR A DISSIPATIVE SYSTEM

For a quantum mechanical system that is c1osed, or isolated from interactions with

its surroundings, there exists a time independent Hamiltonian giving the time evolution of

the system defined by the unitary transformation [1.3.24] or equivaIently by the Liouville

equation [1.3.27]. (22) Under such an evolution, pure states are always transferred into

other pure states, meaning that mixtures are neither created nor destroyed. The

conventional frarnework of spin dynamics in terms of sorne set of basis operators is an

idealization, however, in that ail physical systems are somehow interrelated and it is never

possible to completely isolate a system. In this chapter, the interaction of a spin system

with its surroundings is formally introduced. The Liouville equation describes a reversible

time evolution of the microscopie partic1es. Since relaxation phenomena are macroscopic

and irreversible, it is left to account for the graduai evolution of a spin system (typically

polarized) towards thermal equilibrium. In a strict account, both lattice and spin states

must be accounted for in a total density matrix as in [1.3.3].

Second Order Perturbation Formalism

For a spin system Iinteracting with sorne unobserved lattice L, a total HamiltolÙan

is given by

[1.5.1]

[1.5.2a]

where -:;'10 = -:;'Il +-:;'IL is a static secular term acting on both the spin and lattice variables

.and -:;'Il is a small time-dependent perturbation coupling the spin to the lattice. The

equation ofmotion ofthe density matrix is, as suggested by [1.4.3] and [1.4.4]

dp{t)
ilidt = [-:;'10 +-:;'11(t), p(t)]

• i "''-' . i 'i1'ot
or, in the interaction representation whereby -:;'I(t) = eh "II'-:;'Ie-h



[1.5.3].
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[1.5.2b].

Integrating [1.5.2b] from t=0 gives

t

pet) = P{o) -t.f[?'I{t'), p{t')ja't'
o

Successive approximations are obtained by iteratively substituting pet) for p{r) in

[1.5.3]. To second order, this perturbative procedure yields

[1.5.5].

Conditions ofReversibility

At this point, coupling of the two systems may still result in a reversible exchange

ofpolarization, since no explicit allowance for irreversibility has been made. It is therefore

assumed that L has so mllnY degrees of freedom the the effects of coupling with.. ,,

"
1 dissipate quickly enough fJr coherent energy transfer back into 1 to be neglected. Thus,

l'
i:

L remains deternüned by \a distribution of states in thermal equilibrium and any

correlations ( beyond establishment of a spin temperature ) between 1 and L are ignored.

In the absence Of~l (sayat t = 0) the spins and lattice are uncoupled and the total density

operator consists ofa product p{O) = PICO) PL CO) ofits spin and laWce contributions.
/'

Under these conditions, the representation of the lattic~ 'given by a Boltzmann

distribution akin to [1.3.7]
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EIII
e- IkT

PL(O) = EIII
Le- IkT

1

and a reduced spin density matrix Pitt) is formed by taking the trace over ail lattice

variables, hence

[1.5.7].

This is the basic condition ofirreversibility, since the lattice is given by [1.5.6] at any time

t. Recognizing the commutativity of the lattice and spin operators, expansion of [1.5.7] in

the high temperature approximation indicates that, as regards [1.5.5], it is more suitable to

consider notjust the components ofthe spin density matrix, but the polarization relative to

the thermal average ( )T

[1.5.8].

[1.5.9]

Time Correlation Functions and the MarkoffApproximation

In order to follow the details of the evolution of the density operator, it is now

neccessary to consider an explicit form of the interaction Hamiltonian. It is assumed that

":<'\ can be expanded into t~nsors ofgeneral rank

":<'1 = LF(k) A(k)
k

where F(k) are the lattice operators and the A(k) are operators acting on the spin

variables only. In the interaction representation

~1(t) =exp(i-(":<'] +":<'Llt)":<'\ exp(-i-(~] +":<'Llt) =LF(k)(t) A(k)(t)
k

where

'-,
[l:5.10a]
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[1.5.l0b]

and

[1.5.\Oc].

Substituting [1.5.\0] and [1.5.7] into [1.5.5] and taking advantage of the fact that the

F(k) and the A(k) commute gives

The trace in [1.5.11] is defined in tenns of the eigenstates of -;;tL, defining the e;'Cpectation

value as,

[1.5.12].

This vanislûng time average causes ~l(t) to have a vanishing ensemble average as weil,

equivalent to the assumption that ~l(t) does not produce an average frequency shift.

Such a restriction is somewhat misleading, however, as any stationary shift can be

incorporated into a reconstituted -;;to ( as will be illustrated in PART 2 ).

Of great physical importance are the lime correlation functions

. [1.5.13]

which describe the average correlation existing between physical interactions occurring at

different times t and t'. Variations of the perturbating Hamiltonian can be thought of as

being due to sorne physical movement of the system. In [1.5.13] it is assumed that the

ensemble average depends on t and t' only through the difference .. = t -l', indicative ofa

perturbation that is effectively stationary. (39) It has aIready been decided that the lanice
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quickly dissipates any effeets of interaction with the spin system, that is to say, the lattice

quickly "forgets" any such interactions and remains in equilibi;um. Over some short time

interval where molecular motions are not negligible, (F(k) (t)F(I) (t _.r)) win be non-

zero. However, as t' increases this correlation becomes progressivley diminished until,

beyond some correlation time t'c' the lattice quickly !oses ail memory of its former self.

Thus [1.5.13] has a maximum at t' = 0 and vanishes for t' » t'c, in which case

[1.5.14].

The correlation time is a function of the lanice and intimately depends upon the nature of

the system under observation. It might, for example, be interpreted as the mean time that a

pair of nuclei are in close enough proximity to allow for interaction of their respective

nuclei, before diffusing away. Any stress that would influence the efficacy of this

mechanism wou!d manifest itself as.a change in the correlation time ( unless accounted for

otherwise ).

It is, however, the macroscopic behaviour of the system on the tirne scale of spin

dynamics that is of interest, rather than the detailed correlations of the fluetuating field. If

t'c is much smaller than some characteristic time for relaxation, required for PI(t) to

change appreciably, then

[1.5.15]

which is a satisfactory result, since it is expected that ~l(t) is sma1l causing- h(t) toyary
, ~ f

. J:

slowly. Substitution of [1.5.15] into [1.5.11]is the Markoff approximation, implyiilg that

no attempt can be made to seek- resolution of the dynamics of the system over short tirne

intervals comparable to t'co Taking into account the arguments introducing [1.5.14],'the

upper limit ofintegration of [1.5.11] may be extended to -t = co with negligible' error under ;
-

the Markoff approximation. Dropping the stationary terms [1.5.12] and recognizing that

dt' = -dt', modifies [1.5.11] to give
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apI(t) 1
2
Il [(F(k) (t)F(J) (t - T»)( A(k) (t)A(I) (t - T) Pl (t) - A(I) (t - T) Pl (t)A(k) (t»)

at li k,lO

_(F(J) (t - T)F(k) (t»)( A(k) (t) Pl (t)A(I)(t - T) - PI (t)A(I) (t - T) A(k) (t»)j dT (1.5.16].

Applying [U.I0c] to the matrix elements between the eigenstates la) of'::!'1 gives

(a !A(k) (t)la ') = eiwQQ.t (a IA(k) 1a ,} [1.5.17a]

fOTwhich

Using this notation, the components oftheccorrelation function are resolved

=I(aIA(k)la')(P 'IA(I)lp )gk/(T)
k,l '

the Fourier transform ofwhich yielding the spectral density at frequency (j)

Ja'Z'Pp'(OJ) =JGaa'PP,k) e
iœT

dT
-«l

[1.5.17b].

[1.5.18a], "

:/
"

[1.5.18b]

whe;~ even symmetry about the origin~ been assumed for the correlation functioll.' '

Combining [1.5.18], [1.5.17], [1.5.16] and [1.5.8] gives the final result

apI aa,(t) , ~ (.. ( : ))
i 'a t OJaa,PI,aa,(t) +! LJ Raa'PP' PI,pp,(t) - PI,pp'(O) ,

P,P' ,

where the Redfield relaxation matrix elements (40) are given as

...

[1.5.19]

[1.5.20r

=

=



•
46

( Note that high frequency oscillations have been neglected as only tenns satisfying

a-a'= P - P' areexpectedtocontributeto [1.5.16].

The elements JafJa'fJ' can be evluated by use of the Wigner-Eckart theorem

[1.2.13]

[1.5.2Ia]

where

[1.5.2Ib]

and the reduced matrix element is as given in [1.2.14].

QUatfru[Jo/e Re/axation due to Mo/ecu/ar Reorientation
',::".

Taking [1.5.9] to represent the tensor coupling between the nuclear spin and the

electric fieJdgradient at the nucleus

~Q = LF(2)q(.Q)A(2)qm
q

[1.5.22]

[1.5.23].

:....
,"'~,.'

where the lattice and spin operators are both of rank k = 2 and .Q specifies the set of
'':'~

Euler angles defining the orientation of the molecule with respect to the laboratory frame.

The spin operators are defined as

A(2)O =3i} - I(I + 1)

A(2)±2 _ .J6 12
- 2 ±
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The lattice operators reflect the magnitude and symmetry of the e1ectric field gradients.

Taking the correlation function of the field gradients surrounding the nucleus as a simple

exponential, identical for al! tensor ranks

[1.5.24]

is a crude but reasonable approximation. The isotropie spectral densities at the Larmor

frequency are then

[1.5.25].

Here C is the second order quadrupolar interaction constant. The real part of [1.5.25]

contributes to the relaxation while the imaginary partis a smal! second order dynamic

frequency shift.

-
c

.c
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PART 2

MULTIPLE QUANTUM FlLTERED NMR STUDIES OF 1=312 NUCLEI IN

BIOLOGICAL SYSTEMS: EXPERIMENTAL EVIDENCE AND THEORETICAL

UNE SHAPE ANALYSES DESCRIBING ORIENTATIONAL ANISOTROPY

Chapter 1. INTRODUCTION

The application ofNMR methods to problems in cellular biology has significantly

contributed to the evolution of the modern concept of the cell. One area of interest that

has enjoyed a renaissance of late concerns itself with the environments and dynamics of

the ions found in the proximity ofthe cell membrane; most notably 23Na+ and 39K+ (both

1= 3/2 ). Nuclear magnetic relaxation of quadrupolar ions provides a sensitive method for

studying the ion binding properties on a molecular level, in colloidal and other

macromolecular systems. For example, the composition of the fluid within the cell differs

markedly from that of its naturaI medium. The intracellular cytosol contains a host of

proteins and other macromolecules that endow it with a much more viscous consistency

and suggest differential, possibly identifiable, binding sites within the cell. The cell

membrane itself is also the object of many investigations as its raIe in the regulatory

, processes of the cell continues to emerge. Transmembrane ionic gradients can be

measured using methods that can distinguish between intracellular and extracellular ion

pools. Thus, differences in NMR visibility of the ions in question would presurnably

becomemanifest in the NMR signal. (42) Since the earliest experiments (43-45) the

"challenge has been to identifY and characterize the ion binding sites, with the aim of

developing a nOl)-invasive methodology for studying cellular ionic processes and to

produce a physical model of ion binding sites.' ( Without committing to a definition of
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"binding", the term will be used to describe sorne association resulting in restricted

molecular motion. )

The common assumption in these experiments is that the ions are in large excess

relative to the available binding sites and a substantial fraction of these ions are in an

aqueous isotropic environment. It is reasonable to assume that these "free" ions undergo

chemical exchange with the ions associated with a macromolecule or the cell membrane.

Overall relaxation characteristics of the ions under consideration are thus strongly affected

by the occurrence of said bound states, exchange dynamics, local fields and molecular

motion, providing a link between the spin dynamics and the molecular properties of the

systen:.

Redfield theory is often sufficient to describe the spin relaxation of quadrupolar

nuclei. In isotropic phase, where the residual quadrupolar interaction is averaged to zero

(CiJq = 0), Redfield theory applies tc'. ail but those systems characterized by very long

rotational correlation times, Tc' (46, 47) Provided Tc is not in the extreme narrowing limit,
,,

it is possible to induce the fOf:::!~~on of multiple quantum (MQ) coherences in an NMR

experiment owing to the presence of multiexponential relaxation. (46) Coupled relaxation

transfers magnetization in higher rank multipoles which can subsequently transformed into

MQ coherences by r.f pulses. Multiple quantum filtered (MQF) experiments, consisting of

appropriatè pulse sequences and phase cycling, may thus be used;.to directly distinguish

pools in which the nuclei are bound or otherwise associated with slowlyrotating

macromolecules, since single exponentials describe the uncoupled relaxation of the free

spin concentration . In many cases the static quadrupolar interac;tion term of the
< •

Hamiltonian contains a contribution from a non-zero quadrupole splitting resulting from-
an anisotropie distribution of the electric field gradients (EFG) in the sample. In a

macroscopicaIly oriented sample with local anisotropy, a static quadrupole splitting results

if the diffusion of the spin-bearing particle is slow, i.e., the residence time within each
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"domain" is much longer than the inverse of the quadrupole splitting. In this context,

"domain" may be a rnicrocrystallite as in sorne liquid crystal samples (48) or may be a

nomer for the long orientational correlation length of sorne biomolecular associations. The

splitting within one domain is then determined by the orientation with respect to the

external magnetic field and the spectrum is the average over many domains.

Observations from sorne MQF experiments of biological tissue are best interpreted

in the context ofthis latter example. (42, 49-51) Rooney and Springer have produced an

exhaustive review of tissue resonances of1= 3/2 nuclei (52, 53) where the influence of a

residual quadrupole is discussed from an experimental perspective. Subsequent efforts

describe specific studies of 23Na+ in biological systems. (54) More general considerations

include chemical exchange between the bound sites and the isotropic surroundings; sorne

theoretical studies examine the modulation of both CtJq and T< by chemical exchange by

means of a discrete exchange model (DEM). (55-58) This allows discussion of the

intermediate and slow exchange regimes since in the fast exchange lirnit, macroscopic

parameters are found to be weighted averages of the exchanging sites (56, 58) and may

therefore be discussed in the context ofRedfield theory. Eliav and Navon have defined the

limits ofRedfield theory (58) in terms of the MQF experiment by extending their general

treatment of the quantum Liouville equation to describe the contributions of the higher

quantum coherences to the line shapes ofa single spin pool over a range of '.< values for

an isotropically oriented system.

This section will summarize the experimental methods used an? observations made

in the more recent NMR studies of 23Na+ ion environments. Despite the large number of

NMR experiments condueted and the diverse biologica1 systems observed, a rather limited

amount of information can be extraeted from such li study without a detailed

understanding of the dynarnics of the spin system. The major theoretica1 models currently
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exploited to help expIain the e.xperimental findings will also be discussed as weil as the

method developed by the author to simulate these 23Na line shapes.

Nuclei with electric quadrupole moments ( 1 > 1/2 ) are usually strongly affected

by interactions with electric field gradients to the extent that this mechanism dominates the

evolution of the quadrupolar nucleus. These interactions harbour much information

regarding the dynamics of the spin system under investigation that cannot be tapped by the

typical single quantum experiment. The isolated 1 = 3/2 nucleus can, in principle, undergo

single, double and triple quantum NMR. transitions ( see Figure 2.3 ). The states involved

in these transitions may be brought into coherent superposition by suitable manipulation of

the system, which is the rea1m of multiple quantum NMR.. (21) In isotropic phase where

the extreme narrowing condition is met i.e. the correlation time of the f1uctuating field that

induces relaxation is much shorter than the inverse of the Larmor frequency, CUoTe «1,

the expressions,for the longitudinal and transverse' relaxation rates may only be described

by single exponential decays. (30, 59, 60) However, if the nuclei are associated with

macromolecules or are subject to the conditions of similarly motionally constrained

environs in which the correlation time becomes more appreciable, the coupled relaxation is

multi-exponential and MQ coherence transfer processes become possible even in the

absence ofsplittings.

In an ordered environment where the principal axes of the EFG tensor are frozen

in a narrow distribution oforientations with respect to the magnetic field, the typical single

quantum NMR spectrum consists ofa sharp central component (representing the transition

between the 1112> and 1-112> states) accounting for 40% of the total signal intensity

f1anked by two broader components (the 1:1:3/2> ++ 1±112> transitions) with 30% intensity

each. The result is a single crystal type spectrum of three lines split by a residual

quadrupolar coupling constant t»q . IfTe is still much shorter than the inverse frequency of

this interaction, the EFG may become partially averaged, however the time averaged value
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of wq will still be non-zero. This is the situation observed ir. oriented liquid crystals and

oriented biopolymers. (61)

It is much more common in biological samples to observe unoriented,

macroscopically isotropie sodium environments. Here, the effective EFG axes have

random orientations relative to the magnetic field and the contributions to the line shape

and the mechanism inducing MQ coherences must be carefully distinguished. In one

extreme ..c » Wq -1 and the single quantum spectrum is a superposition of the centre line

and a number of satellites resulting from a distribution of randomly oriented nuclei; a so

called powder pattern. In the other extreme ..c «Wq -1. Again, provided that the

correlation time does not follow the extreme narrowing limit, both longitudinal and

transverse processes e;<!ùbit multiexponential behaviour. The resulting single quantum

spectrum consists ofa superposition ofnarrow (40%) and broad (60%) lines at or near the

same resonant frequency. MQ coherences can be induced in this case owing to the

multie;'Cponential relaxation even though the residual quadrupole coupling approaches

zero. (62, 63, 40)

The MQ NMR results from the biological samples reported here display behaviour

consistent with this last c1ass of conditions. There exists a residual quadrupolar coupling

that is typically less than a line width and a correlation time that is not in the extreme

narrowing limit. Dependence of these results on such seemingly berùgn considerations

such as sample preparation reflect the inherent sensitivity of the experirnent on the

quadrupolar interactions. It is the origins of these interactions on a cellular level that the

theoretical models hope to identify.

The state multipole forrnalism (37, 64, 66) describes the evolution of a spin system

in a multi-pulse NMR experiment. Relaxation under the Redfield operator of an isotropie

system has been described in the multipole basis (66) and the evolution of the tensors

corresponding to higher quantum coherences for 1 $; 9/2, in the absence of relaxation, has
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been explored. (65) More recently, Fur6 and Halle have investigated the spin re1a'l:ation of

nuclei in anisotropie systems in two dimensional quadrupolar echo (6ï) and inversion

recovery (68) experiments using the multipole formalism. They have also developed a

theoretical framework for the use of MQF for the detection of the evolution of various

MQ coherences, (60) again in the multipole basis. While the Redfield superoperator \Vas

used to describe spin rela'l:ation, Fur6 et al. ignored contributions from the off-diagonal

elements of the resulting re1a'l:ation matrices, assuming that the various components of the

observable magnetization \Vere uncoupled. The resulting rate equations for the

components of the spin density matrix then rela'l: independently and can be solved

separately. However, for cases in which liJq is less than the line width of the central line,

this approximation will not adequately describe the spin dynamics, sincc the magnitudes of

both Tc and liJq contribute to the resonant lineshape. For example, we have found that the

second rank tensor generated in an MQF experiment, the presence of which is the direct

result of an orientationally anisotropie environment, displays strikingly rich behavior at

small liJq values that can be accounted for only if the contributions from these off diagonal

matri" elements of the Redfie1d equation are considered.
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MULTIEXPONENTIAL RELAXATION IN 1=3/2 SYSTEMS

In order to motivate discussion of relaxation processes, the results from a standard

Redfield relaxation treatment are applied to a simple one pulse experiment. As mentioned

previously, for 1 = 3/2 systems for which ((}q =0, there are three degenerate single

quantum transitions. Using the formalism of Jaccard et al. (46) the spin density matrix

P(t) may be expanded in terms ofthe single element product operators.

p(t) = L Prs(t)lr)(sl [2.2.1].

The coefficients Prs(t) of the product operators represent the elements of the density

matrix in the interaction representation of the free precession Hamiltonian as in [1,4.3].

The four eigenstates can be re labeled; II) =13 /2), 12) =1112), 13) = 1-11 2), 14) = 1-3 / 2)

giving a set of coupled differential equations for the evolution of the single quantum

elements.

[2.2.2]

"-
for which the Redfield relaxation matrix in the single quantum manifold is càlculated from

[1,5.20]

[2.2.3].

As per [1.5.24], C is the second order qudrupolar interaction constant and real parts of the

spectral densities that contribute to relaxation are defined as
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[2.2.4].

Diagonalization of [2.2.2]leads to a decoupled set of differential equations and the time

dependence of the single quantum (SQ) elements.

( dP{l) (t) ~

1 dt 1 ( ,(1) (t)1
1 d,(l) (t) 1 PI 1

1
Pi 1_ R(l) ,(1) ( ) 1

dt - dlag' Pi tld~;; (t)J lpjl) (t))

with

Each combination of coupled SQ coefficients follows an exponential decay

p~I)(t) =p~I)(O)exp[R~I)t]

with the following rate constants.

R (I) C( T J) ,(1) 1 (' ')
1 =- JO + 1, PI. .=..fi PIZ + 1'34

Ri
l
) =-C(Jl +Jz), Pil) =Î'23

(1)' (1) 1
R3 =-C(Jo +JI +2Jù ÎJj = .,J2(ÎJIz - P:J4)

[2.2.5]

[2.2.6].

[2.2.7]

:

[2.2.8]

This is the simplest derivation of an evolu~on rnatrix tha~ 'may'be applied With :

sorne success to the problern at hand. It is limited in that it cannot'account for the residual

quadrupolar coupling and the dynamic effects that ensue. However, it does serve to
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illustrate the features of the dynamics of the 1 = 3/2 nucleus. The sum of the 12 and 34

satellite transitions in an isotropie medium decays by exp(Ri1) t) while the centre 23

transition follows exp(R~1)t). From this example it can be seen directly that in the extreme

narrowing limit, from [2.2.4] Jo = JI = J2 = 2'e and the elements Pit) and ~t) decay

with the same rate. However, inducing the formation ofMQ coherences in the absence of

a residual quadrupolar splitting is incumbent upon the existence of multi-exponential

relaxation, as wiU be presently illustrated. Evolution in the other q-quantum manifolds can

be derived in an e.'Cactly analogous manner to give expressions. for Ii ( spin-Iattice

relaxation of the populations in the zero quantum manifold) and analytical expressions for

relaxation in an arbitrary pulse sequence.

The density matrix may also be t:A-pressed in terms of normalized irreducible tensor

operators, (8, 9, 70) which provide a more physically intuitive mode! of the spin dynamics.

After an initial (n 12)y hard' pulse applied to a system in thermal equilibrium

(corresponding to a right-handed rotation of the component of magnetization parallel to

the external field about the positive y axis), the state ofan 1 = 3/2 system is ( [1.2.11] )

p(O+) ex: Ix =.J5/2 (~(ll-:i - ~(1)+1) [2.2.9]

.where the factor recognizing the normalization ofN spins has been omitted. Without loss

ofgenerality, the contribution ofthe q = +1 transition need only be considered

[2.2.10a]

..
clearly showing that the single element operators appear with relative intensities 3:4:3.

. ' While only the k = 1 operator is present immediately following the pulse, coupling

meèhanisms can induce th~ formation ofthe higher rank tensors.

[2.2. lOb]
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[2.2.IOc]

Yet, given the symmetry of [2.2.3]. the coefficient of ~(2)1 will be non-vanishing only if

the coherences associated with the outer transitions decay unequally. The time evolution

of [2.2.9] is found by incorporating [2.2.8]

",(+I) (1) = ~ (1 1)(2!+!3)(41) e.xp[R}I)I]+!2)(3[exp[Ril)t]

or, in the tensor operator basis

[2.2.11]

[2.2.12].

Both transverse and longitudinal relaxation are characterized by two relaxation

rate constants. From [2.2.8) the relevant terms corresponding to the "fast" and "slow"

relaxing components for 1i processes are

[2.2.13].

From the evolution of the polarizations in the zero quantum manifold (46) can be derived

the Ji rate constants

[2.2.14].

Equation [2.2.12] describes the transfer of coherence from the k = 1 to the k = 3

tensors in the single quantum manifold due to the effects of biexponential relaxation. The

dipole ··operator ( rank one ) is responsible for the directly observable transverse

magnetization while the presence of the third rank tensor, or octupole spin operator,

implies that MQ coherences are accessible via the application of subsequent r.t: pulses.

The degree to which the signal is represented by the third rank tensor is proportionai to
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the difference between the two single quantum rates. Ions which are subject to strong

relaxation ( and hence, may exhibit lower NMR "visibility" ) will contribute more strongly

to the DQ signal than those ions which are weakly relaxed ( and more visible ). In the fast

motion regime, when the three relaxation eigenvectors are equal, the third rank tensor is

not produced. The absence of a second rank tensor is a direct result of an isotropicalIy

averaged quadrupole coupling, a primary assumption in the above development. Clearly,

the effects of orientationalanisotropy must be considered in a full development of the

dynamics ofthis spin system.
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Chapter 3. RESULTS FROM THE MQF EXPERIMENT

The MQF 5 .~uence consists offour pulses

.0{0, '}{,O) - ~ - D(O,K,O) - ~ -.o{p ,q:'\) - â - rJ..p, 1p2) - AQ(t) [2.3.1).

;( -

Details of the evolution 0f the components of the spin operators will be discussed in the

next section. For now, suffice it to say that multiple quantum coherences are developed

subsequent to the third pulse and that the contributions to any q-quantum manifold may be

isolated by apropriate phase cycling of angles Ipn'

With the production of higher rank tensors it is possible to tilter biexponentially

relaxing nuclei through a state of multiple quantum coherence. (63. 46) MQF methods

may thus be used to directly distinguish between intracellu!ar and èxtracellular sodium..'

environments as the latter are almost invariably in the extreme narrowing region. More

precisely, only those sites on which the ion is somewhat motionally hindered will

contribute to a multiquantum signal. In the original papers describing these experiments

both the double and triple quantum filter ( TQF ) techniques have been described in detaiI.

(63, 46) It has been shoWn that the triple quantum experiment generally enjoys an increase

in SIN, compared to DQF experiments. (70) However, the DQ analogue has been used

almost exclusively, presumably in anticipation of the production of a second rank tensor

contribution to the line shape, but also because ofsingle quantum leakage arising from

experimental "non-idealities".

Sodium and potassium are distributed inhomogeneously in tissue; the sodium

concentration is lower inside cells than outside while the reverse is true for potassium.

These ionic gradients are supported by metabolic processes and are sensitive to cell injury.

As aIIuded to previously, differences in the NMR visibility of these ion pools could
.

possibly provide a non-invasive means to monitor intracellular and extracellular ions. One

non-invasive approach would be to utilize tne strong dependency of the quadrupolar

:
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signals on relaxation rates. While there is no direct evidence to date that the ion pools cao

be so distinguished, transient decreases in the 23Na signal from cat brain undergoing

seizures have been reported, (71) but the technique has not met with universal success and

may not be a reliable method for the study of in vivo ion gradients. Another study on in

situ rat brain notes changes upon death in the DQ NMR signal that are consistent with

differential relaxation. (42) After death the line shape is typical for a biexponentially

relaxing nucleus, going through a maximum for sorne optimal preparation time. Before

death, however, the line sh~se,,-,can no longer be fully described by a biexponential

relaxation model as it adopts what appears to be a dispersive component. The change is

presuma~l:t: dûe to the breakdown of the metabolically sustained ionic gradients, with

more pronounced differences noted in the, DQ experiments. In these results reported by

Lyon et al. (42), in contrast to the small decreases observed in single pulse spectrum

following death, large increases are observed in the DQF sodium spectra. This is

consistent with an influx of sodium inta the cell following death. Ifquadrupolar relaxation

is more effective for intracellular sodium~than for the extracellular pools, the intracellular

sodium would have a reduced visibility in the single pulse spectrum and an enhanced DQ
. ,

signal owing to greater production ofthe third rank tensor.

One proven, but invasive, method involves the use of shift reageÎ1ts: chelating

agents that change the chernical shift of the 'ion of interest. Their effect on the

physiological processes of the cell are poorly understood but they do serve to effectively

distinguish intracellular and extracellular ion pools. Experimental results produced in

collaboration with Dr. Joe Tauskela ( then of the Montréal Neurological Institute ) are

now introduced. (72) Figure 2.la shows the effect of addition of the shift reagent

Dy(PPPh7- on the single quantum spectrum of 23Na in human red blood cells. The shift

reagent does not permeatc the cell membrane and !hus isolates the intracellular signal from

.• extracellular signal. Nystatin is a substance known as an ionophore which breaks down the

physiologicalIy mair.tained ionic gradients, thus simulating the death of~the cell and
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reproducing the requisite influ.x of Na+, as discussed above. Both signaIs contain the

membrane bound contribution and that from the isotropie medium. Figure 2.1 b shows a

DQF experiment (which excludes the free sodium) with the evolution time 1: = 0.014s.

performed on the same sample. Prior to the general acknowledgement of the influence of

orientational anisotropy on such lineshapes, the experimental protocol for the

determination of transmembrane ionic gradients consisted mainly of relating the net

change in the DQ signal, upon the addition ofNystatin, to changes in the concentrations of

bound sodium in the cell. This technique of relating the signal amplitude to chernical

concentration, works reasonably weil for narrow lines consisting of contributions with the

same relaxation characteristics. However, as Figure 2.1 c shows, for shorter values of the

evolution time there exists an additional contribution to the signal that is out of phase with

the previously well-explained DQ signal. Here the signal amplitude is a meaningless

pararneter, without a proper account ofthe origins ofail contributionsto the resonant line.

Figure 2.2 shows the results of a sirnilar experiment, with the addition of a relaxation

reagent that effectively removes the contribution from the sodium bound to the external

cell wall. At short evolution time~, the frequency domain spectra consistently display two

independently relaxing contributions. It is interesting to note. that in order for these results

to be reproduced, the red blood cell sample must be centrifuged, thus paclang these dise

shaped bodies and imparting sorne degree oforientational order.

The production of è~'en rank tensors in these experiments is thus experimental

evidence for the existence of order in biological tissues. In the study by Lyon et al. (42)

these anomalous line shapes were tentatively ascribed to disjiersive contributions. Almost

identical line shapes have been observed in the inversion-recovery experiments performed

d0=:;;;.
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Figure 2.1. Single quantum ( SQ ) and double quantum ( DQ ) spectra ofNà in human red

blood cells (72). Additioll of a.shift reagent to the sample iso(ates the contributions from

the intracellular and extràcellular spin pools, while Nystatin breaks down the metabolicà11y

sustained transmembrane ion gradients, simulating the death of the cell. At short MQ

preparation times, the DQ signal adopts what appears to be a dispersive component:
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t·0.0140 s

t.0.0140 s

t·0.0140 s

t·0.0040 s

t.O.0040 s

t-O.0040 s

Figure 2.2. DQF spectra of human RBC's in the presence of, a relaxation reâgent that

o removes the contribution fro~ the ions bound to the extemal cel1 wall. At ~hort MQ

preparation times the speetr3: consistently display two distinct contributions to the signal.

(72)
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by Price (73, 74) on Liel owing to a combination of dynamic frequency shifts and

dispersive components near the null point. In the case of the biological samples discussed

here, the dependence of the ratio of the broad and narrow components of the line on r can

ooly be explained by the production of a second rank tensor and thus indicate the presence

of orientational anisotropy.
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SIM1JLATION OF THE MQF EXPERIMENT

Here, solutions for the time e';olution and relaxation of the eigenvectors of the spin

density matrix for 1 = 3/2 subject to a residual quadrupole coupling, are given. Cast into

the multipole basis, the resulting rate equations may be conveniently used to generate an

analytical response function to a general h~" ulse sequence. The response to a typical

MQF experiment is dicussed in the conteX". . le tensorial contributions to the line shape.

Equations ofMotion

Applying the high field approximation, the Liouville superoperator [1.3 .27] is

diagonal in the direct product basis. The static quadrupole coupling is introduced as a first

order perturbation of these stationary states. Assurning the relaxation may be ·sufficiently

described by Redfield theory, the evolution of the spin density operator in the absence of

an osciIIating r.r. field is govemed by

.ôP " 'Rl-= ...p-l P
ôt

[2.3.1]

where .t is generated by the static Zeeman interaction and the secular contributions from

the quadrupolar Harniltonian [1.4.19]

[2.3.2].

The effect of this splitting on the stationary states of1 = 3/2, along with the convention

used for labeIIing these states, is shown in Figure 2.3. Relaxation is treated as a second

order perturbation, as discussed in § 1.5, and The Redfield relaxati.on superoperator, R,

factors into distinct blocks for each of the four possible n-quantum manifolds ofthe 1=3/2
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Figure 2.3. Schematic representation of the l = 3/2 energy eigenveetors subject to a

residual quadrupolar splitting showing the various multi-quantum frequencies.
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spin, with matrix elements given by [1.5.20]. (These have been given elsewhere for the 1=

3/2 case (60), however, a MAPLE routine has been developed for detennining [1.5.20] for

general 1 and is given as an appendix to this thesis. ) The spin density operator is expanèed

in terms of the product operators as in [2.2.1] ( but not in the rotating frame),

Ptt) =I>Jtllr)(sl [2.3.3]

with the time dependence being contained exclusively in the coefficients Prs{t}. Unlike the

Liouville superoperator, the relaxation matrix has off-diagonal terms involving the non­

secular spectral densities J, and J1 which couple the operators governing the relaxation

of the satellite lines. (75) If the wq is large relative to the width of the centralline then the

elements of the equation of motion [2.3.1] decouple and may be treated independently.

(67) For the quadrupolar spin in an orientationally ordered environment, the spectral

degeneracy ofthe 21+1-11 II-quantum coherences is Iifted for any wq ;c 0 ( see Figure 2.3 ).

Incorporating the effects of this residual wq gives for the evolution of the single quantum

coefficients

(-i(WO +Wq)-(Jo +Jt + J2)

-(iL+R) = cl 0

h

[2.3.4].

For convenience the resonant frequencies have been reduced by C, i.e.,

WO=Wo
C

[2.3.5].

•

In the treatment of the isotropie "'tSe~L = woE where E is the unit matrix, iL and R may
~. .

then be treated and solved separately/as shown in § 2.2. To reiterate, the off-diagonal

relaxation terms are relevant whenever the deteeted quadrupolar splitting is comparable

to, or less than, the width ofthe centralline. In systems where ail spins are homogeneously

oriented relative to sorne external reference axis, as in crystals and oriented Iiquid crystals,
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there exists a single valued Wq' In samples exhibiting local anisotropy (47), the splitting

observed in the laboratory frame is an average over ail possible alignments of the local

director of the EFG. However, if the splitting shown by the "powder" peaks is large the

relative weight of regions exhibiting a small w. is minor. Orientations in a heterogeneous

environment can be assumed to follow a distribution about the mean value (J)q with a

width L1wq . Taking chemical exchange into consideration, if exchange of a single spin

between anisotropic sites with different w. values is assumed to be slow, then the

observed value of (J)q is one that is moderated by exchange with unbound fraction.

The spectral densities that determine the evolution ofthe diagonal terms in [2.3.4]

are not strictly real valued and contain a second order dynarnic frequency shift term as per

[1.5.24]. nowever, since the evolution of the centralline is decoupled from the evolution

of the satellites, the smalI dynamic shift effects can be accounted for by adding a relative

frequency shift to the central line only and will be neglected in this treatme~t. The real part

of the spectral density is defined as [2.2.4]. In the product operator basis, off-diagonal

r.eIaxation terms are strictly real valued. (22)

Solutions to [2<3.1] are found by diagonalizing [2.3.3] and solving the resulting set

ofuncoupled differential equations.

[2.3.6].

Because [2.3.4] is not Hermitian, the transformation is not unitary and
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J2 1
~Ji _:q2 +iWJ

[2.3.7].

Then, for the relaxation eigenvalues and corresponding product basis eigenfunctions, the

following evolution is found:

~l) =-C(Jl +J,)
(1) _

P, - P'll

(l),1l, 1 2 ,2 )R3 =-1.-\ O+Jl+J2 - VJ 2 -Wq

(1) 1 (J ( IJ2 ,2 ., ) )Pi =.Ji J
2

2P12 + V 2 -Wq +lWq P34

As solutions to [2.3.1], each coefficient decays exponentially:

p~) (t) = p~) (O)exp[R~I)t]

[2.3.8].

[2.3.9].

Suitable manipulation of [2.3.8] gives the time dependence ofthe coefficients ofthe single

quantum operators

where

[
Pl' (t)] [Pl' (0)]
P'll (t) = R(') P'll (0) .

P34 (t) P34 (0)

[2.3.10]
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o

o

[2.3.11]

exp[-c(J+iaJô)t]

~ii -0):/
[2.3.12].

Even with the added influence of orientational anisotropy and relaxation coupling via J2 ,

the satellite and centrallines remain uncoupled and rela"< independently. (63)

Additional physical insight may be gained by transfornûng the spin dynamics to a

spherical tensor basis through [1.2.15]. In this basis, the spin density of the nucleus is

materially described, in contrast to describing the eigenvectors of the product operator

basis that are derived from the lab frame energy levels. Also, taking lcl.~Mtage of the

rotational symmetry propertites of the spherical tensors [1.2.1] facilitates the simulation of

'"multi-pulse experiments.*(k)q (1) are the operators that span the Liouville space for~pih

1. In the operator basis of*(k)q (1) the tensor rani<, k, and MQ coherence order, q, are

the Liouville space quantum numbers equivalent to the ]}d quantum numbers in state

space. The spin density operator for a single spin can be expanded into the multipole

polarizations [1.3.26]
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=(21 +1)-lfEl + ~ ±qS;(t)p,(klq(I)l
L k=Oq=-k J

16; (t) = (p'(kl q(I) t ) = (1hfkl (I)) = tr (1~Y' (I) pit)l
qS;(t) "" qSkq(t)' = (-I)k-q qSk-q(t)

[1.3.25]

[1.3.26a]

[1.3.26b].

Since the product and multipole operator bases span the same space, they are related by a

unitary transformation defined by [1.2.15].

k 1)
q M' IlM)(lM'l [1.2. 15a].

Applying the appropriate transformation (3~) to [2.3.11] gives the evolution.supermatrbc

in the multipole basis

-.fil
J6j
-,fi

=RCJ)p
r f31

J

I
±l

r23

r ±l
33

[2.3.13].

The matrue elements for [2.3.13] are given in Table 2.1.
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TABLE2.!

R(') Evolution Matrix Elements
MP
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Evolution of the q = 1 multipole coefficients is then given by

[2.3.14].

From the multipole expansion in [2.3.13] and [2.3.14] and the explicit form of the

relaxation matrix elements in Table 2. l, it is readily apparent that in anisotropic media. it is

possible for a second rani< tensor component, i.e, çSfJ. to couple to the transverse

magnetization, çS1J. produced in an NMR experiment. Moreover, as (Oq approaches zero

the contribution from this vanishes as seen from rA in Table 2.1.

The double quantum coherences can be treated in a manner anaiogous to the SQ

coherences above. With the Redfield matrix applicable to the DQ transitions (46) the DQ

eigenvectors evolve according to

.'.

As in the single quantum case, the Liouville and Redfie1d supermatrices cannot be

separated and simultaneously diagonalized. Again, diagonalization of [2.3.14] and

subsequent solution of [2.3: 1] gives the exponenti~ time dependence of the DQ product

basis eigenvectors, from which can be calculated the time dependence of the Pn

, coefficients:

.'
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[2.3.16].

[2.3.15]

for which

(2) exp[-C(J +i2a'l\)t]
K (t) =----'.J'-;=~===-:..:..2.

~if -0>;/
Applying [1.2.15] to [2.3.15] gives the DQ coherences in the multipole expansion

trom the unitary transformation

1(1 1)u=--.fi i -j

[2.3.17]

[2.3.18].

The matrix elements for the double quantum evolution matrix in the multipole basis, R~,

are given in Table 2.2. Again, in isotropie media where (i)q =0, there is no ~coupling

between the even and odd rank tensors. ..~
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TABLE 2.2

RrJ, Evolution Matrix Elements

Jaccard et al. (46) have treated the longitudinal relaxation processes of the zero

quantum polarizations t/J~ so they are not discussed here, except to say that in the zero

quantum manifold the t/J~ alignrnents are associated with the Tt .o spherical tensors and the

off-diagonal elements of R(O) reduce to zero in the extreme narrowing limit. The only

triple quantum transition is fully given by

PlO (t) = t/J~ (t) = t/J~ (0) exp[-C(JI +J, +i3wo) t]

Simulation ofthe MQF Experiment

[2.3.19].

For 1 = 3/2 nuclei, MQF spectra are typically recorded using the pulse sequence

(46.76.77)
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MQ coherence pathways are selected by appropriate phase cycling through the 'Pn' (77)

Hereafter, discussion will be restricted to the DQ experiment only. For f3 = ~ both the

contributions from the quadrupolar (second rani<:) and octupolar (third rani<:) tensors are

maintained. In the context of systems with a finite CtJq, the effect of this pulse sequence

may be summarized as follows. The first 1l!2 p:Jlse converts the equilibrium magnetization

( see [1.2. Il))

[2.3.21]

to the transverse plane, where it is described by ififl(/). Dunng the MQ preparation time

1:, the relaxation processes govemed by the modulation of the quadrupolar interaction,

transfer polarization to the quadrupole and octupolar modes, ifi~l(/) and ififl(/) as per

[2.3.17]. The 11 pulse in the rniddle of the preparation period serves to refocus any field

inhomogeneities. Since this is a purely experimental consideration tha! has no effect on the

relaxation, it will not be taken into account. The second pulse would normally rnix ail q­

quantum coherences amongst tensor contributions of the same rank, as described in

[1.2.1]. However, phase cycling enables the discrete selection of particular tensor

components. Thus, the second pulse has the presumed effect of transferring ifi~l(t) and

ififl(t) into the DQ manifold to produce ifib.(t) and ifib.(t). These evolve according to

[2.3.17] during the short MQ evolution time é. This evolution time is of long enough .

duration to allow the spectrometer to recover from the effects of the previous pulse. These

DQ coherences are subsequently converted back to the SQ manifold by the read pulse to

contribute to the directly observable ifi~l(t), which is monitored during the acquisition

periodAQ.

In isotropie media, coupling can exist only between tensors differing in rank by an

even integervalue, a fuct borne out by [2.3.14] and [2.3.17]. Thus, only odd rank tensors

are produced in an NMR. experiment on an isotropie system evolving from t1ièrmal

equilibrium. Conversely, anisotropie orientational ordering perrnits coupling to ififl for 1=
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3/2 nuclei in the preparation period. The OQF phase cycling selects both ,pb. and ,pb.

while oruy the contribution from ,pb is retained in the triple quantum filtered experiment.

In the OQF experiment it is necessa'Y to follow oruy those tensors that contribute

to and evolve from the q = 2 coherences. By using the conventional notation for the

reduced Wigner rotation matrix elements, d~:! (p), and the evolution matrix elements,

r~) (t), identified from Table 2.1 and Table 2.2

k
k " (k) k,pq (t) = L.,dqq,(P) ,pq'(O)

q'=-k

k ,,(q) k',pq (t) =L.,rkk' (/) ,pq (0)
k'

[2.3.22]

and extracting the relevant terms, one finds for the detectable vector magnetization

1 exp[-ialO(AQ+< +20)]exP[-C/(AQ+< +0)] [" 3 "3]
f/i-l (FID) = 25 - ..-

1rl3 (AQ)[r-}2 (O)r:ll (,)(d~12(P}(dil (p) -di-l (p)) -d~I_2(P)(d=2I(P) -d=2_I(P)))

+rr3(0)rl1 (r)(d~dp)(dil (p) +di-l (p)) +d~I_2(P)(d~21 (p) +d~2_1 (P}))]

+ril (AQ)[riz (O)ril (r)(d=12(P)(dil(P) -di_I(p}) +d=I_2(P)(d=21(P) -d=2-1 (p)))

+ tfJ(ô),',h(r~d:l-Z(p)(d~Zl(P) + d~Z-l(P») -d:d pl(d11(p l+d1-t(p l))]}lo?6(O)

Assuming hard, delta function pulses, evolution and relaxation are ignoied during the

pulse Înte.-val. As written, ail relaxation matrix elements are positive, since relevant signs .

for the elements coupling the evenand odd rank tensors have been extracted and appear in

the pulse terms.

The FID given by [2.3.23] is exact, within the limits of the theory, and

Încorporates th~ effects of evolution of the OQ, q = 2, coherences in the short !J period.

Simulation ofthe OQF experiment ~etting alq= 0 gives results identi,~ to those described
'..:

in § 2.2 and shQwn in Figure 2.2b, after Fourier transforming a suitably partitioned FID, as

expected for an isotropie system. Figure 2.4a shows the frequency domain spectrum that
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derives from a pure oetapolar signal. With the onset of orientational anisotropy, increased

values of the quadrupole splitting generate a contribution trom the second rank tensor. For

splittings less than the resonant line width, the more complex sha!,e of the signal is due to

the overlap of the quadrupolar and octapolar contributions, shown in Figures 2.4c and

2.4d The difference between these two speetra with the relatively small change in O)q is

somewhat startling, but is in keep;ng with the observation that the line shape is sensitive to

experimental conditions. As aJqincreases beyond the magnitude ofthe composite resonant

line width, the satellite lines become resolved ( Figure 2 ..;,~). Here, the correlation time of

molecular motion is set such that 0)01'c = l, in the region of the "1j minimum" where spin­

lattice relaxation is most efficient. In general, it was found that the value aJ01'c, as it

appears in the spectral densities, has a relatively smalI effect on the width of the line. Over

a! least two orders of magnitude, 0.1 < aJ01'c < 10, the line shape is dictated primarily by

aJq.Below this lower lirnit, the extreme narrowing lirnit is approached an:~ the MQ signal

disappears. Beyond the upper limit, the theory is lirnited in that extremely long correlation

times are precludcd by the Markoff approximation taken in the development of the

Redfield matrices.

By setting p = 54.73° in the DQF pulse sequence it is possible to isolate the

contribution of the second rank tensor, owing to the presence of terms proportional to

3cos2 P -1 in the d(3) of [2.2.23~:-That is, the expllcit form of the Wigner rotation

matrix selectively filters out any third rank tensor components. (46, 49) Simulation ofthis

modified pulse sequence produces results nearly identical to those shown in Figure 2.4b,

showing that this line is indeed dominated by the presence ofa second rank tensor. Notice

is made here of the line shape of the isolated contribution trom the second rank tensor,

which may be thought of as a powder distribution of antiphase doublets. It is antiphase in

the sense that this signal is 90° out of phase with respect to the third rank tensor

contribution to the observable. Consequently, the 16=1 contribution to the signal appears

to be in dispersive mode when plotted so that the contribution trom çS~1 is in absorptive
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Figure 2.4. Fourier transforms of [2.3.22] with r- 4 ms, <5= 60 j./S, '.w. = l, C =

6.14x109 s2 and wq values a) wq = O.Hz: pure octapole contribution, b) wq = 40 Hz (=
.}: ~

CJ2 ), c) wq = 45 Hz, d) wq = 5~';;' e) wq = 10 OOd12rr Hz. The isolated contribution

from ~'!:l (~= 54.73°) is identilfliTto b). For w. = JI' ~'!:l is negligible and the line is as

shownin a).
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mode, as is the custom. When properly shown in absorptive mode, the poorly resolved

antiphase doublet appears with an apparent dispersive line shape, from which the

experimentally observed w~ can be measured. For c1arity, in Figure 2.4b the isolated çl!l

portion of the signal is presented as it·would appear in dispersive mode so that its

contribution to the reported experimental resu1ts is more obvious. Figure 2.S shows the

results of one such experiment, performed on centrifuged human red blood cells. (72)

From this spectrum, the peak-to-peak separation is about SOHz, giving

2wq ;: 27Z0(SO) rad/s. Figure 2.6 shows how this doublet would appear, if the spectrum is

displayed such that çl~l appears in absorptive mode. It is by this quirk of nature that the

poorly resolved antiphase doublet, displayed in dispersive mode, looks like a Lorentzian

line, causing sorne degree of grief amongst experimentalists, sorne of whom thought this

indicated the presence oftwo distinct ion pools.

In order to directly judge the efficacy of this theoretical model in dèscribing the

experimental results, Figure 2.7 shows the DQ spectra from experiments performed \vith

different evolution times. Here again, the signal due to the ions bound to the extemal cell

wall has been::~c1uded by the addition of a relaxation reagent. At short evolution times,

both the FID .;md the frequency spectrum show contributions from both second and third

rank tensors. The simulated resonant lines are found for wo.c =12 (and hence, should

appear broader than those shown in'Figure 2.4 where evo.c =1.0, however, the spectral

width of the two figures is different ) and OJq = 48Hz. Without any direct connection to

the signal amplitude and the number of visible spins in the sample, an arbitrary amplitude

normalization is assumed for the puposes of simulation ( [2.3.21] ). The simulation not
/"

on!y repoduces the ge~:::',à1 shapes of the Iines, but is also able to predict the Gependence

of the line shape on the preparation time •. Therefore, this formulation requires on!y !wo

independent parameters, namely OJq and wo.c' both of direct physical significance. Ali

other variables appearing in [2.3.23] are experimentally controlled.
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A

200 H:

B

Figure 2.5. DQF speetra taken from Na in red blood cells showing the isolated

contribution from fi:'l obtained from an experiment with ~ = 54.73°. (72) Again, a shift

reagent discems between the intra and extracellular signais. The poorly resolved antiphase

doublet appears as it would if plotted in absorptive mode. Peak-to-peak separation gives

OJq =50Hz.
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e = 54.7° (for 2nà-rank tensor)
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Figure 2.6 Same spectra as in Figure 2.5 plotted in dispersive mode as it normally appears

in the context ofa DQF experiment. (72)
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--'\

T = 4 ms

T

1
14 ms

Figure 2.7. nQF spectra from red blood ceIls taken at different preparation times. Both

the FID's and the frequency domain spectra show contributions from the second and third

rank tensors. (72) The simulated Iines are found for ClI()Tc = 12 and aJq = 48 Hz.
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It remains to be shown why aJq has such a dramatic effect on the line shape.

Figure 2.8 shows the relative amplitudes of the real parts of the second and third rank

tensors at the end of the read pulse ( at the beginning of the acquisition period i.e.,

9S-~(~ - • -~ - 0-~) ) with varying aJq . As expected, the third rank tensor

oscillates through a range of positive values maintaining the DQF signal through ail

conditions. In contrast, 9S!1 is zero for aJq = 0 and subsequently oscillates through

positive and negative values as aJq increases. Moreover, 9S!1 goes through two cusps at

- -
small aJq values: the first is at aJq=J2 ( aJq = Ch ) where the second rank tensor

completely dominates the spectrum as shown in Figures 2Ab and 2.8b. The contribution

of 9S!1 to the FID may be further elucidated by the form of the analytical expressions of

the relaxation elements in [2.3.13] governing the development of 9S!1 and the value of the

expression r~ (o)ri. (.)D1 +:r~ (0)r3'. (.)D2 (D's represent pulse terms) from (2.3.23]. As

(J)q approaches J2 the sinx term in ril rapidly approaches its finite value
x

[2.3.24].

".

, 1 ~

The contribution from the sine term in ':31(.) is also main~ained; although it is much less

significant for small values of O. Simulation of the line shape with this splitting value

accordingly gives a line out-of-phase ( Figure 2Ab ) with respect to that produced by the

third rank te~sor. In addition, as aJqapproaches JI the amplitude of the contribution from

?
9S=1 follows

[2:3.25]
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( î
-J6JIC8IlexP[CJor]-co{C~cvq2_J:i»- ~ :2 , Sin(C~cvq2-Jir)fl2

CV'- - J:;
q -

in which çl!1 is rapidly minimized for finite values of <5. It should be noted that while the

intensities of each of these tensorial components is modulated by r and 0, the positions of

these cusps are determined by the non-secular spectral densities, JI and Jz. While such

asymptotic terms exist in the evolution of çl~l they are mitigated by the preponderance of

other e.xponential terms that dominate the evolution of the odd rank tensor components.

Thus, over a narrow range in which cvq is less than the line width, the line shape is highly

sensitive to the residual quadrupole splitting. In this regime, the magnitude of cvq ,which is

observed in the laboratory frame and tends to resolve the satellite lines, matches the off­

diagonal relaxation elements that couple the same satellite lines. These are, in turn,

determined by the correlation time of molecular reorientation. It would be formal!y

incorrect to describe this phenomenon as a resonance condition, as the lattice is modelled

by random functions that should not have coherent phases to which the spin system can

couple. However, in a self-consistent sense, it is acceptable for the combined effects of the

statie quadrupolar coupling and the second order quadrupolar relaxation to become

manifest in çl~J, a feature of the spectrum that is particularly sensitive to the conditions

previously discussed. SimiIar behaviour has been observed in the microwave. inversion
-

spectrum of arnmonia, in cases where pressure broadening is comparable to the resonant

line width. (78) In practice, it should be expected that cvq would be better represented by

a distribution of vaIues about the average and consequently, sueh severe asyrnptotie

behaviour might not be observed. At least not to the extent in whieh it is portrayed here.

Using this multipole approach it is not difficult to show the dependence of the line

shape on the preparation time as observed in many biologicaI tissues. (49, 51, 72, 75) In

Figure 2.9 the relative amplitudes oftha reaI parts of çl~l and çl~l at the end of the read
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pulse are plotted as a function of r: Figure 2.9a wq = 45 Hz and wO'c = 1.0, Figure 2.9b

wq = 45 Hz and wO'c = 0.6, Figure 2.9c wq = 50 Hz and Wc'c = 1.0, Figure 2.9d wq =

50 Hz and wO'c = 1.5. Under the conditions used to generate the line reponed in Figure

2.4c, Figure 2.9a shows that çl':, has a significant contribution only up to about 20 ms

after which it quickly decays. çl~l maintains a significant contribution to approximately 40

ms. This underscores the fact that each of the tensorial components of the observed signal,

including the higher quantum coherences, are govemed by distinct rela"ation beha~;or.

The fuct that the lines in a resonant signal may be the result of several tensorial

contributions may complicate the interpretation of rela"ation data inferred from analysis

using a product operator basis.

.~...:
"
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Figure 2.8. Dependence on the quadrupolar splitting of the relative amplitudes of

çS!l(solid line) and çS~l(dashed line) at the end of the read pulse in the DQF experiment:

a) large splittings showing the oscillation in both tensors b) small splittings showing the :

dominance of çS':l near OJq = 40 Hz (= CJ2 ). Parameters as in Figure 2.4.
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at the end of the read pulse\'in the DQF experiment on the preparation time. The relative,

amplitudes depend upon the values of both (j)q and CVOTC. Figure 2.9a (j)q = 45 Hz and

CVOTc ;,. 1.0, Figure 2.9b (j)q = 45 Hz and CVOTc = 0.6, Figure 2.9c (j)q = 50 Hz and CVOTc

= 1.0, Figure 2.9d (j)q =50 Hz and CVOTc =1.5.0ther parameters as in Figure 2.4.



• Chapter 5. CONCLUSION

89

The I = 3/2 nucleus is a potentially sensitive probe for analysing a host of nuclear

interactions. As described here a detailed study of the dynamics of the nucleus via NMR.

line shape analysis can provide information about the forces influencing these dynamics

allowing us to intuit something about the physical surrounds of the spin. In the context of

biological systems there is no shortage of mechanisms that have the potential to manifest

themselves in NMR. experiments. NMR. exclusively has shown evidence for orientational

anisotropy and has supported the previously assumed notions of fast ion e.'Cchange and

motional hinderance. In contrast, there is a relatively small number charaeteristics of the

quadrupolar nucleus that avail themselves to interpretation by relaxation studies. The

problem, then, is to try to direet1y relate this nuclear dynamic behaviour to weil established

attributes of the biologica1 system in question. While severa!, seemingly disparate, theories

may be used to successfully model spin dynamics, no. information is gained if these models

cannot be directly related to sorne physica1 quality of the system.

This review is a good example of the synergistic relationship between the

development of theory and experimental methods. With the fust observation of anisotropy

in the DQF experiments described, many experimentalists were at a Joss to correetly

account for the origins of the "anomalous" line shape. With the establishment ofworking

theoretical modeIs, the challenge is to discover new evidence, prompting the development

ofnew theories.

The formation of even-rank tensors in li MQF experiment on a haIf-integer spin

system initially at thermal equilibrium is a direct result of the existence of a finite residual

quadrupole splitting. When OJq is less than the resonant line width of the 1-1/2)~ 11/2)

transition, it is necessary to account for the off-diagonal terms in the Redfield perturbation

treatment of the relaxation. Even though relaxation. does not couple the centralline to the
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(nnermost satellites for half-integer spins, inclusion of these non-5ecular term5 i5 required

to generate the asymptotic behavior of the even rank tensor and, thus, the full contribution

to the line shape in a MQF experiment.

The use ofRedfield theory to describe the evolution of the tensorial components of

the spin density matrix has been shown to provide a convenient method for the analysis of

the dynamics of a spin system in a MQF pulse sequence; with the multipole evolution

matrices presented here it is easy to recognize the response to a general hard pulse

sequence and the origins of each of the tensor compo.lents. The analytical solutions

offered here not only describe the relaxation behaviour of each of the tensor components,

but have reproduced sorne of the general features observed in e.'Cperiment and in more

fundamental analyses.
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PART 3

THEORY OF PULSED NMR STUDIES ON SOLID D2

IN THE SHORT-RANGE ORDERED hcp PHASE

Chapter 1. INTRODUCTION

Solid ortho and para mixtures of the molecular hydrogens, H2 and D2, have been

investigated over the past four decades. Much of the reason for this persistent interest is

due to the cooperative orientationai ordering in these crystais that is brought about by weIl

understood anisotropie intermolecular electrostatic forces. The interaction responsible for

this ordering originates from the cOllpling between the electric quadrupoles of non­

sphericai molecules, namely those with an orbital angular momentum J different from

zero. References (79-82) describe experiments and theoreticai progress towards the

understanding of the orientationai ordering in the hydrogens, both in the regime of long­

range order and in that ofthe graduai freezing into a "quadrupolar glass" state.

When cooled through their respective triple points at 14.7 and 18.6K both H2 and

D2 form crystais with a hep structure. In their solid state, only the ground rotationai

energy levels are populated, where both o-H2 and p-D2 have an angular momentum J=1

with an electric quadrupole moment QI!> while p-H2 and o-D2 have J = 0 and Qe = O.

Mi.'CtUres characterized by the molar fraction X(J = 1) of the J = 1 component can be

prepared in any proportion.

The anisotropie electric quadrupole-quadrupole ( EQQ ) interaction between two

isolated neighbouring J = 1 molecules tends to align these into a perpendicular "T"

formation. The aIignment in three dimensions is fiustrated by the presence ofboth severa!

J = 0 and J = 1 neighbours in the solid state. This fiustration, nùnimized in the long-range

ordered state, is most pronounced in the glassy phase. The orientationai ordering that

occurs as the temperature is decreased is a function of the mixture composition. (79) At
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temperatures below a transition line T,,(X), where Xc < X < 1.0, the ordering is loni;;-

range and there is a crystalline phase change into a fcc structure (pa3 ,,;th interpenetrating

sub lattices). For the critical concentration Xc = 0.53, the transition is at T" = 0, while for

the pure J = 1 solids T" = 3.0K and 4.0K for Hl and Dl' For mixtures with X < XC, the

rotational motion freezes gradually ioto the quadrupolar glass state, the crystalline

structure remaining hcp.

There have been numerous nuclear magnetic resonance ( NMR) studies of these

mixtures giving abundant information on the static and dynamic propcrties of the spin

systems. In both Hl and Dl the orientational ordering process is found to be similar and an

approximate scaling of the characteristic temperatures of ordering in terms of the

quadrupolar interaction energy pararneter ris obtained. (ï9. 82) In Hl, the molecules

with J = 1 have a total nuclear spin 1 = 1, while those with J = 0 bear 1 = O. Even though

the spin lattice relaxation is modulated by the relative motions of ail molecules in the

crystal, only the former species are capable of producing an NMR signal. In contrast, for

D2 both modifications have nuclear spins, name1y the J == 1 molecules have 1 = 1 and of

the J = 0 species, 5/6 have 1 = 2 while the remaining 1/6 are 1 = O. Therefore, both D2

species produce an NMR signal.

As the temperature is decreased in the solid phase, the NMR Hne, initi~lly only

broadened by intermolecular dipolar interactions, becomes substantially wider below T '"

2K through the intramolecular nuclear interactions as orientational order in both H2 and

D2 increases. (83, 84) This is particularly so for the J = 1 molecules that are directly

coupled by the EQQ interaction. In contrast, orientational ordering for J = 0 molecules is

possible only through admixture of the J = 2 state into the J = 0 ground state ,yia

perturbation by the J = 1 molecules, (85) and this ordering is observable for o-D2.

Therefore, the line broadening in the frequency domain is appreciably smaller than that for

the J = 1 molecules and as a result the signais from both species in D2 cao be resolved.
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There are nuclear di polar interactions between ortho and para neighbours in solid

O2. Thus, the NMR spectrum of O2 is complicated because of the presence of two

distinct spin-bearing components and of their dynamic interaction. As a result the spin

dynamics in O2 are Jess weil understood than those in the simpler H2 system. In a strict

account of the dipolar interactions, intermolecular coupling to ail other spin bearing

deuterons must be considered. However, since the distance between two molecules is

much greater than that between two atoms in the same molecule, atomic spin states need

not be accounted for per se, and intermolecular dipolar interactions are formally restricted

to atoms with I~.

Two-pulse and three-pulse NMR experiments have been carried out on H2 and

were analysed. (86, 87) In particular, the response signal "solid echo" from thé two-pulse c

and three-pulse sequences was studied experimentally and theoretically in sorne detail and

could be weil understood. (86) In O2, a similar experimentai program was carried out, (88,

89) but at that time the theoretical formalism for the 1 = 2 spins had not yet been

. developed. Furthermore, forthe solid echo data, the analysis of the resultsconsisted of a

simple extension of the 1 = 1 theory used for H2, without proper consideration of the

complete intermolecular dipolar interàction.

In these solid echo experiments on O2, a search for the satellite echoes, predicted

to occur for 1 = 2 systems and previously observed for D2 embedded in an amorphous

silicon matrix (90) ( in which exist large crystal fields), was unsuccessfuI. A formai theory.

was needed to estimate the amplitude exPeeted for these satellites in O2 given the known

local magnetic fields acting on the nuclei.

In this section, a theory for the spin signal amplitude for both ortho and para solid

D2 for two-pulse experiments is presented and comparison of the predictions with the

expërimentai results is made. In Chapter 2, the formai theory using a "closed form"

method, anaiogous to that previously developed for 1 = 1 in H2 is presented. In Chapter 3,

the calculated solid echo profiles are compared with experimentai data and the positions
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and amplitudes of the principal and satellite echoes are discussed. Chapter 4 brings a

summary.

)



• Chapter 2.

95

THEORETICAL DEVELOPMENT Of THE D2 SOLID ECHO

Symmetry Designations ofthe Hydrogens

TABLE 3.1 Symmetry Designations of the Hydrogens

desiwation H2 (i= 1/2) D2 (i=l)

ortho 1=1 1/6 l = 0, 5/6 1= 2

~ symmetrical J=1 J=O*

para 1=0 1=1

~ antisymmetrical J=O J=1

* small admixture with J=2 state in the solid state

Here the symmetry designations of the solid hydrogens are briefly recapitulated.

These are based on the fundamental premise of quantum theory to deny the existence of a

transition on exchange oftwo identical particles. For the case of diatomics, if the nuclear

spins have integral spin quantum number i, as in the case of D2, then the total wave

function must be symmetrical with respect to exchange of homonuclear bosons; if the

spins are half-integral, as for ~, the total wave function must be antisymmetrical to

e.'Cchange ofthe fermi0lls. Since both the ground state electronic and vibrational modes are

always symmetrical in a diatomic molecule, the symmetry of the total wave function is
..

determined by the product of the rotational and nuclear contributions, ifcoupling between

these four modes can be ignored. Systems with even (symmetrical) spin wave functions

are designated ortho while those with odd (antisymmetrical) spin wave functions are

designatedpara. These considerations are summarized in Table 3.1.
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The Single Spin Hamillonian

As mentioned in Chapter l, only the ground rotational states are populated at

temperatures where the hydrogens are crystalline. This implies that the single molecule

rotational wavefunctions are functions of the spherical harmonies YJm(B,ço). The J = 0

state corresponds to the scalar Yoo , a spherically symmetrical state for which no

orientational dependence is expected. This is not the case for flm(B,ço), upon which the

effects of anisotropie potentials are anticipated. In the presence of intermolecular nuclear

dipolar interactions, J = 1 --l> J = 0 conversion takes place. (79) In O2, where the nuclear

dipole moment is much smaller than that for H2, the J =1--l> J =0 conversion rate is only

of the order (8-1) of LlX=O.5%/24h for X=O.3 and therefore the concentration remains

essentially constant during the course of a day's e.'l:periments, certainly constant on the

time scale ofthe pulse sequence.

To consider the intramolecular interactions involving the nuclear spins, the spin

Hami1tonian, -;;tS' for non-iriteracting li, or O2 molecules is introduced. (91)

3( j(l) .n)(j(2) .n)l
rl~ J

[3.2.1]

Agam, I z and Jz are the projections of the total spin 1 = j(l) + j(2) and rotational angular

momentum J of the molecule onto the axis of the external magnetic field. The two spin

operators for the nuclei in a molecule are denoted P) and j(2) and n is the unit vector

determining the orientation of the molecular axis. The first two termS represent the

Zeeman interaction ana"the energy of the magnetic moment associated with molecular

rotation. Spin-rotation coupling is represented by the third term. The fourth term accounts

for dipole-dipole coupling of the magnetic moments }J = 1Ir j of the atoms separated by
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the distance rl2 ( [1.4.8] ) while the last term, relevant only for deuterium, is the coupling

of the deuteron nuclear quadrupole moment Qn to the electric field gradient along the

bond axis of the molecule ([1.4.19]) in the QPAS system. A careful distinction should be

made between the nuclear quadrupole moment and the electric quadrupole moment Qe of

the molecule, which mediates the orientational ordering.

Intermolecular Interactions

Molecular hydrogens are the only examples of orientational quantum solids, in

which the lanice molecules have a large zero point motion or a broad spatial distribution

àbout the lattice sites and in which the angular distribution is non localized, even at T = O.

On condensation, the molecular hydrogens maintain their properties as free rotors ( as

suggested by low heats· of melting ) owing to .the large energy differences between

rotational states and the relatively weak anisotropic potentials in the solie!, which are

dominated by the permanent electric quadrupole-quadrupole (EQQ) interactions between

J = 1 molecules. (79) These anisotropie electronic energies are, in tum, much larger than

. the nuclear spin energies appearing in [3.2. 1], so the rotational states in 'Ç;ts can be

replaced by their thermodynarnic averages. At temperatures above a few mK,c the magnetic

energies are aIso negligible in comparison with kaT, in which case aIl components of the

:rotational angular momentum Ja (a =x,y,z) have zero thermodynarnic averages,

(Ja)T =O. (82, 85, 30) In other words, the rotational correlation tirnes are much shorter
,

than those corresponding to the nuclear spin part of 'Ç;ts so the effect of the operators

-bJ J: and -clJ I·J is effectively zero due to quenching of the orbital angular

moroentum.
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Restricting discussion to D2 in the crystalline state. the relevant nuclear spin

Hamiltonian. including the intermolecular magnetic dipolar interaction. can be written as a

sum over ail molecules i in the sample.

";;iTOT

tz

(-[ . (~.(1)2 ~.(2)2 .(1)(.(1). 1) .(2)(.(2). I))~
l-aj :j -rQj JI:j +JI:j -1) Ij -r -') 1) -r 1

L Il b (.(1) .(2) .1.(1) .(2) 1·(1) .(2)) . [ "~[ )1
j + j I:j I:j - ~ I+jl_j - ~ Cjl+j -r =j L..")k :k

k"')

[3.2.2]

(3.2.3]

Here the first three terms are the nuclear Zeeman term and the intramolecular tenl1S

resulting from the nuclear quadrupolar and nuclear dipolar interactions with coefficients Qj

and bj- Due to the fact that the atoms in D2 are homonuclear, the flip-fiop terms in the

intramolecular dipolar contribution are not quenched, resulting in a mixing of the ortho ( [

= 2 and 1 = 0 ) states and consequently 1 is not a good quantum number for o-D2. The

final term is the contribution from the intermolecular nuclear dipole-dipole interaction.

Taking into consideration local field inhomogeneities, the frequency representing the

average local magnetic field change is defined

a j = 2PD(B;-Bo)/tz

where Ba and Bj represent the extemal and local magnetic fields. By homogeneous

broadening, it is meant that each spin is equaIly associated with aIl energies ofthe resonant

line, as would be achieved in an ideal cubic crystal. Since the dipolar interaction varies as

rj, smaIl deviations in positio~ can produce huge 8hifts ofthe Larmor frequency, due to

the large local field experienced by the coupled spin pair, relative to the effects ofaIl other

spins. The resonance ofsuch an inhomogeneously broadenc:d·spin pair is 50 far removed

from the rest of the sample, that it can be considered isolated and is associated with its

own energy. Inhomogeneously broadened lines consists ofmany such contributions.

Qnly the contribution of the expanded intramolecular dipole term that is secuIar

with the Zeeman term is considered. Furthermore, both the intramolecular quadrupole and
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dipole coupling terms, aj and hj , are moderated by the degree of Olientational ordering of

the neighbouring J = 1 molecules in the sample. As the direct EQQ interaction between

molecules with Qe '" 0 tends to induce orientational alignment in the P-02 fraction, this

molecular field also produces a perturbative alignment of the 0-02 molecules resulting in

the admixture of the J =2 state into the ground state, (85) owing to the existence of off­

diagonal matrix elements in an otherwise vanishing Qe' The EQQ interaction dominates

the orientationally dependent part of the intermolecular potential (92) and can be written

in terms of the irreducible tensor operators.

""EQQ = ~;rFo.J707!" L(JlmJ2nIJlJ2Jm+n~{2)m(Jl)lI{2)n(J2)Y4m+n(njk) [3.2.4]
mn

The EQQ coupling constant is defined by the electric quadrupole moment of the J = 1

molecule and the equilibrium intermolecular distance

[3.2.5].

Taking the quantization axis to lie paral1el to the interrnolecular vector requires only one

component ofthe spherical harmonic Y4m+n(njk ), simplifying [3.2.4]

""EQQ =fs;rTo.J70L(2m2-mI2240~{2)m(Jl)lI{2)-m(Jz)
m

[3.2.6].

The factor Cj(X) expressing this admixture has been derived by Harris (85) for the

regime of long-range orientational order where X > Xc = 0.53 and is given by

r
Cj(X) =JfB" X to lo:,est order in r lB, where rlkB=l.04K and the rotational energy

constant BlkB = 43K for 02' For lower concentrations, where the orientational order is

short-range, an adequate approximation for C;CX) is obtained (92) by scaling the

expression above by the local order pararneter of the J = 1 fraction in the hcp phase,

cr- = (1- f J~) ,divided by the order pararneter in the long-range ordered phase, (} '" 1 in
T -.
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which case 0 is the same for each domain j. Here J~ is the small net projection of the

angular momentum on the local symmetry axis. For these expressions of the order

parameter, a cylindrical symmetry is assumed. as is reasonable for nuclei in states of well­

defined angular momentum, signifying that the transverse components J.~ and J.~. remain

quenched. (93) Hence, the admixture coefficient in [3.2.8] is replaced by a temperature

dependent coefficient applicable to the shon-range ordered regime "sr".

Expressions for the intramolecular interaction coefficients are then obtained

Qj =iCsr(X,T)(1-3COS2
(}B.Zj)dQ

bj = -tCsr(X,T)(1-3cos2
(}B,zj )dM

[3.2.7].

[3.2.8a] ;;:

[3.2.8b]

where ()B,zj is the angle between the magnetic field and the local symmetry axis and where
. ~

(85)

and

2Y'btz( 1)dm =-5- ? =2.74 kHz

with the quantum mechanical expectation value ofthe interatomic distance given by (;).

For the typical concentration X = 0.3, Csr = 0.02 at T ;:= 0.2K and represents the
,

admixture of the J = 2 rotational state into the ground state forming a symmetrical • total

spin state l =2. Ofcourse, to consider the admixture of states in the rotational manifold of

the p-D2 fraction is irrelevant, so Csr is replaced by 0 for the J = 1 molecules aS 'regards

[3.2.8] above.

­,
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For the last term of [3.2.2], that describes the intermolecular nuclear dipolar

interaction for both 1 = 2 and 1 = 1 spins, it should be noted that a typical intermolecular

distance is much greater than that between two nuclei of the same molecule. Therefore,

the expression for the intermolecular nuclear dipole-dipole interaction is weil

approximated by that representing single spins of magnitude 1 localized at the centres of

gravity ofmolecules separated by a distance Rj/" with the orientation of the intermolecular

axis given by an angle BRjkB relative to the extemal field. Therefore, the average dipolar

field experienced by a spinj due to the surrounding spins k is approximated by

[3.2.9]

and is treated as a first order perturbation of the single molecule states. Here rD is the

gyromagnetic ratio of the deuteron. This formulation does not take into account the

individual spin states of the deuterons in adjacent molecules, hence the dipolar interaction

is restricted to atoms in #0 molecules. Given the relatively large intermolecular distances,

this imposed limitation of theoretical resolution is acceptable as it merely reduces the

number ofintermolecular dipole coupling constants inherent to the theory.

This local field description ofthe dipolar interactions suggests that the dipolar field

at a lattice site j is the sum ofthe fields arising from ail other moments in the sample. Two

distinct contribl~tions to this dipolar field might then be expected, namely those due to the

pr~sence of neighbouring 1 = :1 and 1 = 2 molecules, with respective frequencies ôjl and

ô jl' Of the four possible forms of Ôjk> the constant ôll> for exàmple, is the average

intermolecular dipolar frequency experienced by an 1 = 2 molecule due to the presence of
./

.neighbouring 1= 1 spins in the lattice. In the absence of the non-trivial calculation of the

. ,
lattice sum in [3.2.9] over the range in which the dipole-dipole interaction is effective, (94)

it might be argued that the relative magnitudes of these fields will increase with the
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concentration ofthe spin species generating the field, i.e. ôjl should increase \\;th X while

Ôj2 should decrease. Since the magnitudes of these field contributions should be

independent of 1=j' it might be considered supertluous to retain the subscript j in the

Ôjk 's. However, this convention is maintained throughout this development in order to

provide both a c1earer description of the theoretical results and a means by which to gauge

the validity of the suppositions regarding the intermolecular nuclear dipolar interactions,

once the numerical results are presented. Based on the discussion above, the following

relations are expected

and [3.2.10].

The accuracy of these relations can be independent1y ascertained as the ôjk 's are treated

as four independent parameters to fit the theoretical expressions to the experimental data.

Analysis of the results from both the four-pararneter and the two-parameter regimen will

be discussed in Chapter 3.

Development ofthe Closed-Form Expression for the Solid Echo Experiment

A density matrix calculation of the two-pulse solid echo has been performed for

thep-H2 system. (80) Here again the intermolecular interaction is treated as a perturbation

of the non-interacting Hamiltonian operating on the total product spin states

lM} =r:rIMj) formed from the single molecule spin states IMj ). Formally, the product
J

applies to ail like spins in the sample; in practice only the aforementioned spin-pair

interactions need be considered in the short-range ordered regime, reducing the problem's
'':

computational complexity. Other total spin operators may also be defined

[3.2.1 la]
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1+ =LJ+j
j

Before application of the first r.f. pulse, the density matrix in the rotating frame of

a system ofspins J in thermal equilibrium with the lattice at temperature T is introduced.

_e~x:.c.p("'--,--H-=,'f,:""O,,-T_I.,...k B",-T)--=­
p(O) =trexp(-HTOT 1kBT)

[3.2.12]

Expanding [3.2.12] and applying the high field and high temperature approximations gives

h "p(O) '" kT(21 + 1) LJ:j = gIz
J

[3.2.13]

[3.2.14].

where g is a constant of the system. Time evolution of the density matrix, again in the

absence ofa r.f. pulse, is determined by ([1.3.16])

p(t) = exp(-*';;ITOTt) p(O) exp(*';;ITOTt)

The effect ofhard pulses is determined by the Wigiler rotation matrix ( [1.1.37] )

'DifM(a, P, r) = difM(P) exp(i(M -M')ÇJ) [3.2.15]

[3.2.16].

expressed in terms ofthe pulse angle fi and phase q; • By convention, a pulse with q;= 0 is

denoted x and one with q; = 7l!2 is denoted y. In this investigation, it is always the case

that !he first pulse has fi = 7l!2 and q; = 0 and therefore this is a (7l!2)x pulse. Subsequent

to such a pulse, transformation of [3 .2.13] gives

p(O+) ='Dt p(O)'D =gIX

The remainder of the pulse sequence involves a period of evolution as per [3.2.14] of

duration .. , foIIowed by a second hard pulse 'D2(p ,ÇJ) ofarbitrary angle and phase with a

final evolution period t, in which the solid echo is coIIected. The evolution of the density

matrix in this time interval is given by

p(t) = exp(-i';;lTOTt)'D2texP(-*';;ITOT-r)(gIX) exP(*';;ITOT-r)'D2 exp(i';;lTOTt)

[3.2.17].
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Since the expectation value of an operator is determined by the quantum

mechanical trace and by the lime evolution of the density matrix [1.3.9], the detectable

transverse signal at time t after the second pulse is

tr(p(t)!+),
tr(g!}: )

[3.2.18].

In order to caIculate the trace in the denominator of(3.2.18], consider an N spin system

with angular momentum components given by a form similar to [3.2.11]. Taking as the set

ofbasis functions the product ofN single spin states, it is neccessary to evaluate the sum

L:(MIM2...MNII1-IMIM2 ...MN) [3.2.19].
M,M2···MN

If the Ms are considered eigenvalues of 1:> then ail diagonal elements of lx and ! y are

identica!ly zero. However, since the assignment of the observable component of

magnetization is arbitrary, the 21+1 values of Ms can· be equivalently taken as the

eigenvalues of lx' From the definition of the square of the total angular momentum

[1.1.17] and [1.1.18], for the Nidentical terms for whichj = k in [3.2.1 la]

( )
1(1+1)

tr gl; =g 3 N(21+I)N [3.2.20]

which amounts to a normalization over the sarnple containing N ortho or para deuterium

molecules. It should be noted at this time that, in practice, this normalization is treated as

an arbitrary amplitude correction, for reasons to be discussed shortly.

In eva!uating the trace in the numerator of [3.2.18], a closed form method is used

to explicitly caIculate the independent contributions to the echo by evaluating the non-zero

matrix elements subject to the selection mies to be discussed. While any equivalent

representation of the spin space will lead to the same result, this method is chosen over

that used in PART 2 ( where the line is decomposed into its tensorial contributions) for

severa! reasons: a) the experiment consists of a !WO pulse sequence so it is ·not as

imperative to appeal to the rotationaIly invariant properties of the spherical tensors, b) the
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form of ";<ITOT is diagonal in the IlM)(lM'l basis, c) a tensor operator approach is based

upon the average values of the interactions appearing in ";<ITOT and does not resolve their

individual contributions and d) it would be neccessary to construct a coupled tensor basis

of the type [1.2.20] and its transformation properties under ";<ImT' Direct evaluation in the

IlM)(lM'! basis circumvents these difficulties. To begin, [3.2.17] is expanded making use

of the completeness relation [1.1.1 9b] so that

S+C/) = (1 2) L(M/expC-f,";<ITOTI)Z,2 t/M')(M'!expc-f,";<ITOTT)gIXIM-)
Ir gIx j

(M-!exPC*";<ITOT,)Z,2IM~)(M~lexpC*";<ITOTI)I+IM») [3.2.21].

Again, it is anticipated that the intermolecular dipolar interaction may be effectively

treated as a sum of pairwise interactions in the short-range ordered hcp phase of D2. As

mentioned previously, the pair eigenstates and the rotation matrices are defined as

[3.2.22]

[3.2.23]

resulting in

S+C/) = (1 2) L L (MjMk l~j/IMjMk)
Ir gIx MjMiMjMj MkMlcMicMk

X(MjMkII~EkIMjMf)(Mj Mf!Z,2jk!Mj Mr)(Mj MrII+kEkIMjMk)

.

xex1i[-aAMj -Mj)+(Ebj -EbJ+(E~j -E~j}Ôjk(MJ M" -MjMk)] T)]

[3.2.24].
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L and L are sums over the molecular spin states of molecules j
Mi Mj Mj M7 Mk Mk Mie M;

and k. Ek is the unit matrix operating on spins k and EbJ and EaJ are the intramolecular

dipole and quadrupole eigenvalues.

For 1 = 2, the non-zero matrix elements of Ix generate the selection rules:

M '· = +? lv.1" = +1 M'· = +1 M" = +? ° M'· = +0 lv.1" = +1J -, J - J -, J -, J -, J - [3.2.25a).

From the form of1. the following selection rules are found:

Mj =2, M j = 1 Mj =1, M j =0 Mj =0, M j =-1 Mj =-1, M j =-2 [3.2.25b]

for a total of 24 combinations. The conditions for echo ma-cimum amplitude are

determined by the intramolecular interactions which cause the relative spin phases to

become refocussed at time t = ! after the second pulse,. resulting in the formation of the

principal echo. This condition imposes a further restriction on [3.2.25), namely

Mj2 - MJ = -(Mj2 - Ml ), thus reducing the number of selection rules to the

following eight combinations:

Mj=l, Mj=±2, Mj=±1, Mj=2

for each ofwhich

M j = 0, Mj = ±1, Mj = 0, Mj = 1

M j =-1, Mj =0, Mj =±1, Mj=O

M j =-2, Mj=±I, Mj=±2, Mj=-1

[3.2.26a)

[3.2.26b).

Considering the relevant matrix elements, for 1';;; 1 the sarne result obtained by Yu et al.

(86) is found

M j = 0, Mj = ±1, Mj = 0, Mj = 1

M j =-1, Mj=O, Mj=±1, Mj=O [3.2.27].

Computation of [3.2.24] yields expressions for the principal echo amplitude of the form
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su = J) = t(1 - X)[a +bcos(OI2!") +ccos(2012!") +d cos(3012!") + ecos(4012!")]

+X[I +mcos(Oll!") +ncos(2011!")]

[3.2.28a]

S(J = 2) = t(l- X)[ A + BcoS(022') + Ccos(2022 , ) + Dcos(3022 , ) +Ecos(4022,)]

+ xlL + McoS(021') + N coS(2021,)]

[3.2.28b].

The coefficients A, B, ...• N, a, b, ...• n are fimetions of the pulse pararneters, fi and rp and

the inhomogeneous field represented by cos(2a j') and are presented explicitly in

Appendix I. Note that for X= 1 ( no 1= 2 spins ), [3.2.28a] reduces to Eq. (12a) reported

by Yu et al. (86) which applies to H2, except for a 7112 phase shift refleeting the difference

in conventions used for the definition of the pulse terms. Assurning that the

inhomogeneous field is independent of the intermolecular dipole interactions, for fi =7112,

[3.2.28] reduces to a form in which the influence of the inhomogeneous field is more

obvious,

Sn =-P(I-CO~2aj'))

Sxy =p(l+co~2a j'))
in which case P is a function independent of the pulse pararneters

[3.2.29a]

P{I =2) =t(l- X)(f+ COS(022') +2coS(2022') + COS(3Ô22') +tCOS(4022'))

+ x(!+2C~S(021') +!Cos(2021'))

(3.2.29b].
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This interpretation represents a significant departure from the development used

for the analysis ofp-H2 (86) where, in the absence of unlike 1=0 spins, the dipolar field is

entirely described by the two terms cos(Oll r) and cos(2Sllr). Moreover, both these

terms and the one arising from the inhomogeneous field were taken as averages over the

sample ( cos(2ar) = j~ LCos(2a jr) for example ) and used as arbitrary parameters to
j

fit the data obtained for each set of e.xperimental conditions. Assumed to be relevant for

the p-D2 fraction in soIid deuterium, the previous development (88) also neglected the

dipolar interactions between unlike spins i.e. the tacit assumption that 012 =0 was made.

Despite these shortcomings, two useful relations were discovered that remain valid. From

[3.2.29] a measure of the inhomogeneous field is obtained by forming the ratio

[3.2.30].

Also, information of the spin-spin relaxation due to the dipolar field can be extracted by

combining the results for an.x:r and xy sequence for a given set ofexperimental parameters

[3.2.31].

•

Confirmation of the validity of [3.2.30] and [3.2.31) by comparison to the experimental

results will at once verify both the independence of the inhomogeneous field on the dipolar

interactions and the detaiIed form of the echo amplitude decay from dipolar relaxation

arrived at in [3.2.24].
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RESULTS AND DISCUSSION

Echo Amplitudes and Decay: the Anomalous p-D:1 Behaviour

One of the most intriguing and as yet unexplained phenomena found in so!id Dz is

the striking departure !Tom Curie's law for the 1 = 1 magnetization with decreasing

temperature. (84, 88) T1ùs deviation is particularly strong for X = 0.5 and in the

temperature range where the orientationai fluctuation rate 'f/ is of the same order as the

Larmor !Tequency llJo of the precessing spins. (95) This departure !Tom Curie's law means

an apparent "Ioss" of spms in the sample and various scenarios have been proposed in an

unsuccessful attempt to explain this phenomenon. No such "Ioss" is observed for the 1 = 2

spins in the same sample, nor for the 1 = 1 spins in solid Hz at comparable mole fractions

X and at temperatures where l!I()'Q '" I. (95) Therefore, in soIid D2, the amplitude ratio

SxyU = 1) jSxyU = 2) in the Iimit , ~ 0 is smaller than the caIculated ratio ofthe nuclear

susceptibilities and is a function ofT and X

For the observable p-Dz 1 = 1 spins, the solid echo decay is affected by the

orientational fluctuations in the temperature region where l!I()'Q '" 1 and the theory of the

enhanced echo damping caused by these fluctuations ~las been presented by Harris et aL

(95) In this analysis of the echo relaxation data, only samples studied under conditions

where this fluctuational damping is smalI are considered. For instance, no attempt is made

to account for the behaviour of samples with X = 0049 at temperatures below T = OAK

where orientationai fluctuations are considerable. The magIÙtude of this damping and the

.damping characteristic temperature decrease with X Hence, samples with X = 0.28 at T =

0.2K will show only smalI fluctuation damping (95) and will be analyzed as described

below.
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Figure 3.1. Representative echo profiles for the xy and xx pulse sequences and the absolute
amplitudes S(I=l) and S(I=2) ofthe principal echo, in arbitrary units, as taken from (88).
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No correlation exists between the observed solid echo magnitudes of the different

samples shown in the various figures, since the; settings of the eleetronics are not

necessarily kept the same for different experiments, as they were chosen to optimize the

recording conditions.

Echo Amplitude Relaxation

The computations are compared with tabulated experimental data of (88).

Representative echo profiles for the xy and xx pulse sequences are shown in Figure 3.1.

The absolute value of each in the same arbitrary units is reproduced here, but the
. .-~

amplitude is positive relative to the FID for the xy and~ègative for the xx echoes. The

signal amplitudes, S([=I) and S([=2), for para and ortho-D~"èctïVelY, are also defined.

For [= 1, the signal ma"<Îmum of the principal echo is located at a rime t = 't after the

second pulse, as expected. The asyJÙmetry of the broader 1 = 2 echo envelope and the

apparent shift of the echo maximum amplitude are due to intermolecular dipole relaxation

and have been interpreted in terms ofa Gaussian line shape centred at a rime t = 't after the

second pulse and damped by an exponential decay. (88, 96) From measurements of the

inhomogeneous and intermolecular second moments, the !ypical values found are

aj =150Hz and Ôjk =220Hz for the mean dipolar field (88).for bothpara and ortho-D2.

(There is a small relative frequency shift ôa j (96) betweenpara and ortho-D2 but it does

not affect the individual analyses ofS(1=1) and S(1=2).)

Figure 32 shows the representative echo amplitude decay ofa sample with X=O.49

at 0.6 K and X = 0045 at OAK as a function ofthe evolution rime .. for both the xx and xy

sequences with ft =7r /2. With Ûlcreasing values of i the echo amplitudes are damped

through both the intermolecular dipole and inhomogeneous fields. The relevant parameters

are determined by simultaneous fit ofthe theory to the data from the xx and xy sequences,
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with the lines representing the best fits of [3.2.29]. Table 3.2 gives a summary of the

parameters used to produce relaxation curves similar to those in Figure 3.2 for various

samples over a range of conditions, !Tom which a few trends are immediately apparent.

(These parameters can be varied individually to \vithin about 5% \vithout deterioration of

the fit and are comparable with the e.xperimentally observed values reponed in (88) !Tom a

simpler analysis.) They are consistent in the sense that it is e.xpected that both the ortho

and para fractions are subject to the same inhomogeneous broadening and hold for both

the respective xr and xy sequences. There is no weil established trend in the magnitude of

this inhomogeneous field with X At P = ;r 12. the amplitude of the Sa signal is small

relative to Sxy resulting in unfàvourable SIN and large e.xperimentaI scatter. While this

problem is. not as significant for the /=2 signal, the errer is amplified when the data are

processed via (3.2.30] and (3.2.31). A survey of Table 3.2 aIso suggests that the

interpretation ofthe dipolar relaxation is adequate in that ÔII "" ô:!1 and ôI2 '" ôn.

In Figure 3.3 the fit ofthe combined (3.2.29] and (3.2.31] is given for the same set

ofexperimentaI data used in Figure 3.2. Here the theoretical. curves are independent of the

inhomogeneous field and show the dependence of the signal amplitude on the

intermolecular dipole relaxation alone. The theoretical results for the four-parameter (solid

line) and two-parameter (broken liner representations of the dipolar field are compare<!

using the values reponed in Table 3.2. Making the assumption that (3.2.10] bolds and

using average values of the relevant coupling constants yields the broken curve for the

two-parameter mode!. This last fit to the experimentaI data deviates from them somewhat'

more than the less restrictive four-parameter fit. However, these theoretical results do

suppon !;he notion that the dipolar field experienced by all spins in the sample can be

etrectively represented by two distinct contributions given by ôjl and'Ôj2. It is aIso

significant that these dipolar coupling terms reveal a more sensitive dependence of the

signal amplitudes on the presence ofthe ortho spins than on thepara fraction, which is not
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Figure 3.2. Echo amplitude decay of the absolute amplitudes S(I=I) and S(I=2) for a
sample with X=O.49 at 0.6K and X=O.45 at 0.4K as a funetion ofthe evolution tinte 1 for
both the xy (triangles) and xx (circIes) pulse sequences with jj=90o. For each sample, the
arbitrary ulÙts are the same. The symbols represent the experimental data wlùle the broken
and solid curves are the computed decays using the coupling constants reported in Table
3.1 and described in the text. '
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X T (1<) a (r = J)
- a(r = 2)

021Ou 012 022
(Hz) rH;) <fu) (Hz) (Rz) <fu)

0.06 0.1 - - - 120 - 223
0.06 0.2 - - - 120 - 223
0.06 1.2 - - - 120 - 223
0.28 0.2 125 64 175 120 64 191
0.30 1.2 92 107 199 104 127 203
0.40 0.6 95 107 199 107 III 207

0.45* 0.1 123 130 195 123 115 215
0.45 0.4 115 III 191 123 127 199
0.45 1.0 115 III 191 123 115 199
0.49 0.6 145 119 187 155 135 195

Table3.2. Summary of the theoretical coupling constants used throughout the analysis.

Note that the X=0.45 sample at O.IK (marked by the asterisk) is affected by the additional

damping from orientational fluctuations, as described in the text, resulting in larger than

expected values for OH and 012 . The observed trend in the magnitudes of the dipolar

coupling constants is as expected for the different values ofXi.e. Ojl increases and Oj2

decreases as X increases. While samples with larger X tend to exhibit larger values of a j ,

there is no reason to expect a correlation between these two quantities.

surprising when one considers the difference in spin magnitudes but perhaps tlùs also Iùnts

at the distribution ofenvironments experienced by the o-D2 molecules.

The data from these two samples were again used to produce Figure 3.4. The data

(open circles) are compared with the curves calculated from [3.2.30] where the values of

the inhomogeneous field a j in Table 3.2 have been used. The experimental scatter is

exacerbated in tlùs case owing to the fact that the difference in phase ofS"" and Sxy leads

to a subtraction. Tlùs operation cancels out the effect of the intermolecular dipole

interaction, yet despite tlùs more serious deviation of the theory it is noted that the

inhomogeneous field appears to be uncoupled from the intermolecular dipolar field. Again
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it is apparent that the inhomogeneous field affects each spin in the sample in a uniform

fashion and has only a slightly larger effect on the sample with the larger concentration of

/ = 1 spins. While our basic understanding of the 8 jk 's is good. the origin of the

inhomogeneous field is unclear as discussed previously. (88)

In Figure 3.5, for a sample with X = 0.28 and T = 0.2K ( incorrectly labeled X =

0.24 in Figure 7 of (88) ), the dependence of the signal amplitude on the angle of the

second pulse, p, is presented for four different values of < . Tlùs set of experiments

represents the most demanding examination of the vaIidity of the entire theoretical model.

as it incorporates systematic variations of all experimentally significant parameters. The

values of the parameters reported in Table 3.2 are the averages of those used to fit all four

sets ofdata and were varied within 10% in order to c10sely match the experimental points.

The increasing deviations from these means generally arise from results with larger values

of <. As previously discussed, given the form of 8jk expressed in [3.2.9], it is tacitly

expected that for a spinj coupled to the field generated by surrounding spins /k = 1, 8j1

should decrease with decreasing X, a trend observed from the results for Figures 3.2, 3.3

and 3.5 shown in Table 3.2. While the reverse should be true for /k = 2, i.e. 8 j2 should

increase with decreasing X, the results suggest more efficient coupling to spins /k = 2 in

lattices with larger concentrations of / = 1 molecules. Despite this apparent contradiction

in the expected behaviour of the dipolar field, we do note that the average values of 8il

- - - -
and 8j2 appear to independent of the magnitude ofthe spin i, hence 821 '" 811 and Ô22 '"

ô12 consistently throughout' this analysis as expected. The fit of the theory to the

experimental data presented in Figure 3.5 makes use of the four-parameter procedure

because here an attempt is made to simultaneously account for the influence ofali-relevant

parameters. There is. increasing disparity between the theoretical curves and the

experimental evidence for large values of both r and fi , the common cause being the

dephasing of the prepared coherences. Apart from the unfavoûrable SIN typical for low
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amplitude signais, as the amplitudes decrease with increasing .. and p the effects of

imperfect pulse tuning become increasingly important and thus sorne systematic deviation

might be introduced. This heralds the breakdown of the two-parameter model for the

dipolar field, as increasingly divergent values of the (5jk 's must be used in order to closely

match the experimental data for the longer values of ... However, a relaxation mechanism

hitherto unaccounted for may exist. Spin diffusion and the motion of neighbouring atoms

or defects should have negligible influences at these temperatures, but it remains possible

for cross-relaxation to. be effective. This would manifest itself as a zero-quantum

(LJM = 0) exchange of polarization between two spins and might have been negIected due

to the strictly secular representation of the intermolecular dipoIar interaction.

For the 1 = 2 Sr>: case, Figure 3.6 shows how these theoretical curve~. are

constituted ofthe functionsA, B, "', N defined by [3.2.28] and presented the Appendix. In

the absence ofan inhomogeneous field, these functions are dependent only upon the pulse

terms and have odd symmetry about P=7r /2. However, when a j ;0 0, those

contributions associated with the higher frequency dipoIe terms (E and Nfor exampIe) are

favoured at larger values of P , as shown in Figure 3.6 where ai =120Hz and .. =
l.Oms. It should be expected, then, that such high frequency terms are attenuated for

increasing values of .. , as evidenced in Figure 3.5.
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Positions ofPrincipal and Satellite Echoes

Molecular State 1M, ) Eigenvalue

12)=111) -2aj +2aj +bj +2 'L,Ojk/;k
h.j

Il) =1"r:[I10)+1 01))
- bi. 'L,--a j -aj - 2 + Ojk/:k

k'1'j

lx) = 1"r:[1-11)+11-1») 2aj -bj

ly)=loo> -4aj

H) =1"r:[I-IO)+IO-1)]
- bi 'L,-aj-aj- J 2 - Ojk/:k .

k'1'j

1-2)=1-1-1) 2aj +2aj +bj -2 'L,Ojk/:k
k'1'j

Table 3.3. Energies ofthe Molecular States for o-D2

In order to account for the positions ofthe principal and satellite echoes for / = 2,

the frequencies of the relevant coherences must be determined. To summarize, the

eigenvalues of the molecular states of total spin / are calculated by considering .the

intramolecular quadrupole and dipolar energies of the atomic spin states. Table 3.3 shows

how these molecular states are constructed and presents the corresponding eigenvalues

under the Hamiltonian of [3.2.2]. Note that the states lx) and Iy) are linear combinations

ofthe ortho / = 0 and / = 2, M=O states which are mixed through e1emen~ in the flip-flop

terms of the intramolecular dipole contribution. Assuming that the splitting 6aj - bj

between the 1x) and Iy) states is large relative to the interm6lecular nuclear dipole

interaction ( recaII 0jk '" 1OOHz ), the latter is .treated as a non-degenerate first order
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perturbation as these states can be considered to be uncoupled. Table 3.4 shows the

frequencies of the single quantum coherences 1M)(M'1from which four transitions in the

frequency domain are expeeted, namely,

and [3.3.1).

During the first time interval z, the spins accumulate a phase ±2lZX~.. relative to the

Larmor frequency that can be refocussed subsequent to the second pulse, which has the

effeet of mixing these coherences. Formation of the principal echo is due to those two

components that do not change relative phase, subject to the condition Xnt = Xn"l, while

two satellite echoes are possible, corresponding to the two coherence changes XIt = X 2z

and X2t = XI't. Using the frequencies of these l1M = ±1 transitions, echoes are expected

XI X 2
to be found att =kr where k = X

2
' l,' Xl or

3bj /
t 1+ 12aj

k=;= 1-bj / ,1,

j2aj

bj /
1- 12a j

3b~1+ J 2aj [3.3.2]

which is equivalent to the expression obtained by Volz et al. (90) and Conradi et aL (97)

for a =3aj, where a different convention for the nuclear quadrupole interaction is used.

Note from [3.2.8] that while aj and bj are functions of the polarization and the relative

orientation of the molecular axis and the extemal magnetic field, the ratios appearing in

[3.3.2] are not. It would be expected, therefore, that the values ofk would be independent

ofthe orientational ordering, the mole fraction off=1 spins and the admixture between the

J=O and J=2 rotational states and would be given by k = 0.845, 1 and 1.183. This
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exemplifies the faet that I is not a good quantum number for o-D2, otherwise we would

expect Solomon echoes at k = 1/3, 1 and 3. (98)

Operator Frequency

IM}(M'I

12}(I1
- ~ 3bi z:--aj +~aj + 2 + OjkI:k

k"j

Il}(xl
- bi z:--aj -3aj + 2 + OjkI:k

bj

Il}(yl
- bi z:--aj+3aj - J 2 + OjkI:k

k"j

Ix)(-ll
-aj +3aj - bi"+ Z:OjkI:k

boj

ly)HI
- bi z:--aj-3aj+ 2 + OjkI:k

k"j

1-1)(-21
- 3bi z:--aj - 3aj - J 2 + OjkI:k

boj

Table 3.4. Frequencies of the Single Quantum Operators for o-D2

Whether or not the satellite echoes are obselVed, however, will depend upon the

admixture of the rotational states for in the spherically symmetrical J=O state the values of'

Qj and bj both vanish and the frequencies of Table 3.3 collapse to a single degenerate

transition. Even given finite values of these coupling terms it is necessary that the
c

broadened NMR lines are weil resolved. The k..l satellite echoes described in (90) for HO

and o-D2 embedded in an amorphous silica substrate, a system ~th large crystai fields,
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are not observed in solid O2 (see Figure 3.1). Use of the values aj = 290Hz and bj = -70

Hz ( obtained from [3.2.8] for Csr(X T) = 0.02 and (1- 3cos2 BS.=j) = 1, corresponding

to a weakly oriented system (99) ) in [3.3.1] shows that the frequency separation

Ixl l-lx21is only about 150Hz, which is comparable to the inhomogeneous broadening

frequency a j = 130Hz. Given this situation, it is likely that the satellites are not observed

because of the weak orientational ordering of the 0-02 fraction. The weak polarization

indicated by the admixture coefficient Csr(X T) results in the small observed values of the

intrarnolecular coupling constants aj and bj- Consequently, the frequencies of the single
, '

quantum coherences shown in Table 3.4 become degenerate and only the k = 1 echoes

may form. In contrast, the crystal field must have been very large for the experiments on

O2 embedded in an amorphous silicon matriX. (90) There, the strength of the orientational

ordering is already evident from the sharpness of the principal echo, indicating significant

NMR line broadening. Under these conditions, CsrCX T) may weil be ofthe order ofunity

and therefore Ixl l-lx21will be much larger than any small local field inhomogeneity

resulting in observable satellite echoes.
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A formai theory for the solid echo amplitude of both the ortho and para fractions

in solid D2 has been presented. The numerical results obtained for the contributions to the

spin-pair dipolar field and the inhomogeneous magnetic field are consistent with those

obtained from analysis of the experimental line shapes: observed signal amplitude decay is

weil approximated in terms of our mode! for dipolar spin relaxation and inhomogeneous

\ine broadening. Similarly, the e.xperimentally observed dependence upon the parameters

of the pulse sequence is accounted for as weil, in terms of the evolution of the detailed

dipole-dipole coupling terms. The magnitude of these terms is consistent with

e.xpectations, however, the origin of the inhomogeneous field needs clarification.

While the satellite echoes e.xpected for the /=2 fraction of solid D2 have not been

observed, we posit that it is a combination of weak crystal fields and the e.'CÏstence of

inhomogeneous broadening that contribute to the lack ofresolution ofthe NMR frequency

spectrum, resulting in quenching ofthe satellites.

The deviations from Curie's law for the /=1 spins, the origins of the

inhomogeneous field as weil as the possible elCÏStence of unaccounted relaxation

mechanisms .need further discussion. The phase of the solid hydrogen is primarily

determined by the dominant EQQ interactions, between /=1 molecules. At both Iow

temperatures and Iùgher values ofX; strong Iocalized orientational orderingwould tend to

. produce the regimes associated with a gIassy phase, wlùch would certainly produce.

inhomogeneities throughout the sample. A mild increase· in the magnitude of the

inhomogeneous field was generally observed from the theoretical simulations for

e.xperiments performed at Iower temperatures, but in t1ùs case, ooly a tentative trend in the

data can be inferred.· These ordering processes wouÎd a1so be more effective al lo.wer

temperatures, providing an efficient form of re1a.xation. As the temperature increases,

random motions of the /=1 molecules.would result in a much shorter correlation lime for
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fluctuations of the EQQ interaction. Thus, fast relaxation mechanisms that occur below

the Iimits of resolution of the NMR experiment could account for the apparent "1055" of

1=1 spins at low temperatures. Given this development of a more comprehensive theory

for the response of the soIid deuteriums to two pulse NMR experiments, it is expected that

further interest in these concems will be generated.
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APPENDIX 1.

Explicit Formulation of the Functions Defined in [3.2.24] of the Text

Evaluation of[3.2.24] subject to the selection rules of [3.2.25-27] was performed with the

help of MAPLE to derive [3.2.28]. The MAPLE code also contains a routine for the

evaluation of the general form of the rotation matrices of [3.2.15]. Listed below are the '

terms required to reproduce the theoretical results.

a

b

c

d

e

(1+2COS2 P cos2 qJ-2cos2 qJ-cos2 p)(ifcos4 P +fcos3 P -tcos2 p -tcosP +tl

+(;r-cos2 PlCO~2aj~)(ifcos4 p-fcos3 p-tcos2 p+tcosp+tl

(1+2cOS2 pcos2qJ-2cos2 qJ-cos2 p)(-7COs4 P-2cos3P+6cos2 P +2cosP +1)

+(I-cos2 PlcO~2aj~)(-7cos4 P+2cos3 P+6cos2 P-2cosP+l)

(1 + 2cos2 P cos2 qJ - 2cos2 qJ - cos2 P)(fcos4 P - 2cos3 P -tcos2 p + cosp + 2)

+(I-cos2 p)co~2aj~)(fcos4 P+2cos3 p-tcos2 p-cosP+2)

.
(I+2cos2 pcos2 ({J-2cos2 ({J-cos2 p)(-cos4 P+2cos3 P-2cosP+I)

+(I- cos2 p )co{2a:j~)(_'cos4 p -2cos3 P +2cosp + 1)

(1+2cos2 pcos2qJ-2cos2({J-co~ p)(tcos4 p-tcos3p+icos2 p-tcosP+t)

+(I-'cos2 p)co{2a:j~KkcoS4 p+tcos3 p+icos2 p+tèosP+t)

.- :
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(1 + 2cos2 Pcos2 II' - 2cos2 II' - cos2 P)(jcos2 p + cos p +t)

+(1- cos2 p) cO~2aF )(tCOS2 P- cosp +t)

(1+2cos2 Pcos2 II' - 2ccs2 II' - cos2 P)(2-2cos2 p)

+2(1- cos2 p)2 CO~2a j!")

(1 + 2cos2 PCOS2 II' - 2cos2 II' - COS2 P)(tcos2 P - cos p +t)

+(1- cos2 p)CO~2a j!")(tcos2 p +cosp +t)

(Jtcos4 P+5cos3 P-!COS2 P-cosp +t)(COS2 qJCOS4 P-tcos4 P

+2 cos2
qJ cos3 P- cos3 P- 2cos2 II' co~P+ cos P- cos2 II' + t

+IScos2 p(2cos2 tpcos2 P-cos2 P-2cos2 tp +1))

+co~2aj!")(3icoS4 p-fCOS3 P-tcos2 p+tCOSP+t)

x(1- 2cosp +2cos3 P- C9S4 P- 9(cos2 P -1) cos2 p)

(-7cos4 P-2cos3 P+6cos2 P+2cOSP+1)(COS2 tpCOS4 p-tcos4 P

+2 cos2
qJ cos3 P- cos3 P - 2cos2

qJ cos p + cos p - cos2
qJ + t

+9 cos2 P(2 cos2 II' cos2 P- cos2 P- 2 cos2 qJ + 1))

+co~2a j!")(-7cos4 p +2cos3 P+6cos2 P-2cosp +-1)

x(1-2COSP +2cos3 p -coé P ;-9(cos2 p -1)cos2 p)
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(tcos4 p+2coS3 p-icos2 P-COSP+2)(2Cos2 9'COS4P-COS4P

+4cos2 9'COS3 P -2cos3 P -4coS2 9'cosp +2cosp -2cos2 9'+ 1

C +9cos2 p(2COS2 9'COS2 P -COS2 P -2cos2 9'+ 1))

+cO~2a J')(tcos4 p -2cos3 P -icos2 p +cosp +2)

x(I-2COSP +2cos3 P -cos4 P -9(cOS2 P -1)cos2 p)

(-COs4 P +2cos3 P-2cosp +1)(2cOS2 9'COS4 P-cos4 P

+4cos2 9'cos3 P - 2cos3 P-4cos2 9'COSp +2cosP - 2cos2 9' + 1

D +9 cos2 P(2 cos2 9' cos2 P- cos2 P - 2 cos2 9' + 1))

+CO~2aJ,)(-cOS4 P-2cos3 P+2cosP +1)

x(1-2cosp +2cos3 P -cos4 P-9(cos2 P -1) cos2 p)

(icos4 P -tcos3 P+fcos2 p -tcosP +t)(2COs2 9'COS4 p -cos4 P

+4cos2 9'COS3 P -2cos3 P -4cos2 9'COSp +2cosP -2cos2 9'+1

E +9cos2 p(2~OS2 9'COS2 P-cos2 P -2cos2 9'+1))

+Co~2àJ' )(tcos
4 p +tcos

3 P+tcos2 p +tcosP +t)

x(1- 2cosp +2cos3 P - cos4 P - 9(cos2 P -1) cos2 p)
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(tcos2 p +COSp + t)(2COS2 tpCOS4 p -COS4 P

+4cos2 tpCOS3 P - 2cos3 P -4cos2 tpCOSP +2cosP - 2cos2 '1' + 1

L +9 cos2 P(2 cos2 '1' cos2 P - COS2 P - 2 cos2 '1' + 1))

+CO~2a j,)(tcos2 p -cosp +t)

x(I-2COSP +2cos3 p -cos4 P -9(COS2 P -1)cos2 p)

(2-2cOSp)(2cos2 tpCOS4 P-cos4 P

+4cos2 tpcoslp -2cos3 P -4cos2 tpcosp +2cosp -2cos2 '1'+1

M +IScos2 p(2cos2 tpcos2 P -cos2 P -2cos2 '1'+ 1))

+co~2a j,)(I- cosp)

X(2-4COSP+4cos3 P-2cos4 p-lS(cos2 p-l)COS2 p)

(t-cOSp+tcos2 p)(2cos2 tpCOS4 P-COS4 P

+4cos2 tpcos3 P -2cos3 P -4cos2 tpcosp +2cosP -2cos2 '1'+1

N +9cos2 p(2COs2 tpcos2 P -cos2 P -2cos2 '1'+1))

+CO~2aj')(t+cOSp+tcos2 p)
X(I-2COSP +2cos3 P ",:COS4 P -9(cos2 P -1)cos2 p),
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APPENDIX 2. MAPLE routine for the evaluation of the Redfield matrix [1.5.20J

# Evaluation of the Redfiled superoperator for general spin mag. si

# The j symbol as defined in Edmond's Eq. 3.6.10 for the Clebsh-Gordan

# co-effand 3.7.3 for thej sumbol defined in terms of the latter

#

# DINESEN Nov/93.

#

fac:=proc(n) GAMMA(n+l) end;

j:=proc(ml,m2,m3)

local s, ss, f;

ifm1+m2+m3 <> 0 thenRETURN (0) fi;

ss:=O;

for s from 0 to si+m3 do

ifsi-ml-s < 0 or si+m3-s < 0 or 2-si+ml+s <0 then

f:=0

else

f:=fac(si+ml+s)*fac(2+si-ml-s)/(fac(s)*fac(si-ml-s)*fac(2-si+m1+s)*fac(si+m3-

s»:
fi',

ss:=ss+(-I)**s*f;

od;

f:=fac(2)*fac(si-ml)*fac(2-m2)*fac(si-m3)*fac(si+m3)/

(fac(6)*fac(I)*fac(2)*fac(si+ml)*fac(2+m2»:

edmonds:=(-I)**(-2*si~ml-m3)*ss*sqrt(f);

end;

#

# "build the redfield matrix element R(alpha,alphap,beta,betap) ofJn's

#

red:=proc(alpha,alphap,beta,betap)

" local i,.Dl, gamm; , '" '
R:=array(l..3,[O,O,O]); -

m:=alphap-betap;

ifabs(m)<=2 then R[abs(m)+1]:=R[abs(m)+1-70*(-I)"(2*si-alpha-betap)
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*j(-alpha,m,beta)*j(-betap,-m,alphap) fi;

m:=alpha-beta;

if abs(m)<=2 then R[abs(m)+1]:=R[abs(m)+1-70*(-1)"(2*si-alpha-betap)

*j(-alpha,m,beta)*j(-betap,-m,alphap)fi;

if alphap=betap then

for i from 0 to 2*si do

gamm:=si-i;

m:=garnm-beta;

ifabs(m)<=2 then R[abs(m)+1]:=R[abs(m)+1+70*(-1)"(2*si-alpha-betap)

*j(-gamm,m,beta)*j(-beta,-m,alphap) fi;

od;

fi',
if alpha=beta then

for i from 0 to 2*si do

garnm:=si-i;

m:=garnm-betap;

ifabs(m)<=2 then R[abs(m)+1]:=R[abs(m)+1+70*(-1)"(2*si-alpha-

end;

fi',

*j(-gamm,m,alphap)*j(-betap,-m,garnm)

od;

fi',
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• CONTRIBUTIONS TO ORIGINAL KNOWLEDGE

PART 2. The analytical evolution matrices for the single and double quantum manifolds

for l = 3/2 subject to a residual quadrupole splitting and relaxation modeled by Redfield

theory, are new. These can be used to simulate the response to an arbitrary pulse sequence

applied to systems for which the Redfield theory may be applied. Specific solutions for the

OQF experiment, derived from the new theory, are discussed in terms of the residual

quadrupole coupling and compared to experimental results obtained from Na in human red

blood cells. As an appendix, a MAPLE routine is supplied that evaluates the Redfield

matrices for generaI 1.

PART 3. The theoreticalformulation for the NMR ofO2 has not been assembled before.

:; This treatment accounts for both the 1=1 and 1=2 contributions, where previously, the

dynamics ofthe latter were assumed to match the theory available for H2. A model for the

. spin pair dipolar field and inhomogeneousiield is developed to account for the solid echo

decay. To this end, formai solutions to the IWO pulse solid echo experiment were

produced, showing that the intermolecular interactions can be accounted for by the spin

pair dipolar model. Oependence of the signal amplitude to ail relevant experimentaI and

th70retical parameters isdicussed in detail and comparison with the-experiment is good. A .

discussion ofthe absence ofthe expected satellite echoes is also given.
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SUGGESTIONS FOR FUTURE WORK

PART 2. Recently, investigators have begun examining the dynamics of 1=5/2 nuclei in

sirnilar biological conditions. While the individual components of the resonant line of these

nuclei is generally not as weil resolved as the 1=3/2 case, it would be worthwhile to

evaluate the Redfield matri:" for such a system and t:lCamine the effect of a residual

quadrupole splitting on the results of relevant experirnents. It is unlike1y that analytical

solutions for such a treatment would be readily obtained, given the higher dimensionality

of the spin space and the resulting higher order differential equations requiring solution.

However, numerical solutions could be found.

PART 3. Given the future production ofmore NMR experirnents on solid D2, the general

theory provided here can be further applied to account for behaviour unobserved in the

simple two pulse experirnent. There does elÔst sorne data for the stimulated echo re5ulting

from a three pulse sequence as weil as a number of off-resonance experiments, which

should be amenable to such a treatment. Perhaps the most intriguing quality of the sôlid

hydrogens is the source of the inhomogeneous field and the observed deviations from

Curie's law. While it is not Iikely that either of these issues will besatisfaetorily addressed

by NMR methods a1one, given the peor resolution ofthe signal, a more detailed statistical

description ofthis EQQ ordered glass phase would certainly provide much needed insight.




