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Abstract

With the rise of 5G, artificial intelligence and streaming services, there has been an expo-

nential increase in data traffic. With the ever-growing amount of data being transmitted

and stored, we need our communications systems to grow in capacity. Traditional elec-

tronic data processing and transmission systems are not fast enough to keep up with

these demands. Not only do electronics fail to keep up in data rates, but also they are

energy costly which only increases with data consumption. Alternatively, we can turn to

photonics, which offers high data transfer rates at low loss and minimal crosstalk. Given

the orthogonality of light, photonics offers the ability for multiple lines of data to trans-

verse down the same path. The data then needs to be separated and directed to different

paths within the data centers using switches and de-multiplexers. However, many in-

tegrated devices developed in SOI (silicon-on-insulator) technology take up significant

design space and are susceptible to fabrication errors. To maintain the benefits of silicon

photonics and decrease faults in some intuitively-based designs, we turn to the help of

inverse design.

Inverse design utilizes modern artificial intelligence algorithms to generate devices

that are more compact, energy efficient, and robust to fabrication errors. In this work,

we utilize an open-source inverse design package to present a complete account of how

to generate novel inverse designed devices that are tested across various software. By

comparing meshing capabilities, the differences between 2-D and 3-D simulations, and

conversion from matrices to layout files between simulations, we discuss the challenges

and solutions to generating novel inverse designed devices. By discussing these issues,
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we gain a fundamentally deeper understanding of the processes within these software

which allows us to generate more robust and well performing devices compared to con-

ventionally designed devices.

In recent years, silicon photonic inverse design has focused greatly on multiplexing

technologies as there is a linear relation between refractive index of materials and wave-

length. Changing the refractive index of a material also changes the path of the light and

inverse design explores designs where light changes output ports from wavelength de-

pendent refractive index changes. Additionally, the temperature of the material changes

the refractive index and this relation has been explored in terms of temperature robust-

ness. Temperature sensitivity has been scarcely studied in inverse design as the temper-

ature dependence of many optical materials is significantly smaller compared to wave-

length refractive index dependence. However, to utilize the full capabilities of inverse

design, it is important to explore this temperature relation.

In this thesis, we look to increase photonic integrated switching capabilities in pho-

tonic inverse design by producing a novel inverse design one by two space switch that is

thermally tuneable. We first demonstrate this thermal switch in 2-D simulations, showing

a switching capability for an optical wavelength channel at 1550 nm with a 90% transmis-

sion at one of the two output ports switched to 80% at the other output port for a 200 K

temperature change. In the 3-D realm for more realistic simulation at the cost of more

demanding computation, we produce a device that reaches 70% transmission at T1 in

one output port and 80% transmission in the opposite output port for a 200 K tempera-

ture change. This device in SOI technology has a 7.5 µm by 2.5 µm footprint, drastically

decreasing the size for switching in on-chip silicon switches which typically take up is

greater than 100 µm in length. As silicon photonics increases its role in data communi-

cations, it is imperative to further explore the capabilities of inverse design and produce

novel while compact devices such as the thermal-based optical space switch presented in

this thesis.
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Abrégé

Avec l’essor de la 5G, de l’intelligence artificielle et des services de streaming, le trafic de

données a connu une augmentation exponentielle. Avec la quantité toujours croissante de

données transmises et stockées, nous avons besoin que nos systèmes de communication

augmentent en capacité. Les systèmes électroniques traditionnels de traitement et de

transmission des données ne sont pas assez rapides pour répondre à ces demandes. Non

seulement l’électronique ne parvient pas à suivre le rythme des débits de données, mais

elle est également coûteuse en énergie et ne fait qu’augmenter avec la consommation de

données. Nous pouvons également nous tourner vers la photonique, qui offre des taux

de transfert de données élevés avec de faibles pertes et une diaphonie minimale. Compte

tenu de l’orthogonalité de la lumière, la photonique offre la possibilité à plusieurs lignes

de données de suivre le même chemin. Les données doivent ensuite être séparées et

dirigées vers différents chemins au sein des centres de données à l’aide de commutateurs

et de démultiplexeurs. Cependant, de nombreux dispositifs intégrés développés dans

la technologie SOI (silicium sur isolant) occupent un espace de conception important et

sont susceptibles aux déviations dans leur fabrication. Pour conserver les avantages de

la photonique sur silicium et réduire les défauts de certaines conceptions intuitives, nous

nous tournons vers la conception inverse.

La conception inversée utilise des algorithmes d’intelligence artificielle et modernes

pour générer des dispositifs plus compacts, plus économes en énergie et plus robustes

aux erreurs de fabrication. Dans ce travail, nous utilisons un logiciel de conception in-

verse open source pour présenter un compte rendu complet de la manière de générer de
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nouveaux dispositifs de conception inverse qui sont testés sur des logiciels commerciaux

reconnus. En comparant les capacités de maillage, les différences entre les simulations

2D et 3D et la conversion des matrices en fichiers de mise en page entre les simulations,

nous discutons des difficultés et des solutions pour générer de nouveaux circuits pho-

toniques de conception inverse. En discutant de ces problèmes, nous acquérons une

compréhension fondamentalement plus approfondie des processus au sein de ces logi-

ciels, ce qui nous permet de générer des circuits photoniques plus robustes et plus perfor-

mants que les circuits photoniques de conception conventionnelle.

Ces dernières années, la conception inverse photonique au silicium s’est fortement

concentrée sur les technologies de (dé)multiplexage, car il existe une relation linéaire en-

tre l’indice de réfraction des matériaux et la longueur d’onde. La modification de l’indice

de réfraction d’un matériau modifie également le trajet de la lumière et la conception in-

verse explore les conceptions dans lesquelles la lumière change de ports de sortie en fonc-

tion des changements d’indice de réfraction en fonction de la longueur d’onde. De plus,

la température du matériau modifie l’indice de réfraction et cette relation a été explorée

en termes de robustesse à la température. La sensibilité à la température a peu été étudiée

dans le cadre d’une conception inverse, car la dépendance à la température de nombreux

matériaux optiques est nettement inférieure à la dépendance à l’indice de réfraction de la

longueur d’onde. Cependant, pour utiliser toutes les capacités de la conception inverse,

il est important d’explorer cette relation de température.

Dans cette thèse, nous cherchons à augmenter les capacités de commutation pho-

tonique intégrée dans la conception photonique inverse en concervant un nouveau com-

mutateur spatial un par deux thermiquement accordable. Nous démontrons d’abord ce

commutateur thermique dans des simulations 2D, montrant une capacité de commuta-

tion pour un canal de longueur d’onde optique à 1550 nm avec une transmission de 90%

sur l’un des deux ports de sortie commutée à 80% sur l’autre port de sortie pour un

changement de température de 200 K. Dans une simulation 3D plus réaliste au prix de cal-

culs plus exigeants, nous produisons un dispositif qui atteint 70% de transmission dans
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un port et 80% de transmission dans le port opposé pour un changement de température

de 200 K. Ce dispositif en technologie SOI a une empreinte de 7,5 µm sur 2,5 µm, réduisant

considérablement la taille de commutation des commutateurs en silicium sur puce qui oc-

cupent généralement plus de 100 µm de longueur. Alors que la photonique sur silicium

augmente son rôle dans les communications de données, il est impératif d’explorer da-

vantage les capacités de la conception inverse et de produire des dispositifs nouveaux et

compacts tels que le commutateur spatial optique thermique présenté dans cette thèse.
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Chapter 1

Introduction

“Our fastest and most reliable technology yet”

You may see this phrase written on billboards boasting 5G technology or in a cellular

network storefront. This sends a message to consumers that they may use more data, send

more data, and store more data. This win for the consumer presents a challenge to the

communications engineer. The electronics-based communications from the 20th century

can simply not keep up with this increased data rate, hence we must turn to photonics.

Photonics, very generally speaking, is the study of light and how photons interact with

matter. In the world of communications, photonics can be used as a reliable and faster

alternative to electrical signaling. Using photons, we can increase the speed and capacity

of data transmission which allows us to keep up with modern demands for higher data

rates. Based on some of the core principles of physics, more specifically Maxwell’s equa-

tions, we can design and model devices that transmit, contain, manipulate, and process

light. Photonic integrated circuits (PICs) have been increasingly helpful in the transfer

and modulation of data at incredibly high rates. Long haul data communication has been

almost completely reliant on optical fibers to transmit information. As technology contin-

ues to grow in capacity, from artificial intelligence (AI) to quantum computing, photonics

continues to play a significant role in this growth.
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1.1 Rising Data Traffic

One of the biggest advancements in modern data communications is the implementa-

tion of photonics. From long haul fiber-optics that run deep in the ocean to short reach

interconnects within data centers, photonics has revolutionized the field of communica-

tions. Contrasting with copper cabling, which has at best a data transfer rate of 54 Gb/s

(Gigabits per second) [1], photonics can transfer hundreds of gigabits per second [2]. Ad-

ditionally, photonics offers low loss with large bandwidth compared with conventional

electronic circuits and copper wiring. However, with incredibly compact components

that are vastly smaller than photonic components, electronics remains an integral part of

data communications. In figure 1.1, the role of copper and optical components in data

centers is illustrated and the extensive use of copper interconnects is shown. The elec-

tronics built into modern data communications systems cannot keep up with the data

transmitted from its photonic counterparts. This poses a challenge for data centers as

they rely heavily on photonic/electronic interfaces.

Figure 1.1: Optical interconnects for data communications as a relative func-

tion of link distances and the number of components per surface area.

Entering into a new era of data communications, we have significant amounts of data

moving not only in and out of data centers, but an increasing amount of internal traffic
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as well. The internal traffic, also known as east-west traffic, is approximately 75% of the

total communications traffic [3]. Internal traffic, responsible for processing and storage,

is becoming increasingly complex and incredibly costly. With the rise of AI, the internal

calculations that must be performed and processed have increased exponentially. As the

computational power becomes greater, the electronics that we rely on so heavily within

our processors and interconnects are limited.

Optical interconnects offer great capacity for data transmission in terms of both data

transport and speed. Optical links have the benefit of light transfer over fiber, which is

significantly faster than the transfer of electrons over copper wires. Additionally, we ben-

efit from both Wavelength Division Multiplexing (WDM) and Mode Division Multiplex-

ing (MDM) to increase our optical bandwidth. A WDM system transmits multiple data

lines on the same waveguide simultaneously as each wavelength carries independent

data. Given that the wavelength signals are orthogonal to one another, several lines of

data can transverse down the same single mode waveguide resulting in high data trans-

mission with minimal crosstalk (around -23 dB in more recent studies [4]). Moreover,

MDM also provides similar data transmission capacities with multiple data lines trans-

mitted on different optical modes instead of multiple wavelengths. Optical modes are

the orthogonal discrete solutions to Maxwell’s equations. A major advantage of utilizing

MDM systems is the ability to transmit multiple lines of data all deriving from a singular

source. In more recent studies, MDM systems have been implemented with as low as

-30 dB crosstalk over the entirety of C-band region [5] making them broadband with little

signal degradation. With multiple signals being sent down the same waveguide, we can

effectively create interconnects that have much higher data capacity compared to their

electronic counterparts.

With data traffic rising, there are increasing concerns about the sustainability of elec-

tronics. With data centers consuming approximately 1% of the total energy consump-

tion globally, there is a need to generate greener devices. There is an increasing amount

of data consumption worldwide, by 2026 we expect to see 175 ZB/yr with an electric-
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ity consumption of 4500 TWh/yr [6]. Optical interconnects offer a possible solution to

this energy bottleneck. Compared to electronic interconnects, which consume 10W for a

10 Gb/s link, silicon photonic interconnects only require 0.2 W for a 10 Gb/s link [7]. Ad-

ditionally, 50% of the energy consumption in data centers is caused by cooling systems for

electronic systems [8]. Photonics do not generate as much heat as electronics leading to a

reduced need for cooling systems within data centers. Utilizing photonics at a greater ca-

pacity in data centers will create a much less energy hungry system, therefore addressing

cost and environmental problems that arise from increased data consumption.

Also creating a roadblock for the future of electronics is the end of Moore’s law [9].

Moore’s law states that the total number of transistors within a circuit doubles about

every year [10]. Increasing the number of transistors on electronic chips increases our

computational power, allowing for the rise of AI, streaming, and other applications. With

greater computational algorithms comes greater internal and external data traffic, as users

and companies have access to advanced computational processes. However, we will soon

reach a physical limit to transistors as they shrink down to the size of a few atoms [10].

As we cannot break the fundamental laws of physics to continuously shrink down tran-

sistors, we must come up with new and innovative strategies to handle the exponentially

increasing data.

Current photonic technology cannot replace electronics completely, despite the bene-

fits that silicon photonics offers. For one, photonics cannot store or process data, making

electronic chips imperative for computational functionality. Additionally, the wavelength

of electrons is only a few nanometers compared to the wavelength of photonics at hun-

dreds to thousands of nanometers. Such a large wavelength does not allow us to scale

photonics to the same ability as electronics, even with advanced lithography. Due to this

significant size difference, electronics have extremely small features and compact wiring

that photonics can simply not compete with. For example, a single transistor at a few

nanometers can act as a switch, whereas a photonic ring modulator can take up to 10,000

times the space for the same function [11]. Regardless, silicon photonics still offers great
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benefits in terms of efficiency and broadband capabilities, making it integral for the fu-

ture of these systems. To increase the hand of silicon photonics in data communication,

devices must decrease their footprint and the device library must be increased in non-

conventional ways.

1.2 Inverse Design in Photonics

Photonics engineering is reaching a bottleneck in performance, with many devices being

designed using physics-backed intuition and theory. As we put a greater emphasis on the

role of photonic interconnects within data centers to address growing data consumption,

we must create not only smaller and more energy efficient photonic devices, but novel

photonic devices as well. Current device libraries are limited in terms of design, with

large devices used for simple functions. By generating novel devices, we can further the

capabilities of photonic devices as well as expand our design library to include smaller,

compact and energy efficient devices. With conventional design methodologies based on

theory, there are limited degrees of freedom that the engineer can access within the design

space. With greater degrees of freedom, we can increase design robustness, increase effi-

ciency, and explore optical functionalities. To access these benefits, we turn to the practice

of inverse design.

Inverse design allows us to explore the entirety of the design space by utilizing ad-

vanced intelligence algorithms, such as iterative design and deep learning [12]. By treat-

ing the desired functionality of the device as an optimization problem, inverse design

explores the design space to generate devices. In figure 1.2, the methodology differences

between inverse design and conventional device design are shown. There are many de-

grees of freedom within photonics design and manipulating them through mathematical

methods is a tedious task. By using inverse design, photonic devices with various geome-

tries can be researched with greater ease.
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Figure 1.2: Conventional design methodology based on theory compared to

inverse design methodology.

Inverse design began in the 90’s within the field of chemistry, while searching for dif-

ferent atomic configurations for desired material properties [13]. From there, inverse de-

sign has had a hand in various fields, from mechanical engineering to material sciences

to photonics. Photonic inverse design began with simpler algorithms, such as particle

swarming [14] and parameter sweeping [15], where given a previously designed device,

the parameters and boundaries of the device were explored and optimized for peak per-

formance. In the late 90’s, inverse design was introduced to photonics with the innovative

work of Cox and Dobson [16], who utilized the gradient descent methodology to optimize

the band-gap with changes to the dielectric. In the early 2000’s, level-set and density

topology were introduced which drastically increased our ability to explore design ge-

ometries within a given space. Level-set design utilizes the level-set function to explore

the design space, which can greatly vary the geometry of the design while easing compu-

tational cost [17]. Density topology optimization also allows a great amount of variation

in the design space, as this methodology relaxes the parameters of the components within

a certain range [18]. To converge on a solution, many inverse design methodologies rely

on a gradient descent that, when given a series of parameters, a local minimum can be

reached. The local minimum of these descents often performs incredibly well, making

the gradient descent a reliable method. Additionally, to decrease computational cost, the

adjoint method is implemented, which uses linear algebraic processes to calculate the
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gradient [19]. Utilizing the extensive research and well-defined design methods of past

inverse design research, inverse design has taken off in recent years for nanophotonics.

With a large bottleneck of photonic interconnect development being limited design

libraries and the large size of our devices, we look to utilize inverse design methodologies

to put a heavier emphasis on nanophotonic devices for interconnects. Within data centers,

we rely greatly on multiplexing and switching technology to transfer data throughout the

system and to perform calculations [20]. To increase broadband and decrease device size,

inverse design has been investigated for mode converters and multiplexing technology

[21]. In recent years, there have been mode multiplexers, wavelength multiplexers, mode

converters, and Y-branch devices optimized using inverse design methods. Extending

this work and coming up with novel devices allow us to increase the role photonics has

in data centers, hence keeping in line with the ever increasing data demands.

1.3 Motivation

Although photonics offers many benefits for data communications, the main being speed

at which data is transmitted, it still has some shortcomings compared to its electronic

counterparts. For one, electronics have the capability to be much smaller than photonic

devices. Electronic chips are mainly composed of transistors, which have become increas-

ingly small and compact, with 30 billion on a die the size of a fingernail [22]. In many

electronic chips, each transistor measures less than 5 nm [23]. This is incredibly compact

compared to photonic devices, with many straight rectangular waveguides used in single

mode transmission being approximately 450 nm in width. Along with the compactness of

transistors, electronic wiring also provides many benefits that traditional photonics can-

not keep up with such as the ability to create tight curves with smaller bending radii at

lower signal loss. Additionally, electronic wires lack coupling from other nearby wiring,

unlike photonic waveguides, which if in close proximity can have evanescent wave over-

lap. Electronic interconnects are still not optimal: at data rates close to 25 Gb/s they have
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significant signal degradation, requiring special materials that are much more costly than

standard copper for printed circuit boards (PCB). Additionally, electronic interconnects

are power consuming outside of short connections, taking as much as three times the

power consumption (i.e., mW per Gb/s) [24]. Silicon photonics offers higher data trans-

fer rate with lower energy cost making it a competitive candidate for processing within

data centers. To reduce our footprint to keep up with increasingly small electronics, pho-

tonics can turn to inverse design.

By replacing some of our older devices with newer and more compact inverse de-

signed devices, we can decrease the size requirements of the silicon dies in data centers

and increase the capacity of data transmission. Using ring resonators for wavelength mul-

tiplexing takes up a large amount of space, with each ring resonator supporting a single

wavelength. A single ring resonator can be as small as 4 µm in diameter [25], but when

there are multiple cascaded rings in series to perform multiplexing tasks, this area be-

comes increasingly large. For example, for a ring-based device that de-multiplexes three

wavelengths, each ring takes up 16π µm2, with the total required area being larger than

48π µm2 if we neglect the additional space required between the rings. However, a three

wavelength de-multiplexer designed using inverse design has an area of approximately

4 µm by 4 µm [26], significantly reducing the size requirements of transceivers for WDM

transmission systems. Additionally, an inverse designed de-multiplexer can be robust to

fabrication errors, as well as temperature changes within the environment [27]. WDM

technology has been heavily investigated using inverse design, allowing us to broaden

our scope of what inverse design is capable of.

Photonic switches are growing in interest as there is a need for higher broadband in-

terconnects as east-west traffic increases. Within a data center, optical switches can be

used for routing, cross-connection, switching processes and add/drop functions. The op-

tical switch has been presented in a wide range of technologies, from free space switching

to III-V based optical switches. For compactness and efficiency, it is important to utilize

on-chip technology for switching as on-chip switching reduces the risk of high optical in-
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sertion loss. On-chip switching in photonics has generally relied on Mach-Zehnder Inter-

ferometers (MZI), integrated Micro-electromechanical systems (MEMs) switches, Micro-

Ring Resonators (MRRs) [28] and directional couplers [29]. However, these switches re-

quire large footprint on the die, with MZI often being 100 µm [30] in length and MEMS

switches taking upwards of 100 µm [31]. For a 2×2 thermal-based MZI-based switch,

there is a significant area of the chip to be heated, with the length of the heater being

approximately 100 µm in length, hence increasing the power requirements for optical

switching [32]. Additionally, directional couplers and MRRs are sensitive to fabrication

errors, which can have significant impact on their optical transmission performance and

their wavelength spectrum. Decreasing the footprint of our optical switches, increasing

the efficiency of optical interconnects and having fabrication robustness can be further

explored using inverse design. On-chip switching using inverse design has not been pre-

viously explored, and similar to the thermo-optic MZI-based switch, we can utilize silicon

temperature dependence to accomplish switching behaviour in a novel inverse designed

device.

In this thesis, inverse design methodologies are used to create a thermally sensitive

1×2 optical space-based switch. Due to the nature of silicon and its large temperature

coefficient, we generate a silicon-on-insulator based design, using silica as the insula-

tor. Similar to the thermo-optic MZI-based switch in the work of Chen, et al. [32], this

thermal switch achieves a 1 dB insertion loss at its two output ports dependent on tem-

perature changes. However, in terms of footprint efficiency, the optical switch presented

in this thesis has a 7.5 µm by 2.5 µm footprint, where the MZI-based switch is upwards

of 100 µm in length [32]. Throughout this thesis, we present not only the novel thermal-

based optical switch in SOI technology, but the complete design methodology and the

used open-source code to create thermally sensitive novel devices, as well as the lim-

itations to fabrication and testing across various Finite Domain Time Domain (FDTD)

simulations. By generating a thermal switch using inverse design, we present a novel
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approach to optical switching as well as push performance capabilities in the realm of

inverse design.
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Chapter 2

Background

2.1 Optical Modes and Waveguides

In photonic design, it is imperative that the engineer understands and can model the

propagation of light through a medium. Although it is straightforward to describe light

using ray optics at large scales ( >> λ, where λ is the optical wavelength), a more com-

plete description of light is given by Maxwell’s equations, especially for sub-wavelength

devices where the wave nature of light and polarization are accounted. A non-conducting

material with no free charges can be described by Maxwell’s equations:

∇× E = −µ
∂H
∂t

(2.1)

∇× H = ϵ
∂E
∂t

(2.2)

∇ · D = 0 (2.3)

∇ · B = 0 (2.4)

where E is the electric field vector, H is the magnetic field vector, D is the electric displace-

ment vector, and B is the magnetic flux density vector. Additionally, ϵ is the permittivity

of the material and µ is the permeability of the material [33]. With some manipulation,
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we derive a second ordered equation known as the wave equation:

∇2E − µϵ
∂2E
∂t2

= 0 (2.5)

Of which, we seek to find a solution of the following form:

E(x, y, z, t) = E(x, y)ej(ωt−βz) (2.6)

where β is the propagation constant with units radians/meter and is described as the z-

component of the wave vector. The wave vector describes the physical properties of a

wave such as propagation direction and cycles per distance. ω is the carrier frequency

and E(x,y) is the transverse field distribution.

To understand how these equations relate to photonic device design, we can utilize

the infinite slab waveguide as an example. The slab waveguide extends infinitely in the

y-z direction and is demonstrated in fig. 2.1.

Figure 2.1: Infinite slab waveguide with a thickness of d. The indices of re-

fraction of each material are n0 for the superstrate or top cladding, n1 for the

waveguide core and n2 for the substrate or bottom cladding of the waveguide.

For guided light in the waveguide n1 >> n2, n0.

As light propagates along the z-axis, we can solve for the transverse electrical (TE)

modes. TE modes are the solutions to Maxwell’s equation where the E-field is transverse

to the plane of incidence, knowing that E = Exx̂ + Eyŷ + Ez ẑ = Eyŷ by defining Ex =
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Ez = 0 since the electric field is assumed to be perpendicular to the x and z-axis. For TE

modes, the scalar wave equation can be defined as:

d2Ey

dt2
+ (k2

0n
2 − β2)Ey = 0 (2.7)

where k0 = 2π
λ

and n is the refractive index. All guided modes will have a bounded propa-

gation constant, i.e., k2
0n

2
1 ≥ β2 ≥ k2

0n
2
0. Given these relations, the possible modes that are

supported within a waveguide with a thickness of d, substrate index value of n2, super-

strate index value of n0 and core index value of n1, are defined by the dispersion relation

which is an eigenvalue function:

tan(κd−mπ) =
κd(δd− γd)

κ2d2 − γκd2
(2.8)

where κ2 = k2
0n

2
1 − β2, γ2 = β2 − k2

0n
2
2 and δ2 = β2 − k2

0n
2
1. For each value of m (m=0,1,...),

a discrete β is found corresponding to solutions of the TE modes.

The slab waveguide is a simple structure that can be computed numerically. Solving

Maxwell’s equations on more complex structures becomes increasingly difficult as the

length and width changes multiple times in a device, with device boundaries changing

to reflect different functionalities such as in a Y-branch. With structures such as buried

straight waveguides and ridge waveguides, we can use mathematical methods such as

Marcatili’s method and the effective index method. However, many devices are much

more intricate, composing of turns and small features that make these methodologies

nearly impossible to use as the d value is constantly changing. Hence, we must turn to

simulation models to accurately predict how the electric field will propagate within these

structures.
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2.2 Simulations based on Finite Difference

When performing Maxwell’s equations on more complex structures, it is nearly impossi-

ble to solve using mathematical methods such as the effective index method [34]. How-

ever, when looking at smaller components of the design and solving Maxwell’s equations

at these discrete points, we can come up with a great approximation of how light propa-

gates through the structure. Finite Difference Time Domain (FDTD) and Finite Difference

Frequency Domain (FDFD) simulations have been used quite extensively in recent years

for predicting and modeling photonic structures. These simulations overlay a grid like

structure, known as a mesh, over the structure and solve Maxwell’s equations at each

mesh point, hence the term finite difference. This type of numerical method is used quite

extensively in electronic and photonic simulations.

FDFD and FDTD simulations are quite similar in nature, relying on the Finite Dif-

ference method to solve Maxwell’s equations for accurate models of light propagation

throughout a simulation region. Despite this, there are still some significant differences

that must be taken into account when deciding which simulation is best for device sim-

ulation. In an FDFD simulation, the entirety of the structure is solved at once, whereas

in an FDTD simulation the fields are solved iteratively in small time steps and updated

accordingly. FDFD always returns a steady state solution with one wavelength being

observed, whereas FDTD always returns a transient solution over a spectrum of wave-

lengths [35]. Additionally, they are comparable in terms of computation time scale, with

both returning a result in the 2-D domain in a matter of seconds. However, the FDTD

simulation has an advantage in result times, where we can see a spectral response in the

same time it takes a FDFD simulation to return a singular wavelength solution. Indeed,

for performance validation, the spectral response is an importance metric.

Beyond the equation derivation that the simulation obtains at each mesh point, the

simulation also gives second-order accuracy by utilizing the Yee method. The Yee method,

as illustrated in figure 2.2, is implemented on a photonic structure by taking each mesh
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cell and computing all components of the electric and magnetic field on a slight offset

from each other in the same Yee cell, which returns a highly accurate estimate for the E

and H fields [36].

Figure 2.2: A Yee cell with the evaluation points for the H and E field marked.

The H field is offset by +1
2

of the E field coordinates.

The Yee methodology, which is intrinsic to most FDTD simulations, assumes that the

material within each cell is uniform. However, when we have a uniform finite mesh,

we can assume that unless we are working with a rectangular waveguide, there will be

discontinuities at the boundaries of the device. One way to compensate for these discon-

tinuities is to reduce the mesh size. Reducing the mesh size offers a more accurate view

of the EM wave as it propagates through the medium, but is significantly more costly in

computation. In the commercial design tool by Lumerical, a service offered by Ansys,

when using a uniform mesh the computing time is proportional to 1/dx4, where dx is the

mesh size. Hence, this creates a trade-off between the computational cost and the mesh

size in these simulations.

Discontinuities also lead us to averaging methodologies and non-uniform meshing

within different FDTD simulation. Meshing and averaging at the boundaries can be

important when determining reflection and loss, specifically at those boundaries with

significant refractive index changes. Many FDTD simulations offer various ways to in-

crease accuracy for electric and magnetic field estimations near these permittivity bor-
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ders. Lumerical offers non-uniform meshing that reduces the size of the mesh near the

borders to get a more precise shape estimate in the meshing. Additionally, Lumerical

offers various types of averaging for refractive index changes, from as simple as volume

averaging of the materials at the border to more complex averaging schemes [37].

Overall, simulations for EM waves have greatly increased in computational capacity

over recent years. By utilizing these instruments in our design of photonic devices, we

can accurately test these devices before fabrication to optimize their design and produce

the best devices possible. Beyond pre-fabrication testing, we can utilize FDTD and FDFD

simulations in the field of inverse design, which can generate non-intuitive designs for

novel and compact devices.

2.3 Inverse Design

Machine learning, which utilizes statistical methods and numerical algorithms to pre-

dict patterns in data or perform parameter optimization in design work, has the ability

to transform engineering design methodologies. Inverse design, a sub-sect of machine

learning, can be found over a considerable number of fields, offering streamlined design

processes. Inverse design in photonics is a design methodology that began with parame-

ter sweeping in physics-backed designed devices to find the optimal device performance.

Now, photonic inverse design has evolved to use gradient descents and deep-learning

for device design. In this thesis, we will focus on iterative optimization processes, more

specifically the gradient method, to produce device designs which fulfill our target func-

tionalities. Iterative optimization processes typically rely on gradient descent methods

which are heavily utilized across machine learning algorithms and systems.

The gradient method can take on two forms: 1) classification which produces predic-

tion outputs that are categorized, and 2) regression which produces numerical predic-

tions [38]. The regression form of gradient method is utilized for photonic inverse design

as our device parameters (such as permittivity values of the material or boundary coor-
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(a) (b)

Figure 2.3: (a) Illustration of a generic gradient descent to find the local minimum corre-

sponding to the maximum optical transmission for a given design. The arrows show the

steps taken to find the minimum of the function. (b) Device example showing how the

device boundaries and permittivity change with each gradient descent step.

dinates) are numerical. To perform the gradient method, we must define a figure of merit

(FOM) function which defines the objective of our optimization. For photonic inverse

design, the FOM can represent desired performance at the output of the device such as

optical transmission or optical mode overlap. To find the best parameters for the desired

performance, we must find the FOM maxima or minima based on changes in parameters.

To find a maximum or minimum of the FOM, we take the gradient of the function to move

along the slope in small steps (fig. 2.3) such that we converge to a solution when the size

of the step, the magnitude of the gradient, nears zero. To calculate the gradient of a func-

tion, we find the derivative of the FOM with respect to the parameters of the function,

the permittivity values of the device and cladding. For example, we have the permittivity

values altered at each step such that the device is optimized to a local minimum that rep-

resents the maximum transmission at the output. Additionally at each step, to evaluate

the performance of the device, an electromagnetic (EM) simulation, typically an FDTD

or FDFD simulation which solves the Maxwell’s equations for the simulation region, is

performed which evaluates the device performance against the desired performance.
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To perform the optimization process for the desired functionality, we must first define

our FOM. The figure of merit for most inverse designed photonic devices can be described

generally as:

min
p

fobj(E(ϵ(p)) (2.9)

subject to:

p ∈ Sfab (2.10)

where fobj is the objective function of the optimization, E is the electric field and ϵ is the

permittivity values of the design space, which is subject to p, the parameter that defines

fabricable devices. Many devices will have small features (< 100 nm) which cannot be

fabricated given modern photonic foundry limitations. Sfab is a subset of all devices that

have features greater than 100 nm such that we only produce devices in our optimization

that can be fabricated [27]. This 100 nm minimum feature limitation is built into the

optimization process such that all design solutions have features larger than the minimum

feature size.

In this thesis, I will focus on topological optimization which breaks the design region

into a series of pixels, similar to a mesh, and allows the permittivity of each pixel to

vary [39]. What this implies is that within each pixel, the permittivity can exist in a range

between 0 and 1, which is the normalized permittivity of the two materials of the device

representing the core and cladding. In figure 2.4, the design space with various permit-

tivity values that fall between silicon and silica is illustrated. To begin the optimization

process, each pixel is assigned a randomized value between 0 and 1.

The randomized values can be generated by the code for each pixel and are generally

pushed towards a central value. The central value of each pixel assures that we have

an unbiased device, with the device not initialized to include more silicon or silica due

to the random number generator. For example, in the image shown in figure 2.4, the
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Figure 2.4: The initial design region permittivity values, where the permittivity

values range between silicon and silica but are generally close to the central

value between the two.

randomized values are pushed towards a more central value by using this equation:

rand× 0.2 + 0.5 = ϵ (2.11)

where rand is a random number between 0 and 1 generated by the code. The 0.2 for this

structure pushes the values between 0 and 0.2, with the addition of 0.5 pushing the initial

values to 0.5 to 0.7 for initial normalized permittivity ranges. Having the initial values

fall between the 0.5 to 0.7 range creates a slight bias towards silicon, as the values are

closer to silicon (1) than silica (0). This initial condition can be changed and altered by

the users, as higher bias towards silicon or silica can yield different device performances

given the different material properties. For example, the refractive index of silica is less

impacted by temperature so for a temperature robust device, one might want to increase

the amount of silica in the device, hence having a silica bias at the initial conditions. Once

the initial design is constructed, input and output waveguides can be added and a source

can be set up. In figure 2.5, an input waveguide and output waveguide of 800 nm in

width are added to the permittivity array.
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Figure 2.5: The randomized initial design region, with the input and output

waveguides added.

Once the permittivity values in the simulation have been set, the simulation and the

objectives of the simulation can be defined within our code. A single optical mode source

is placed at the input waveguide (the top waveguide in figure 2.5) and given a specified

wavelength (generally 1310 or 1550 nm for our inverse designed communication devices).

The objectives of the device are what drives our optimization to a solution. The objectives

are commonly mode or transmission based, with the optical modal overlap function be-

ing evaluated at the output to evaluate the transmission of the target mode. The modal

overlap function for a specific mode at the output is defined as:

FEM = −|ET
target modeE|2 (2.12)

where T is the conjugate transpose, with ET
target modeE defined as the electric field (E) overlap

with the target modal overlap (Etarget mode). The minus sign is utilized as we are minimizing

the FOM during the optimization.
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For many of our inverse designed devices, we use transmission overlap for a specified

mode (e.g., the fundamental mode TE0) as our FOM, which is defined as:

FEM = (1− |ET
TE0E|)2 (2.13)

With the overlap term being subtracted from 1 because we are minimizing it during the

optimization. Hence, the closer the modal overlap gets to 1 the smaller the value of the

function will become, converging close to 0.

Utilizing inverse design for photonic design methodology increases our capacities for

device performance at small scales by exploring the entire design space. Knowing mate-

rial properties, such as wavelength refractive index dependence and temperature refrac-

tive index dependence, the optimization can be set up to be robust or sensitive to these

proprieties. Additionally, inverse design can generate devices that are robust to fabrica-

tion errors, making it a helpful tool for designers. To further explore the capabilities of

inverse design, we look to the temperature dependence of silicon.

2.4 Temperature and Refractive Index

The relation between phase and velocity through the refractive index of the medium is

well defined in the field of optics. The relation of the refractive index with light velocity

in a material and light velocity in free-space is defined below as:

n =
c

v
(2.14)

where n is the refractive index, c is the velocity of light in free-space and v is the velocity

of light in a given material. Additionally, we know that the refractive index is dependent

on wavelength as described by the Sellmeier equation:

n(λ)2 = 1 +
∑
k

λ2 − λ2
k (2.15)
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where λk is a Sellmeier coefficient that corresponds to the resonant wavelength [40].

Hence, any changes in the wavelength will cause a change in index of refraction. By

utilizing the wavelength dependence of the refractive index, the phase and velocity of

the light is changed causing a light path difference [41]. We can utilize this phenomenon

to design multiplexers using inverse design by running an optimization at two different

wavelengths.

Similarly, we can change the refractive index of a material by altering the tempera-

ture, which is known as the thermo-optic effect. The amount by which the refractive

index changes is quantified by the material temperature coefficient, which is present in

all optical materials [42]. The thermo-optic effect has a wide range of applications, from

thermally tuning ring resonators to generating thermal optical switches. Thermally tuned

ring modulators utilize the fact that ring modulators are sensitive to temperature fluctua-

tions (as low as ∆T = 1 Kelvin) which can cause a significant shift to the resonating wave-

length. By utilizing the thermo-optic effect, the ring can be tuned such that it operates at

a specific temperature that corresponds with the desired operating wavelength [43]. Ad-

ditionally, thermo-optical switches, such as ones based on directional couplers, use the

change in the propagation constant from temperature to cause light switching between

two waveguides. Within the field of inverse design, there has been an emphasis on creat-

ing temperature robust devices. Temperature robustness is especially important in terms

of wavelength dependent devices, with temperature changes in the surrounding envi-

ronment capable of creating transmission discrepancies and wavelength spectrum shifts.

To take into account temperature dependence and create devices that are temperature

robust, we typically use the FOM below [27]:

min
p

fobj(E(ϵ1(p))) + fobj(E(ϵ2(p)) (2.16)

where fobj is the transmission FOM defined in equation 2.13. The permittivity, which is

described as ϵ = n2, has two different values corresponding to their temperature change.
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ϵ1 is the permittivity at one temperature and ϵ2 is the permittivity at a different tempera-

ture. In general, the refractive index change due to temperature can be described as:

∆n = τ∆T (2.17)

where ∆n is the change of refractive index, τ is the temperature coefficient of the material,

and ∆T is the change in temperature from room temperature (which is assumed to be

approximately 297 K). τ is dependent on a few properties of the material and is defined

below [41]:

τ =
(n2 − 1)(n2 + 2)

6n
(
1

α

dα

dT
− 3γ) (2.18)

where α is the materials polarizability, with units C · m2 · V−1, and 3γ is the thermal

expansion factor, with units K−1. The polarizability of a material describes how a mate-

rials molecular makeup changes given external electric fields. Additionally, the thermal

expansion factor describes how the material density changes with a given temperature

change. This equation defines the shift in refractive index given temperature, change of

density, and polarizability of the material.

Knowing the changes in the refractive index (∆n) of the material allows us to optimize

a given FOM over a given range of ∆T . For example, we can generate a temperature

robust wavelength de-multiplexer by optimizing the device at both low and high tem-

peratures such that the changes in refractive index do not impact device transmission.

However, using thermal sensitivity in the field of inverse design has been scarcely stud-

ied and will be discussed and utilized in the design of a novel device within this thesis. By

studying the thermo-optic effect in waveguides and utilizing this within inverse design

methodologies, we can generate new devices and push the limits of modern day inverse

design within silicon photonics.
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Chapter 3

Simulations Methodologies

There are a handful of inverse design numerical tools, ranging from open to closed source,

user friendly to code intensive. Ansys/Lumerical offers an inverse design tool suite,

named LumOpt, but is generally a more closed source code [44]. By utilizing an open-

source numerical tool, the user has many more degrees of freedom, such as the ability to

choose an EM simulation for FOM evaluation during optimization or the ability to vary

the objectives and initial conditions of the optimization process. Stanford University’s

Nanoscale and Quantum Photonics Laboratory offers a free open-source design frame-

work for photonic inverse design [45]. The Stanford Photonics INverse design Software

(SPINS) allows the user to explore various design parameters such as initial conditions

and the formulation of FOMs. A gradient-based form of inverse design, the SPINS frame-

work allows the user to customize the design framework (e.g., design nodes that build up

the entirety of the SPINS framework) as well as the initial conditions. Due to ease of mod-

ification for users of SPINS as a numerical tool, it was used in this research to generate

novel inverse designed photonic devices.

In figure 3.1, I present a design methodology for generating a device structure, ex-

porting a device, and testing across FDTD and FDFD simulations. Using SPINS FDFD

in this work was imperative as it offered an open-source code that could be easily mod-

ified. However, it is equally important to utilize the FDTD simulation offered by An-
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sys/Lumerical as it offers a better simulation interface and a spectral output rather than

an output at a singular wavelength. Seeing the transmission spectrum of the device al-

lows one to view any wavelength shifts that can occur during the binarization step in

the exportation from SPINS to the layout file. Additionally, comparing Ansys/Lumerical

FDTD to SPINS FDFD gives a final check of the device, as to see that any modifications

made to the SPINS code does not impact the integrity of the FDFD results. It is impor-

tant to understand fully each step of the optimization, device exportation to layout, and

simulation testing such that we can be ensured that the devices perform well.

Figure 3.1: A well-defined methodology for exporting from open-source

SPINS simulation platform to commercial Ansys/Lumerical tool to obtain sim-

ulation results.

3.1 Two versus Three Dimensional Simulations

To initiate the optimization for a new device, it is typical to use a methodology that is

first based on a two-dimension (2-D) optimization. A 2-D optimization relies on a 2-D

FDTD/FDFD simulation to determine how close the optimizer is to realizing the desired

function. 2-D simulations, where only two dimensions of the waveguide are considered,

are much faster to run compared to when all three dimensions (3-D) of the waveguide

structure are considered in simulation. Indeed, the computational time is cut when solv-
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ing Maxwell’s equations only has to be performed on a two-dimensional device where

only the permittivity of the x-y dimensions of the device (height of the waveguide and

propagation direction) are considered as opposed to a three-dimensional device which

includes the thickness of the device (z-direction). From chapter 3 onward, the z-axis will

no longer be the axis of propagation, instead the y-axis will be used. When optimizing

fabricable devices, it is important to run the optimization over the three dimensions. As

a proof of concept, two-dimension simulation can be incredibly helpful in assessing the

device but comes with drawbacks in its simulation accuracy as the depth of the device

is not taken into account. When optimizing a device, the figure of merit is evaluated at

each step utilizing the FDFD simulation. This simulation being in 2-D or 3-D can have

significant consequences on how the fundamental mode is defined, the propagation of

the light, and the modal overlap. In this section, there is an in-depth discussion on how

the infinite z-component of the device assumed in 2-D simulation significantly impacts

simulation results which in turn impacts the optimization of the device at each step.

The fundamental mode of the device in SPINS is defined as the optical mode (i.e., one

of the discrete solutions to the wave equation) with the largest propagation constant. To

find the propagation constant, we first derive the effective index, which is defined as the

phase delay per unit distance in a material compared to the phase delay in a vacuum (or

free-space). Using the effective index method [46], we derive the propagation constant for

supported transverse electrical/magnetic (TE/TM) modes at the input waveguide. For

a standard SiPh single-mode waveguide, the input waveguide can be defined as being

0.5 µm wide by 0.22 µm thick. However, when calculating the effective index in two

dimensions, the thickness of the device is assumed to be infinite due to the removal of

the z-direction in the simulation. The infinite thickness of 2-D simulations generates a

completely separate problem from the 3-D simulation, which has a thickness of 0.22 µm.

To determine the supported modes in 2-D simulations and 3-D simulations, one must

calculate the effective index for the waveguide with 0.22 µm thickness and with infinite

thickness. From these calculations, one can see that there are significant consequences
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from assuming infinite thickness for a waveguide and how the propagation constants of

the modes are impacted. The 2-D waveguide is illustrated in figure 3.2(a) while the 3-D

buried waveguide is illustrated in figure 3.2(b).

(a) (b)

Figure 3.2: (a) The top view of a rectangular buried silicon 2-D waveguide. (b) The cross-

section of a rectangular buried silicon 3-D waveguide.

The width for both the 3-D and 2-D simulations is defined as 0.5 µm. In the 2-D

simulation (fig. 3.2(a)), the depth is not defined as it is assumed to be infinite. From these

depth variations, the propagation constants can be calculated for infinite and 0.22 µm

depth by first solving the 3-D waveguide. Using the effective index method, the 3-D

waveguide can be broken down into two 2-D problems as seen in figure 3.3.

Figure 3.3: The process of dimension changes used in the effective index

method where the problem is broken down into two 2-D problems.

Where the y-axis is the direction of the propagation. The refractive index of silicon (n2) is

3.45 and the refractive index of silica (n1) is 1.44. Additionally, the wavelength is defined
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as 1.55 µm which is standard in the telecommunications spectrum [47]. From these ma-

terial specifications, the effective index can be solved for the buried waveguide using the

effective index method. By solving for the effective index, the propagation constant and

coefficient of the waveguide can be solved to determine the transverse field fundamental

mode of the waveguide.

To solve for the effective index, we first calculate the normalized frequency of the

waveguide, which is defined as:

V = k0d
√

n2
2 − n2

1 (3.1)

where k0 is defined as the wavenumber:

k0 =
2π

λ
(3.2)

where λ was previously defined as 1.55 µm. Using V, the normalized propagation con-

stants for TE modes is computed by using the normalized b-V curves that relates the

propagation constant to the waveguide dimensions from the eigenfunction derived from

the wave equation. The b-V curves illustrated in figure 3.4 represent the following dis-

persion relation function:

V 2 = k2
0d

2(n2
1 − n2

2) (3.3)

which can be re-written in terms of the b-parameter as follows:

tan[V
√
1− b−mπ] =

√
1− b(

√
b+

√
b+ c)

1− b−
√
b
√
b+ c

(3.4)

where m is the integer corresponding to the mode number and c is the asymmetry param-

eter. As this is a symmetrical waveguide, the value of c is equal to zero.

From the obtained b-V curves, the corresponding normalized propagation constant b

is found where the normalized frequency intersects with the b-V curve, where V is equal

to 6.423 obtained from equation 3.3. Given b, the effective index can be found which is
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Figure 3.4: The b-V relation for the 3-D buried waveguide for TE modes. The

vertical line corresponds to the normalized frequency V value of the rectangu-

lar waveguide given the known values of k0, d, n1 and n2 for the given waveg-

uide.

then used to calculate the propagation coefficient (rad/m).

b =
n2
eff − n2

1

n2
2 − n2

1

(3.5)

β = k0neff (3.6)

where neff is 3.266 for the fundamental TE mode. Making the propagation coefficient, β,

equal to 13.240 rad/m. For the TM modes, we use the corresponding eigenfunction to ob-

tain a b-V graph and find the propagation coefficient, β, similarly, which is 7.805 rad/m.

Hence, for 3-D optimization and simulation in the SPINS open-source platform, the TE

mode is the dominant optical mode since it is faster and therefore is designated as mode

number m=0, i.e., TE0.
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The 3-D simulation approach was discussed first to show that in the 3-D realm, the

fundamental TE mode is dominant, as is standard for 0.5 µm width, 0.22 µm depth

waveguides. When calculating the propagation constant for the 2-D simulation, how-

ever, the depth of the waveguide changes from 0.22 µm to infinity. When increasing the

depth of the waveguide, the expected dominant optical mode changes and the TE0 op-

tical mode is no longer dominant. To confirm this change, we change the depth from

0.22 to 1 µm in the effective index calculation using the method described above, suffi-

ciently large for these calculations to be an approximation to infinity in the 2-D SPINS.

This shows any inconsistencies in outputs from 2-D to 3-D simulations, where 2-D has

been approximated with the 1 µm depth, concerning transmission and modal properties

given the increased depth of the device. The propagation coefficient/constant remains

the same for the TE optical mode since this change in depth has no impact. However,

for TM modes, the light polarization experiences the impact of the depth dimension and

there is a much different calculation than before. The normalization frequency equation

becomes:

V = k0w
√

n2
eff − n2

1, (3.7)

where w = 1 µm. The corresponding b-V curves for TM modes are illustrated in figure

3.5. Where b= 0.934, when calculating the propagation coefficient, there is a higher value

for the effective index for TM modes than for TE. Hence, the propagation constant for the

TM modes is significantly larger than for TE modes and the TM fundamental mode will

become the dominant mode.

One can further demonstrate the differences in the propagation constant obtained for

the fundamental mode between the 2-D and 3-D using Ansys/Lumerical simulation tools

which calculate the fundamental mode for a modal source automatically. A modal source

in simulation is a light source that injects supported optical modes, chosen by the user,

into the waveguide. For this exercise, a well-tested Y-branch device is used as an exam-

ple which splits the optical signal by two at its output ports. This device shows that the

infinite-z assumption is consistent across simulations and that the obtained fundamental
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Figure 3.5: The b-V curves for the approximated 2-D simulation for TM modes.

The vertical line corresponds to the normalized frequency V value of the rect-

angular waveguide given the known values of k0, d, n1 and n2 for the given

waveguide.

mode in Ansys/Lumerical and SPINS are the same. The structure layout of the Y-branch

is offered on the Ansys/Lumerical website (fig. 3.6). It is a compact, low-loss, wave-

length insensitive device that performs well experimentally. This particular case of in-

verse design deals with parameter sweeping at the border, where each width value, w, is

a different point of optimization. Additionally, each w point is connected with a smooth-

ing algorithm. An inverse designed Y-branch is discussed as this thesis covers inverse

designed devices and this Y-branch has been experimentally validated extensively [48].

Quantifying differences for more complex structures, such as the Y-branch and other

inverse designed devices, between 2-D and 3-D simulations is more straightforward through

FDTD simulations. For future considerations of these inverse designed devices, it is more

efficient to use the Ansys/Lumerical FDTD simulation tool. For SPINS FDFD, 3-D simu-

lations requires the use of a GPU server due to the intensive computation required. The

31



Figure 3.6: Schematic of the inverse-designed Y-branch provided. Reprinted

with permission from [48] © The Optical Society.

FDTD simulation offered through Ansys/Lumerical can more smoothly go from 2-D to

3-D simulations, sufficient for providing the difference in results. Ansys/Lumerical not

only offers a computationally efficient 3-D simulation, but provides calculations of the

supported optical modes in the waveguide with their corresponding propagation con-

stants and optical modal field cross-sections. Understanding which mode is the first fun-

damental mode is critical to this work and Ansys/Lumerical’s modal calculations offers

an additional confirmation of the modal calculations. In the results obtained through 2-D

simulation, the field is very uneven and choppy, however in the 3-D range the field is

smooth (fig. 3.7).

(a) (b)

Figure 3.7: (a) Field intensity of the Y-branch obtained through 3-D simulation

in Ansys/Lumerical. (b) The same structure simulated in 2-D.
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The noticeable differences in the results obtained is due to the existence of higher or-

der optical modes in the 2-D simulation from the infinite z-component. The increase in

the waveguide dimensions is increasing the modal crosstalk between all existing optical

modes in the device leading to the visually choppy field profile in fig. 3.7(b). To confirm

that this is caused by the existence of higher ordered modes, the depth dimension of the

waveguide in the z-direction is increased for the 3-D simulation to simulate something

approximately similar to an infinite depth. Note that it is important to discuss the exis-

tence of higher ordered modes in 2-D simulations as it has a significant impact on the field

profile and the optimization of the inverse-design structure. Knowing that the figure of

merit is evaluated using this field profile, one can see through this work that 2-D and 3-D

are operating in vastly different conditions. In the 2-D optimization problem, the design

will not optimize in a similar manner to the 3-D as the respective fundamental modes

are not the same and the 2-D simulation has the presence of higher order modes. Under-

standing this further led to the conclusion that 2-D optimizations lead to good proof of

concept in this investigation, but are not reliable for fabrication.

For the infinite-z approximation, the depth of the waveguide on Ansys/Lumerical is

changed from 0.22 µm to 1 µm. Changing the depth of the structure lead to the existence

of higher ordered modes, given that larger structures lead to more discrete solutions to

the wave equation, i.e., more supported optical modes by the waveguide. In fig. 3.8, the

3-D simulated structure now has a noisy and non-uniform electric field intensity profile.

Looking at the normalized optical transmission in figure 3.9 of each optical mode in the

Y-branch, observe that the presence of the TM0 mode is likely causing the interference in

the field graph.

Having the fundamental mode change between TE0 and TM0 due to dimension vari-

ations in the 2-D and 3-D simulations is an important distinction that must be taken into

account. In the design of the device when comparing the optical transmission between

2-D optimized designs and 3-D optimized designs, it is important to define the same

mode from a light source across simulations hence not to compare a TM0 to a TE0 device.
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Figure 3.8: Results from 3-D simulation using Ansys/Lumerical of the Y-

branch with the depth of the waveguide set to 1 µm instead of the standard

0.22 µm.

Figure 3.9: The normalized optical transmission of each existing mode in the

Y-branch structure.

Additionally, to reduce computational cost, the 2-D simulation for the optimization can

be used in a low binarized device before using the 3-D optimization with higher binariza-

tion. These concepts will be further discussed in chapter 5. Understanding this concept

also ensures the accuracy of the optical mode source settings across multiple simulations

so that the usage of TM or TE modes on the modal source stays consistent throughout

simulations. It is also important to note that when going from 2-D to 3-D simulations, the
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2-D optimized device may look significantly different than a 3-D optimized device due

to not only the difference in dimension but the transition of the fundamental mode po-

larization from TM and TE. Finally, understanding the differences between 2-D and 3-D

simulations for FDFD and FDTD simulations is imperative to simulation testing which is

verified across SPINS and Ansys/Lumerical simulation platforms.

3.2 Optimized Design to its Layout

Grey-scale optimization is an optimization that allows continuous change between sili-

con and silica in terms of permittivity values at each pixel. The resulting structures ex-

hibit low binarization with several pixels having in-between permittivity values. These

permittivity values are mathematical values that cannot be fabricated since they are not

representative of real optical materials. As such, an inverse designed device with non-

binarized permittivity values must be made into a design that is completely composed

of silicon and silica and therefore fabricable. To do this, the device can be exported to

a layout file with a matrix that represents the permittivity values of the device at each

pixel point and establishes a hard level-set between silicon and silica. The resulting bi-

narized device must then be validated through simulation on both the Ansys/Lumerical

and SPINS framework to confirm its performance.

In the grey-scale optimization step, the matrix that represents the device permittivity

consists of a series of values continuous between 0 and 1. Grey-scale optimization be-

gins with the initial conditions seen in figure 2.4, in the previous chapter, with each pixel

point generated randomly between 0 and 1. The 1 represents silicon and the 0 represents

silica, and all other values in that range are considered partly silicon and partly silica in

terms of permittivity. As described in Chapter 2, the initial conditions push the values of

each pixel towards a central value that allows more uniform continuous values between

silicon and silica with little to no bias towards either. By using this optimization method

and slowly converging to a binarized design within the optimization process, the design
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space can be more fully explored as the electric field does not face sharp changing per-

mittivity boundaries or small features. Binarization can be increased within the design

optimization process by pushing the values of the permittivity towards silicon or silica.

In the SPINS algorithm, the level of binarization is enforced using the sigmoid function:

f(x) =
1

1 + e−c1(x−c2)
(3.8)

where the c1 value increases the steepness of the sigmoid function while the c2 value

shifts the sigmoid function along the x axis where the values of the permittivity fall in the

0 to 1 range to represent silicon and silica. The sigmoid function forces this permittivity

towards 1 or 0 based illustrated in figure 3.10.

Figure 3.10: The sigmoid function for two c1 values. c2 would shifts the central

value along the x-axis.

The value of c1, also known as the sigmoid factor, pushes the device to be more bina-

rized when increased. To show the impact of the sigmoid function on the optimization

process, an optical mode converter is studied. Mode converters take in one optical mode
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and then convert the optical mode to another optical mode at the output waveguide. The

mode converter is simple to set up on the SPINS optimization process and is a relatively

small device (2 µm by 2 µm design space) hence it is computationally efficient to simu-

late. When looking at a mode converter that converts TM0 to TM1, the sigmoid factor

is changed to demonstrate the difference in figure 3.11. The simulation results in SPINs

provide two types of results from its algorithm: 1) a permittivity map showing the refrac-

tive index obtained in the design space seen in figure 3.11(a), and 2) the corresponding

electric-field map seen in 3.11(b).

Once a device has been optimized with good performance and is mostly binarized,

usually there is a trade-off between binarization and performance, any remaining in-

between permittivity values must be dealt with when exporting the device to a layout

file. When exporting, a hard boundary point can be defined, where any pixels above a

certain value are silicon and any pixels below are silica, called the level-set. This is when

the level-set must be explored and discussed, as even well-binarized devices may have

some blurring at the permittivity boundaries. The treatment of this blurring, changing it

to silicon or silica, may have significant impacts on the optical transmission and spectral

profile of the device.

Similarly to fabrication errors, which can cause over-etching and under-etching that

changes the device feature sizes, the binarization process can change the borders and

edges of the device when selecting a level-set. This generates a need for more fabrication

and simulation robust devices, which is addressed in the work of Zhang et al. [26]. How-

ever, when using simply the SPINS optimization process, one can see the importance of a

good level-set choice. Using a similar mode converter, the process of moving from SPINS

to layout to Ansys/Lumerical is shown in figure 3.12.

In figure 3.13, there is a spectral shift from lower wavelengths to higher wavelengths

with a decreasing level-set value when tested on Ansys/Lumerical’s FDTD simulation.

A decreased level-set value increases the amount of silicon in the device, creating a better

confinement for higher wavelengths and hence changing the peak optical transmission.
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(a) (b)

(c) (d)

Figure 3.11: Refractive index and electric field maps. (a) and (b): Resulting

device with low binarization obtained from a low sigmoid factor (c1=1). (c)

and (d): resulting design with better binarization from a high sigmoid factor

(c1=10). For both simulations, c2 is set to the central normalized permittivity

value (c2 = 0.5).

As the amount of silicon in the device increases with a higher level-set, the effective index

is increased. Note that the effective index is proportional with wavelength, hence longer

wavelengths yield a peak optical transmission. There is a higher level of confinement for

longer wavelengths at higher effective index values, hence a peak optical transmission at

these wavelengths.
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Figure 3.12: Transferring steps from SPINS results to the corresponding layout

file and then imported into commercial simulation tools by Ansys/Lumerical.

In the latter, the source is labeled with pink and red arrows and the monitor is

labeled with green and red arrows.

(a) (b) (c)

(d) (e) (f)

Figure 3.13: Transmission results for different level-set values over a wave-

length spectrum for a TM0 to TM1 mode converter. (a) A level-set of 0.75 with

peak wavelength at 1.5 µm. (b) A level-set of 0.70 with peak wavelength at

1.525 µm. (c) A level-set of 0.65 with peak wavelength at 1.550 µm. (d) A level-

set of 0.60 with peak wavelength at 1.575 µm. (e) A level-set of 0.55 with peak

wavelength at 1.6 µm. (f) A level-set of 0.50 with peak wavelength at 1.625 µm.

Across these varied level-sets in figure 3.13, the spectral shift offers some insight into

what the chosen level-set should be. For wavelength dependent devices, it is important

39



to have the level-set with the peak transmission value close to the optimized value. For

example, these devices are optimized for 1.55 µm wavelength and the level-set value of

0.65 offers the best performance at this wavelength.

Understanding how to transform the permittivity matrix from SPINS to layout to An-

sys/Lumerical offers important insight into how these devices work and how incredibly

sensitive they can be to small shifts at permittivity borders. By delving deeper into this

topic, one can see how important small features are within inverse design and how flaws

in fabrication can deeply impact these structures.

3.3 Binarization Process for 2-D Optimization

When optimizing a device, it is important to not only consider the figure of merit during

optimization, but the level of binarization at each stage. As the optimization progresses,

a low sigmoid factor can lead to a device being poorly binarized since pixels are allowed

to range more freely in the 0 to 1 range. Ultimately, this will generate a poor perform-

ing design when fully binarized in the exportation step. Moving from low binarization

to complete binarization is detrimental to the device performance as the fully optimized

device should not rely on these in-between permittivity values for transmission at the

outputs. Hence, it is important that the binarization process is incorporated into the opti-

mization process. On Lumerical Lumopt, this function is built into the process and they

use the following optimization stepping for their sigmoid function:

c1new = c1old × c1 (3.9)

where c1new is the sigmoid factor for the sigmoid function and is changed according to

previous sigmoid factor values, c1old and c1. Lumerical starts with an initial sigmoid value

of 1.4, which increases quickly in the process. The binarization process used in this thesis

is similar, but instead follows an exponential growth with a starting sigmoid factor of 1,
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and at each binarization point this value is multiplied by 2. Figure 3.14 illustrates the

given values for 10 binarization steps within the process. The first two binarization steps

occur after 50 iterations of the optimization process and the last eight binarization steps

occur every 30 iterations as the device becomes more binarized.

Figure 3.14: Sigmoid value, c1, at each binarization step.

By using this methodology, it ensures that there is a slow increase in the binarization of

the device within the first few steps which will allow the optimizer to explore more of the

design space without the restrictions of harsh refractive index boundaries between silicon

and silica. As the optimization progresses, it undergoes these binarization steps until a

device is produced that is mostly binarized at the output (with the sigmoid factor reach-

ing 500 after 10 binarization steps throughout the optimization). Some of the optimization

processes do not reach full binarization as there is sometimes a trade-off between perfor-

mance and high binarization with the optimizer prioritizing performance. Regardless,

significant levels of binarization are achieved where only the permittivity boundaries be-

tween silicon and silica remain blurry with intermediate permittivity values. To look at

the relation between high binarization and the figure of merit, the trend of the FOM can

be observed. The figure of merit is measured at each iteration, and at certain iterations a

binarization step occurs which causes a significant drop in device performance (peak in
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FOM). For a de-multiplexer device optimized in SPINS, the figure of merit is mapped in

figure 3.15.

Figure 3.15: Figure of Merit evaluated at each iteration step with the peaks

occurring at different binarization steps.

These very sharp defined peaks in figure 3.15 are where the points of increased bi-

narization occur from the sigmoid function within the optimization. These peaks de-

crease throughout the optimization as with higher binarization there are less permittivity

changes resulting in less impact to the FOM. This clearly shows the importance of us-

ing binarization steps throughout the optimization, as optimizing with a low sigmoid

function throughout the entirety of the process would have negative consequences in

performance when the device is exported. These devices with low binarization rely on

in-between permittivity values that cannot be fabricated and will be pushed towards sil-

icon or silica with a level-set function during exportation to a layout file. Moving a de-

vice from low binarization to high binarization in one step with no further optimization

would result in poor performance and hence, these binarization steps are integral to the

optimization process.
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3.4 Meshing

Photonic inverse designs are often very sensitive to different meshing schemes across var-

ious EM simulations. Meshing can have a significant impact on the performance of the

device on a given numerical tool. The complexity of these devices makes evaluation of

the electric field difficult, with feature sizes significantly small on some inverse designed

devices. The ideal mesh is small to account for small feature sizes and can accurately cal-

culate the electric field at silicon/silica boundaries. However, meshing algorithms can be

computationally costly with decreasing mesh sizes. When verifying the results from one

EM simulation, it is important to see similar results across different FDFD and FDTD sim-

ulators. Consistency across simulation platforms is integral to this work as any changes

to the SPINS code could impact the performance of the FDFD simulations unbeknownst

to us. By confirming that the device generated by the optimization is utilizing a prop-

erly functioning FDFD simulation, assurance can be offered that not only any changes

made to the optimization process work, but that the devices are fabricable. Further, it is

important to have a deep understanding of any differences between FDTD/FDFD simu-

lations during optimization and validation to guarantee a lack of error in changes to the

FDFD simulation built into SPINS. SPINS and Ansys/Lumerical both have significantly

different meshing default settings that must be changed to align closely with one another.

In Ansys/Lumerical, developers use advanced mesh settings to simulate devices.

However, SPINS uses a much simpler mesh which makes simulation results between

the two significantly different in both spectral shifts and optical transmission at the out-

puts. Ansys/Lumerical offers a variety of mesh settings that are both uniform and non-

uniform. A uniform mesh stays consistent across the entirety of the simulation, while a

non-uniform mesh can change size depending on the boundaries and the refractive index

of the device. Generally, a mesh of around 20 nm to 40 nm is used for these inverse de-

signed devices depending on the size of the device. Smaller devices (less than 9 µm2) can

utilize a finer mesh as it is not as computationally costly as larger devices.
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Figure 3.16: On the left there is a uniform meshing on the Ansys/Lumerical

software. The right has a non-uniform mesh which changes due to material

and due to the boundaries of the device. Close to the boundaries the mesh

gets smaller for a more precise representation of the device feature. Reprinted

with permission from [37] © ANSYS.

In figure 3.16, there is an example of a uniform mesh and a non-uniform mesh as used

by Ansys/Lumerical. The non-uniform mesh varies over the two materials to take into

account different refractive indices as well as the border of the device with the cladding.

By reducing the size of the mesh at the borders of the device or within small features

of a device, the simulation has a more realistic sense of the design shape as a greater

number of pixels in a given area has much better resolution. On SPINS, however, the

optimization and simulations utilize a uniform meshing, which in turn must be used in

Ansys/Lumerical to give consistent results. For this design methodology, it is important

to utilize uniform meshing due to the fact that Ansys/Lumerical is a closed source FDTD

solver. Without knowing the specifications of their non-uniform meshing, such as refine-

ment on curves of non-rectangular features and meshing across different materials, simi-

lar meshing algorithms may not be seen if a non-uniform meshing on SPINS was imposed

on the device. Additionally, this would pose a problem during the optimization phase as

a non-uniform meshing can change size for different refractive indices. Grey-scale opti-

mization utilizes in-between permittivity values which would be constantly varying in

mesh size due to the nature of grey-scale optimization. It is imperative that there are con-

sistent results across simulations, as the FOM relies on the accuracy of the FDFD simula-
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tion in SPINS. As access to the simulation code is preferred, to view meshing calculations,

permittivity calculations, and so on, it is better to use the FDFD simulation on SPINS than

to have the FOM measured on Ansys/Lumerical’s FDTD.

To determine what are the best settings on Ansys/Lumerical for inversely designed

devices optimized on SPINS, a previously designed device by our group is looked at. In

the paper, Topological Inverse Design using Energy Constraint [26], an optimized device

which acts as a mode converter is designed and fabricated. Using this methodology on

SPINS, this device is optimized and returns results as below in figure 3.17. The permit-

(a) (b)

Figure 3.17: Results from SPINS of a TM0 to TM1 mode converter. (a) Permit-

tivity map output from SPINS (b) Electric field map output from SPINS.

tivity of the device (fig. 3.17 (a)) shows a well-binarized device for TM0 to TM1 mode

conversion. This permittivity graph is then converted from a matrix to a workable lay-

out file with a level-set of 0.6 as 0.6 is the standard level-set. Note that this device was

generated before the level-set study discussed previously.

This device is 2 µm by 2 µm and is placed in a simulation space of 4 µm by 4 µm.

The input and output waveguides are 800 nm in width and since this is a 2-D simulation,

the depth is assumed to be infinite. This device is optimized for 1550 nm wavelength.

In Ansys/Lumerical, this device can be tested using different mesh settings and different

mesh sizes to compare the simulations. After changing the meshing type to uniform as
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Figure 3.18: Resulting permittivity map of the 2 µm by 2 µm design area ex-

ported from SPINS.

done in SPINS, the mesh settings can be varied in Ansys/Lumerical and the most similar

meshing type to SPINS is investigated.

Figure 3.19: Normalized optical spectrum transmission (in linear scale) of

modal overlap for TM1 at the output of the device for different meshes in An-

sys/Lumerical compared to the SPINS output with a uniform mesh size of 40

nm.
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Since SPINS is a FDFD based numerical solver, only one frequency point at a time can

be measured hence the 10 nm interval between points in wavelength. This allows one

to view the trend and save on computational efficiency compared to measurements at

smaller wavelength intervals. In figure 3.19, there are three different meshing types that

are all compared with the SPINS 40 nm mesh. The volume average mesh has no spectral

shift as opposed to the Yu-Mittra method 2 and the staircase method, proving to be quite

similar to SPINS meshing in terms of transmission and spectral position.

The staircase methodology is the simplest of all the methodologies. This methodology

takes the refractive index with the highest ratio in the Yee cell and solves the Maxwell’s

equations using that refractive index value. What this implies is that at the boundaries of

the material there is no smoothing in the mesh, but strict boundaries at each 40 nm mesh

point. This creates a harsh boundary (staircase looking) that can be detrimental to the

device performance, especially when the meshing is relatively large (i.e., 40 nm). A 40 nm

meshing is considered large for inverse designed devices, but sometimes is necessary

when designing large devices in 3-D simulations due to the computational cost of lower

mesh sizes [49].

The Yu-Mittra method-2 meshing is one of the more advanced meshing methodologies

offered by Ansys/Lumerical. The Yu-Mittra method is a good method for calculating

Maxwell’s equations at the interfaces of the structure. The permittivity of the structure is

evaluated at different dimensions of the Yee Cell (fig. 3.20) and then these permittivity

values are weighted with the ratio of two materials that is in the Yee cell. This advanced

meshing algorithm is displayed below with the usage of a Yee Cell (Fig. 3.20).

E1 is the permittivity of the material in dark blue and E2 is the permittivity of the material

in white. ∆x and ∆y are the dimensions of the Yee cell while δy and δx are the dimensions

of the different permittivity values within the cell.

Volume averaging meshing was tested against the SPINS simulation meshing in ad-

dition to the two previously mentioned meshes. This meshing is a simple algorithm,

comprised of volume averaging the two permittivity values within the mesh cell. At the
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Figure 3.20: Permittivity evaluated inside the Yee Cell. Reprinted with permis-

sion from [36] © ANSYS.

boundaries, this creates a blurred like effect where the permittivity is a value somewhere

in-between silicon and silica based on the averaging. When looking at the results of the

different meshes versus the mesh in SPINS, the volume average offers the closest trans-

mission results without a spectral shift (Fig. 3.21). From this, a meshing can be chosen

that is a good approximation for SPINS simulations.

Along with the type of meshing, different mesh sizes on Ansys/Lumerical and SPINS

can be compared to see which closely align. There is a certain amount of trade-off between

mesh sizing and computational cost, with finer meshes taking a significantly longer time.

Simulation time is proportional to ( λ
dx
)4 for 3-D simulations and ( λ

dx
)3 for 2-D simulations.

The mesh sizing between SPINS and Ansys/Lumerical is compared using the mode con-

verter that was detailed above.

From these findings, one can see that the 30 nm volume average meshing on An-

sys/Lumerical offers the closest results to the SPINS 20 nm and 30 nm meshing. When

optimizing for a device in 2-D, a 30 nm meshing will be used since the devices that have

been generated are significantly larger than the 2 µm by 2 µm mode converter.
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(a) (b)

(c)

Figure 3.21: Optical transmission spectra (linear scale) comparing mesh sizes

in Ansys/Lumerical and SPINS. Optical transmission at different mesh sizes

in SPINS compared to optical transmission in Ansys/Lumerical at (a) 20 nm

mesh, (b) 30 nm mesh, and (c) 40 nm mesh.

To verify these results, another device is used, the Y-branch, and tested on the two

simulations and the results compared. On Ansys/Lumerical, a uniform, volume average

30 nm mesh is applied to the structure, and on SPINS the standard meshing is used. In

figure 3.22, one can see that the meshing settings are quite similar on the FDFD and FDTD

simulations. This is important as it validates that a volume averaging mesh at 30 nm is

very closely aligned between SPINS and Ansys/Lumerical.

Given these changes in the simulations, a simulation based testing plan is created as

seen in figure 3.1. This testing plan outlines the steps necessary when converting from
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Figure 3.22: A Y-branch optical transmission (linear scale) output compared to

SPINS with a specified mesh setting of 30 nm.

one simulation to the next with an optimized design and how to check for consistency

across the platforms.
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3.5 Summary

As the figure of merit of inverse designed device is generally measured from FDTD/FDFD

simulation results, it is critical to understand the setup of these EM simulations and pos-

sible variations across simulation platforms. Even within FDTD simulations, there are

significant differences between 2-D and 3-D simulations that must be considered. The

transition from 2-D to 3-D simulation not only changes the fundamental mode polar-

ization, but also can cause the rise of higher order modes. The change of fundamental

mode along with increased modal crosstalk will have an impact on the FOM as these

have a direct impact on optical transmission. Additionally, devices can be impacted by

the file exportation from the permittivity graph on SPINS to the layout file. Increasing

the binarization of the device during optimization can mitigate those effects in the file ex-

portation. Binarization has a level-set value that defines silicon versus silica and removes

all intermediate permittivity values. Hence, to maintain device performance, the device

is binarized during optimization which generates a device that is more consistent across

FDTD and FDFD tools. Lastly, meshing can have significant consequences on validating

these devices. Differences in meshing can generate different results, hence it is important

that the same meshing style and size across Ansys/Lumerical and SPINS is used. Ulti-

mately, uniform meshing is used as it remains constant through grey-scale optimization

and is consistent in closed-source Ansys/Lumerical and open-source SPINS. It is impor-

tant that the set up of the simulations is accurate and consistent throughout platforms for

consistent, reliable results for inverse designed devices.
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Chapter 4

Devices - Thermal-based Optical Switch

Optical switching is an integral part of data communications as add/drop systems and

data routing networks control the traffic within data centers. Conventionally-designed

photonic integrated switches take up significant design space. For example, Mach Zehn-

der Interferometer with Multi-Mode Interferometer (MZI-MMI) switches can be easily

100 µm in length. To address this problem, an inverse designed thermal-based optical

switch is proposed using the SPINS framework discussed in the previous chapter. Sim-

ilarly in literature, devices such as mode converters and multiplexers have been studied

extensively using inverse design to decrease their design footprint. This novel inverse de-

signed thermal switch is intended to decrease the design space requirements for on-chip

switching platforms by leveraging permittivity changes due to temperature. In this chap-

ter, a thermal-based switch is generated using the open-source framework SPINS while a

deeper understanding is gained of how changing the initial conditions, refractive index,

design parameters (e.g., device length and width) can impact performance across FDFD

and FDTD simulations.
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4.1 Basic Principles

For wavelength multiplexers, the change in the refractive index is linear with wavelength

in the C-band. This change in refractive index causes the light path to shift due to changes

in the wave vector, allowing the wavelengths to propagate through different output ports.

These light paths change with non-conventional structures generated through optimiza-

tion since the refractive index changes per wavelength. Given that inverse designed

wavelength multiplexers utilize the refractive index dependence of wavelength and have

been validated through simulation and experimentation, this novel switch looks to con-

trol light movement with another form of refractive index change: thermal dependence.

Rather than utilizing a phase shift from wavelength change, the thermally dependent

refractive index can be leveraged to generate a thermal-based inverse designed optical

switch. The general design set up for optimization is proposed in figure 4.1 for a 1 by 2

optical switch.

Figure 4.1: Proposed thermal switch operation using temperature-induced

change in the refractive index to reroute the optical signal from one output

port to the another. T0 is low temperature and T1 is high temperature.
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The refractive index of optical materials is both temperature and wavelength depen-

dent. The permittivity changes due to temperature change are significantly less than

permittivity changes due to wavelength changes. Wavelength dependence is described

as:
λ0

λ
= n (4.1)

where λ0 is the wavelength in free space and λ is the wavelength in a material. Thermal

refractive index changes are dependent on the polarizability of the optical material as

well as the thermal expansion factor, as described earlier by equation 2.18. The refractive

index thermal dependence of optical materials is defined in chapter 2 section 4 as:

nnew = n+ τ∆T (4.2)

where nnew is defined as the refractive index as changed with temperature and n is the

refractive index at room temperature. τ is the temperature coefficient of the material and

∆T is the change in temperature from room temperature (which is assumed to be 297 K).

For silicon and silica at a wavelength of 1550 nm, the temperature coefficients of the

materials are seen in table 4.1. In this thesis, these refractive index changes are incorpo-

rated into the simulation and used to generate a thermal switch.

Material n at 297 K Temperature Coefficient (τ ) n at 500 K (see eqn. 4.2)
Si 3.4757 1.8600× 10−4 K−1 3.5134

Si02 1.4440 1.50× 10−5 K−1 1.4470

Table 4.1: Temperature coefficients of silicon and silica based on their refractive

indices (n) at 1.55 µm wavelength [40].
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4.2 Design Description

When setting up a design problem that reflects temperature dependence, the figure of

merit must be changed to reflect two optimization goals. The first optimization goal be-

ing maximum optical transmission to one output port of the device at room temperature

(297 K). The second optimization goal should then reflect maximum transmission in the

opposite output port when the refractive index is changed to reflect higher temperature

(500 K for our devices). This figure of merit must be optimized for both transmission

terms, reflecting light through the top output port at low temperature and light through

the bottom output port at high temperature, creating a two term figure of merit similar to

equation 2.16 in chapter 2 for temperature robustness. The optical path change can be re-

flected in the code by changing the objective function to reflect transmission at a different

physical point (i.e., from one output port to the other output port). However, modifying

the temperature in simulation is challenging because the FDFD simulation in SPINS has

been constructed with no built-in temperature dependence. In this thesis, implementing

the appropriate simulation methodology for incorporating temperature dependence in

SPINS is resolved.

To determine how to alter the simulation to reflect temperature change, first the set up

of the grey-scale initial conditions must be taken into account. As discussed previously,

in section 2.3, the initial design consists of a permittivity matrix of values between 0 and

1 that are all pushed towards an intermediate normalized value. This creates a difficult

problem for the optimization process, as the temperature coefficients for silicon and silica

are not the same, hence the in-between permittivity values cannot be uniform in their

temperature coefficient value. Another problem that arises from the set up of the design

space is that the coefficients are based on the refractive indices of 1.4440 and 3.4757 for

silica and silicon, respectively, hence the coefficients in table 4.1 will not properly scale the

normalized values of refractive index which range from 0 to 1. To address these problems,

the values of the temperature coefficient must be normalized and a linear scale for in-
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between permittivity values must be created to map values to an in-between temperature

coefficient.

To achieve the linear scale, the following generic normalization equation can be revis-

ited:

norm(x) =
x− xmin

xmax − xmin

, (4.3)

which, with the refractive index values, is now:

norm(n) =
n− nSiO2low

nSihigh − nSiO2low

(4.4)

where the higher and lower temperature refractive indices are taken into account. As

such, nSiO2 is equal to 1.4440 representing the lower bound of the refractive index (i.e.,

silica index at low temperature). nSihigh is equal to 3.4757 + τSi∆T which is the upper

bound of the refractive index (silicon at high temperature), where τSi is the temperature

coefficient of silicon defined in table 4.1. In this work, the temperature difference ∆T is

set to 200 K with the corresponding refractive index value of silicon at high temperature

equal to 3.5134 (nSihigh). Now, the intermediate normalized permittivity values can be

calculated, norm(nSi02high) and norm(nSilow), when silica is at high temperature and when

silicon is at low temperature.

norm(nSi02high) = 0.001465, (4.5)

norm(nSilow) = 0.981800, (4.6)

Then, both normalized coefficients can be solved by calculating the normalized refractive

index change for both silica and silicon:

0 + ∆TτSiO2norm = 0.001465, (4.7)

0.9818 + ∆TτSinorm = 1, (4.8)
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where the normalized thermal coefficient is solved for silica (τSiO2norm = 7.325×10−6K−1)

and for silicon (τSinorm = 9.1× 10−5K−1). The developed code has the design permittivity

defined in a range of normalized values between 0 and 1. To change these values to higher

normalized permittivity values occurring with temperature, the slope between τSiO2norm

and τSinorm is found to compute the normalized temperature coefficients for intermediate

permittivity values. The lower bound temperature coefficient is defined as τSiO2norm =

7.325 × 10−6K−1 for all points with a normalized permittivity of 0. The upper bound

temperature coefficient is τSinorm = 9.1 × 10−5K−1 with a normalized permittivity of 1.

Hence, through simple algebra, the slope between the two temperature coefficients is

found to be 8.3665× 10−5K−1. Thus, the equation for changes in all normalized refractive

index values (including those values in between silicon and silica) due to temperature

will be:

nnorm high = nnorm low +∆T (8.3665× 10−5 × nnorm low + 7.325× 10−6), (4.9)

By multiplying values of n by this equation for the second simulation with higher temper-

ature, the refractive index values are therefore changed and now vary when temperature

is applied in simulation to the device.

4.3 2-D Device Simulations

To test the operation of the inverse design thermal-based optical switch, a 2-D opti-

mization is performed using SPINS. The optical switch operates on the first fundamen-

tal mode, which is the transverse magnetic mode (TM0), as discussed in section 3.1. A

1550 nm wavelength is applied for the defined TM0 optical mode source in SPINS. The

width of the input and output waveguides is 480 nm for single-mode propagation. The

design space area is 4 µm by 4 µm and the two output port waveguides are 0.5 µm apart

from one another (waveguide center to waveguide center). The simulation results pro-
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vide two permittivity maps and two electric field maps: one at the higher temperature

(500 K) and one at the lower temperature (297 K, room temperature). The permittivity

maps only vary in their refractive index values, corresponding to temperature, and the

energy maps illustrate how the light propagates from one output port to the other with

refractive index changes from the temperature difference.

As a first attempt, a significant temperature change (∆T = 600K) was used. Having

a large temperature change reduces computational cost as a smaller design space can

be used. Indeed, a larger refractive index due to temperature change generates more

significant optical path changes, reducing the need for larger design space area. Hence,

this offers insight into if thermal switching is possible with inverse design. The results

obtained for the first designed device are reported in figures 4.2 and 4.3.

Figure 4.2: Permittivity map obtained for a thermal-based optical switch opti-

mized on SPINS for a 600 K temperature difference.

The permittivity map is then converted to a layout file using MATLAB code which

takes the matrix of permittivity values representing the design and converts it to a layout

file that can be imported into Ansys/Lumerical tools. The binarization that occurs when

exporting to a layout file ensures that there are no in-between permittivity values for the
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(a) (b)

Figure 4.3: Corresponding electric field maps of the device in fig. 4.2 at (a)

high temperature and (b) low temperature.

final device design. For these designs, a binarization level set value of 0.65 is used. The

corresponding layout file is shown in figure 4.4.

Figure 4.4: Layout file for device in figure 4.3.

From the layout file, the design can be simulated using Ansys/Lumerical to be further

validated. The utilization of Ansys/Lumerical is imperative to the validation process as

it: a) ensures that changing the device with temperature does not degrade the perfor-

mance obtained in SPINS FDFD, b) allows for the testing of a fully binarized device as

any intermediate permittivity values are removed when converted to a layout file, and c)

shows a spectral response with low computational cost for the device instead of optical

transmission at a singular wavelength. In Lumerical, two new materials are created that

59



are temperature dependent with refractive indices of 3.47 and 1.44. These new materials

represent silicon and silica since temperature dependence is not built into the materials

database for the previously defined silicon and silica on Lumerical. The design is im-

ported from the layout file and is given a temperature dependent silicon refractive index

with a silica substrate that is also temperature dependent. Once in Lumerical, all of the

monitors and sources are placed at the same points that had been defined in SPINS, with

the source usually 1 µm away from the device at the input and the monitors 1 µm away

at the outputs. Similarly to the monitor settings, the meshing was changed to uniform

meshing with a volume average at 30 nm to match the SPINS mesh. From there, low tem-

perature results are produced as seen in figure 4.5 where the field is radiating from the

input, then interacting with the design and ultimately transmitting through the bottom

output port. At high temperature, the following results are obtained in figure 4.7.

Figure 4.5: The electric field map obtained in Ansys/Lumerical for the thermal

device at low temperature for a wavelength at 1.55 µm.

When looking at the transmission at the output at high and low temperature of the op-

timized structure on Ansys/Lumerical (fig. 4.8), the optical transmission is not optimal,

with the transmission for low temperature being as low as 50% whereas on SPINS the

optical transmission was at approximately 90% at the output. The performance degrada-

tion seen here is due to the exportation from SPINS to Ansys/Lumerical. Beyond slight
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(a) (b)

Figure 4.6: Optical transmission of the device in linear scale (a) at low temper-

atures at the bottom output port and (b) high temperatures at the top output

port.

Figure 4.7: The electric field map for the thermal device on Lumerical at high

temperatures for 1.55 µm wavelength.

meshing differences and impact from level-set choices, the design layout export from

SPINS to Lumerical will cause a loss in transmission and/or a spectral shift in the de-

vices. When the device is exported, there are some remnants of in-between permittivity

values at the borders of the device, from both mesh averaging schemes and binarization

limitations during optimization, which get binarized when transferring to a layout file.

Inverse designed devices can be significantly impacted in terms of performance when it
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(a) (b)

Figure 4.8: The transmission of the device (a) at low temperatures at the bot-

tom output port and (b) high temperatures at the top output port.

comes to changes in layout, whether that be in fabrication or simulation exportation and

binarization, due to their very small features.

To resolve these meshing issues, a device must be found that is more robust to these

changes in the layout, such that the layout file performs well in both simulation tools.

With this thermal switch, there are several parameters that can be changed to generate

different device designs, such as the widths of the input/output waveguides, the dimen-

sions of the design area, the distance between the output waveguides, the initial condi-

tions, and others. When moving the outputs further apart from each other, it creates a

more difficult optimization problem as the light must spatially move a greater distance

hence needing a larger phase shift for a more significant path change. When testing how

well devices would work with a large distance between the waveguides (∼ 1 µm), SPINS

produced a very silica heavy device, a device with a higher ratio of silica-to-silicon, as

seen in figure 4.9.

In this design (fig. 4.9), the light is given a greater length. Approximately 6 µm is

added to the length of the device compared to the first device to help with this optical

path change. The design width is not changed to make up for computational cost. This

design is 10 µm by 4 µm with a 1 µm distance between the two output waveguides. In

this device, a 150 K temperature difference was utilized to test the limitations of device
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(a)

(b) (c)

Figure 4.9: Resulting output maps from SPINS with a high silica-to-silicon

ratio in the design space. (a) Permittivity map at low temperature, (b) electric

field map at low temperature, (c) electric field map at high temperature.

optimization for smaller temperature changes that are more easily achievable in practice.

When importing the layout into Lumerical, the field graphs shown in figure 4.10 are ob-

tained.

With the results yielded in Ansys/Lumerical, one can see that this design, which per-

forms poorly in SPINS, completely degrades in performance after importation into An-

sys/Lumerical. These results yield very low transmission, but show the impact of some

device parameters that need to be varied to produce better performing thermal switches.
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(a) (b)

Figure 4.10: The field graphs obtained using Lumerical with a high silica ratio

in the design space for (a) low temperature and (b) high temperature.

Reducing the number of variables cuts down on design time, with only a few design

parameters needing tuning instead of many.

Initially, it was hypothesized that the thermal switch with high levels of silica, mean-

ing a higher ratio of silica-to-silicon, performs poorly compared to the silicon heavy de-

vices because of silica’s significantly lower temperature coefficient. As mentioned pre-

viously, the temperature coefficient for silicon is 1.86×10−4 K−1 while the temperature

coefficient for silica is only 1.55×10−5 K−1. Hence, a better performing device will be

obtained with a more silicon heavy design, as the effective index will change more signif-

icantly with temperature. Additionally, a decision was made to work with devices that

had output ports closer apart (∼ 500 nm apart). Compared to wavelength multiplexers,

refractive index changes due to temperature are significantly smaller such that changes

in light path occur with more difficulty. Generating compact and computationally effi-

cient designs is more easily achievable when the light does not have to shift significantly

along the width of the device, as with a device with two output ports at 1 µm distance

from each other. Hence, most of the following designs will have: 1) output waveguides

close together, but not so close such that they couple with one another, and 2) a higher

silicon-to-silica ratio.

64



To increase the bias towards silicon, the initial conditions are altered to create an op-

timization that has more pixels in the initial design space closer to silicon than silica. As

previously discussed in section 2.3, all the values in the 0 to 1 grey-scale matrix of the

design space are pushed towards a central value as it is standard in the optimization pro-

cess to not accidentally bias towards silicon or silica. However, to increase a bias towards

silicon, the equation that has previously pushed for a central value can be changed to one

that favors silicon as an initial condition. Hence, the equation is changed from

ρ = random× 0.2 + 0.5 (4.10)

to

ρ = random× 0.4 + 0.5 (4.11)

for an initial silicon heavy device. In figure 4.11, a device with a high silicon-to-silica ratio

is produced and the layout is shown compared to that of a device with no silicon bias.

(a) (b)

Figure 4.11: Two optimized devices, (a) with a high silicon bias and (b) with a

low silicon bias.

When designing a device using inverse design, a trade off occurs between computa-

tional time and device size. The larger the device size, the more functionalities for inverse

designed devices is explored. Despite a large device being realistic in the 2-D realm, it

becomes incredibly complex in the 3-D realm. For this research, small devices can be

defined as devices that have a width and length less than 8 µm. Computational cost of
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inverse design, even when utilizing a GPU server, is incredibly high when simulating 3-D

devices. When designing a device in 3-D optimization, it can take multiple days to weeks

for a singular device to be produced compared to 2-D optimization which takes at most a

few hours.

By decreasing the size of the device, the computational cost of the simulation is de-

creased. However, there are some limitations on the size of the devices beyond compu-

tational cost. In smaller scales, the chance of generating small features is increased and

some of these small features cannot be fabricated using typical foundries. Additionally,

light confinement, the ability of the device to confine the light into the silicon region, can

be limited. Another significant reason as to why these thermal devices must find bal-

ance between computationally efficient small devices and well performing large devices,

is their temperature dependency. Given that the refractive index change with wavelength

is significantly higher than that of temperature, multiplexer devices have been made on

a smaller scale. However, this is not the case with temperature dependent devices as the

temperature coefficient changes the refractive index in much smaller increments. Hence,

a balance must be found between the computational cost of size and the experimental

allowances of temperature.

With a large temperature difference (approximately 600 K) small devices can be gen-

erated, at a scale of approximately 4 µm by 4 µm. Using a ∆T of 600 K for small devices

simulated in the 2-D is an acceptable proof of concept, however, it is impractical for fabri-

cated devices as generating that much heat may damage the system and is energy costly.

However, when the temperature difference is reduced, there is a need to generate larger

device sizes to give the light more length and width for path shifts due to refractive in-

dex changes. Given these limitations, the best approach for temperature and device size

tradeoff is using long devices (length of approximately 7-10 µm and width of approxi-

mately 3 µm) for a 150 to 200 K temperature difference.

Another challenge that is seen within 2-D optimization of these thermal switch de-

vices is that they act as a tunable thermal de-multiplexer. Indeed, one can see that when
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monitoring one of the output ports of the device, the peak transmission wavelength will

shift with temperature. This is displayed in figure 4.12 on a 6 µm by 6 µm device with a

200 K temperature difference in 2-D optimization.

(a) (b)

Figure 4.12: Optimized device at low temperature at two different wave-

lengths: (a) 1.54 µm and (b) 1.56 µm.

At low temperature, after optimization for the top output port at 1.55 µm, the light

reaches the top output port at 1.56 µm. This is due to a wavelength shift caused by the

binarization in the exportation from SPINS to the layout file, hence the device peak trans-

mission is at 1.56 µm rather than at 1.55 µm. The light peak transmission at the bottom

output port is at 1.54 µm. Similarly, at high temperature (fig. 4.13), 1.54 µm wavelength

light reaches the bottom output port while 1.56 µm reaches to the top output port. The

transmission spectrum profiles are shown in fig. 4.14.
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(a) (b)

Figure 4.13: Results obtained for the optimized device at high temperature at

two different wavelengths: (a) 1.54 µm and (b) 1.56 µm.

(a) (b)

Figure 4.14: Optical transmission spectra of the device: (a) bottom output port

and (b) top output port at two different temperatures showing a spectral shift

of approximately 15 nm for a 200 K temperature difference.

4.4 Generating Broadband Thermal Switches

The previous thermal switch is a narrow-band device because of the wavelength de-

multiplexer properties the device exhibits. It is an incredibly wavelength sensitive device

and is likely to have further wavelength shifts given the chosen level-set value during the

layout export binarization process and errors in the fabrication process.

To generate a broadband device, the objective function must be improved within the

simulations to incorporate more wavelengths for each FDFD simulation. This is one of

the major drawbacks in the SPINS framework, as the FOM is measured using FDFD sim-

ulations at one wavelength. When testing the devices in Lumerical, one can see that they
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do not perform well over a range of optical wavelength spectrum and that the output

port changes based on wavelength. To circumvent this problem, more objective functions

are added to the optimization process to generate a broadband switch over a specified

wavelength spectrum range.

To test the upper limits of how optically broadband the devices can be made, a broad

frequency spectrum is chosen (40 nm wavelength range) between the two wavelength

simulations and optimized with a figure of merit that is the same as the previous ther-

mal switches, which optimized for transmission through the two output ports based on

temperature. In this optimization, at 1.53 µm and 1.57 µm, the light propagates to the top

output port for low temperature and light propagates to the bottom output port for high

temperature. Hence, the device must be optimized for two separate wavelengths, 20 nm

apart, with the assumed goal that the central wavelength (1.55 µm) will follow the same

propagation pattern when temperature is changed. The results from SPINS are as shown

in figure 4.15 for both high and low temperature.

This device has a 500 nm separation between the output ports, a 7 µm by 7 µm design

space, and is optimized for TM0 mode. When the layout is exported to Lumerical with a

0.65 level-set, the broadband capabilities of the device are tested. The electric field graphs

for the three different wavelengths (1.53 µm, 1.55 µm, and 1.57 µm) at high and low

temperature are shown in fig. 4.16. From figure 4.16, the optimization process achieved

peak optical transmission for the two wavelengths (1.53 µm and 1.57 µm), but the 1.55 µm

optical transmission falls to a minimum. In figure 4.17, it is clearly seen that transmission

at the designated output has peaked at the two optimized wavelengths but does not at

1.55 µm. Instead, the optical transmission at the designated port falls to a minimum at

1.55 µm and propagates through the other output port.

A 20 nm wavelength difference is thus too wide for the optimization process. A

smaller wavelength difference, 6 nm, is then used to achieve a broadband device. The

optimizer now uses the following simulations to drive the optimization: two simulations

at low temperature with both 1.553 µm and 1.547 µm wavelength and another two at
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(a)

(b) (c)

(d) (e)

Figure 4.15: A device performing at low temperatures at 1530 and 1570 nm.

(a) The SPINS permittivity map, (b) the SPINS field map at 1530 nm, (c) the

SPINS field map at 1570 nm. The SPINS field map at high temperature for (d)

1530 nm, (e) 1570 nm.
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(a) (b) (c)

(d) (e) (f)

Figure 4.16: Resulting device performing at low and high temperature in

Lumerical at wavelength: (a, d) 1.53 µm, (b, e) 1.55 µm, (c, f) 1.57 µm. The

top row represents operation at low temperature (a, b, c). The bottom row (d,

e, f) represents high temperature operation.

high temperature with both 1.553 µm and 1.547 µm wavelength. For 1.553 µm wave-

length at high and low temperature, SPINS yields the electric field maps in figure 4.18 (b)

and (c). Then, for 1.547 µm wavelength at high and low temperature, SPINS yields the

field graphs in figure 4.18 (d) and (e). When exported to Lumerical, the electric field map

at 1.55 µm is produced for low and high temperature in figure 4.19. From these electric

field maps, it is seen that the device causes light to propagate through the intended out-

put waveguides at 1.550 µm despite being optimized at 1.547 µm and 1.553 µm. Then,

when looking at the transmission for the top and bottom output ports, one can see a flat

and wide transmission in the transmission plots in figure 4.20. This device has achieved

a broader optical band for the design by optimizing with a 6 nm difference between the
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(a) (b)

(c) (d)

Figure 4.17: The top (left) and bottom (right) output port optical transmis-

sions in the linear scale at (a, c) high and (b, d) low temperature. The red line

represents the optimized wavelength with a spectral shift due to SPINS expor-

tation. The green dashed line represents the central wavelength between the

two points with a spectral shift due to SPINS exportation.

two optimized wavelengths. Indeed, the transmission map at low and high temperature

(fig. 4.20) shows a thicker optical band for peak optical transmission.
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(a)

(b) (c)

(d) (e)

Figure 4.18: Results obtained in SPINS for an optimized device obtained for a

wavelength range of 6 nm. (a) The permittivity map of the device. The electric

field map at 1.553 µm for (b) low temperature, (c) at high temperature. The

electric field map at 1.547 µm for (d) low temperature, (e) high temperature.
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(a) (b)

Figure 4.19: Lumerical field results of the optimized device in 4.18 at 1.55 µm

at (a) low temperature and at (b) high temperature for device in figure 4.18.

(a) (b)

Figure 4.20: Lumerical results showing the spectral profile at (a) low temper-

ature for top and bottom output ports and, (b) high temperature at top and

bottom output ports.

4.5 Two-Mode Thermal Switch

To further investigate the data transfer capabilities with inverse designed thermal switch-

ing, a two-mode thermal switch is implemented in the 2-D optimizer (fig. 4.21). A two-

mode thermal switch would be incredibly practical for MDM systems. These systems rely

on the propagation of multiple data lines on different optical modes, and the function of

routing and splitting modes is imperative for the transfer of these data lines. In this sec-

tion, an initial simulation for such a device is presented based on the same principals as

the thermal switch.
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Figure 4.21: Illustration of a two-mode switch where TE0 and TE1 switch out-

put ports with a temperature change.

The figure of merit for low temperature is defined as:

FEM low = (1− |ET
TE0E|)2bottom + (1− |ET

TE1E|)2top (4.12)

with transmission for TE0 through the bottom output port and transmission for TE1 at

the top output port. T is the conjugate transpose with ET
TE0/1E defined as the electric field

(E) overlap with the target mode (ETE0/1), with the first term representing the overlap of

TE0 at the bottom output port and the second term representing TE1 overlap at the top

output port. The figure of merit for high temperature is defined as:

FEM high = (1− |ET
TE0E|)2top + (1− |ET

TE1E|)2bottom (4.13)

with TE0 propagating through the top output port and TE1 propagating through the bot-

tom output port. The entire figure of merit for the optimization problem is the summation

of the high and low temperature FOM.

When generating a design for higher order modes, it must be determined how large

the input/output waveguides should be to support higher order modes. Using the same

methodology as described in chapter 3, using the effective index method and b-V curves,

a 800 nm waveguide width is determined to support the first two optical modes (in this
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case, TM0 and TM1). To set up this optimization, two different sources are created, one

at TM0 and one at TM1, which are run on different simulations, and monitors are placed

at the output waveguides to measure modal overlap with the designated modes. SPINS

results are shown in figure 4.22.

In figure 4.22, the design has a 200 K temperature difference, a 7 µm by 7 µm design

space, and operates at 1.55 µm wavelength for both TM0 and TM1 modes. When ex-

ported to Lumerical, the results are shown in figure 4.23. When looking at the optical

transmission spectra for the top and bottom output ports, at different temperatures, the

device does cause the two modes to switch from one output port to the other. This is

verified through the modal overlap measurements, seen for low temperature and high

temperature (fig. 4.24).

To become more broadband, this device would need for more simulations to run in

parallel with wavelengths spanning 6 nm. As well as the need to become broadband, the

two-mode thermal switch will also have to be run in 3-D optimizations to become fabri-

cable. This device is a 7 µm by 7 µm sized switch with four terms in its FOM. Each term

in the FOM must be run on a separate FDFD simulation, which greatly increases the time

for each iteration. The total time for one iteration equals the time of a singular simulation

multiplied by the number of simulations. With each iteration taking over two hours in 3-D

FDFD simulation, this device must be further explored for ways in which computational

cost can be decreased, such as meshing, device size and temperature change. Regardless,

this device still shows promise within the 2-D realm and can be further explored with

higher computational capacities. This device offers thermal modal switching that would

increase the capacity of modal data transmission, allowing for greater broadband in our

data transmission systems.
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(a)

(b) (c)

(d) (e)

Figure 4.22: SPINS results for the two-mode thermal switch, (a) the permit-

tivity map, (b) the electric field map at low temperature for TE0, and (c) the

electric field map at high temperature for TEO. (b) The electric field map at

low temperature for TE1 and (c) the electric field map at high temperature for

TE1.
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(a) (b)

(c) (d)

Figure 4.23: Lumerical outputs for the two-mode thermal switch at (a , b) high

temperature and (c , d) low temperature at 1.55 µm.

Figure 4.24: Optical transmission results in Ansys/Lumerical (linear scale).

Modal overlap at the two outputs for the two-mode thermal switch at low

temperatures for (a) TE1 and for (b) TE0. At high temperature for (c) TE1 and

for (d) TE0
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4.6 Summary

In this chapter, a 2-D optimized thermal switch is presented. By working only in 2-D sim-

ulation, one can further improve the optimization process while reducing computational

cost. In this chapter, we present an initial condition that pushes the devices towards a

higher silicon-to-silica ratio causing greater refractive index changes per unit area. These

devices with more silicon perform better than the unbiased or silica heavy devices, which

have 40 to 70% transmission at the output ports. Additionally, the length of the devices

is increased for a larger phase change. With these improvements, a device is generated

that has 80% transmission at one output port and 90% transmission at the opposite out-

put port. Using the temperature coefficient of silicon, a novel device is generated that

increases the switching capabilities within integrated silicon chips by decreasing the foot-

print size to approximately 8 µm by 3 µm. Further, it is seen that the switch also acts as

a de-multiplexer with a spectral shift at higher temperatures, making this device multi-

functional. Another device that is proposed in this chapter is a two-mode thermal switch,

which acts as a de-multiplexer for different optical modes as well as a thermal switch for

the two modes. Given the novelty of these devices, they should be further studied and

offer insight into the future of inverse design utilizing the thermal material properties of

silicon.
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Chapter 5

3-D Simulation Results of the Thermal

Switch

Using 2-D optimization for inverse design is a useful proof of concept. It allows designers

to explore initial conditions and device parameters while acquiring intuition to improve

device optimization at low computational cost. However, to get an accurate sense of the

device performance, the optimizer must be simulated in 3-D using the same figure of

merit. This methodology will generate devices that are fabricable. Indeed, the infinite z-

component assumption used in 2-D simulations is no longer valid. The simulations will

now calculate Maxwell’s equations on a device with a thickness of 0.22 µm, standard for

silicon-on-insulator photonic chips. These simulations are more computationally expen-

sive and must be run on a GPU server. Running these 3-D optimizations ensures that the

devices sent for fabrication are more functional and reliable.

5.1 Device Design in 3-D Simulation

With a general sense of performance from the 2-D optimization, the optimization with

3-D simulations is more easily set up. Compared to 2-D simulations, 3-D simulations

can take multiple days to optimize on a GPU server, with one iteration taking anytime
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from three minutes up to an hour. Hence, it is important that these devices are realized

in 2-D beforehand such that any detrimental mistakes in the initial conditions (e.g., using

TM0 modes instead of TE0) can be realized and corrected early before progressing with a

computational heavy step. The first completely 3-D optimized thermal switch device has

the following layout in Lumerical (fig. 5.1).

Figure 5.1: Permittivity map of a 3-D optimized device in Lumerical after ex-

portation from SPINS.

The design space for the device in figure 5.1 is 4 µm by 4 µm. The output waveguide

separation is 0.8 µm. The temperature difference is 200 K. The initial optimization results

are poor as they are obtained before the changes, detailed in chapter 4, are implemented

into the optimization framework, e.g., closer output waveguides, higher silicon bias, a

thinner and longer design space. Indeed, at low temperature, the device optical transmis-

sion results in figure 5.2 show poor performance. At high temperature, poor results are

also obtained with large losses and weak optical transmission at the designated output

ports (fig. 5.3).

The 4 µm by 4 µm device performs poorly. This situation is similar to the structures

optimized in 2-D before implementing the device improvements in sections 4.3 and 4.4:

thinner width with longer length design spaces, high silicon bias and closer distance be-

tween output waveguides. Optimally, the 3-D optimization would perform similarly to

the best performing 2-D device, which had at most a 1 dB insertion loss. To further the

case for thin-width long optimized structures, which is utilized in the best performing
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(a) (b)

Figure 5.2: Lumerical results for a 3-D optimized device at low temperature:

(a) the electric field map and (b) the optical transmission (in the linear scale) at

both output ports.

(a) (b)

Figure 5.3: Lumerical results for a 3-D optimized device at high tempera-

ture;(a) the electric field map and (b) the optical transmission (in linear scale)

at both output ports.

2-D device (described in section 4.4), the electric field maps at various stages of bina-

rization can be monitored. This allows one to see patterns and possible pathways to a

better optimized device based on how the field moves in the structure with low and high

binarization. In the first binarization step of the 3-D optimized thermal switch, where

the sigmoid factor, c1, is equal to 1, the resulting outputs from SPINS are shown in fig-
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ure 5.4. In this figure, the field propagates across the entire design space, close to the

(a)

(b) (c)

Figure 5.4: SPINS results for the 3-D optimized device with low binarization;

(a) the permittivity map, and field maps at (b) low temperature and (c) high

temperature.

boundaries between the design region and the silica cladding. With higher binarization

for the same device, a different field propagation is observed. The field seen in figure 5.5

is more confined to the central region of the device due to the high confinement of silicon

at the silica/silicon boundaries. To further understand this, note that the boundaries in

a low binarized device result in smaller refractive index changes (between one material

with an in-between permittivity and another) while a high binarized device results in
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(a)

(b) (c)

Figure 5.5: SPINS results for the 3-D optimized device with high binarization;

(a) permittivity map, and field maps at (b) low temperature and (c) high tem-

perature.

larger refractive index changes (between silicon, 3.45, and silica, 1.44). Remember that a

high propagation constant corresponds to higher light confinement. With the propagation

constant, β, being proportional to neff and higher neff correlating with higher refractive

index changes between core, cladding, and substrate, one can conclude that high bina-

rization, with the largest refractive index change, corresponds to a higher propagation

constant and, hence, more confinement of light in the silicon. Knowing this about the

device, the optimization is altered to reduce the design space width, which will allow the

optimizer to explore longer and narrower design spaces. This leads to similar light paths
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in both low and high binarization such that there is no decay in device performance when

moving to higher binarization due to significant path changes from more abrupt bound-

aries. Having this restriction makes it more straightforward for the optimizer to create

well-binarized devices and cut down on the computational cost of simulating larger de-

vices. In all following the 3-D devices, only devices with a smaller width and longer

length will be presented.

A device with a design region of 3 µm by 6 µm is initially looked at. To reduce the

computational cost of larger devices in 3-D optimization, since the 3 µm by 6 µm increases

the design area by 2 µm2 from the previous 4 µm by 4 µm design, 2-D simulations are first

done. To incorporate and benefit from 2-D simulation speed, a 2-D optimization can run

during the first binarization step, when the design is still in its grey-scale optimization

phase. In this approach, the designer leverages the quickness of the 2-D optimization

and then changes to 3-D simulations for all following binarization stages. However, the

source must be carefully considered when using this methodology as the fundamental

mode changes from TM0 to TE0 when moving from 2-D to 3-D. Hence, when optimizing

in the grey-scale within the 2-D simulation, the mode with the second highest propagation

constant (TE0) must be injected given the infinite z-component (section 3.1). Then in 3-D

optimization, the simulation must use the mode with the highest propagation constant

(TE0). When moving from 2-D to 3-D in the optimization process, maintaining consis-

tency in source definition is important to obtain a well performing device. Incorporating

both 2-D to 3-D optimization with an increased length yields the following results from

SPINS as demonstrated in figure 5.6.

An important distinction between this device and the previous 4 µm by 4 µm device,

is that another modification to the optimization process is used here. Here, the initial

conditions have been changed for silicon bias, driving the device to have a higher silicon-

to-silica ratio. On Lumerical, the field profiles are obtained at low and high temperature,

respectively, in figure 5.7. The optical transmission for high and low temperatures for

the top and bottom output ports are shown in figures 5.8 and 5.9. At low temperature
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(a)

(b) (c)

Figure 5.6: SPINS results for a 3-D optimized device with the (a) permittivity

map and field maps at (b) low temperature and (c) high temperature at 1.55

µm wavelength.

(fig. 5.8), there is an insertion loss of approximately 1.5 dB and at high temperature (fig.

5.9), the insertion loss is approximately 1 dB. What is also important to note is that at

peak transmission in one output port, the opposite output port falls to a minimum in

transmission. This is important, as one goal of the optimization is to minimize the output

at the opposite output port while maximizing the transmission through the designated

output port. Leakage transmission in the wrong output port is detrimental to switching

as it reduces the transmission through the target output port and impacts the data signal

integrity within an optical system.
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(a) (b)

Figure 5.7: Lumerical electric field maps for the 3-D optimized device at (a)

low temperature and (b) high temperature at 1.550 µm wavelength.

(a) (b)

Figure 5.8: Optical transmission (linear scale) for the 3-D optimized device in

figure 5.7 at low temperature for (a) the top output port and (b) the bottom

output port. The red line is the wavelength of optimization.

Similarly to the device detailed in section 4.4, increasing range of the peak optical

transmission spectrum of these devices allows them to operate in a broadband capacity.

The same methodology is carried out as with the 2-D optimized device: two more objec-

tives are added to the optimizer with a 6 nm wavelength spacing between the objectives

at each temperature.

The device in figures 5.10 is 7.5 µm by 2.5 µm and is optimized at two different wave-

length points (1.547 µm and 1.553 µm) for broadband operation. The computational time
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(a) (b)

Figure 5.9: Optical transmission (linear scale) for the optimized 3-D device in

figure 5.7 at high temperature for (a) the top output port and (b) the bottom

output port. The red line is the wavelength of optimization.

increases greatly with two additional 3-D simulations doubling the computational time.

Hence, the mesh is set to 40 nm to cut down on computational cost. The output waveg-

uides are 500 nm apart and 500 nm in width, with the input waveguide also 500 nm in

width. When exported to Lumerical, the field map is obtained at 1.55 µm wavelength and

the following results are shown in figure 5.11. Additionally, when observing the optical

transmission in figure 5.12, a characteristic plateau can be seen in the optical transmission

peaks over a 6 nm wavelength range. This device still exhibits de-multiplexing proper-

ties, as detailed in section 4.3, with the light propagating through the top output port for

longer wavelengths and the bottom output port for shorter wavelengths. This device is

much better performing than the initial 4 µm by 4 µm device generated in 3-D optimiza-

tion. The device modifications in the initial conditions, such as a smaller width, higher

silicon bias, and an optimization at two wavelengths, produces a well-performing device

that can be later used for fabrication.
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(a)

(b) (c)

(d) (e)

Figure 5.10: SPINS results for a 3-D optimized device. (a) Permittivity map

and field maps at (b) low temperature and (c) high temperature at 1.547 µm

wavelength. Field maps at (d) low temperature and (e) high temperature at

1.553 µm wavelength
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(a) (b)

Figure 5.11: Lumerical electric field maps for the 3-D optimized device for

broader spectral transmission at (a) low temperature and (b) high temperature

at 1550 µm wavelength.

Figure 5.12: Lumerical optical transmission (linear scale) for the 3-D optimized

device at (a) the top output port and (b) the bottom output port at high tem-

peratures.

5.2 Comparison of conventional optical switches to inverse

designed thermal switch

In this thesis, an inverse designed optical thermal switch is presented for optical intercon-

nects with a reduced device footprint. A thermal optical switch is produced that operates

at a ∆T of approximately 200 K with a device size of 7.5 µm by 2.5 µm. In the past, many

different forms of optical switching have been used, from off-chip free space switching,

such as a MEMS-based switch, to using materials with significant phase changes from

applied voltage or temperature changes such as PCM (phase change material) switches.
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Additionally, in optical switching, silicon devices such as MRR or MZI switches, which

use the thermo-optic and electro-optic properties of silicon for switching, have been used.

In this section, a comparison of modern optical switches with the inverse designed ther-

mal switch is provided.

To reduce the large footprints needed for optical switching the usage of off-chip switch-

ing should reduced for optical interconnects since it relies on fiber-to-chip and chip-to-

fiber interfaces such as grating couplers, which can be hundreds of microns in length and

width. Additionally grating couplers have large insertion losses with a loss of approxi-

mately 3 dB at 1550 nm. It is important to minimize the utilization of off-chip functions

as they generate a need for amplifiers within optical systems to make up for such losses.

Additionally, a free space MEMS switch for optical switching can take up to tens of mil-

limeters for switching functions [50]. The inverse designed thermal switch not only re-

duces the need for off-chip switching which would generate a need for additional grating

couplers, but is significantly smaller.

Similar to off-chip switching, the inverse designed thermal switch can drastically re-

duce the size requirements of on-chip switching. For a MRR silicon-on-insulator switch,

the footprint is around 2.5 mm2 for a 4×4 to 8×8 switch [51]. Additionally, this switch op-

erates at a significantly smaller bandwidth, with optical transmission peaking in only a

0.5 nm wavelength span. The inverse designed thermal switch offers a 6 nm wavelength

span for peak optical transmission through the two output ports. MZI-based switches

typically have a footprint area of 60×30 µm2, while the inverse designed thermal switch

is about 100× smaller in terms of area [52]. Another option for on-chip switching relies on

PCMs for MZI and MRR structures, which has the capability to reduce size requirements,

due to higher phase changes in PCMs, to sizes of around 100 µm2. However, PCMs such

as vanadium dioxide are fairly new to fabrication processes for silicon chips which can

result in detrimental fabrication errors on the device. Additionally, PCMs have signif-

icantly high losses, with up to 2 dB of loss per 1×2 or 2×2 switch whereas the inverse

designed thermal switch has a 1 dB insertion loss.
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For the inverse designed thermal switch presented in this thesis, the footprint of the

device is significantly reduced by as much as 100× less for on-chip switching relative

to other alternatives. Additionally, there is an increased broadband capacity in the in-

verse designed thermal switched, 10× larger than that of modern MRR switches. With

PCM technology vastly behind that of well-established silicon foundries, it is clear that

silicon on-chip switching could be the future of data routing. The inverse designed ther-

mal switch offers a new pathway to decrease size requirements while maintaining data

capacities of silicon devices.

5.3 Summary

The 3-D simulations offer an in-depth analysis into how the thermal switch may work

experimentally. By optimizing the thermal switch using 3-D simulations, assurance can

be offered that the device geometry works in 3-D without the infinite z-component as-

sumption in 2-D. Normally computationally costly, it is found that by starting the opti-

mization process in 2-D for low binarization and then moving to 3-D optimization for

high binarization, some of the computational cost can be reduced. Further, the improved

specifications found in the 2-D simulations are implemented, such as high silicon bias and

longer devices, to obtain devices that operate at 70% transmission at low temperature and

80% transmission at high temperature. Compared to other modern switches, the thermal

switch presented in this thesis offers a footprint that is 100× smaller. Additionally, the in-

verse designed thermal switch offers a completely on-chip silicon device, which reduces

foundry process variations and the losses seen with off-chip switching. The 3-D results

serve as an important proof of concept, showing that not only is temperature dependence

possible, but helpful for reducing the footprint of switching devices.
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Chapter 6

Conclusion

6.1 Summary of Work

In this thesis, the following was accomplished; 1) an in-depth discussion on simulation

methodologies used in inverse design, and 2) a novel inverse designed thermal switch.

The thermal optical switch was validated in 2-D and 3-D simulation. Additionally, im-

provements made to the initial conditions of the optimization framework were presented

and discussed.

The inverse design process detailed in this thesis uses FDFD simulations for FOM

measurements in the SPINS framework and then FDTD simulations for device testing us-

ing Ansys/Lumerical. Discussed in chapter 3, there are several simulation conditions to

consider when running an optimization including 2-D versus 3-D simulations, meshing,

and the binarization process. In 2-D and 3-D simulations, mode calculations results differ

due to the assumption made in the 2-D domain of an infinite z-component. This infinite z-

component gives rise to a higher propagation constant for TM0 such that TM0 is defined

as the fundamental mode. In 3-D, the TE0 mode has the highest propagation constant and

therefore the fundamental mode changes between 2-D and 3-D simulations from TM0 to

TE0. Additionally, it is important to consider meshing choices during optimization and

device validation. In this thesis, a uniform volume average mesh in Lumerical is used

93



for device validation as this mesh choice leads to similar spectral optical transmission

results compared to results in SPINS. Finally, it is important to consider the exportation

of the device and how a level-set binarization will impact the device. As seen in section

3.2, when exporting a device from SPINS, any non-binarized points of the device will be

completely binarized based upon how the level-set is defined. A spectral shift is seen at

different level-sets, hence it is important to choose a level set that maintains the optical

transmission peak at the optimized wavelength. The peak optical transmission remains

most stable at level-set values between 0.65 to 0.60. With these concepts thoroughly ex-

plored, the optimization for the thermal optical switch can then be set up and observed.

The inverse designed thermal optical switch is a novel device that has not yet been

proposed nor studied in the literature. Utilizing 2-D simulations, a significant proof of

concept is constructed. These 2-D optimizations and simulations not only offer a proof

of concept, but also offer a computationally efficient way to explore the initial conditions

of the device to generate a better performing design. The first device that was explored

had a 4 µm by 4 µm design space with temperature difference of 600 K. The temperature

difference was reduced down to 200 K for all further devices. This was decided upon to

generate a device that could be fabricated and validated experimentally but also had a

large enough temperature difference for a significant refractive index change in the sil-

icon. Further, to increase device performance, the initial conditions of the device were

explored. The design space was increased such that light propagating within the de-

vice could undergo a larger phase shift. The device was lengthened to achieve this, but

the width was decreased to cut down on computational cost. Additionally, the two out-

put waveguides were placed closer together for a decreased distance that the light path

would need to change from temperature variations. To increase the transmission of the

device, changing the initial conditions of the permittivity matrix were explored in SPINS.

By changing the initial conditions to have a silicon bias, devices with higher silicon-to-

silica ratios are produced. Silicon offers a much higher temperature coefficient compared

to silica, as discussed in section 4.1. This is used to the advantage of the device, as the
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greater change in index values generates a more significant phase change in the device.

Additionally, the optical band of the device can be increased by adding additional objec-

tives to the FOM at different wavelengths with a 6 nm difference. Using these changes,

a 2-D optimized thermal optical switch is generated with an optical transmission of 80-

90%. Another device is also proposed in chapter 4, a two-mode thermal optical switch.

This device acts as both a mode de-multiplexer and a switch, where the optical modes

TM0 and TM1 switch output ports dependent on temperature. This device is yet to be

validated in 3-D, as it has a high computational cost due to the amount of objectives for

the FOM and significant design space.

3-D optimization has a much higher computational cost compared to 2-D optimization

and is hence run on a GPU server. To reduce the computational cost of 3-D optimization,

2-D optimization is used at the starting point of the optimization at low binarization,

then 3-D optimization is used at higher binarization levels. In chapter 5, the benefits of

the changes to the initial conditions proposed in chapter 4 are further explored in the 3-D

realm, ultimately resulting in a broadband device with a 7.5 µm by 2.5 µm design space

and a 200 K temperature difference. The 3-D inverse designed optical thermal switch has

a 1.5 dB insertion loss at low temperature and 1 dB insertion loss for high temperature in

simulation. Compared to other optical switches, such as the MEMS based and MZI-MMI

switches, the insertion loss is similar except that the inverse designed thermal switch is

much more compact than these switches, which can take up to 100 µm in length. The

3-D inverse design optical thermal switch offers promising results in both 2-D and 3-D

simulations and should be further explored.

6.2 Future Work

The thermal switch yields promising results in simulation. For further validation of

the thermal optical switch device, the device must be sent for fabrication at a photonic

foundry and tested experimentally. In the experimental set up, it is important to consider
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how the temperature difference can be applied to the device. There are two options for

applying a temperature difference: 1) a thermal stage on which the chip is placed upon

or 2) a metal cladding within the chip. A thermal stage is not practical for application in

photonic systems, as it takes a significant amount of space within the set up. However,

the thermal stage is easy to use and offers a good level of control without risk of damag-

ing the chip. For metal cladding on the chip, the dimensions of the metal piece must be

considered when applying a current, as to not damage the metal pads and routing. For

both, the thermal stage and metal layering, a thermal map must be generated in simula-

tion to estimate the amount of heat that will be applied to the device. Once the thermal

component of the experimental set up is decided upon, the design can be fabricated and

tested. When tested, a C-band laser should be used such that any spectral shifts in peak

wavelength due to fabrication errors can be accounted for and discussed. Ultimately, we

hope that the experimental results will be able to validate the insertion loss and broad-

band behaviour that has been achieved in simulation.

The thermal switch has many avenues for future simulation experimentation. Given

that there is higher insertion loss in 3-D optimization than in 2-D optimization, there is

a case for future work exploring these discrepancies. Additionally, work can be done to

increase the transmission in both 2-D and 3-D optimization, exploring the initial condi-

tions of the device and the binarization steps. Further, methodologies on cutting down

on the computational cost should be explored. Inverse designed devices using FDFD

simulations for the optimization process require a significant amount of computation for

broadband optical transmission. Increasing the design space for the optimization also

increases the computational cost. For exploring devices such as the two-mode thermal

switch, discussed in section 4.6, the computational cost must be reduced.

Exploring the benefits and limitations of inverse design is fundamental for the future

of photonics. As we garner a need for smaller broadband devices, it is important to fur-

ther utilize inverse design for increasing the design library. The inverse designed thermal
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optical switch offers an insight into how inverse design can be used for novel devices and

how future devices can be created.
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R. Pitwon, A. Håkansson, and N. Pleros, Eds. Woodhead Publishing, 2017, pp.

101

https://doi.org/10.1023/A:1011430410075
https://doi.org/10.1038/s41467-022-35446-4
https://doi.org/10.1038/s41566-018-0246-9
https://www.ibm.com/thought-leadership/innovation-explanations/mukesh-khare-on-smaller-transistors-analytics
https://www.ibm.com/thought-leadership/innovation-explanations/mukesh-khare-on-smaller-transistors-analytics


75–94. [Online]. Available: https://www.sciencedirect.com/science/article/pii/

B9780081005125000036

[25] M. S. Nawrocka, T. Liu, X. Wang, and R. R. Panepucci, “Tunable silicon microring

resonator with wide free spectral range,” Applied Physics Letters, vol. 89, no. 7, p.

071110, Aug. 2006. [Online]. Available: https://doi.org/10.1063/1.2337162

[26] G. Zhang, D.-X. Xu, Y. Grinberg, and O. Liboiron-Ladouceur, “Topological

inverse design of nanophotonic devices with energy constraint,” Opt. Express,

vol. 29, no. 8, pp. 12 681–12 695, Apr 2021. [Online]. Available: https:

//opg.optica.org/oe/abstract.cfm?URI=oe-29-8-12681

[27] L. Su, D. Vercruysse, J. Skarda, N. V. Sapra, J. A. Petykiewicz, and J. Vučković,
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