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ABSTRACT

This thesis seeks to contribute to the theoreti cal and

1Y

empirical debate surrounding five key issues in the demand“ for monqy

These issues are identiﬁed as stability, functional form, causa]ity,

o«

dynamiesand competing theories. 'Each is examined through the app]ica-

tion of current econometric methods to Canadiin data. In addition to

providing information aboyt Canadian money demand. efforts are made to .,

~assess the practical nature of the econometric techniques —employed.

Contributions include: an assessment of relative sensitivity

e

of.’various stability tests; a discussion of stability of monetary aggf~e-

gates wherein a demand shift in the current account component’ of narrow
money in the mid-1970s 1s identified; empirical and theoretical

analyses ¢f the appropriateness of a “semﬂogarithmi ¢ functional form;

& o / * o Y .
techng}'cai improvements in th{ study of causality for Canada; dis- ¢
cussion .and assessment of variable dynamics in the equﬁibra"i:ing adjust-
ment process; and construction of a statisticaﬂy-optimwn and economica'lly-
rational price expectations series. ! h -
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RESUME

Le but de cette thése est de contribuer au debat theorique

et empinque concernant cmq questions majeures sur la demande de

wmonnaie. Ces questions sont jdentifides comme: la stabih‘té, la

forme fonctibneﬂe, la causalité, la dynémique et les théorfes
*.

‘concurrentes. Chacune est examinée en appliquant des méthodes &cono-

En plus de fournir des renseignements

4

metriques qux donndes canadiennes.
sur 1a demande de monnaie au Canada, des efforts sont déployés afin
d'é\(:aluer les tec}lniques ’ecbnométriques utilisées. .
Les contributions se résument a: une évaluation de la sensibilité
" relative de divers tests de sta’bih"té; une discussion de Ta stabilité
des agrégats monétaires dans lesquels un déplacement de 1a demande
1
des comghters:{_.courants, au milieu des annes 1970, est identifie;
'des anal}ses empir_'1que et théorique sur 1'application de la
- forme semi-logarithmique; deé‘amé]iorations techniques dans une étude
de'causaﬁté canadienne; 1§ discussion et T'éva]uation de la dynamique

variable dans le processus d adaustement a l'equih‘bre, et la construction

d'une serie des attentes oprtlmales et ratmnel]es sur les prix.
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, " FOREWORD

Econo trics, the interface of statistical methods and
economic theory} has done much in recent decades to sharpen our focus
- . of the economic environment. Rapid advances in computer technology \ i
- and improved data collection have contributed to a world in whi ch
econon}etric's,‘ as a discipline, has truly blagévomd. Econometric
//\ technique, however, does not exist as an end in itself. -Despite the

faq;t that the bulk of textbook material.gm- econometrics, .and one

N

e ,
ad'thor estimates at Teast 80 per cent, is devoted exclusively to econometric

theory, it is the merging of ° theory and data whic_t) is the crucial step
TF

()]

in what may be termed the ‘eco/nometric approaéh'. It is my view that an

L

over-emphasis of 'theory-only' ‘and insufficient written attention to

g 1o

-the problems which actually confront the practicing econ/o/metrician has

L

prevailed in the literature. This thesis seeks to survey, develop and

A Lo

apply econometric methods in a balanced presentation of theory and |,

practice.

The principal thrust of this study will be to.address the structural
- - relation which exists between real money balances and other predetermined
: ' variables of the economy. In so doing, attention will be focused not only

\

on the way in which our perception of the macroeconomy has evolved but

* also'on how this perception has been misdirected through faulty or in-
complete econometric analysis. Though this work cannot hope to resolve
the myriad of problems which econometricians must face in estimating

structura{relat'ionships. it can point to directions in which quality

\x'i'l i l
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of estimation can be improved. The Lucas critique of econometric models,

for example, applies to structural equations in general. We pr& concerned

R e m

with the estimation of parameters which cannot be ‘structural® if they

change, as they must, with change¥ in policy. Neither can we hope to .

AT RS Yo L

- "’ | resolve problems of data quality. Apart from using the best' data that .

PR

are currently available, 1ittle can be done about measurement errors of
which we are unaware. In spite of these and other pervasive pmb’lemg

% facing e/conometric research the objective must be to learn-as much, but ’
not more, about the economy as current data can ;e‘ﬂ us. This maximization

v
can be approached by means of prudent application of econometric theory.

} h By necessity, the analysis of thé pregsent thesis is bartia]

’% ( “  equilibrium in nature. Attempts will be made to isolate demand for money

. functions for Canada and to examine them as to quest-i*Ons judged:to \be of

. current interest. Although 2 serious attempt has bé;n made to cover-as

f broad a range of related topics as passible, 5 certa%n subjective narrowing
N ' of focus was necessary for adequate treatment of the chosen issues. Un‘-

fortunately, and not for their lack of relevance in a broader economic

setting, topics such as: the importance of money demand to the formation

"
H
H
H
H
kS
hS

and strategy of monetary policy, linkages between the money market and
other sectors of the economy, substitutability of monetary assets, and
the proper eeonomié definition of money; have been given only summary
attention. The issues which are considered te be of fmmediate concern
involve stability of the demand relation, provper .functional and dynamic
specificat'ipns. the re‘rta/\l;nt économic variables and their causal inter-

action, and appropr;:iate estimation techniques. It is judged that

— et rmsan e A3 i b e e Y N b WA AL e
RS AT P e
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it
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adequate resolution of the basic questions is necessary,
sufficient, for consideration of the more ébmp?ex ones.

are relegated to a future volume.
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CHAPTER 1
AN _OVERVIEW '

Most excursions into the theory of money demand begin at a
familiar sta‘rting point. Early theoretical formulations provide the
anchor and, in some cases, the vehicle for many narratives on this
topic. This thesis will not attempt to break with that tradition.
My intention, though ultimately to gain a better understanding of
the larger economic environment, is specifically aimed at the *
resolution of currently-debated issues relating to the demdid for
moene}. A we]]-deﬁned view of the evolution of monetary theory is
therefore judged essential to the realization of my goals.

N The present introductory chapter traces the development of
key issues in conteryporary monetary theory.,r Since the ancestry o% ‘
much of what is currently debated can be foand in early quantity and
Tiquidity-preference theories, Section 1.1 is devoted toﬂ?ﬁeories of

money up to, and including, that of Keynes (1936). This first stage

of development saw the emergence of two fairly distinct views of qthe

demand for money. The ;econd, or 'synthesis', stage brought these

views closer together in what is termed, in Sgction 1.2, the neoclassical

view. Section 1.3 provides the background for current debates based

upon transactions and asset views of money demand. One interesting

dimension of the ﬁpresent debate is that the two competing views—share ~

a common heritage. Relevant cross-currents are identified in Section 1.3.
Common to all three phases of theoretical development 1is ‘the

recurring dispute as to the proper. definition of money. Section 1.4

describes the background of this dispute. In the next section, the

1

B e
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empirical studies on the demand for moneQ\are surveyed. Since this
11tera§yre is vast, it has been necessary to group the important
studies into five major areas of concern. These are the five areas
which are judged to be Qf primary interest to demand for money 1q

Canada. Each of these areas will be examined in turn in successive

PTG TR A R b0 :
@

chapters of this thesis. They are: stability, functional form,

causality, dynamics and competing theories.

T

1.1 The Forerunners

S

Early formulations of the quantity theory (as seen in the
works of Bodin, Cantillon, Hume, Ricardo and Mi11) established a y
~ relation between the quantity of money and the demand for commodities.
e 20th century saw refinements to this c]éésical veFsion in two
specific directions. The first, the transactions yersion, is
associated with Newcomb and Fisher. The second, the cash-balance

version, is associated with Marshall and Pigou.

Fisher began his analysis with the familiar exchange identity:

& 1
1

MV = PT, ' (1.1)

where M is the quantity of money, V is its velocity of circulation,

P the general price level and T the volume of transactions. Since
the ume of transactions was expected to persist in a fixed relation
to the volume of full employment output, T was taken to be given.'

He viewed Y as a varfable dependent upon such institutional factors

as the payment habits of the public, the extent of the use of credit
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and the speedcof transportation and communication -- all of which

cod]d be treated as fixed in the short run. The exchange identity
was thus traMd to the quantity equation: - \

MV = PT, - (1.2)

3

and Fisher (1911, p. 164) concluded,

"The quantity theory of money thus rests, ultimately upon
© the fundamental peculiarity which money alone of all goods
possesses -- the fact that it has no definite relation to
the satisfaction of human wants, but only the power to
»purchase things which do have such satisfying power".

~t

\"Though the Fisherian demand for mbney can still be found
in contémporary work (see, for example, Pesek, 1970) a more fruitful ‘
1ine of development came through the work of Marshall and Pigou and P
their realization that money is capable of _y‘ieiding utility through

the provision of convenience and security. The Cambridge economists

were able to formulate a demand theory in microeconomic terms from
l

the choice-ma‘king behavior of individuals. The randomness/ in the .

timing pf receipts and éxpenditures and the possibility of unforeseen

contipgencies led to the demand of a specific quantity of money.

!
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My = KY = KPQ, (1.3)

S ‘f/ M
2 where Md is the quantity of money demanded, Y the level of money ’ ,;

incorﬁé, Q an index of the real level of output in the economy (as
opposed to T in the Fisherian veréion wivich was a measure of total
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transactions including transfers of used goods, 1ntermediaté goods,’
financial assets, etc.), and K the factor of proportionality.

In short, the Cambridge theory under the same institutional
constraints imposed by Fisher, and equilibrium in the money market,
yields the same ﬁuantity theory conclusion that price varies in
direct proportion with the size of the money stock. }ts advantage
over the Fisherian version &érives partly frof its inception in
microeconomic terms and\Partly from its greater flexibility. The
most important contribution of the Cambridge economists was
undoubtedly the suggestion that money dqugg»was no differe;i in

. principle from the demand for any other good.

It was, however, no more than a mere suggestion. Hicks (1935,

4

p. 2) wrote that Marshall and his followers

" were aware that money ought to be subjected to
marginal utility analysis; but they were so dominated
by the classical conception of money as a 'veil' (which
is valid enough at a certain level of approximation)

_ that they persisted in regarding the demand for money as
a demand for the things which money can buy -- 'real
balances'. As a result of this, their invocation of
marginal utility remained 1{ttle more than a pious hope'.

The real hreak with classfca] tradition came in Keynes' Treatise
which‘pontafned three separate theories of money. Hicks referred ‘
to the first as a glorified quantity theory, the second a WickseIT%an
natural rate theory, and the third, judged by Hicks to be the most
impoftént. one of relative preference-between bank deposits and

securities. History was to prove Hicks right for, in the following
’ Ak /

b
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year, the General Theony‘was published and Keynesian 'liquidity |

preference' was formally launched.

.+ In the General. Theory, Keynes outlined three separate ﬁotives_

. T “ }
for the holding of cash. The first was a "transactions motive" which

"\d scribed the necessity of holding cash to bﬁ1Qge the gap between

¥

ceipts and regular planned payﬁenfg. For the payment of unexpectéd
bills or for tﬁe meeting of sudden emergencies, there was to have’
s ’
e%isted a sécond motive which Keynes termedf"precautioné y". The

third, or "speculative motive", arose from consideration of the

‘choice, open to all individuals, of holdﬁng money or bonds..
assumed that the individual's financial wealth consisted of,either

all bonds, which he deséfibed as consols yielding a fixed nominal

sum in perpetuitx, or all money. The relevant rate of interest was
therefore a long-run rate of interest. The individual was assumed ;-
to alter his holdings between money and bonds depending upon the

:EIation between the market rate of interest and his own éxpected
“rate. Since this expected rate was subjectively formed and allowed

to differ among individuals, a downward-sloping aggregaée demandf .
curve was possifile. N
It is at this juncture that the views of much of what is ’

currently‘debated in monetary theor§ seem to diverge. It is clear,
for example}‘that Keynes felt that the asset demand for money had

theoretical substance d;q that he sought to deal with it by means

- of the precautionary motjﬁe (see the General Theory, p. 170) .
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This was g]osseﬁ err‘in the neoc]aisical restatement of Keynes but
reborn in a new and dominant_role in subsequent portfolio approaches.
Important extensions of éhe liquidity preference theory came about
through the relaxation of certain simplifying as;ﬁmptions. The
consideration of portfolio diversification as behavior towards risk
is one such example. The importance of relevant holding pperiods for
money and term structure arguments are others.‘ The Keynesian ‘
extension of Cambridge monetary theory might well be viewed a

cornerstone in the development of monetary thought.

1.2 The Neoclassical Synthesis

In 1936, Hicks presented a paper at the Oxford meeting of
the Econometric Society which was to have an impact, at least

pedagogica11y, rivalling that of the General Theory itself. The

contribution was a vehicle of expression, to becomé known as ISLM
analysis, which incorporated the teachings of Keyne; within a
classical equilibrium Ael. In this model a 11qu1d1ty-prefereﬁce
schedule {s merged with a 'Cambridge-style' quantity equation to
produce the LM or liquidity-money relation between the market rate
0f~1nteresy and real }ncome. The IS curve is defined as the

relationship between interest and. real income cdnsistent with

gquilfﬁriwﬁ in the goods market. According to Hicks and his

followers, notable among whom were Hansen, Klein, Modigliani and

Samuelson, the essence of the Genéral Theory could be reduced to a

comment on fﬁeﬁanterest elasticities of money demand and investment.
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The realfzation that this was not an adequate repr@sentation
of Keynes' own view developed slowly. Davidson (1977, P. 277) wrote

. "By the 1950's, this mutant 'Keynesian' analysis was
. sufficiently entrenched in the orthodox macroeconomic

i

literature that the few economists who were still |
faithful to developing,Keynes' monetary analysis (as ‘
opposed to the Keynesian analysis) bé€gan to warn that
what had bGeen propagated as the Keynesian theory of 1
output, employment, inflation and money was actually |
a perversion of Keynes' own views about the real world".
Weintraub (1957) was one of the first among many in the United States
to make this point. He drew attention to the inflation inp.of
"classical Keynesianism" -- a model totally inadequate for the
discussion of inf]étion. Robinson labelled it "bastard Keynesianism"
and berated its timeless equilibrium nature. Leijonhufvud (1968)
devoted an entire volume to the distinction between Keynesian
economics and the economics of Keynes. Shackle emphasized the
{mpdrtance of uncert&inty, historical time and money as the essence
of Keynes' analysis and noted their conspicuous absence in the ISLM
treatment. The realization, though slow to develop, nevertheless
did and Hicks, himself, felt compelled to write nearly forty years
after publication of his 1936 article
4 "I begin....with the old ISLM (or SILL) diagram ....I must
. say that that diagram is now much less popular with me
than I think it sti11 is with many other people. It

reduces the General Theory to (general) equilibrium
= ~economics; 1t is not really {n time".x

L

*From ‘Some Questions of Time in Economics" mimeographed 1975
and referred to in Paul Davidson "Post- Keynes Monetary Theory and
Inflation" in $. Weintraub ed. (1977).
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- Patinkin (1949) developed, at. the microeconomic‘1eve1. a
monetary -theory which was not far removed from the classical view

of the world. He incorporated money as the nth good in a Walrasian

‘generaﬁ equilibrium system of n-1 commodities. He argued that the

demand for real balances, in his simple model, was invariant under
#
a change in the price level. He viewed the real balance effect as

a mechanism through which the economy reacted to changes in the

. quantity of money in both the short- and long-runs. The essential

difference between the short- and the long-run was that the lbng-
run outcome of a change in the price level, exactly propqr;iona]u
to the change in money, was arrived at through a series of less-
than proportionate steps. Although, at the end of any short run,
the position attained was 'sta%le‘ in the sense that total
supply equalled total demand, excess supply and demand for
individuals in the market were not eliminated until long-run
equilibrium was attained.

As with the Hicksfan model, Patinkin's analysis met with
considerable opposition. Archibald and Lipsey (1958) attacked it
on the grounds that the real balance effecé is a short-run
diseqﬁi1ibrium phenomenon and, since the neoclassical theory is
everywhere comparative statics, this type of dxnamic mechanism
did not belong. Other criticisms attacked the rigidity and
narrowness of Patinkin's model. Meltzer, for example, demonstrated

that with the inclusion of 'outside money' the neutrality of money

‘was disturbed. Through open-market operations, the relative amoﬁnts

L3
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of interest-beari ng and non-interest-ibearfnf%ssets change -- thus
ct:anging the net wealth of the system. Gurley and Shaw reinforced
this point. Nobéy and Johnson (1977) labelled Patinkin's analysis

"pre-Wicksellian" monetary theory.

Patinkin's (1965) demand-for-money model is interesting for

its explicit account of a stochastic payments process. He assungd

that cash flows occur within‘time periods and that cash management
decisions are made in the intervals between periods. A1l transactions
were carried out in lump sums of m real dollars. The costs associated
with holding cash were assumed directly proportional to the amount =
held. The cost associated with runr;ing short 6f cash was a fixed
charge assessed o}lly or;ce per period. szen the possibility of random
occurrence of N receipts and/\pgments during any period, the
transactor was faced with the prob1em of optimizing his 1n1t1aNsh e
position. If, for example, hg began the, period with m doHa_rs but
enc:u\ngered two payment transactions in succession then he had to pay
a penalty. If, on the other hgnd, his firgt transaction was a receipt

and was followed by an alternate succession of payments and receipts

he had to forego rm dollars in income, where r is the cost per period °

of holding a dollar of ca;h. Dvoretzky proved in an appendix to
chapter V of Patinkin (1965) that, at any stage of a randon.ﬂy ordered
sequence of' N receipts and N payments, the probability that the
payments will outnumber the receipts by M or more is approximate1y .
equal to exp (—sz . If initial ho]dmgs were mM dollars then the
problem choice bec one of minimizing the e;(pectéd cost of cash

management :

w




N

B T R T

R R

E = raM + bexp (-ME/N), | ‘(l,'4_)=

where b 1is the penalty incurred because of a shortage of cash.

The First-order cond{tibn for a minimum on E isﬁ

m = 2bexp (-ME/N) /(rN). - (105)

?
IE{S
¥

Transactions and interest.elasticities may be computed from
#

equation (1.5). Though Patinkin's model has passed relatively

unnoticed in the literature, its contribution to the modern-era .

‘cash-flow' varfant of the transactions view of money demand has

- been considerable.

1.3 Transactions anhset Views

The importance of brokerage costs and the payments process

had already been we]]-estab]ishé;.‘i prior to Patinkin's (1965)

account. Hicks (1935) recognized the impact of "frictions" and

paber-work costs on the equilibrating process of - the.money market.
Both Baumol (1952)- and Tobin (1956) built upon this theme in
developing‘transactfons models of the demand for cash. = ¢

The so-called "inventory model” begins at the level of the
individual transactor. He receives an income payment once per time
period and spends it all during the period at a uniform rate. At
every moment, except at the very last JInstant in t":he period between
the expenditure"of»\,h'ls last cent and the recei"pt of his next pay,
he will beﬁo'lding financial assets. The cost of maintaining his

- portfolio will be the sum of two components: a brokerage cost

N
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. an opportunity cost assumed to be directly proportlonaﬂ to cash

that the representative rate is the rate on that asset which is most

‘ to as the relevant holding-period of money. While most transactions

* i{n prices.

assumed to be inversely. proportional to the amount of cash held, and

ho]d'lngs. mnimizmg total costs with- respect to cash holdings y1e1ds
the familiar ‘square-root rule' whereby the demand for real balances
is directly probortiona] to the squaré-rootu of brokerage costs and
real fncome and inversely proportional to u@ square—r;xbt of the

rate of interest. : ,

The Baumol model abstracts from the question of choosing a

representative interest rate by cor,;sider'ing only one alternative
interest-bearing asset. Later transactions theorists would claim

closely substitutable with money. Its maturity is sometimes referred

theorists would accept that there exist many possible interest-bearing

substitutes for money apd that the holding-period‘ relevant for one

period‘mqy not be that which :l)s relevant for the next), explicit . a

account of the term structure as an explanatory variable 1; usually

associated m‘tﬁ the portfolio view of the demand for money. \>
The Baumol model does not gua.ranteé homogeneity of degree one

It will be so ohly as long as brokerage costs increase in -

step with the implicit price index for transactions. To the extent

that structural cﬁangeg> cause relative price mvements';"heugver,
homogeneity of degree one will not hold, Technological changes such

as the increased use of computers or institutional changes such as

-
t
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increased .competitiveness of the banking system are examples of

suitable structural chanées.
Despite the richness of the inventory model in emphasizing

" the importance of cash flow and costs associated with investing

idle funds, its rigidity in transactions and interest \e1ast1cities
is often cited as a disturbing feat:ure. Miller and Orr (1966), for
example, suggest that the problem with the Baumol model Ties
" specifically in its assumptions regarding cash flow. While the
familiar ‘saw_’tooth' repre;sentation of the operating cash balance
- may be accurate for the household secior whé}'e income eame\rq
frequently receive payments at regular intervals, ’such is not- the
case for the business sector. ' The Miller-Orr mo’:iel assumes a Q
’ random-walk cash flow pattern in wh'ichmcash flow is constrained - -
within upper and lower bounds. _In this formulation, it is shown
that an important determinant of the demand for cash is the variance,
of cash flow. Depending upon whether an increase in cash
flow variance 1s brought about by an increase in the frequency of
transactions or by an increase in the real value of transact{ons,
the transactions elasticity can be shown to lie in the range

from 1/3 to 2/3. This model consolidates the lumpy portfolio

adjustment cost feature of Baumol with the stochaétic flow concept

of Patinkin to produce a model more amenatge to the explanation of

husiness cash management than the early {nventory models.
Responding, perfiaps, partially to a desire to explain

portfolio diversifi ca}ion and partially to the claim of transactions
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At any giyen point in time, an indiyidual's wealth is in many ﬂsrms,
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_ Ve
theor}sts fhgt the speculative motive was inadequate as an .
exp]anatii‘ih of money demand in the presence of an asset which:
&ominateé ;mk;ey, Tobin (1968) developed a more sophigticated version

of liquidity preference. He viewed the Tiquidity preference of an
indi‘vidua] as being dominated by behavior towards risk. Through
indifference curve analysis he showed how po‘rtfoHo diversification
could bé viewed as utility maxim‘ziné behavior for risk-averse
individuals. The portfolio-selection, theory initiated by Tobin was
found to fit comfortably within the Keynesian framework. It relied
essentially upon a price alijustment mechanism. An injection of cash
into the banking system by the monetary ‘authority, for example, would
be expectéd to be felt immediately by short-term rates and, eventually s
through a chain of portfolio substitdtions, all along the term
structure. The increase {n bank reserves would be expected to
reinforce, through the making of loans at more favourable terms and
through a greater demand for securities, the decline in yields on all
financial a;ssets. With the supply price of, and the expécted yield

from, new real capital remaining virtuanx unchanged the portfolio

* positions of households and firms would be out of equilibrium.

The direction of adjustment would naturally be 'toward those assets

wfﬁch have become relatively more valuable; namely, real capital.
Friedman and the ' Chicago school ;doPt a portfolio approach

in developing quite a different view of the economy. Here the .

emphasis 1s placed upon a quantity rather than a price adjustment.

- « N EE 4 b il e S Pt - P
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“@ uding financial assets, consumer durables and non-durables, and

humanand non-human- capital. There is some preferred position in

lwhi ch these various quantities stand in relation to one another.

With an injectfon of cash which causes the level of real ba]apces
to be in excess of desired real balances, agents will be working
sfmu]tarieoushr‘ to re-establish preferred positions. The combined
effect is increas:a‘demand for consumer goods and physical capital.
Subsequent price inflation will restore real balances to At/heir
desired level. A -

Friednan (1956) restated the quantity theory of money as a

, theory of the demand for money. Each wealth-owning unit was assumed

to divide his wealth so as to maximize utility. Friedn(uan grouped
the numerous forms of wealth into five categories: . 1) money, M,
recognized as the generally aéceptab]e means of paymen,t at a fixed
nominal value; 2) bonds, B,; or claims to time streams of n%m'in.ﬂ

income; 3) equities, S, or claims to stated pro-rata shares of

- returns of enterprises; 4) physical goods, G; and 5) human capital,

\

H. The demand for money was written:-

M, =M (P'r:r:IdPst Y,U), : (1-6)
a™Ma  Ter e 13 .

with g the rate on bonds, W the ratio of non-human td human wealth,
Y ;wmina] income, and u standing for all other variables which
might affect tastes and preferénces. Friedman aséumed homogeneity of

degree one 1in prices and nominal income and rewrote (1.6) in terms

-

i
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-
of velocity, or Y/M. The ve‘1ocjty of money became a function of
other variables. Its stability over time is often taken to be

fundamental to the monetarist position.

o

1.4 What 1s_M0ngy?
/To address the definition of mo'ne} only now, after a survey

of seventy years of demand for money 1iterature, may strike ‘the \__,/

reader as a peculiar ordering of prior{ities. It is, in fact,

consistent with the manner in which monetary thought has evolved.

For much of the 'classical' era preceding Keynes, the conce{pt of

gmoney as a lubricant to trade was one which dominated theory.

Though neither Fisher nor Marshall held constant-veloci ty views
of the monetary system, the general thrust of both theories upheld

the classical neutrality of money; The Keynesian era added a new

‘q'llmerilsion to the economic perception of money. It became recognized

that money was useful not only as a medium of exchange, but also as
a store of vaiue.
In addition to the new diniensionaﬁty of money as yielding

utility, the Keynesdan era saw the introduction of a new mechanism

-

linking the monetary and real sectors. Though it is usually
associated with Pigou as a reaction against Keynesian theory,

the wealth effect is also, found in the General Theory. In

the simple Keynesian model with a horizontal LM curve (or a vertical
IS curve] any shift to the right in LM brought about by a fall in

prices {s not effective in raising demand. The fall in prices,
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,or interest rates as the case may be, will, however, have a positive
impact upon wealth ‘and consequently upon demand for goods and services.
Both the price-induced and the interest-induced wealth effects can

be found in the General Theory (pp. 92-94).

The suggested relevance of .money to the real economy
thrust the issue of its definition to the forefront of the monetary
debate. 'The conventional view at the time was that money must act
simultaneously as an asset gb its holder and as a liability to its
issuer. This suggested that money had no ’'net' existence and hence was

of no 'real’ importance. An increase in fiat or ‘outside’ money,

for example, is an increase in the indebtedness of the Government.

Gurley and Shaw contend that a non-zero net wealth effect is N

possible from an issue of ‘inside' money. Inside money is defined
as\being government debp (fiat money) issued in payment for government
purchases of private securities. The increase in government debt

is backed by increased indébiédness of the private sector to
Government. The value of this construction might be questioned

on the grounds that households must ultimately perceive that they
own the businesses whose indebtedness has been increased. This,
however, may be carrying an abstract argument to its extreme. Pesek
and Saving (1967) defend the opposite extreme in defining wealth

as being any commodity that yields a positive income to the owner
and no negative income to the non-owner. They stand apart from

the mainstream in their belief that all forms of money, whether .

= s o i r
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fiat money, demand deposit;, or travellers' chegues, represent
monetary we\alth.

The definition of money which would be relevant for transactions
demand is a narrow one. Money is thoﬁght of as being primarily

a medium of exchahge and hence necessarily highly Ha\uid. For the

asset demand for money the definitional 1ines are less clearly drawn "\ '

and the choice has become one of émpirica] preference. Since demand
functions 1:'or the broader aggregates nokmaﬁ;/ exhibit greater
stability, these are generally favoured by jghe_monexarist school.
Laidter (1980), for example, argues that since currency plus demand )
deposits (M1) is more susceptible to shifts arising from newly-
invented instruments than any of the broader aggregates and since

financial innovation is difficylt to forecast, then a broader

aggregate is preferable to M1 for policy-making as well as empirical

L

‘analysis.

With respect to thea#mstitutional environment of the United
States, evo1vi\hg definit‘ions of money are especially relevant. Tﬁe
Federal Reserve Board, for exampT‘e, has recently (February 7, 1980)
QimpTemented new definitions for the monetary aggregates. The |
redefinitions were necessary to account for the emergence of new
deposit ins'?truments. They had threatened to make existing
aggregafes obsolete as intermediate targets for monetary policy.

Broaddus (1978) givggs a detailed account of the historical

_ development of the automatic transfer service (ATS) afforded by -

the commercial banks. In June 1972, state-chartered mutual -
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savings banks in Massachusetts began. offering negotiable orders of
withdrawal (NOW) accounts following a favourable ruling of ithe
Massachusetts Supreme Court. NOW account‘s are effectively [interest-
bearing chequing accounts. By January 1974,ﬁ fthis ability was

extended by federal legislation to all deposiﬁory institutions.

In ~Apri‘1 1975, commercial banks were authori zed to transfer funds

from savings to chequing accounts upon receipt of a depositor's

telephone call. As of November 1, 1978, member banks of the -

Fedéra] Reserve System were allowed to transfer funds from a

depositor's savings account to his cheqhing account automatically

‘ subject to certain prearranged conditions. The ATS accounts enable

the depositor to earn interest on funds which |otherwise would be
held in chequing accounts. The drgument is made that since cheques
may be written against balances held in ATS accounts then they
should be included in M1, the aggregate which %5 generally taken
to represent the economy's medium of exchangg. Any transfer of
funds from demand deposits to ATS depojsits will reduce M1 without
any consequent reduction in money. A1§;7_:76;1‘ n institutional level,
stnce required reserves for ATS accounts are less than that for
demand deposits such a transfer will increase excess reserves in the
system and may o;;erate égainst the authority's|{wishes for restraint.
h Repurchase agreements (RPs), although not new to the financial
system, have grown rapidly in the 1970s. Securlities are sold with
the accompanying agreement that the §e11er wi 11 repurchase them at

a later date. A fypfcal RP transaction may take place when a
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corporate customer of a commercial bank has funds, say $1 million,

which will not be needed for a day or more. He may earn interest '
\ [ ~

at or near the federal funds rate in the interim by purchasing

|
a government security from his bank. The.bank will simultaneously

agree to repurchase thé security at a specified future date. Since
the maturitiesof the RPs are frequently so short that cheques may

»

be written on t?em, they too could be included as a component of

the medium of exchange. This instrument, in fact, allows demand
depos1ts)to be m\ﬁfc.h largey during the day when business is being
conducted than at\? the close of the day ‘when the demand deposits are
recorded for purposes of reserve accounting. p ]
The Canadian experience of the 1970s, though similar to that
of the U.S., is not as well documented. This is perhaps due to the

fact that the Canadian banks ’operate under less formal regulatory

yrone

contro?. The emergence of new dnstruments in Canada often appear '

in response to competitive pressures and are not necessarily

accompanied by federal 1eg1’s1at1‘on‘.\ Such a phenomengn occurred in

early 1972 when the major chartered banks began offering their

corporate customers cash management services. These services, 1

though different across banks, in general allowed the automatic

transfer of funds and consoﬁdatioﬁ of balances in different
account§. They gave to corporate clients the options of:
1) earning interest on their current accounts (CAs),

. )
2] the automatic transfer of funds in excess of a pre-specified

s R R AR A A0,y o <

balance. into certificates of deposit (CDs), or
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3) thé automatic paydown of loans in multiples of $10,000 to $25,000
for funds in exl:eSS of some maximum desired balance,

The result of increased cash managemqt efficiency has be'en\ a sharp

reduction in the demand for CAs, and consequently for M1. Financial

innovation in the 1970s has been a cause for concern of monetary

authorities in both Canada and the United States.

1.5 Empirical Studies

Early empirical work on the demand for money was undertaken
in an effort to validate certain precepts of Keynesian theory. The

notion of a speculative motive for holding money encouraged the

- movement of research activity in the 19§0s and 1940s toward empirical

investiéation. Two pioneering studies by Brown (1939) and Tobin
(1947) launched a bod); of 1iterature on the relevance of intgrest
rates to the derfind for money. The evidence supported the theory
well as t:o the importance of an interest rate variable. Since then
a voluminous empirical literature on the many facets of money
demand has been generated. The present section attempts to summarize
that literature by' grouping the important studies under five subject
headings. These headings are considered to be the issues most
relevant to the demand for money in Canada for the time period under
study. Each wﬂ]‘ be exémined in turn in a subsequent chapter of
this thesis. \

The question of stahility of money demand has heen one of

surviving interest in the monetary debate. Laidler (1977) frames -

-
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the familiar monetarist-Keynesian dispute in terms of the relative
stability of money demand and expenditure/ functions. Boorman (1972)
has called the stability of demand, together with the capacity of
the monetary authority to influence th 'reIeva}t money aggregate,
"necessary conditions for the successful implementation of monetary
policy". Though both Teigen (1964) and Meltzer (1963) were able
to isolate stable demand for money relations, the first serious
attempt at determining relative stability of narrow and broad money
appeared in Laidler (1966a). :Ee favoured the broad aggregate. This
has been the consensus of mogt G: . studies to date [Goldfeld (1976),
Enzler, Johnson and Paulus (1976), and Porter, Maukopf and Simpson
(1979)]1. Studies whicﬁ found stability for both broad and narrow
aggregates include Weintraub and Hosek (1970) and Khan (1974).
Recent success in isolating stable functions for both broad and
narrow moﬁey has been reported in Heller and Khan (1979) and Cargill
and Meyer (1979). The Canadian data seem to support the relative
stability of narrow money. Clinton (1973), Foot (1977), Poloz (1979)
and Cameron (1979) all report that M is more stable while only
Rausser and Laumas (1976) hold the opposite view. For France,
Melitz (1976) reports that broad money has a relatively stable
demand function. For the United Kingdom, Hacche (1974) supports a
narrow aggregate.

The second question for empirical investigation concerns

the choice of appropriate functional form. The early empjrical

work of Brown (1939) specified the demand for idle money as a
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1inear function of the rate of interest, the change in the rate of
interest and the change in the Jevel of prices. Bronfenbrenner

and Mayer were early proponents of a 1ogarithm1c functional form.
Indecision as to whether linear or logarithmic is the more appropriate
form has been registered in Eisner (1963) and Chowvéléﬁs). Mixed
functional forms have broadened the field considerably. Latané
(1954), for example, tried a demand equation linear in income

and reciprocal in interest rates. Konstas and Khouja (1969)

used a similar form with an interest rate floor to explore the existence
of a 1iquid1ty trap. Cagan (1956) hypothesized that the demand for
money is §émf1ogarithmic with the level of anticipated inflation

\
explaining the logarithm of real balances. A more recent variant

of the semilogarithmic form appeared in Hacche (1974). This equation
is Yinear in the i Q?rest rate and logarithmic in all other variables.
It has gained contembbyary acceptance in Klein (1974), White (1976)
and Cameron (1979). | ‘

" Box and Cox (1964) deve]oped a statistical technique for
est1mating the power transformation which best suits the data.

SucQ a procedure has been applied to the demand for money in several
studies. Zarembka (1968) pioneered this work and found that the
Togarithmic formulation is more appropriate than the 1inear for ;he
demand for money. Furthermore, he found that Fhfs result is not
sensiti&e to model spgcification. White k]9721_used the Box and

Cox transformation in/a re-examination of thie 1iquidity trap.

Spitzer (1976) tried a generalized Box-Cox function and Spitzer (1977)
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4using post-war U.S. data, found that he could reject the exogeneity

Sargent and Wallace (1973) investigated the direction of causality
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constructed a simultaneous equation model of demand ‘?nd supply using

the generalized forms. Mills (1978) gave evidence fr'\)m the U.K.
economy that the demand for narrow money {as modelled by conventional
specifications) is not sensitive to choice of functional form.

The third topic of interest concerns causaﬁ'ty. Sims (1972a),

of GNP affecting money but that he could not reject the exogeneity
of money affecting GNP. He concluded that one should not estimate
money demand relations which treat GNP as an exogenous explanatory

variable. Pierce (1974) performed cross-correlation analyses on

four components of the money supply, two interest rates, bank

reserves and retail sales and concluded that predictions of money

supply can be only marginally improved, if at all, by including

as explanatory variables past, present and future va‘l’ues-o% any
series other than money supply itself. Barth and Bennett (1974)
could not support Sims' finding of unidirectional causality from
money to GNP for Canada. They, in fact, reported unidiréctional
causality in the opposite direction when an index of industrial
production was used as a scale variable. Williams, Goodhart and
Gowland (1976)/g{rlphasized the complexity of the causal pattern

)
when prices and exchange rate policy are taken into consideration.

between money and prices and could not reject unidirectional

\ . .+ ;
causality from money to prices. In a multivariate analysis, Mehra

(1978) could not rejg(;t the Sims result as lonﬂg as nominal variables
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were used. When real balances were regressed upon real'\ income and

nominal interest rates, however, he could not reject that proper

causality flowed from right to left. In an important refutation

of Barth and Bennett, Auerbach and Rutner (1978) illustrated the

damaging effects of improper ‘ﬁ 1tering techniques. Pui:nam and

Wilford (1978) rationalized the different causal patterns of

the U.S. and U.K. economies \o\» the basis of different exchange rate

regimes. Mills and Wood (1978) supported this hypothesis. Hsiao

(1979) performed a bivariate causality test for Canadfan money

and incpme. His technique employed the Akaike final prediction

error criterion for choosing the appropriate lag length in the Sims
- framework., He reported'bidwectiona] causality between Ml and GNP

and unidirectional causality from GNP to M2.

The fourth area of concern deals with the issue of dynamics.

The discussion begins with the partial adjustment model since it

is the dynamic specification which has predominated‘ﬂ\\e early
empirical wor"k ChO\;l (1966) appears to have been the ?‘1 rst with

a theoretlcal descriptjon of the geometricaﬂy dec'HmJg Tag
structure for money demand. He felt that the dist\a\wﬁon between v
short-run and long-run demands for /money was too sharply drawn.
Short-run demand for money: was believed to be dominated by a
‘transactions' motive with emphasis on current income and the
long-ruridemand for money was believed to 'be governed by an 'assets'
motive, with the emphdsis on permanent income.  Chow designgd a

partial adjuétment model which captured both the short- and iong-
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" runs and used it to empirically determine the relative importance of

permanent versus current income. While Chow's approach served as a

good description of the w;odel, a more theofy-ori ented derivation

appeared in Feige ( 1967). He isolated two different theoretical

A _::E. ~

justifications for the use of a stock-adjustment model. The first, .

due to Cagan, dealt with 'adaptive' expectations and the second

involved costs of adjustment;. A thorough examination of this and

other partial adjustment models was given by Griliches (1967).
Applications of the partial adjustment-adaptive expectations

demand for money mode'l”have appeared 1n many studies. .Their

estimates of the speeds at which various economies adjust toward

their long-run demand cur\;esr have covered a wide range of possibilities.

De Leeuw (1967), for example, estimated unrealistikc)any long lags of

adjustment for the U.S. economy. This conflicted w]th results from

Feige (1967) and Starleaf (1970) which suggested that of the two

effects -- expectationg] and partial adjustme‘nt --7the expectional

lag is the dominant one. Furthermore when perma/nent income was

used as the income constraint, there was found to be no lag of

adjustment for the U.S. economy. A similar diversity has appeared

in Canadian studies. Clinton (1973) estimated that the mean lag

from M1 between the first quarter of 1355 and the fourth quarter of

1970 (1955 I - 1970 IV), varied from 2.7, when the rate on 90-day finance

company paper (R40) ‘was used as the interest vgriable, to 7.3 quarters

when thé over-10-year Government of Canada bond rate was used. The

mean lag for broader n?oney (M1 plus personal savings plus non-personal

4

ql




e et it e

e s Tt AR “ e O s

EIPEIN R [

26

term and notice deposits) was found to vary from 7.5 to 2258\<1T15;ters.

Villaneuva and ‘Arya (1975), using permanent -income, found complete
adjustment within one quarter for both broad and r\|arr<’)w aggregates.
The period of the study was 1958 I to 1971 I. Al-Khuri and Nsouli °
(1975) estimated ﬁlean lags which varied from 2.3 to 2.5 quarters '
for M1 and from 6.7 to 10.1 quarters for M2 using Canadian data
for the period 1960 I to 1970 IV. o

Much of the work considered thus far has been based upon
che édjustment in the reallocation of the existing portfolio. A
second possibiiity for adjustment is thr;ough the reallocation of the
flow of sayings, When the desired'1eve1 of an ass§t differs from its
ac‘tual level this divergence can be dissipated either by ahariging
the levels of all existing assets or by redirecting the flow of
savings toward or away from this asset. Brainard and Tobin (1968),
by explicitly considering cross-adjustment effects between assets
in the adjustment process, were among the first to mode] this typgm
of behavior. Modigl?ani (1972) and Friedman (1977) also emphasized '
the importance of the reallocation of savings. White (1977)
considered this effect under moderate inflation. Santomero and

Seater (1978) appealed to search behavior as an explanation of the

presence of adjustment. B8rillemburg (1979) reformulated the partial

adjustment under conditions of unceptainty.
Although the wartial adjustment model has prevailed in the
,money demand Titerature other dynémfc specifications have been used.

White (1976) and Cameron (1979 used Almon distributed lags on

it
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income and interest variables in Canadian demand for money equations.
Lieberman (1978) used the Shiller technique in estimating money
demand for the U.S. economy. Cargill and Meyer (1979) consider,

within the context of variable parameter regression, the possibility

- that the parameters of money demand have evolved through time.

The fifth area of research centres upon the debate between
transactions and asset theorists. While this debate has not easily
lent itself to empirical investigation, it is possible to isolate
at least three salient points on which the two views fail to converge.
The first involves chlofce of the scale ’variable, the second regards
the relevance of the !;erm structure, and the third conc'e\njns the role
of expgctations. \

As has already been noted, the transactions approach to
money demand focuses on income as the scale variable while the
asset approach uses long-run variables such as permanent income
or wealth. As an either/or ;roposition the empirical r-esults.are
inconclusive. Brunner and Meltzer {1963) using annual U.S. data
for 1910-40 and 1951-58 found that the demand for M1 is more stable
when constrained By wealth rather than either measured or permanent
income. On the basis of coefficients of determination, R%s, for
regressions performed over various subsamples from 1892-1960 using
annual U.S. data, Laidler (1966) concluded°that permanent income
is a better explanatory variable Ithan e{tﬁer income or non-human
wealth, His eyidence cam:e, however, primarily from a broader

definition of money and was less decisive with regard to M1. Meltzer
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(1963) noted that, wfth'both real income and real wealth as
exp]ana}ony variables for M1, the wealth variable entered with an
elasticity of 0.97 and a t-statistic of 9.5 and the income elasticity
positive but not significantly different from zero. Due to the
possible collinearity of income and wealth, however, this does not
'copstitufe a convincing rejeétion of the transactions argument.
Studies using this same approach have, in fact, come to opposite
conclusions. Bronfenbrenner and Mayer (1960) using annual-data from
1919 to 1956 show significance for real GNP and insignificance for
real wealth. Heller (1965) using quarterly data from 1947 to 1958
also reported-a significant income elasticity and an insignificant
wealth elasticity. Modigliani, Rasche and Cooper (1970) tried the
value of stock transactions in the demand for money and found it

to have the expected po;itive sign but not significantly dif%erent
from zero. Alchian énd Klein (1973) included the Standard and Poor's
500 Common Stock Price Index divided by the GNP -deflator. The
corresponding coefficient was significantly different from zero and
equal to .0369. )

JThe problem of near-collinearity between income and wealth ‘

variables has effectively been avoided in several cross-sectional

studies, The bulk of these studies show joint determination of the

degand for money Sy bothi income and wealth, Lee (1964) using the

1957-58 U.S. Surva} of Consumer Finances showed significant

coefficlents of 1.27 and 0.39 on income and net worth respectively.

* NieuwenBurg (1969) using the 1960 Dutch Savihgs Survey reported a

ittt
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current account income elasticity of .42 and a current account net

worth elasticity of .04. Both estimates were significantly different

“from zero. Peterson (1975) using the 1960-62 U.S. Survey of Consumer

Finances supported the findings of Lee. In an equation with current
income, the estimated income and‘ wealth elasticities were 0.98 and
0.11, respectively. With permanent income, they were 1.47 and .09.
As a check on the credibility of these‘cross-sect'ionaf est1ma;:es we
may compare them with the wealth elasticities as computed in Thomson,
Pierce and Parry (1975). They defined wealth as the sum of currency
plus pHvately—held deposits plus Treasury bill holdings plus other
a;set holdings less loans to the banking system. They then estiiated
a monthly money market model for the U.S. for the period 1960:1
through 1968:6. A dollar increase in wealth was estimated to result
in a $.03 increase in desired currency holdings and $.16 increase
in demand deposit holdings. A]ghough Lee's estimates are high in
comparison, both/ﬁ'ieuwelnbm:g and Peterson compare favourably with
these time series results. The r-es‘ults of these studies are
/

In reference to the second point of differentiation, I
believe that the transaction approach leans more towards the use
of a single representative rate, as determined by the appropriate
holding period, than the asset approaci. Goldfeld (197,3, 1976),
for example, considers many single interest rate demand m&de?s.
The asset view, as theoretically demonstrated in Friedman (1977),

is quite explicit about the relevance of the term structure.




v o emmiron e MR AP oLd A Mo ox 2w 4 o

Rt Y s,
.

~

TABLE 1.1:
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INCOME AND WEALTH ELASTICITIES IN THE DEMAND FOR NARROW MONEY

-

and corp. bonds)

Dependent Wealth Income Wealth
Study Data Period Yariable Yariable Elasticity Elasticity
Meltzer (1963, p. 232) U.S. Annual 1900-58 Ml Real non-human 0.13 0.97
Wealth {1.4) (9.5)
Bronfenbrenner and Mayer, U.S. Annual 1919-56 M Boldsmith Total*** 0.34 0.12
(1960, p. 817) Wealth (1956) {4.0) {1.3)
Heller (1965, p. 307) u.s. 1947-58 Ml Goldsmith Total 0.82 -0.21
Quarterly . ; Wealth (1962) minus (3.3) {(-0.9)
. gov't assets
Chow (1966, p. 119) U.S. Annual 1897-1958 Ml Total private assets 0.39 0.64
{ex. war yrs.) (3.6) (5.6)
Goldfeld (1973, p. 614) . U.S. 1961-72 Mi Net Worth 0.60* 0.11*
" Quarterly {MPS mode]% <
Lee (1964, p. 754) U.S. Survey 1957-58 Chequing  Net Worth 1.27%* 0.39%
(cross-section) ° deposits  real estate) '
Nieuwenburg (1969, Dutch Survey 1960 Current Net Worth (incl. 0.42 0.04
p. 262 (cross-section) accounts real estate) ; (11.0) (19.6)
Peterson (1975 pp. 84-5) U.S. Survey 1960-62 * Chequing Total non-monetary ° 0.98 0.1
{cross-section) deposits assets (incl. govt. (8.4) {5.7)

* These are steady-state coefficients.

The short-run income coefficient had a t—statistic of 3.8 and the

short-fun wealth coefficient a t-statistic of 1.4 .

t-values are hot available. B8oth are significant at the 1 per cent level.

The principal difference between Goldsmith Total Wealth and Goldsmith Net Worth is that Net Worth contains
equity assets and Total Wealth does not (see Meltzer, 1963, p. 228).
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In Heller and Khan (1979), the slope, intercept and curvature of a

quadratic term structure are estimated over time aqd entered as

explanatory variables in the demand for money. They reported a \ 4
stable function. b v 8
On the issue of expectations, the dividing line between

transactions and asset views is less clearly drawn. Clower and

. Howitt (1978), for example, would .claim the relevance of expectations

to the transactions demand for money. Goldfeld (1976), on the other
o

hand, stated "On a strict transactions view of the demand for money,
a variable measuring anticipated inflation seems to have no place’.
" A unanimous view in favour of the relevance of expectations is held | !
by the Chicago school. The failure of early empirical evidence to

support the relevance of expectations, however, caused them a degree

. of concern. In- 1963, Friedman and Schwartz were moved to comment

“Failure has marked every attempt we know of to find a
systematic relation between the quantity of money demanded
in the United States and either the current rate of change
in commodity prices or a weighted average of past rates of
change in prices, taken as an estimate of the rate of
change expected to prevail in the future”.

e o Aty b i &

Cagan (1956] estahlished'price expectations as an important variable

in the demand for money for seven hyperinflations. This led to

the hypothesis that hgents respond to price expectations in setting

their demand for money only i{f inflation is very high. This
'threshold effect' argument is formally considered in Barro (1970).
What made this hypothesis questionable, however, was the observation

that expectations were also inoperative at very high rates of

1
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inflation. Al1 studies -of the German hyperinflation including
Cagan (1956), Barro (1970), Evans (1978), Frenkel (1978), Garber
(1976), and Sargent (1977) were forced to ignore déta in the final
months of 1923. During these months, real.money balances moved
(contrary to accepted theory) positively with inflation. Cagan's
exp]anatioh that rumours of impending monetary reform had a
dampening effect on price expectations during these months is
tested and supported in Flood and Garber (1980).

Recent exceptions to the empirical failure observed by
Friedman and Schwartz have been Shapiro (1973) for the U.S.,
Smith and Winder (1971) for Canada, and Valentine (1977) for
Australia. The inability of any one study to make a definite
statement is due to the nature of expectations -- they are not
directly observable. Empirical results are high]y depéhdeﬁt upon

the process by which expectations are assumed to be generated.

Chapter 2 of this thesis considers the empirical question
of stability of demand_for money in Canada betwegﬁ/1955 and 1977.
The chapter begins with a description of the econometric/tegts
to be used and a Monte Carlo exgmfnation of their reliability.
Having established the properties of the tests, the chapter proceeds
with a stability analysis of demand for two different aggregates.
The results of the analysis are then discussed wifhin the context
of the changing institutional framework of the Canad}an financial

system.
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Chapter 3 considers the choice of appropriate functional form.
It begins with a theoretical description of the Box and Cox procedure.
The procedure in its simplest form is then applied to a demand for
narrow money formulation. Subsequent relaxation of constraints within
the simpie model allows for the testing of mixed functional forms
and of mixed functional forms with errors autoregressive of order
one. The final section of this chapter discusses the theoretical
implications of the semﬂogarithrﬁic form. Alternative fom§ are
compared on bath theéretfca’l and empirical levels.

Chapter 4 extends and improves upon our knowledge of causality
in the Canadian economy. The emphasis of this chapter is ubon
technical improvement. It begins with a review of the published
literature. Six basic flaws in the methodology of previous causality .
s'tudfes are isolated. Through their systematic elimination from the
methodology described in Chapter 4, it is hoped that the empirical
results produced will give an accurate assessment of causality for
Canadian money demand.

Chapter 5 examines the dynamics of money demand in Canada.

- —t consists of four main sgctions. The first discusses the Koyck

distributed lag and considers associated theoretical problems. The
second examines the Almon distributed lag. The third deals with
error structures 1in 'the partial adjustmgnt-adaptive expectations

model. The fourth examines the realism of the Koyck constraint

to equality of the response pattern‘of money to all arguments of the

system, and tests empirically the hypothesis that the adjustment
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of demand for real balances in Canada ha§ changed'over time.
Chapter 6 focuses on empirical issues which appear to
differentiate transactioné and asset views of money demand. In
particular, two rather unrelated issues are chosen. The first
deals with the observation of instability in the demand for M1
in the mid-1970s and its apparent causes. Transaction-style
models for the components of narrow money are designed/and estimated
in an effort to isolate the apparent demand shift. *he second
issue concerns the formation of expectations and their relevance
to money demand. The expectations 1iterature is surveyed andha
series of 'economically rational’ expectations is constructed.
In additibn, a Rartial adjustment model of the demand for money
is developed in which alternative expectations hypotheses may be
tested. The results are reported with the intention of improving

upon the existing knowledge of money demand in Canada.
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CHAPTER 2
STABILITY

Re]ativenconstancy of regression parameters BQer time has
been a key issug in the evaluation of economic theory. The demand
for money is one topic which has received wide attention.
Unfortunately, tﬁére remains an unsettling lack of consistency in
the studies that have been conducted in this area. Not only has there
failed to emerge a general consensus .as to ‘the relative stability of
the various money aggregates, techniques employed in assessing
stability hav;ih?d methodofogica1 weaknesses. The/conventionaI. -
approach has been to propose a plausible single-equation model, to
choose a reference time period which encloses a potential breakpoint,-
and to test for constancy of the regression coefficients over the two
sub-periods before and after the assumed breakpoint. Fortunately,
techniques ﬁ;ve been deve]opedowhich do not require advance knowledge
of the position in time of the structural shift. Three such techniques
will be described in ;his chapter and examined for sengitivity
to different forms of change. Two of the three techniéues, the
cumulative sum of recursive residuals (CUSUM). and the cumulative,sum

of squares of recursive residuals (CSQ) tests, are developed in Brown,

35
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Durbin and Evans (1975).* The third, developed by Riddel1 (1978),

is a computational simplification of the Chow test for structural

change applied at each observation point from k+1 to T-k-1, where k

i$ the number of explanatory variables and T is the number of

observations for each variable. '

In Section 2.1, I describe each test inturn. Then }n 2.2,

I apply each in Monte Carlo gimu]aiions of various forms of structural
o change and assess the relative merits of the tests. In the following

two sections respectively, I describe and anapyse the stability of

conventional money demand models for Canada. In 2.5, I reexamine

the stability of both broad and narréw money relationships using cubic

splines. My conclusions are: 1) the CSQ test is the most powerful

of the three tests in the detection of coefficient, error variance

shift; 2) the Stepwise Chow test is most powerful in the detection

of pure coefficient shift; 3) instability is observed at various

points in time for both broad and narrow aggregatesdbut the narrow

aggregate exhibits greater long-run stability; and 4) 1local insta-

bilities emerge at points of known legal or institutional change.

N ,
2.1  Description of Tests -
Consider the linear model:
*Thesé'teSté‘are embodied in TIMVAR, a computer program -
obtained from the Central Statistical Office, London, England.
- el _ \‘*’
\\
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= x! \ = .
yt *xtBt + ut 9 t 1’ «s e ,T,

where x}c is a 1 by k vector of non-stochastic explanatory variables,

Bt is a k by 1 coefficient vector and u, is a random error term

Y

normally and independently distributed with zero mean and variance

Gtz @enceforth NID(O,thD. The nhypothesis of constancy over time,

call it HO’ is that Bt and o, are invariant with respect to t
and equal to 8 and o. Letting Xy = E(l’ Xps weo s xg and

Y. = [yv Yps «ee s yH‘. the least squares estimate of,8 based

/

-

upon the first r observations is given by:
A\ - 1 "1 t
b, = (xr xr) Xp Y

The T-k 'recursive residuals’are defined:

w. = (Y

r - X, b, () forr= ki, k2, ... , Ty

r
where 6= {1+ X (x!_, x )7t x]® (2.1)

r ‘or-1 “r-1 C I T
Under H,, the w, are NID(O.oz) and their cumulative sums normalized

by the estimated standard deviation,o , are written:

r
W.=(1/5)Z w, .
ro

Nr are approximately normal variables with means, variances and

covariances given by:

. | ‘
E(Hr) = Oc s v(wr) = r-k , and covmr,ws) = MIN(r,s)-k .
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°

If, however, the Bt are constant up to a point £ but differ from

then on:

—_—

a

EW) =0 for r=kl, ..., €; but o
E(”r) $0 for r=t+, ..., T.

The cumulative sum of recursive residuals (CUSUM) test is designed
to detect significant departures of W, from its mean-value line.
The cumulative sums of squares of recursive residuals

normalized by the estimated e}'mr -variance are written:

-

rooa T
] S'_ = (z W.)/( ”j,> for r =k, ..., T.
TS |

If T-k is even there are %{(T-k)-1 independent observations in the :

set {s} = {Sp42s Sgaas o+ » S} s whereas, if T-k is- odd {s}

has. 3(T-k)-(3/2) elements. {S} can be shown to be an ordered
sample drawn from the uniform (0,1) distribution. The statistics:

¢t = WS, o) - 3/m), and | oy
' . f

C = MAX(,j/n;’/- Sk+2j)’ for j‘= 1,2; S m-1 and m = %(T-k),

are distributed as Pyke's (1959) modified Kolmogorov-Smirmov
statistic, the significance values of which have been tabulated.

Alternatively, ¢* and € are the maximum positive and negative

deviations of the elements of {S] from their hypothetical mean-value

Tine. Given that the maximum positive and negative deviai;ions

~r
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of the whole set of S, from their mean-value line are close enough
_apprﬁximations to ct and C~, they can be \compared with the tabulated
distribution to test for significant departure from constancy.

This is known as the cusum of squares or CSQ test.! ( .

If it is known that a linear regression model obeys two
distinct regimes and that its change point occurs at point t, the
sample can be split into two subsamples of t' pre-shift and T-t'
post-shift observations.— The conventional Chow test consists of

comparing the statistic:

+
Fp(th) = (T-Zk)[s-(sl+sz)]/k($1+52),
_ S ,
with an F distribution having k. and T-2k degrees of freédogl, where

t - & NN

\
S is the residual sum of squares (RSS) taken from the Tinear™ I

" regression on the full sample, S, is the RSS taken from the 1inear

regression’on the first f observations and S2 the RSS taken from
the last T-€ observations. Riddell (1978) de.veloped"a computation-
. ally simple technique for performing this test at each of the °
poténtial breakpoints from k+1 to T=k-1. S, can be shown to be
equal to the cumulative sum of squares of the f_or_ig_@ recursive
residuals from k+1 to ', and S, to the cumulative sum of squares
of the backward recursive residuals from T-k-1 to £ +1. The

series of Fz(t"') for t* = k+1, ... , T-k-1 can be compf:ted from -
one set of forward and one set of backward recursive +gressions
instead of the 3+2(T-2k) OLS regressions previously required.

This will be referred to as the Stepwise Chow test.

o
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L
Unfortunately, doubt as to the merits of all three tests
has been registered in the literature. Johnsbn and Bagshaw (1974},

for example, found that the CUSUM tests are not/ robust to departure

from independence in the error term. Garbade (1977) applied CUSUM,

SQ, and variable parameter (VPR) tests in Monte Carlo simulations
of pav;ametri ¢ instability and found that both the CUSUM and CSQ
tests were less powerful than VPR. The CUSUM test was -judged

‘ "quite weak". Brown, Durbin and Evans (1975) stress that the CSQ

statistics should be thought of as "yardsticks against which to
assess the observed sample path rather than providing formal tests

of significance.” The inherent problem with the Stepwise Chow test

“ is that for it to be exact at each point in time change must take

place nowhere else in thesﬁapk. Fz(t“) is only distributed as F
when t% coincides with the, truekreakpoint. Riddell (\1978)
illustrates two ways in which inappropriate inferences as to the
timing of structural shocks can be made from the-Stepwise Chow
tgst. He shows how a point at which structural change actually
occurs can go undetected and how points at which no-change occurs

can be identified as ‘significant breakpoints.

2.2 Shock Simulations and Comparative Reliability

Stochastic simulations of different forms of structural

change were introduced to the'model:

Yp = Byt By Xy + By Xop YUy s

where 8, = -1.4181, 8, = -0.0681, B, = 0.6349, o = 0.25 and u

t
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is a randomly generated ﬁ(O,O‘Z) error' ter-m.* The data consisted
of 87 observations and each experiment was‘ replicated 10 times.
Eight different shocks were tried: 1) discrete choange in 80 at
midsample (trials 1 - 6 of Table 2.1); 2) discrete change in/Bo
early in sample (trials 7 - 11); 3) Hiscrete change in BO late

in sample (trials 12 - 16); 4) gradual change in BO"at midsample

(trials 17 - 21); 5) discrete change in ot at midsample (trials
22 - 26); 6) discrete change in o early in sample (trials 27 -
31); 7) discrete change in both BO and a2 (trial 32); discrete
change in By with autoregressive errors (trials 33 - 44). The
incidence of rejection of the null hypothesis is recorded in

Table 2.1.

The results from the CUSUM tests are shown in the first
and second colums of Tab1e‘ 2.1. When structural shift occurs in

the coefficients of the underlying model with no change in the

error variance, the CUSUM test is fairly sensitive to it. Its -

sensitivity increases with the magnitude of the shift. There fs
no appreciable difference in the power of the test according to
the time location of the shift, although the test performed on

data arranged chronologically does beiiter for late sample changes

*The model is based upon a logarithmic demand for money
model. The variables X; and X, are interest and income series,

respectively. The data are described in Section 2.3.
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TABLE 2.1:.* INCIDENCE OF REJECTION OF NULL HYPOTHESIS OF. STABILITY
' AT THE 90 PER CENT LEVEL FOR THREE STABILITY TESTS

‘ UNDER _VARIQUS FORMS OF STRUCTURAL SHIFT

-

:M]: Yt = Bg * By Xpp t By Xpp + Uy

k Rejection Incidence for 10 Replications
DESCRIPTION OF L___CUSUM €SQ ~ Step.
TRIAL  STRUCTURAL SHIFT Back. For. ~Back. For. Chow
1 No change ‘ 0 1 2 0 0
2 20 per cent discrete ‘
change in Bo at ~ .
. midsample* 2 3 2 2 1
3 40 per cent 5 5 5 3 8
4 60 per cent - 2 6 10 2 10
5 80 per cent 8 7 10 9 10
6 100 per cent 10 8 10 10 10
7- 20 per cent discrete
change in Bo early in
sample \ 3 1 3 0 2
8 40 per cent 4 8 5 0 7
9 60 per cent 9 10 10 4 10
10 80 per cent 10 10 . 10 3 10
11 100 per cent 10 10 10 5 10
12 20 per cent discrete PP
change in Bg late in T \
sample 1 2 1 1 0
13 40 per cent — 3 4 1 5 0
14 60 per cent 6 6 5 9 3
15 80 per cent 5 10 8 10 9
16 100 per cent 6 10 10 10 ., 9
4 N
. *Ihis represents a change of roughly 0.6 standard errors—

of estimate.

S N e .
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Rejection Incidence for 10 Replications
“CUSUM

‘ CSQ Step.
; TRIAL STRUCTURAL SHIFT “Back. For. - "Back. _For. Chow
17 20 per cent gradual
change in 80 at mid-
) sample ‘ 1 2 1 0 0
18 40 per cent 2 4 2 1 3
19 60 per cent 9 8 4 8 10
+ 20 80 per cent 8 9 7 6 10
[ 21 100 per cent 10 10 10 10 10
22 10 per cent change in
; . o at midsample 1 1 4 3 0
i ., 23 20 per cent - 0 1 2 3 0
24 30 per cent 0 2 5 4 0
25 40 per cent 0 1 10 .. 10 0 ,
R 26 50 per cent 0 3 10 10 0
¢ : w
27 10 per cent change in :
o® early in sample 1 0 1 1 0
28 20 per cent 0 1 5 5 0
29 30 per cent 0 1 7 . b 0
4 30 40 per cent 0 0 4 . 6 0
! 31 50 per cent 0 3 9 8 0
32 10 per cent change in
By and 40 percent change . 4
in 0 at midsample 1 3 10 8 -1
i
33 No change with AR(1) in
error (RHO = .2) | 2 1 2 0 0

MY L S el T RO s
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z
Rejection Incidence for 10 Replications .
DESCRIPTION OF COSUM — C3Q Step.
TRIAL STRUCTURAL SHIFT Back. For. Back. For. Chow
34 20 per cent change
in Bo with AR(1) in
error (RHO = .2) 3 3 5 1 1
35 40 per cent 4 4 5 - 2 7
36 60 per cent 3 6 9 4 10
37 80 per cent 9 7 9 9 10
38 100 per cent 10 8 10 10 10 i
39 No change with AR(1)
in error (RHO = .8) 7 7 7 7 8
40 20 per cent change
. in B with AR(1) 1in
error (RHQ = .8) ] 6 7 6 2
41 40 per cent 6 6 8 6 5
42 ~-60 per cent 9 8 7 6 5
43 80 per cent 7 6 8 9 9
44 100 per cent 9 7/ 8 ) 8
-
LT TR i
/" §~
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than that performed on data arranged reverse-chronologically (trials
12 - 16). Furthermore, it seems noi: to matter whether the change
is discrete or gradual; i.e., whether ﬁbrupt at one point in time
.- or spread out evenly over five observations on either side of that

point.

The poor performance of the CUSUM test in detecting changes
in error variance (tria]s 22 - 32) 1is entirely expected. Since the
presence of heteroscedasticity affects not the unbiasedness but
rather the minimum variance property of least-squares estimators,

it is not surprising that such a phenomenon is not reﬂected in the

p——— -

. mean of the cumulative sum of recursive residuals. When the
( independence assumption is relaxed; i.e. with an error autoregressive
of order one whose autoregressive coefficient (RHO) is equal to
0.8, the CUSUM test becomes highly unreliable (triais 39 - 44).

For moderately autoregressive schemes, however, with RHO equal to

.
[PV Wra\vg “e

0.2 (trials 33 - 38), the power of the test is not adversely
affected.

Results of Monte Carlo trials of the (SQ tests appear in the

third and fourth colums of Table 2.1. These tests respond to

TPV A s o

coefficient changes, either discrete or gradual, and to changes
" in the error variance. The sensitivity to heteroscedastic error

is easily explained since 2 wj2 can be shown to be equivalent
J=k+1

to_the residual sum of squares taken from a linear regression

e —

based upon the first r observations. Trial 32 illustrates the

SRS oA
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greater ré]iability of the CSQ test for one combination of

coefficient and variance change.

‘ The general insensitivity of the forward test to early sample
change and the backward test to late sample change is demonstrated
in trials 7 ~ 16. Like the CUSUM test, the CSQ test becomes

A

highly unreliable in the presence of autoregressive error. For weak

.

AR(1) processes of the sort that would go undetected by conventional

means (trials 33 - 38), the tests are unaffected, however.

-

Colum 5 records the results of the Stepwise Chow test.
It performs well in detecting coefficient 'chénge. It appears more

powerful than the CUSUM test for discrete change and most powerful Y

of the three for gradual change -- no mattex where in the’samp]e/

period the change occurs. Complete insensitivity to change in

the error variance is demonstrated by trials 22 f\bti\This is

be expected. The Chow test is designeq to pick up change;\i.n the
coefficient vector and nothing else. Its robustness to heteroscedastic - s

error,is, in fact, a positive attribute, Just as with the other N

\

In ranking the three tests for the purposes of this study,
the CSQ test is judged more versatile than thg‘other two because
of its ability to pick up changes in (72 as well as in B. Of the
two tests for coefficient change, the Stepwise Chow test comes out

ahead in being more powerful and computationally simpler. These

l
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results also illustrate how a combination of tests can provide
a clearer picture of the underlying structure than any one of the
tests taken alone. Such is the technique that will be applied

to convenrtional demand for money models for Can'ada.

2.3 The Data and Models

The data are quarterly and seasonally adjusted. They
consist of: currency plus demand deposits (M1); currency plus
privately-held deposits (M2C); the rate on 90-day finance
com\papy, ?aper (R90); the rate on 90-day swapped deposits (RSWAP);

the Mcl:"e'oid, Young, Weir average of ten provincial bond yields (RPROV);

gross domestic product (GDP); gross national expenditure (GNE);
and the GNE implicit price deflator (PGNE).

‘

A conventional demand for money model which has received

wide acceptance is the partial adjustment model of Clinton (1973).

d

The demand for money balances, M, depends upon a constant; real

income, Y; a representative rate of interest, R; the price level,

P; and a random error term u:

Yg

8, 8, B -
M- g O0ylge cet. (2.2)

1= € Ty R ?P

As fullf,adjustment of actual money stock, Mt’ to the desired money

stock is assumed to take more than one quarter, an adjustment

mechanism is required. It is specified as:
§

(M/P )/ (M, /Py ) = ﬁMg/Pt)/(Mt-llpt-lﬂg . (2.3)

L

[
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where g is an adjustment coefficient. Substituting (2.2)- into

(2.3) and taking natural Togarithms yields demand equation A:
(my-py) = 98) + 98y y, + 98y ry + (1-g)(m_;-p, ) + u» (A)
where lower-case symbols denote the natural logarithms of the initial

variables defined above.

Two alternative models which allow for a different dynémic
structure have also been considered. The first, model B, explains
if
the demand for real Mlbalances by Almon distributed lags on

income and two interest rate variables:

1 2 2
(ml-p.) = a,+ % by, :+L c;rswap, .+ I d. rprov
‘ t 0 Joo V-1 G4l -1 Yoo t-1
o g {B)

The scale variable, Y¢s is assumed to impose a faster constraint

upon the demand for real money balances than the interest rate

variables. The delayed response of market participants to

. changing interest rates is allowed to be non-linear through choice

of a second order Almon polynomial. A linear polynomial is chosen

for the income variable.

.

The second, model Cy'explains the demand for real MZC by
current income and a distributed Tag on R90:
7

sty
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The error terms Ups Vo and w, are assumed throughout to be normally

distributed white noise random variates.

A

Problems affecting thé choice of specification and proper
variables for the demand for money are numerous and have been
discussed at length elsewhere in the Iiteratune.* Several problems
are particularly relevant to the present analysis. The %ésue of
simultaneous.equation bias affecting estimation in single-equation
models 1is one example. Recent studies generally concur, however,,
that simul’caneify is no;. of sufficient magnitude to warrant the
use of systems estimat'l:on methods. ™ Data deficiencies should
also be noted. The disrupting effects of mail strikés in the
second quarter of 1974 and the fourth quarter of 1975 are examples.
The actual money supply figures during{hese periods are inflated by
unusualily Tong de}ays in the clearing of cheques. Suitable

corrections have peen applied to the money aggregates for mail-strike

dedede
float. A second data problem involves the measurement of

*See, for example, Laidler (1977).
**The CSQ tests can be used in conjunction with systems

estimation methods (Poloz, 1979). Goldfeld (1976, p.702) and Laid]“er

(1977, p.117) ‘suggest, however, that simultaneity has not been,
at lTeast historically, of over-riding concern.

***The procedure involves estimating models A, B and C with
strike dummy variables, 01 and DZ' In model A, to prevent the

impact of D1 and D2 from having a gradual run-off over time, the.
terms ¢35 Dyy - (1-0)a5 Dyy g + @By Dy = (1-g)gy Dy, are

included. /[ See Gregory and MacKinnon, (1980)7. The estimates are
“then subtracted from\the relevant aggregates to preserve the models

in a form compatible with the stability tests described in Section 2.2.

9
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opportunity cost. For the broader aggregate, an 'own rate'
adjustment is applied to the intere;t rate. The rate isadjusted
by a weighted average of the rates on the components of M2C. While
it is true that M1, too, has an implicit own rate (below-~cost
servipes on demand deposits, for example) it is assumed constant

and ignored here for lack of data.*r

-

Estimates for all three models for the full sample and
various subsamples have been recorded in Table 2.2. The RI0-GNE
- combination was found to perform better than other combinations in >
( mbde] A ;’or' both money 'aggregates. The'long rate, RPROV, performs , f

.adequately for the full sample period with M1 and M2C but fails
- to explain the variation in either aggregate over the shorter
C, subperiods. GDP performs as well as GNE for the full period with the
narrow aggregate for the ;hérter period but does not explain M2C
. for 1968 II to 1977 IV. Both R?O and RPROV enter significantly
in mdg] B. Theoretical justification for such a specification
. involves the érgument that term structure plays a role in the
determination of money demand /see Frieéman (1977)7. Model C

is similar to the broad money equation analysed in Cameron (1979)

except that the real income term enters cbntemporaneous]y instead
of with a distributed 1ag of four to six quarters, Unfortunately,

this equation shares with that of Cameron the undesiraple feature

*Startz (1979) offers several empirical measures of the
implicit rate on demand deposits. r
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of high residual autocorrelation. A first-order autoregressive

‘correction with RHO equal to 0.9 was necessary to raise the D.W.

to a ieve] of 1.72. . :

-

o

TABLE 2.2: TIMATES
Estimated

. Dep. Long-Run Elasticities* - Adj. ,
- Model Period - Variable GNE GDP R90 RGWAP RPROY Coeff. SEE

A S6LI-7TIV MI .79 -.29 .2037 .0114
A M .81 2,30 .3334 .0133
A " mo .81 -.30 1711 .0119
A " M .82 -.35 .2358 .0140
A " wc 129 -2 11019 0113
A " M2c” 1.29 -.23 0855 .0117
A 68II-77TV M .81 -.43 ©.1016 .0106
A M 7 -.55 1067/ .0106
A " Mzc/\j.as -.03 ",.409 .0119
B " W .68 -.015  -.044 .0124
B ezu-m/m .68 -.016 -.042 .0113
C 68II-77IV  M2C .49 -.13 .0129

* A11 short run elasticities for equations reported here are

significant at the 95 per cent level. The long run elasticities

for models B and C are sums of lag weights.

»
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2.4 " Stability Analysis

b

For the purposes of stability ana'I;lsis. mode1 A requires
a further transformation. It is seen from equation (2.1) that if
X contains a stochastic w}ariable then the\wr will not be norma{U 4
dist}ibuted. The validity of the CUSUM an\d CsQ te.sts, however, requires
non;laﬁty of the recursive residuals. Dufour (1979) suggested

- a method of dealing with this problem. He noted that if the

parameter g of model A were known then the term (l-g)(mt_l-pt_l)

could be subtracted from both sides of the equation. . In praj,tice,
g is not known but a consistent estimate of it, say §, may be
obtained through application of ordinar;! Teast squares (0LS).

The version of A which will be analysed here is of the form:

(my-p,)-(1-§)(my_;-p,_1) = 98 *OBT Yyt gBpry t U (A')

Table 2,3 records the incidence .of rejection of H0 for the \

three models for va;'ious time periods. Tbé general picture seems
ﬂto be that stability can be rejected for ~imth broad and narrow Co
money. With Ml, signi.ficgntjnstabﬂit} is ‘observed only by the >
Stepwise Chow test. A1l three tests detect instability in KeC. e
As to the point in time of structural change these tests.are

inconclusive.

For the 1956 - 70 subsample, a period comparable to that
of Clinton (1973), the hypothesis of stability is rejected by the \

Stepwise Chow test for M1 and by the CUSUM and CSQ tests for M2C.
- - s h \\
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J
TABLE 2.3: INCIDENCE OF REJECTION OF NULL HYPOTHESIS OF STABILITY
Sample CUSUM CUSUM CsqQ CsQ Stepwise
Model Period Variable Forward Backward Forward Backward Chow D.N.
A M1 (5611-771V) ik 2.01
AM O (68II-771V) Wk 1,96
A Ml (5611-701V) ik 1.99
B M- (68IV=771V) " 2.00
B M (621v-771Y) 1.82
A M2C « (5611-771V) ik 1.62
Al M2c  (5611-701V) o bl o 2.17
C M2C © (6811-771\]) 1.75
s ~ ,
C Legend: ** - significance at the 90 per cent level -
% _ gignificance at the 95 per cent level
N CHART 2.1: LONG-RUN INCOME ELASTICITIES FOR i«zc AND M1 \
4 ’ 1.8 ;
Y
‘ U el
1.00
N\
0.20
“ 2.0 : " - .
1957 1o l’:! .ll:“ l:li x:n l:” 1:"




wwt e g

ot e

- 54

One, implication of this finding is that the instability in Ml is
different in nature from that in M2C. The M2C shift seems to \
arise in the error variance as well as in the coefficients. The
sfmnger parametric instability of M2C is- further supportéd by
Chart 2.1. This figure plots long run elasticities for M2C and
Ml. These elasticities are calculated over time from 1957 II to
1977 IV; with each successive point arrived at by application of
OLS to a sample beginning in 1956 II and augmented by one observation.
Strong instability in the incomg elasticity of M2C coinc¥des with

the 1967 Bénk Act revisions. Expansion of new savings instruments ‘
as a result of removal of 1'_nterest rate ceilings is one possible '
cause: The movement into term deposits which resu]tec! appears

not to have affected the M1 income elasticity. The behavior

of the M2C elasticity indicates an initial over-reaction followed

bjf a decline and stabilization at a higher level. These results

are in accordance with Clinton's finding that demand for the

broader aggregates is unstable relative to that for Ml, and that

this instability ari;es, at least in part, from a changed legal,‘

structure. ° There is, however, no confirmation of Clinton's

~1-"inding of abrupt change corresponding to the movement From

floating to fixed rates in 1962.

A similar situation is observed in the full sample, 1965 to
1977. The Stepwise Chow tes‘t rejacts stab‘ih'ty fora both narrow
and broad aggregates. The CUSUM and CSQ-°tests, gowever. do not.
The apparent inconsistency of this result with that of the 1956 - 70
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subsample might be explained by the high degree of autocorrelation
evident in the full sample, M2C equation.

The desirability of M2C as an asset was further enhanced
in the first two quarters of 1972 by a sudden rise in term deposit
rates. Bank loans were expanding rapidly at th1§ time and, due
to the low liquidity in the banking system, the t;anks bid strongly
for term deposits. Chart 2.1‘shows a peak in the M2C income
elasticity at precisely this time. The Winnipeg Agreement of June
1972, which 1imited rates of interest offered on deposits of

$100,000 or more for less-than-a-year maturities to a maximum

5% per cent, removed instability in the market and appears te-have

reestablished the M€ income elasticity at ifs formérj Tevel.

For the period 1962 to 1977 in model B and for 1968 to
1977 in models B and C, no instability is detected for either
aggregate. "The post-1§68 finding of stability in M1 by the)S‘
CUSUM and CSQ tests, however, is called into doubt by a systematic
string of neggtive residuals from model B fol‘1ow1'ng 1976 1. To
investigate this finding, a shift term (which was constrained to
zero prior to 1976 I, increased transitiona'!]y through to 1977
I11 and ﬁeld constant thereafter) was introduced to model B', This

shift was found to be significantly different from zero and to

Arépresent a decline of roughly 6.7 per cent in Ml.

Coincident with this downward shift in M1 was a period of

W
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rapid improvements‘ in the techniques avai 1afﬂe to corporations
" for the management of transactions balances. Active competition

on the part of thartered banks in offering cash management plans

to their corporate customers resulted in a reduced demand for
current accounts. When real current accounts kCA) are regressed on
distributed lags of GNE and RSWAP the same shift variable that

was introduced to model B shows significance with a coefficient
roughly twice as large. ‘Since current ac-counts make up approximately
one-half of M1, this supports the hypothesis that the M1 shift
predominated in the CA component. This hypothesis will be

examined further in Chapter 6.

'* The failure of the Stepwise Chow test to detect the 1976
shift in M1 is explained by its late occurrence in the sample.

As defined above, the Stepwise Chow test checks for 1nsf£abi]1'ty
at every point from k+1 to T-k-1. In the present sgmple, T-k-1
corresponds to 1976 II. The failure of the CSQ test, however,

is less easily explained. If the answer is that the CSQ test checks
for a different and broader hypothesig» of constancy énd so is
less sensitive to pure coefficient change 'Ehan the Chow test, then
it would be instructive to determine empirically its relative
sensitivity. Very often, in a forecasting context, large .
prediction errors are encountered due to late-sample structural
change. It is useful, therefore, to.be aware of the d$gree of

i

resolution which each test affords.
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TABLE 2,4: INCIDENCE OF REJECTION OF NULL HYPQTHESIS OF STABILITY
+ _FOR MODEL (B) SUBJECTED TO SHOCKS OF YARYING DEGREES

% decrease % of increase

“in constant  1in error CUSUM CUSUM €sqQ csq
term variance Forward Backward Forward Backward D.W.
6.7 0 - 2.08
20.0 0 2.05
%.0 0 2.11
30.0 0 ** okk 1.86
35.0 0 ** ik 1.74
6.7 6.7 2.09
20.0 10.0 * 2.08
25.0 25.0 s * 2.
30.0 30.0 ' o ox 1.89
35.0 35.0 ** *kk 1.78
LEGEND: *  significance at the 80 per cent level

** significance at the 90 per cent level
*** significance at the 95 per cent level
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The results of subjecting the constant term of model/ B to
gradual shifts of varying degrees and applying the three te:sts
are shown in Table 2.4. It is seen that fora pure coefficient
shock alone, a decrease in the constant term of 30 per cent
is required before a rejection of the null hypothesis is indicated
by either the CUSUN or the CSQ test. When this constant term
shock is combined with an equal shock to the error variance, the CSQ
test is more sensitive and picks up the change at 20 per cent.
The CUSUM test is, as expected, unaffected. In other words,
for the 1976 M1 shift to have been detected by 19]7 1V with either
the CUSUM or CSQ test, it would have had to have been from three to
four times greater than 6.7 per cent. This causes one to question the
applicability, for forecasting purpose;:, of the CUSUM and CSQ tests
to the analysis of stability of money demand.

2.5 Cubic Splines and Money Demand

One of the results of the stability analysis of Section 2.4
was the suggestion that a discontinu‘f'iy,,or abrupt change, occurred
in the demand for M2C at a point in time coinciding with a change
in the legal structure of the-Canadian banking system. One
alternative explanation, aside from structural chanée or '
misspecification, might be that the dependent variable responds
in some nonlinear fashion to its explanatory variables. Although
the issue of functwnal form will be examined in depth in Chapter

3, consideration will be given here as to its relevance in the

&
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context of stabi th It is known that through the application
pf cubic spline regression a 'free-form' curve, contmuous in ‘
the second derivative may be fitted to the data. If jnstabiﬁty
in the M2C demand function can be removed thrbugh the use of a
non-linear functional form, the discontinuity hypothesis réferred
to above is left severely in doubt. If, on the other hand; no
significant improvement can be made the hypothesis remains

unrejected.

The terminology commonly used in the description of
splines will be used here. The 'knots' are the set of k join

\

points denoted by: X5 for-j =1, ..., k. _If we parameterize

the variable x according to:

. 0 » X< Xy
(x_'&jhgx-x X > X "
B o X2 %

then the Hnefxr spline, Sl(x), is given by:
Lok , ,
$%(x) —jzlsj(x-ijh FBt By X
and the spline polynomial of degree n, $"(x), is given by:
s"()-gl(')’w + X+ ...+ X"
ML PR T BT By X e T B X

The terms in (x-ij)" are the terms which provide the discontinuities

in the nth derivative of S"(x).

St o e St maee s e w7 et e
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Applying a cubic polynomial with k internal knots to the

income variable of model A yields: v

- -~ - - 2
myPy = dg *+ dyry + dp(my_y-py 1) + doly,-yo) + dgly -¥p)
) ‘
, 13 N3
+ d7(y 10) + §=1C,j(yt 'ZJ) Dj + ut »
*
where D; = 10, y<y;| . ﬁ (2.4)
1, .Y>.Z_1

The ability to accurately fit a segmented polynomidiz
model is constrained not by estimation technique, for standard
regression methods may be applied to (2.4), but rather by number

and location of the 1nternal‘knots. On the one hand, "too many’

- knots will ensure a flexible model with a high risk of imprecise -
. ! '

estimages due to co]]inearfty between spline variables. On the
other hand, too few knots may falsely constrain the estimates.

For the present study, it is judged preferable to err on the

sidé of constrained estimates than on the side of ill-conditioning.

Cubic splines with one and two intermal knots will be used here.

Regarding the Iocatign of knots, three different criteria
will be used. Poirfer (1976) suggested that if a point of
structural change were known, a priori, then it might be chosen
as a knot in the spline polynomial.. Cojumns 2 and 3 of Table
5.5 employ this knot selection criterion. Ahlberg, Nilson and
ﬁalsh (1967) suggest the use of equal intervals between knot
points. Colums 4 and 5 employ this criterion. McCulloch (1978)

{

P
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TABLE 2.5: ESTIMATES FROM BEMAND FOR M2C MODEL WITH AND WITHOUT
_CUBIC SPLINES
1 2 3 4 5 6
“Cubic
Cuhic Cubic Cubic Cubic  Spline
Spline Spline Spline Spline on R
onM-1 onY onY on R (Two
(One) (One (Two {Two Knots
Knot Knot Knots Knots Equal #
Original at 1967 at 1967 Eq ual aL of Obser-
Model I11) 1) ,INI?L INI_ S) vations)
Coeff. o
C -1.3910 -2.9132  .5323 1.8814 -1.3921 -1.3884
(-23.04) (-4.35) (0.95) (3.62) (-23.32) (-23.01)
Y L1209 10 .1306 1267
(3.74) (2.74) (4.01)  (3.8%)
R -.0206 . -.0221 -.0237 -.0239
(-5.72) (-5.80) (-6.22) (-6.41)
M -.0915 -.1482 -,1985 -.0997  -.0960
(-3.20) (-2.84) (-3.59) (-3.46) (-3.31)
D -.0168 -.0664 .7807 -.0796  -.1236
(-2.06) (~0.45) (1.72) (-0.93) (-1.44)
Dg .0054 .0563  -.2217  .0324 1544
‘- _ (0.66)  (1.70). (-1.49) (0.16)  (0.76)
D, -.0038 -.0391 .2573  .0204 -.0688
(-0.51) (-1.63) (1.61) (0.15) (-0.50)
¢ - .0022 0845  -.3296 -.0102 0030,
: (0.61)  (1.73) (-1.78) (-0.54) (0.13)
C, .2139  .0018 0004
(2.61) (1.01) (0.20)
‘Resid:
RSS .01095 .01062  .01027 .00981  .01010  .01019
- R2 .326 .321 344 .365 .347 .341
SEE .01149 01152 01133 .01114 01131 .01136
DM “1.64 1.60 1.68 1.67 1.90 1.77
- r P
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{
suggests the use of equal numbers of observatjons between knot

points. Column 6 of Table 2.5 employs the McCulloch criterién.

L}

In Table 2.5, the cubic spline on income, Y, with two
knots (colum 4) outperforms that on either the lagged dependent
term, M_j, or interest, R, on the basis of t-statistics of
cofficients of the spline variables.* Four of five spline coefficients
are.judged significantly different from zero. Three of four of
the spline coefficients on Y with one knot (column 3) are
significant. One of four of the spline coefficients on M_1
(colum 2) 1is significant. One of five spline coefficients on R
with equal numbers of observations per interval (column 6) is
significant. None of thdﬂfivg spline coefficients on R with equal

intervals 1is significant.

On the basis of fit, the income spline Qith two knots,
(colum 4), again outperforms all others. This model shows the
Towest standard error of estimate (SEE) of. the six regressions.
It is also noted that the SEE is lower for all but one of the
spline models than for the\origiual model. Column 2 shows the

)

only SEE higher than that of column l.

r 4
)

In Table 2.6, forecasting performance, &s measured by mean

square prediction error over the last 25 observations'(MSPE(ZS)),

[

*The t-test is used as a test for significance from zero of
individual coefficients, although it is recognized that to do so in
a lagged dependent model involves an approximation affecting the
validity of the test. . :
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and over the last 5 observations (MSPE(5)), are compared for the
original model and three altermative cubic spline models. The
original pnde] outperforms all three spline models in ténns of
Tong-run performance, MSPE(25). In terms of late-sample perfor-
mance, MSPE(5), however, the spline models fare better than the

original model.

-

TABLE 2.6: FORECASTING THE DEMAND FOR M2C WITH AND WITHOUT CUBIC
SPLINES ‘ ‘ )

1

1 4 5 6

Cubic Spline Cubic Cubic Spline
on Y Spline on . on R
: (Two Knots R (Two (Two Knots
C Original Equal Knots Equal Equal #
- Mode! INTVLS INTVLS Observations

MSPE (25) 1.185 2.859 1.484 1.617 #
X 10- '

MSPE (5) 0.610 0.590 0.467 0.482
X 10- by e

/

Chart 2.2 plots the weighted sum of the income spline
variables times their regression coefficients against the depen-

dent variable. It shows the extent of the estimated nonlinearity

in income response which this model allows. The first derivative

of the contour, which is the short-run income elasticity of

fmand foM\M2C, is everywhere positive as expected. The slope

i

increases witlyY. The average slope of the first interval

(;3 (approximately corresponding to years 1956 to 1962) is 0.204

e it




e PN R 4 P

R E BRI Ay s

KM P ATEER haeomuss b A e

¥

64

"TABLE 2,7: ESTIMATES FRQM DEMAND FQR M1 MQDEL WITH AND WITHOUT A

CUBIC SPLINE ON THE INCOME YARIABLE

}

Cubic Spiine on Y

" Or{ginal Model {2 Knots - Equal Intervals)
Coefficients:
c -.8042 .9746
i (~.474) (1.94)
Y .1513
' (5.59)
R -.0506 -.0509
(-8.96) (-8.75)
M_ -.1865 ‘ -.2052
- (-4.21) (-4.05)
D ' .3781
N - - (0.92)
. e
Dg -.0852
(-0.61)
D, ' \ .0994
- (0.66)
C, . -.1259
A . (-0.72)
C, Py
n (0.13).
Residuals:
SEE .01153 01137
DN ]075 « 1’84
Predictions:
MSPE gzs) 1.56 3.85
X 10- X
MSPE 55) 1.60 1.00
X 10” : ‘

A




. CHART 2.2:

SPLINE VARIABLES WEIGHTED BY REGRESSION
FOR Y-SPLINE 2-KNOT MODEL (M2C)
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for a long-run elasticit_y of 1.03. The average slope in the
second interval (1963 to 1969) is 0.237, for' a long-run elasticity:

( OF 1.19- The average slope in the third.interval (1970 to 1977)

is 0.297, for a long-run elasticity of 1.48. This evidence
concurs with that of Chart 2.1.

Table 2.7 records the results ‘bfq\qpplication of a cubic
sp]ine‘to the income variable for M1 (model A). It is seen that
on the basis of fit and significance of coefficients, the cubic
sp'Hne represents little improvement over the original model.

Thé . cubic spline does, however, improve the late-sample predictive -

L

L 4d

performance of the e«ruation. It is notable that the MSPE(5) is _
uhigh'er than MSPE(25) for M1, while for M2C, as shown in Table 2.6, -

the reverse is \t”rue.. This reflects the worsening performance of

>

the M1 model siifce 1976.

2.6 Concluding Comments )

Numerous techniques for the detectfon of fnstabilfty in
regression relations have been developed in the few short years
since Brown, Durbin and Evans popularizéd the use of recursive

residuals. These include tests for heteroscedasticity, serial

,correlattqn, functional mfsspectfication, indegendence, and

combinations thereof. Three of these tests, which have rgceived

attention in recent Ifterature, have been applied here 1n an effort e

4
*

-
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to; first, gain an %nsight into their éonparhtive rreliabil'lities and;
second, to answer some Tong-s tanding questions’ about’the stabiltty .
of money demand in Canada. From simulation exercises it is concluded
that the Stepwise Chow is superior in power and efficiency to both
CUsuM ;nd CSQ when the 1 nstability is manifested entirely in ‘the
coéfffc%entsi To the extent that such a phenomenon {s unnatural and
that one woqld expect 1n§ubi Tty to be manifested in all 'pénrameters
of a mode1 simultaneously, then the CSQ test,. because of its sensﬁfivity
to variance as'well as coefficient change is preferable. The

" choice Qf‘either CSQ or Stepwise Chow will depend upon the relative
weight one aitache§ to coefficient and error variance shifts. On the
one hand, the error variance fs an important parameter of the system
we wish to estimate and demands the same attention as the —
“mefficténmts. On the other han&, fgr «forecastmg«pur‘poses one may

" wish amyre-finely tuned tnstrument such as the Chow test for
detection of f:oeffl‘ctent shift, Evidence has been presentedvhere ‘
that, ~no§ only‘ts the Chow test more sensfttye than ‘tfiéOCSQ to
,coefficieni shift, iﬁfs result s relatively robust to departure

Q ;

On a strictly empirical Tevel, certain characteristics of

" the 1og-linear indney‘ -tiemangi model for Canada can be Ymproyed upon by
fﬂ 1§wipg the logarithmic response of money demand to 1ts~ explanatory
varffables,h expressed jn logs, .to be nonlinear. Application of cubic
ip]jnes to both 1nc6me and interest var‘lébles in the conventional -

. log-linear partial adjustment money demand model have shown significant |
' . 9 - ‘

.
s
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improvements in overall fit anh in late-sample prediétive perforn;ance.
An improved mean squared prediction error baséci on predictions of the
five last observations was shown to be the case wrlxen cubic splines
were applied to the income variable in both M1 and M2C equations.
The cubic spline must, however, be appreciated for what it is -ya
flexible curve-fitting tool and nothing more. While ex post
forecasts can always be improved with this method, such is not
necessarily the case on an ex ante basis.
On the issue of stability of money demand the géneral
conclusion emerging from this st'udy is that although instability
has been observed in both M1 and M2C in Canada between 1956 and
1977, 1t has been relatively moré pronounced in, the broader
aggregate, The déta suggest two instances of abrupt change arising
n the term deposit component of M2C. The 1967 change coincides
with the expanston of new term deposit instruments by the chartered
banks z;nd after an adjustment period of roughly six qularters, results
‘ln‘a permanently higher tncame elasctictty of demind, The 1972
L \f;{stabﬂtty'stﬁems from unusually competitive bidding by the
chartered banks for term deposits, which stabilized with the
tntroduction of the Winntpeg Agreément.

As for the narrower aggregate, there is evidence that there
~ has been a downward shift in the demand for M1 in the mid-1970s.
Ins;;i tutional data on financial innovation during this period and
. a coincident downturn in current accounts suggest that this shift

may have been the result of increased cash management efficiency.

e
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CHAPTER 3

FUNCTIONAL FORM -

) The inability of economic theory to differentiate between
altem;te functional forms in the demand for money has traditionally —
left the .choice of form to the discretion of the researlcher. A variety
of different forms has surfaced in the 1iterature. Brown (1939), for

exanple, wrote the demand for money as a linear function of the rate

level of prices. Bronfenbrenner and Mayer (1960) used a logarithmic
functional form. The convenient economic interpretation afforded by
the coefficients of the logarithmic formulation enhanced its popu-

larity for empirical work. The semilogari thmic form, as first appeared

in Cagan (1956), became increasingly popular in the 1970s. A recent A 1%

variant of this form, which is linear %in the interest rate variable A

and logarithmic in all other variables, (henceforth called the
'semi-log' model)' has appearéd in Haache (1974), Klein (1974), White
(1976) -and Cameron (1979). ’

The field of possible alternatives is broad. Fortunately, the
Box/ and Cox procedure provides a technique for estimating the power |
transformation which best suits the data. Studies pioneered by
Zarembka (1968) and exténded by White (1972), Spitzer (’i976, 1977) and

Mills (1978) applied this procedure to the demand for money. The
objective of the present chapter will be to examine Canadian demand for

money using a generalized fuhctional form. Efforts will be made

to relax as much as possible the constraints of functional form which

are typically imposed, ' ‘ .

69
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NSection 3.1 considers asimple Box-Cox model in which the
power coefficients of all independent variables are constrainé to
equality but are allowed to differ from the power coefficient :)gthe
dependent variable. Se'arching, over a grid of ;Hfferent combinations
of these coefficients shows, for both money aggregates, that the
logarithmic form performs the best and that all mixed forms

» can be statistically rejected. Sectior; 3.2 extends the basic model
to allow a third power qimension. In this -extended model, the power
coefficient of the Tnterest variable is allowed to-differ from that
of all other independgpt variables. N9 significant 1mpfovement over
the more constrai;;;mocje] of Section 3.1 is noted here. Section 3.3
considers the extended Box-Cox model with errors assumed to be ‘ i
autoregressive of order 1. These results strengthen those of Section .

3.2. They suggest that the semi-log transformation induces a

moving average in the residual of the M2C equation. Section 3.4

considers theoretical implications of the semi-log model and .

concludes, both on theoretical and empirical grounds, that the

1ogar1‘t{1mic model is preferable.

3.1 The Model and Box-Cox Estimation -
- A} ’ ’

> Desired real balances in the economy are assumed to behave

according to the rule:

| (M‘g-Pt)(“) = Bo + 8B, y't‘“) + B"t1H) 4 u oo ' (3.1)

©

’
PSPy S
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power transformation, written as:

71

where ug are independent, normally distributed random variables with

zero mean and constant variance. The symbol Z(e) denotes the Box-Cox

-

(6) (18-1)/0, 6 £ 0. 75 0
2 =l e, ' (3.2)

If actual real balances adjust ‘to desired real balances according

to the rule:

(Mt_Pt)(u) - (Mt_]-Pt-])(u) = Q”EM:-Pt)(u) - (Mt-]-Pt‘]“)(ﬂ

=
(3.3)
where g as befare. is the adjustment céeffi';ieﬁt,qthe demand for _
real balances can be written as: .
7)) = o + g8y M v a0t gy popy 1))
R U « ; (3.4)

A more general version of (3.4) might allow the pov;:er ,
coefficient of the dependent variable, say A, to vary independently

of u. The log-1ikelihood function of this more general model is

given by:

L{\ WP ’UZ;M:X}

= -;_ gn(Zﬂoz) - %_? (M(A1 -X(“)B)"g (M()\)'x(u)s)

+ &n d, /(3.55
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where M, for convenience, denotes the T.by 1 dependent variable vector,

X is the T by 4 matrix of explanatory variables, 'an&

. . ’ T ) |
' (»)
- J = det / oM =
il ooy (Mg - Pt) :
\ 4 oM . ’

is the Jacobian of the transformation of W) to M. Maximizing L with

respect to 8 and o yields:
Baq) = (X(“)'x("))'1x(“)'n(*)

) = 1 M) g (A x5y

Substituting for B and 02 in (3.5) gives the concentrated likelihood function:

LX) = <Tgn(2n)41) - _Z_m?:z(x,u))

T
A-1) £ 2n(M_-P X (3.6)
+( ) to1 n( t) |

i

: Maximum Tikelihogd. (ML) estimators nf A and u are found by searching over
a (A,u) grid and the ML est'lmators of g and 0‘2 are e(x,u) and o (A,p)

- -t - - -

The long-run income and . interest elasticities are computed as:-

ny = B] y(}é) ;yand ng =B Y‘(:)
(Mifﬁt)(l) (Mt-gt)(xl ‘(3'7)

-+

The estimates of B and c?' are computed as OLS estimatbs from:
given values of A and u in th'is procedure
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respectively. It is noted from (3.3) that for g > 1 the adjustment
becomes explosive. The size of ; can thus be considered grounds for
'possible acceptance or rejection of a particular functional form. The

\

primary criierion of choice will be a l1ikelihood ratio test wﬁere an

proximate 95% confidence region for A and p can be obtained from

L max(A,) - L max(A,u) < 1 55 (.08) = 3.00.
, 2 :

L

Alternative forms will be ranked according to the size of their log like-
1ihood maximum. - Forms within the stated confidence region will be judged

superior to those outside, givén that their estimated adjustment coefficients

1956 \IT to 1977 IV are recorded in Tables 3.1 and .20 The data are
quarterly and seasonally adjusted. Two monetary aggregates: Ml, or
currency plus demand deposits; and M2C, or M1 plus priv&te]y-he]d deposits,
are examined. The income measure used was real 6NE in 1971 dollars. .

The 1nterést rate was the rate on 90-day finance f:ompany paper. Price
deflation of the money aggregates was performed-by the GNE implicit

price deflator, PGNE. ; . .

'3

Fifteen different combinations of A and u weré tested. The
owe}' coefficient on @m dependent variable, A, was set equal to 0, .5
nd 1.0. The power coefficient on fhe explanatory variables, u, was
s téqual toi 1.0, 0.5, 0.0, -0.5 and -1.0. These models are ramked
in 'order of \écreasing Tog-1ikelihood maxima in Tab‘ies 3.1 and 3.2.
For both money aggregates the logarithmic form (A = 0, u= f)) appears
to be superigr followed closely by the square root (A = .5, u = .5')

-

5]
AThe program used was obtained from Huang, Moon and Chang (1978),

'
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TABLE 3.-1:. DEMAND FOR M1 WITH BOX-COX (BC) TRANSFORMATION
R ——

Z //k -
: LIKELIHOOD COEFF. OF  COEFF. OF COEFF. OF
; L-MAX RATIO INCOME INTEREST LAGGED M1 Ty
N i‘_ ¥
f 0.00 197.221 0.151 -0.051 0.814 0.75
; ) (5.59) {-8.96) (18.36)
0.50  196.558  0.66 0.138 -0.065 0.858 0.86
(4.98) (-9.10) (20.42)
j , .00 - 194.864  2.36 0.118 - -0.081 0.905 1.06
. Y, (4.32) (-9.31) (23.36)
1,00-. 050  187.339 9.88%.  0.381 -0.189 2.645 -0.10
e, ‘ (4.12) (-7.92) . (18.88)
, 0.00  185.287 11.93* 0.366" -0.139 _ 2.58] -0.12 o
| = (3.93), (-7.17) (16.94)
‘ -0.50  "182,152 15.07* 0.324 -0.100 _ 2.560 -0.12
: e (3.64) (-6.51) (16.05) — 1
; 0.50  180.043 17:38%_  0.049 -0.023 0.28] 0.07  1.77 .
f C : &A1k (-7.85) * (16.56) :
1.00 177.577  19.64* 0.037 -0.027 0.301 0.09 -
| - : . (3.37) (-7.65) (19.11)
0.00 160.576  36.65* . 0.820 -0.386 8.234 -0.02
N ©(2.21) (-4.99) (13.57).
. -0.50 158.242  38.98* 0.564 -0.259 8.374 -0.02 -
T (1.6%) (-4.27) (13.30)
g -1,00  155.921  41.30* 0.347 -0.170 8.517 -0.02
| e (1.11) (-3.75) (13.70)
©1.00  152.578  44.64% 0.012 -0.009 0.101 0.04
(2.37) (-5.81) (14.82) ]
-0.50  135.479 61.74* . _0.43 -0.665 27.423 0.0
v ‘ (0.32) (-2.82) (11.18)
‘ -1.00  134.754  62.47*  -0.369 . -0.401 28.188 0.0
1 - - (-0.31), (-2.31) (11.86)
; -1.00 116.326  80.90* -5.445 T -0.901 93.122 0.0
, (-1.23) (-1.40) (10.57)
; 95% level. , ]
i - . C P N
7 ) t——’x\;
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A

. 0.00

| ( 0.50

1.00, °
0.50
0.00

0.50
1.00

0.00
0.00

1.00

P 0.50

0.00
_ S
1.00

0.50

~1.00

* Indicate§

L
0.90
0.50
].06
1.00
0.50
0.60
0.50
-0.50
1.00
0.00
-0.50
-1.00
-0.50
~-1.00

-1.00

significance at the 95% level.

TABLE 3.2: DEMAND FOR M2C WITH BOX-COX (BC) TRANSFORMATION

R
: LIKELIHOOD ~ COEFF. OF ~ “COEFF. OF  .COEFF. OF
L-MAX RATIO . INCOME INTEREST ~° LAGGED M2C

. 303.970 ' 0.121 -0.02] 0.908

(3,74) (-5.72) (31.79)
302.776 1.19 0.064 ~0.020 0.293
’ (3.50) (-5.44) (34.69)
297.906 6.06* 0.034 -0.019 0.095
: - (3.20) (-5.22) (37.37)
280.731  23.24% 0.128 -0.017 0.028
(16.37) (-5.97) {15.07)
276.993  26.98* 0.229 -0.017 0.085
) o (15.17) (-5.73) (12.24)
254.148 = 49.82% -0.70] -0.021 2.32
o . (-7.52) (-1.99) (28.16;
254.104  49.87* -0.440 -0.020 0.75%
. (-8.47) ™ (-1.90) (31.48)\,
252.143  51.83* -1.058 -0.022 7.009
(-6.33) (-2.17) (25.04) |
238.473  65.50*  0.140 - -0.013 0.001 ©
. N (17.91) - (-4.78) (0.67)
205.205  98.77* -2.729 -0.014 5.312
(10.25) (-0.47) (22.58)
203.045 ' 100.93* -4.174 -0.017 15.725
SRS ‘ (-8.74) (~0.58) (19.65)
200.180 103.79* -6.050 -0.020 45.453
‘ C(-7.22) (-0.75)F . (17.18)
166.320  137.65* -11.148 0.003 - 33.495
‘ . (-9.41) (0.04) (16.87)
164.585 139,39* -16.126 -0.006 94,657
o (-7.86) (-0.09) (14.57)
135.684 168.29* . -37.444 0.034 192.107
- (-8.05) (0.22) (13.05)

By

2.74

0.25
0.15
0.70
0.9
0.82
3.56
0.23
1.00
0.7
0.27
0.12
0.24
0.1
0.09

n

i

-0.24
-0.03
-0.02
-0.03

-0.03
0.01

-0.06
0.00

0.03

0.00

0.00
0.00

0.00

0.00
0.00

T
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and t}e Tinear (A =1, u = 1) forms. oPccording to the Tikelihood ratio
test the logarithmic, the square root and the linear forms cannot be re-
jected for Ml; and the logarithmic and square root forms for Mgc. For

both Ml and M2C all mixed functional forms, (i.e. A # u), can be statis-

tically rejected. No change in these f’i.ﬂdings came about as a result of

B extending the range of )I to fnc1ude ;\egative values or of tightening the

"u dimension of the (A,u) grid. None of the forms accepted by the like-

1ihood ratio test has a negative adjustment coefficient. A1l forms for
\
both M1 and M2C for which p < 0, however, have strongly negative adjust-

ment coeffi ciénts .

f'ﬁ‘)

3.2 Extended Box-Cox (EBC) Estimation
The model thus far developed, while being more flexible than
conventional models, still does impo';'e one constraint which might be

considered unrealistic, namely; the power coefficient on the interest

variable is constrained to-equal that on all other explanatory- variables,

Not only are the units of measurement of r different from all other

~variables but also there exists ample theoretical support for the

separate treatment of r. The rationale, for example, which allows
the interest elasticity to rise as the interest rate rises need not’
apply to the 1ncqmé elasticity. There is suMficient justification for

extension\of the model to include a third power dimension, v which

~f i

transforms the interest variable.

_« The model now becomes: N
]

. (Mt—Pt)(x)z gBo + 981 yt(U)+ ,982 rt(Y)"' (i—g)(ﬁlt_]-Pt_])(U)+ .
‘. £

t

e




. (x=1, p=1) fami1des, however, strong improvement was noticed.

J N = A
)

77

\
Estimators of A, u and y are foumd by searching over a (J\,u,y) volume

for the combination which maximizes the concentrated erHhood function:

LOwist 5 M) = TGan(2r) + 1) - %m?u.u.y))

T
+ (A-1) ¢ zn(M -P)

(o1 (3.6a)

&

g
As before, an approximate‘95% confidence region for A, p and y is

obtained from ' ‘ |

L max (Asuay) - L max (Asy) < l 5 (<05) = 3.91

™)

g
¢ The search for the highest L-max wa; performed over ), u and vy

" with A varied: from 8.0 to 1.0 in increments of .5, and p and y

varied from 0.0 to 2.0 in _increments of 0.25. Since space would _—_—

not allow the tabulation of these 243 models, the estimates from certain
selected models*appear in Tables 3.3 and 3.4. These include all unrejected
models together with the semi-log model for Ml and the same for

g

M2C plus the full Tinear model. Within the Togarithmic famﬂ\y (x=0,

u=0), which was found to have had the highest Hkéliﬁood under BC
estimation, no improvement appeared as a result of allowing A ¥ u_
; .

for M1 (Table 3.3).

Within- the square root (A=.5, u=.5) and linear

The new
L-max of 199.231 for the form A=.5, p=.5, and y=:25 was, in fact,
sufficient'ly‘high for rejection of the full ]%néar_ form which
previously had been acceptéd in '}able 3.1,

-
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TABLE 3.3 DEMAND FOR M1 WITH EXTENDED BOX-CdX (EBC) TRANSFORMATION

. , -
_ - ‘ ", LIKELIHOOD COEFF. OF COEFF. OF
A - n Y L-MAX RATIO INCOME INTEREST -
| 0.50 0.50 0.25 199.231 . 0.236 -0.026
(5.24) (-9.54)
1.00 0.25  0.25 198.935 0.3 0.807 -0.085
S - . (6.77) (-10.33)
i 1.00 1.00 0.25 198.776 - 0.46 0.666 -0.081
; (5.32) {-9.83) g
] 1.00 1.00  0:50-  198.286 0.95 0.403 . -0.082
: ¢ \ (5.20) (-9.83)
a 0.50 0.50 0.50  196.558 2.67 0.138 -0.065
. (4.98) (-9.10)
0.50 0.75  0.25 197.908 1.33 0.270 -0.28
. : (6.18) (-9.91)
0.00 0.00 0.00 197.221 2.01 - 0.151 -0.051
- (5.59) (-8.96)
0.00 0.00 0.25 196.929 2.3 0.080 -0.009
- (5.02) (-9.03)
1.00 1.00 0.75.  196.849 2.38 0.226 -0.082
(4.89) (-9.63)
0.50 0.25° 0.50  196.261 2.97 0.134 -0.025
, (4.82) (-8.84)
1.00 1.25  0.50 196.219" 3.01 0.473 -0.086
) (6.17) (-10.02)
‘ 0.50-  0.25 0.75 196.202 3.03 0.075 © 0 -0.025
P - (4.81) (-8.85) °
: . 0.50 0.50 0.75 196.139 3.09 0.071 -0.026
) ) : (4.46) (-9.11)
1.00 0.75  0.75 ., 195.804 3.43. 0.218 . -~ -0.080
. (4.56) (-9.19)
1.00 1.50  0.25 195.684 3.55 0.968 -0.088
» : (8.25) (-10.37)
1.00 - 0.75 1.00 195.574 3.66 0.121 -0.080
: : h ¢ : (4.50) (-9.15&
14 @ . 0.00 0.00 1.00 - 191.348 7.89* 0.010 -0.0
] (3.49) . (-8.10)

4 - * Indicates significance at the 95% level.

B e e e AR STS e W WU ICRC L mar e g o o g s e o e 4 mm o e ma e e x

COEFF. OF
LAGGED M1 .

0.852
(20.72)
0.477
(22.85)
0.870
(22.81)
0.869
(22.16)
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TABLE 3.4 DEMAND FOR M2C WITH EXTENDED BOX-COX (EBC) TRANSFORMATION

A
0.00
6.00
0.50
0.50
0.00

//0266 .

. . 0.00

&£
.

0.50
0.50-
0.50
0.50
+ 0.50
0.50
0.00
1.00°

B
0.00
0.00
0.50
0.50

0.00-

0.50
0.00
0.50
0.7§
0.50
0.50
0.75
0.50,

-0.00

1.00

ha

0.50

0.25
1.00
1.25
0.00

0.75
0.75

0.50
0.25

0.25
0.00

'0.50

1.50
1.00
1.00

L-MAX

p——

305.198
304.620

304.615
304.062
303.970
303.931
303.846

302.775//
302.964

302. 384
302.271
302.159
301.341
300.334
297.906

* Indicates significance at 95% level. -

¢

| e
|
LIKELTHOOD COEFF. OF -~ COEFF, OF COEFF. OF
a RATIO INCOME “ INTEREST LAGGED M2C
0.075 -0.008 0.829
(4.22) (-6.04) - (18.90)
0.58 0.098 . =0.008 "0.871
~ (4.06) (~5.86) (24.62)
0.59 0.039 -0.013 ° 0.270
(4.03) (-5.89) (21.30)"
1.14 - 0,027 -0.013 0.263
, (3.87) (-5.84) (17.14)
1.23 0.121 -0.021 0.908
1.27 > 0.05] -0.012 0.283
(3.83) (-5.71) - (27.47)
1.35 0.049 -0.008 ©0.814
(3.84). - (-5,86) (15.62)
2.42 0.064 -0.002 0.293
- (3.50) (-5.44) (34.62) -
2.24 0.267 ~-0.013 0.107
(12.58) . (-6.11) - (42.54)
2.82 - -0.086 -0.012 0.299
(-3.36) (-5.36) (42.24)
2-93 0.062 -0-032 00294
(3.38) (-5.32) {34.75)
3.04 0.186 ~0.014 0.102
(12.40) (-6.29) (34.23)
3.86 0.013 -0.012 0.273
(3.00) (-5.32) (16.4])
4.87* 0.021 -0.007 0.871
(2.68) (-5.21) (16.22)
7.29* 0.034 -0.019 0.095
(3.20) (-5.22) (37.37)
! e
e

6L

o
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. In this case it might be apprppriate'to choose that func’tjonai;,fom_i

. (';,J -
S Y S - -

80 ' , ~ K

i ' l , ’ . {"
Considering, for simplicity, those forms in Table 3.3 for '

which. A=p we are left with 8 péssibie xfunctionai transformations. In

order of 1ikelihood-ratio’ a ceptabiiity they are (.5, .5, .25), (i i,/ u
25), (1, 1, 8), (0, 0, 0,90, 0, .25), (.5, 5,..5), (1.1, .75) ang
(.5, .5, .75). This last reduction in numbers is not as ad hoc as it \
might at fi\rst appee{r.‘ Recawiiing that ) s the power coefficient of

both income and lagged money and that adjustment of real balances 'is ’
assumed to behave according to equation {3.3), the iwo’sition of A=u -,

is not wholly unrealistic.. L ) S {

For M2C (Table 3. 4) a siightiy different picture emerges. . -

In both the iogari thmic and square root famﬂies inprovement in- L-max

is obt(fined by relaxation of the y=y constraint. Setting, as before, .

AT we hatve 1§ possibie models which in ordet of decreasing L-max are:

dg, 0,50, (0, 0,".28), (5, .5, 1), (55, 1.28), 0,0, 0), (.5, EA
78), (0, 0, .75), (.5, .5, .5), (.5, .5, .25), (.5, .5, 0) and( 5?

1.5). -For both M1 and M2C the full iogarithmic transformation fares

well. The semi-log and full linear models are rejected for both

aggrega‘ges o o : 7 o _ v

3 . It |

Another perspective of the effect of. reiaxing the =y constraint

is gained froip 3. ia and 3.1b. These charts plot the means of

estimated :l 570me eiasticities (M1 and HZC). as ccmputed frodi (3.7), for the
square root and logarithmic families” for various vaiues oF y.: _It is noted
that the ncomé elasticity exhibits higher variabiiity for M2C 'in the ioga-: -
pithmic form than in the square root form as v s varied. It is also exhibits

2

greater, variabﬂity for M1 in the square i:oot fot'm‘as Y -is varied.

£y
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CHART 3.7a: MEAN INCOME ELASTICITIES IN ME SQUARE ROOT FAMILY (F THE EBC MODLL 4
N FOR A RANGE OF PONER CQGFFICIENTS ON THE INTEREST VARIASBLE. . - )
3 \ A ‘/
1.50f - - ‘
- - i
>
1.25 SQUARE ROOT
PAMILY
(A=0.5 y=0.5 Y
[t
0.75 o
. MEAN n
IHCONE
ELASTICITY E \
. R ML
0.25 /’-—'\ ' P
\ - »
H
pY '
" 1
o . 0.28 0.50 0.75. 1.0
(w,i ' POWER CORYFICIENT ON INTEREST = v
- CHART 3.1b: MEAN INCOME ELASTICITIES IH THE LOSARITHMIC FAMILY OF THE EBC MODEL \
. FOR A RANGE (.)F POWER COEFFICIENTS ON THE INVEREST VARIABLE,
/ v
B / 2,30 ) '
2.25 4
~ ’ N
1.75 N - R -
LOGARITHNIC PAMILY .
HRAN (A = 0.0, & 0.0) .
ncoe 1.23 .
KLASTICITY d
073
e
p ) "
) 0.0 0.2 0.5¢ 0.7% 1.00 ! N
(.-
A PONER CORFYICTENT ON INTEREST = Y
L ] 0
~
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; i ) _TABLE 3.5: BOX-PIERGE TESTS FOR AUTOCORRELATION TN RECRESSTONS EMPLOYING
g THE EXTENOED BOX-COX (EBC) TRANSFORMATION . .
‘ ) . ¥ " FIRST.QRER - . AUTOCORRELATION -
: . MONEY © A §  y  -AUTOCORRELATION: ~  OF ORDERS ONE T0 FOUR
e .M 050 050 0.25 . . 0.4 75
\ L 1 00 050 . 0.4 ’ L L
T R 050 0.50 e, T 138 D
i S 0006 0.0y 0.0 0 1.29 - 8.58* |
] .00 1,00 1.00 .00 S R
Ty < - . Lo e ’
- 0.00 -0.00 4.0 -. . 1.76 . . 7.5
”4 . . , P ‘ .
o L SRR . , o . N h ’gf
N NENRIEN. - 0.00 °0.00 = 0.50 476 ¢ 990w
‘ .7 0.0 0.0 0.25 3.60% 9.02+
0.50- 0.50 1.00.° 4.3 - 9.02%
i 0.00 00.° 0.00 ~  2.92* o 19,14
2 y ! ' ) . h !
; 0.50 0.50 0.50 3.25% 8.21*
! o 0.00 0.00 1.0 9.20% 19.16%%
| .00 1.00 1.00 = 3.2+ 7.53
AN%\ \
* Indicates significant autocorrelation at the 90% Tevel.
g '*% Indicates significant autocorrelation at the 95% level.
4
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_testing were four accepted models from Table 3.3, five accepted models

83

for which the estimates are least sens1t1ve to an 1mproper1y transformed s

7

interest var1ab1e, namely, the logarithmic form for M1 and the, square

root form for M2C. -

For selected forms of the M1 and M2C models Box-Pierce tests for
*

autocorrelation of order 1, and of drders 1 through 4, were applied to

the re§1‘duals. The results appear in Table 3.5. . The models chosen for

- b gy

from Table 3.4, the semi-log model and the full Tinear model. It

is seen thét the Mi models are relatively free of autocorrvelat"ton. This
supports the widely-held belief that the demand equat%on for M1 is proper-
1y specified ‘andf that its performance is generally insensitive to choice
of functional form[(—see Mills, (1978_)7. M, however, §hows significan't
autocorrelation for all of the seven forms tested. T‘h'i s evidence
suggests that, at least in the case of M2C, our modelling is not com-

plete. The next step in the developlﬁent of our model will be to design

a method for removing the AR(1) component of this autocorrelation within

the Box and Cox framewcrk.**

3.3.-Extended Box-Cox Autoregressive of Order One (EBCAR1) Estimation

Consider the model: w

(M- )‘” g+ g8 v, M)+ e r )+ (egyupop 0
e
(3.4b)

where the disturbances, Uy s follow the stationary AR{1) process defined by:

* See Box and Pierce (1971), Ljung and Box (1978)

** In addition to the Box-Pierce tests for autocorrelation, the
Shapiro-Wilk test for normality was applied to all thirteen sets of
residuals. The S-W statistic was uniformly Tess than .13 while the
critical value needed for rejection of normality was upwards of .95.
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where the et's are 1ndependent'N(0,oz) random variables. For this model

E(u) = 0 and E(uu'} = V where

o vla1 o 0 .. 0
I R 2 >y
v (405) o
0- " -p (1+p?
X . (1+32) -p \
L0 ... e 1.

-~

The concentrated log-1ikelihood function is given by
L(X,B,Y,D;M,X)
= -%Uln(&r) + 1} - %ﬂn{cz(‘(,ump)}

. T
2 .
+ %_zn(1-p )+ (A-?? t§1£n (Mt~Pt), (3.6b)

ot

The estimation of p then simply involves adding a fourth dimension to the
maximization procedure described above with the new 1ikelihood function

(3.6b). The results are summarized in Tables 3.6 and 3.7.

A
/

Since the new dimensionality allows o to vary from -.9 to 6%

3

in increments of .1 the number of potential models increases b& a factor

of 19 to a new total of 1425. . 0f these 122 were not rejected by the like-
1ihood:ratio test. Table 3.6 shows the incidence of tHese 122 models in
the various families (A,u) and sub-families (A,u,y). It is seen, for

example, that in the square root family (A=.5, y=.5) with y=0 there are

]

five forms which meet the 1ikelihood ratia_Féquirements. Of these (which
correspond to 5 different values of p between -.9 and .9) the form

(A=.5, u=.5, y=0, p=.2) reaches the highest L-max. Again we can reduce

our field by considering only those models for which A=y and we are left

NN i A XS ST LA
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with tr{e ten models appearing in Table 3.7, ' \

|
' i

Table 3.8 registers the results of Box-Pierce tests applied

to the residuals of the EBCARI transformed model. Comparing Tables

3.8 and 3.5 then shows that the EBCAR] extinguishes the first order \auto-

correlation from s%'x of the seyen models tested. The one model which
i{s not -improved is the semi-Jog model. In order to get a clearer
understanding, the\autocorre'latioh functions (AGF) and partial/ auto-
correlation functions (PACF) of the seven sets of residuals are plotted
in charts 3.4 - 3.19. In time series analysis it can be shown that
ft;e ACF of an AR(p) process decays while its PACF cuts off after the
/pth autocorrelation. Similarly the ACF‘of an MA(q) process cuts off
after the qth_ autocorrelation while its PACF decays. Charts 3.4 - 3.8
and Chart 3.10 show the complete removaj of ‘the ‘fi rst order component.
Chart“3.9 shows no improvement. The sefhi -log transformation apparently,

4mtoduces a moving average form of”autocorrelation -in the residual

of the M2C equation which the AR(1)} correction cannot remove.
u{ o

-
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TABLE 3.6: THE INCIDENCE OF ACCEPTABLE MODELS FOR DEMA'ND FOR M2C EMPLOYING
THE EBCAR] TRANSFORMAT ION

Family Max Occurs

*
A B Y Number in Family at p L-Max
0.5 0.5 0.0 5 0.2 300.203
. 0.25. 5 0.2 300.479 .
0.5 "5 0.2 300.716
0.75 5 0.2 300.911
1.0 6 0.2 301.060 °
76
0.5, 0.75 0.0 5 0.4 301.497
0.25 5 0.4 301.924
0.50 A 0.4 302.294
0.75 7 0.4 302.600
X 1.0 7 0.4 e 302.834
3T
-~ 0.0 0.0 0.0 AR 0.2 302.082 4
~ ‘ 0.25 7 0.2 302.148
0.5 7 0.2 302.165
0.75 7 0.2 . 302,134
1.0 7 0.2 302.057
.§'5’ iy
\ “
0.0 0.25 0.0 6 0.4 } 301.943
. B 0.25 6 0.4 302.170
0.5 6 0.4 302.325 .
0.75 6 0.4 302.406
1.0 6 0.4 302.414
30 ,
, ¢

. * This column contains the number of models .for ‘; A,y combination
4  which are not rejected by the 1ikelihood ratio test. There are five

such models in the (X=.5, u=.5, y=0.0) family, eath of which has a different

value of p. :
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TABLE 3.7: DEMAND FOR M2C WITH EBCART TRANSFORMATION: THE TOP-10

. 0.25

0.5

0.75

1.0

0.0

0.25

0.5

0.75

1.0

COEFF. OF -
INCOME

0.137
(3.47)

0.138
(3.50)

0.139
(3.52) .

0.139
(3.53)

0.140
(3.53)

0.071
(3.20)

0.072
(3.25)

0.073
(3.30)

0.074
(3.34)

0.075
(3.38)

COEFF. OF \
INTEREST
y

-0.020
(-4.81)

-0.016

- (-4.83)

-0.012
(4.83)

-0.009
(-4.83)

-0.007
(-4.81)

0.031
(-%.48)

*.0.025

¢-4.55)

-0.019
(-4.62)

-0.015
(-4.67)

-0.012
(-4.70)

&

COEFF. OF :
LAGGED M2C L-MAX
0.804 302.082

(25.84) '
661 302.148
(25.79)
.489 302.165
(25.75)
- .362 302.134
(25.70)
267 302.057
(25.65) o
© 0.529 ©~~.300.203
(28.38) '
. .39 300.479
’ (28236) ] y
289 368.715
(28.34) -
214 300.911:
(28.33) /
.158 : 301.060.
(28.31) ”

L8
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" TABLE 3.8: BOX-PIERCE TESTS FOR 'AUTOCORRELATION.EMPLOYING THE EXTENDED

** Indicates’ significant a

L)

13

?mé-gox AUTOREGRESSIVE OF ORDER ONE (EBCAR1), TRANSFORMATION - N
M2C ‘ S .
\
N i FIRST ORDER ,.  AUTOCORR. OF ORDERS
A n Y 2 AUTOCORR. ONE TO FOUR
b : .
. I
0.000 0.00 0.50 0.2 . 0.00 7.79%
f 0.00 0.00 0.25 0.2 % 0.00 7.80* i
, ' TN ‘
0.50 0.50 -1.00 0.2 : 0.0] 7.87%
., 0.00 000 000 0.2 | 0.01! 8.20%
. i b
0.50 0.50 0.50 0.2  0.00 7/,50
: 0.00 0.00 1.00 0.2 | 9.70% 26.56%*
" , P
C .00 1.00 1.00 0.2 / 0.0 6.21 C
L
[4 C" R £
* Indicates significant a gtoeorrehtion at the 90% level.

tocorrelation at the 99.5% level. J
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3.4. The Semi-Logarithmi¢ Model and Interest Rate Response

- R . A recent; and increasingly popular, variant of the loga-

S . " . rithmic demand for money function is the semi-log specif'?‘cat{ién where

>
£ * . - * ©

‘the interest rate is entered as a level and na'H. other dependent and
’indebendent variables are eni:ered*]ogarithmi‘ca]]y. This model dates

at least to Cagan (1956) who gressed the logarithm of real balances

upon the level of anticipated inflation. Hacche (1974) resurrected the \

H ' idea in_his usage of interest rate levels as a variable in a Iogaﬁthmic

demand for money function. The economic thinking behind such a speci-

p " fication is revealed in the statement by Hacctie:

‘ "The log-linear form ..... constrains the
P 5 elasticities (short-term and long-term) of
( ) . ) the demand for money with respect to each

- explanatory variable to be constant, and in

. particular to be independent of the level of

the variable. This implicit assumption is 'y

'; convenient and, generally speaking, not

a \ ) implausible. In the case of the interest

' . ) rate variable, however, it is perhaps less
Dot likely that, for example, a doubling in the

rate from 1 per cent to 2 per cent will have

the same proportionate effect on the demand

for money as will a doubling from 10 per cent

to 20 per cent." -

He goes dn to show that by using the variable (1+R) instead of R,
a ri‘se' from 1'0 per cent to about 11.1 per cent would have the same
proportionate effect upon mnéy demand as would a rise from 1 per

s : " cent to 2 per cent. Furthermore, since In (1+R) = R for small R, then

.~ the semi-Tog specification 1s intuitively justified. This

seemingly innocudus modification-has become firmly rooted in
.~ \ ’ \\
(o contemporary empirical work. .
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Statistical tests for stabﬂity” as devgloped in Chapter

2 do not reject stability in the logarithmic specification for M1
but do reject stability for the sém¥-log model. Furthermore,

‘ ithé €SQ statiétic from the backward recursive regression

14

mwhen p'loi:ted shows st}'ong vertiqal movement for the sémi-log model
between 1958:3 and 1959:2. Since the recursive residuals are themselves
a series of one-period-ahead prediction errors a pronounced b
movement in their normalised cumu1;tivé sum of squares indicates the
position in time of structural shift. Since the backward CSQ

test is more sensitive to early sample instability than the forward test
(see Chapter 2), it is not inconsistent that the forward test does not
indicate rejec}:ion.

‘ While it is known that the late 1950s were a rather turbulent
ﬁeriod of Canadian financial history,* ‘the task at hand\ is to explain
why one model appears to be stable while the other does not. One ‘,ﬂ
possible explanation is summarized in Charts 3.2 and 3.3. In Chart
3.2 it is seen that there exist two 1n1;ervals between (1956 and 1962 -~
1958:3 and 1959:4 -~ in which RPROV (the McLeod, Young and Weir average
of ten.provicial bond yields) and R90 move in opposite directions.

It is seen also that the logar'i'thmic {{90 series exhibits much less
' variability than its 1e\;e1 R90 counterpart. If money demand responds
to changes in both short and long rates,”™ and if factors causiﬁg an

imbalance in the bond market force long rates upward but not short
S
Z
* It is a period, for example, of accelerating growth in near-banks,
of vigorous growth in short-term money market instruments and the time
of an unprecedentedly large sales campaign of government securities.
**  Friedman (1977) develops the theoretical basis for this argument.
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R90, LOG(RIO) AM# RPROV 1956 11 to 1362 II

’ P L.OG R9O
0.5
1956 1857 1858 1059 1950 1981 1962
CHART 3,.3: ESTIMATED SHORT-RUN INTEREST ELASTICITIES (no-z) OVER TIME
FOR SENI—LOG] AND LOGARITHMIC MONEY DEMAND 1956 IITp 1966 IV -
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rates, then a regression relating money demand only to R0 might appear .
unstable. The effect of RPROV' ri sing would 1ikely be to reduce money
demand. The absence of a simultaneous rise, or presence of a fall,

in R90 (wou'ld'ihéﬁ” be reflected in a less negative interest elasticity

of money demand. In Chart 3.3 the estimated short-run interest elasticity -
'is plotted over time for both models. The extreme left values of this
plot are the regression coefficients based upon the full sample of 87
observations. In moving from left to right each new position correspond‘s
to the coefficient produced by a sdccessive]y smaHe‘r sampfe with

the earliest observation removed. -Both models show a smaller absolute

value (less negative) for the interest elasticity in the late 1950s.

In the case of the semi-log model the effect is more pmnouﬁéed:**fl'—;e

relative instability of the level RI0 regression might then be

‘attributed to the greater variability exhibited by R9O than by its

logarithmic transformation. /

\

Box-Cox estimation of the appropriate functional from is
sunmarized‘i,n Table 3.3. These results show that the log-linear model
(A=0, u=0,y=0) is clearly statistically superior to the semi-log

model (X =0, pu=0, y=1) for these data. B

* The long-run elasticity as measured by a,R, where R is the mean of
the interest rate series, shows the same“peak in 1959:4,
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3.5. Concluding Conméntsa '

I’ 3

This study has been designed to demonstrate some of the rigid-
{ties inherent 1in conventional demand for  money models and to i1lus-

trate the con'sequen‘ce of their removal upon demand for money estimates

- in Canada. It is found-that the logarithmic transformanti on works well

for-both 'narrow and broad money aggregates. The square root transfonﬁa-"
tion works equally well and, on the basis of the 1ikelihdpd ratio test,
no statistical preference 1501nd1cated‘for one or the other. When the
power transformation of the interest :/ariab1e is allowed to vary’from

that of other variables, the logarithmic form for M1 shows less -

oVaT’iabﬂity in income e{asticity thandtheu -square‘root. form. For M2C
the square root form'sahows a moré -stable income elastici éy. JThe specif-
iczftion of the M1 mod;] does not appear sensitive to functionat form -~ the
residuals of the Ml equatior(; being almps"c universally free of autocor-
relation. The type of autocorrelation. pregent in the MZC model does,
however, appear to be sensitiveu to the choigi,e of funstional fo;-m. .
The semi-log iﬁodel, for example, seen;s to, inject a form of autocorrelation
into the error which convertional corrections do not(remove.

While it may be intuitively appeaﬁng to suggest that the effect

upon the demand for money of an increase in rates from 1 per cent to

] 2 per cent should be proportionately the same as the effecot of an increase

from 10 per cent to 11.1 per cent, the theoretical implications bear |
closer scrutiny. The aggregate demand curve for real “money halances
in such a world would be nearly linear with respect to interest rates.
Given the usual .independence assumptions between indivildu.ﬂs, ‘market

participants would display this nearly linear response to the full
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spectrum of interest rates. This linearity assumption imposes upon

the world a homogeneous response to interest rates whether they are
high or Tow. That is to say, individuals would respond Vto a changing
income in precisely the same way vis-a-vis their cash balances whether

the economy was in recession or expansion. Such a view negates the °

possibility that uncertainty plays a role in the formation of portfolio N
decisions. ' o
A more realistic view of the world, and one which dates

back to the foundation of t;we Keynesian theory of liquidity préfe_rencef

is that all market participants entertain a notion as to what is the

normal vdte of interest at any point in time. There is a Boirit fmj

- each consumer where market rates are sufficiently below‘this ;iormal‘

rate that demand becomes inelastic. When ra&es fall to a gri‘ﬁgai level,

suspicion that bond prices can do‘nothing‘but fall prevents any movement

out of n;t;ney and into bonds in spi tq' of variations in the opportunity

cost of holding money. Any new increments of income are fed di recﬂy
.~..-.into the cash component of the individual's portfolio. It is the existence

of different ideas as to what is the normal rate of interest at any
\‘ point in time which bends the aggregate ﬁemand curve convex to the origin.
{ The logarithmic demand curve 4s of this form.

~
\\ The early Keynesian view, it has been argued, is no longer
N
relevant in a modern world of high inflation and high nominal interest
) rates. It is precisely this argument which suggests an asymetric effect

of the omitted expectations variable upon the interest rate response
of mo;}ey demand. Ig is possible that, in buoyant periqu, when inflation ’

and inflationary expectations are high Mmoney demand responds linearly




e A T8 S84 B TS

s “
with respect to the rate of interest. In recessionary periods with low
inflation and interest rates, however, expe&‘tationﬂ effgcts are likely
to be overshadowed by general feelings of un%ertainty and the simple
Keynesian model is-1ikely to be the relevant one. .

This theoretical exposition includes, of course, the possibility

that interest rates _eduld fall to a level at or below the critical level

' \i for all market participants. Such a situation typifies the liquidity

trap hypothesis where aggregate demand becomes perfectly inelastic to

interest rates. Many studies, including Kostas and Khouja (1969),

W%ite (1972), Spitzer (19]6), Barth, Kraft and Kraft (1976) and
McCulloch (1978), have examined the possibility of existence of a
1iquidity trap. The general concensus has been that there is no
enipirica:l evidence to support its existence. This does 'not, however,
imply linearity of the money demand function. The true aggregate demand
scurve may ‘1ie somewhere between the hyperbolic function of constant
He'lasticities whosé"hor'izontal asymptote represents an interest rate
y floor and the linear function of. the semilogarithmic speiif'ication.
For quarterly data from 1956 II to 1977 IV, the lifting of the
the constraint of constant elasticity and imposition of that of
‘%?J?near resbbnse appears neither theoretically nor empiricaﬂy

&
Justified.
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CHAPTER 4

CAUSALITY AT

Econometrics is intimately tied to questions of causality.\
Implicit in many single-equation econometric models where an 3
endogenous variable is regressed onn predetermined variables is
the assumption of causality running from the right-hgnd-'independentf
variables té.thg 1ef§-hand ‘dependent’ variable. Unbiased énd

consistent. estimates of the parameters of these models can be found

_through ‘the application of ordinary least squares (oLs). If, as

suggested by Wold (1952), unidirectional causal chains can in
general be mapped out between economic variables, then the world can
be mo@el]eq recursively. Requireﬁents for a recursive system

are that 1) the matrix of coefficients be triangular and that

2) the contemporaneous error dispersion matrix be diagonal. The\

relations of ghege systems may be given umidirectiona] causal

¥

- An alternative causal structure was advanced by Haavelmo
(1944);-and later by Koopmans'(194q)“as being more re]evént to
economics. Their model, known as the‘sihu1taneous equation

model, allowed for the existence of feedback, or bidirectional

causality. Given identifiability of a structural equation, consistent
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and asymptotically unbiased estimates of the structural parameters

. can be obtained via two stage least squares and alternative methods.

Strotz and Wold (1960) considered causal interpretation within
aisimu]taneous equation model. They suggested that, for p}actica1
purposes, it might be desirable to impose recursivity upon such
maéels through the use of control variables.

‘ At least three extensions appea}ed in the 1iterature around
this time. Simon (1964) and Blalock (1962) built upon the foundations
of path anaylsis, as originated by Wright (1934), in the study of
causality in recursive models. Zellner (1962) considered recursive
‘moaels with cross-eguation correlation in the error terms. Feedback
does not enter explic%tly in such models but is manifested
fn the error terms of 'seemingly-unrelated' regressions. Fisher -
(1965) suggested a compromise between the simple but naive recursive
models of wo}d and the more complex simultaneous equation models of
the Cowles Commission. In Ffsher's 'block-recursive' moﬁe]s,

causation is simultaneous within blocks of equations but is uni-

'directional between blocks. ’

Granger (1969), drawing upon work by Wiener (1956), v
explicitly laid out an econometric definition of causality. This
definition has been subsequently used in many empirical studies.
Pierce and Haugh (1977) give a thorough review of the definitions
and methodology involved. Section 4.1 of the present chapter

defines -various terms with which causality studies are typically

T
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concerned. ’Zel]ﬁer (1978) points fo several ﬁrob]ems
encountered in transformingxghe Wiener-Granger definition of
causality to an empirically testable definition. These problems,
and others, are described in Section 4.2. 1In Section 4.3 thé
empirical results of multivariate causality tests applied to
Canadian money, income and interest series are pgesented. Conclusions

of this analysis are summarized in Section 4.4.

4.1 Definitions

AR

As an 11lustration of the basic methodology, consider
X and Y as covariance stationary processes. X is said to be causing

Y, in the Granger sense, if we are better able to predict Y, using

t

‘all information than all information excluding X.* We may write

Xt = au, + bvt
Yt = cu, + dvt, ' . '(4.1)

where u and v are mutually uncorrelated, white noise processes.

Suppose that Uy and vy may be represented by distributed 1ags on

Xt and Yt together with white noise errors UM and Y respective]xz

=
1]

g = w(LXg +ny
. (4.2)
= E(L)Yt Y,

<
ot
L

*Zellner (1928) presents a survey of philosophical definitions
of causality and their relation to econometric definitions.
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Sims (1972a) proved that Y does not cause X (or Granger non-

causality of X by .Y) if and only if b in (4f1) is identically
zero. Substituting (4.2) into (4.1) and setting b = 0 yields:

Xy = au(L)Xt + an,
(4.3)
Yy ® cu(L)Xt + dE(L)Yt *+ o,

In the second equation 4.3) we solve for Yt to give the

express

>

v, = () [1-de)] T w, ¢ [l-e()] e, (4.4)

N

.where Yy = cﬁt + dyt. Unidirectional causality from X to Y is

consistent only with the situation’that the prediction of Y is

not improved with the inthfion of future X as explanatory variables.

Sims suggested that this can be tested by regressing Yt on future,

current and past X and checking for the significance'of'coefficients

on future X as a group. ‘ éﬁ%
It is seen that equation (4.4) is not in a form suitable -

for testing since its error is a moving average of white

noise. Only under the strict assumption that E(L) is of zero order

will the errors be freé of autocorrelation. This describes the

‘need for filtering. Empirical methods for determining the appropriate

filter for 'whitening' the residual will be disclussed in the
analysis of Section 4.3. A second important condition for applicability

~.
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wjof the convent1oha1lsignificénce tests to model (4.4) is that
the errors be normally distributed. This assumption 1s.rare1}
emphasized and seldom tested for in the empirical literature.

The finding of Grénger non-causality of the RHS of a
regression re]atign by the LHS is often referred to as exogeneity
of‘the independent variables. Hansen aﬁd Sargent “(1979) correctly
point out that Granger.non-causality of X by Y {is a necessary :
but not sufficient condition for strict exogenéity of X in (4.4).
An additional requirement is that ED[?t wt_i] =0, for all-j.

The conditions for exogeneity are therefore more stringent than
those under which Y fails to Granger-cause X. This distinction

is recognized by Wu (1975) who proposed a test for exogeneity
within the simultaneous equation model., No attempt at establishing
exogeneity wi11,bgﬁattempted in the present study.

Feedback is said to occur, accordi;g to Granger, if X
is causing Y and also Y is causing X. Instantaneous causa]ity
occurs 1if Yt is Hétter predicted with Xt included in the pré%ictibn
“than wiih Xt excluded. There exﬁstsva causality Hag of length m
if knowing the values of Xt-j’ J 2 m improves the prediction of Yt.
Spurious causality is faid to exist between two variables when no
causal-link exists between them but both are caused by a third
variable. D ‘

The definitive work of Granger and Sims precipitated an

exglosion of empirical work on causality in economics. I limit

o
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my ﬁe]d of attent'ian to studiesf\relevant to money demand. My ’

review cites the major studies together wri«th their empirical results

' and 1ists the main econometnc problems associated with them.

b
A : \

4.2 Survey and Critique . “~.

o Sim\s (1972a) made the first authoritative statement on

causath within a bivariate money-income relationship. He argued
that a central tenet in the disagreement “between the monetarists
and the skeptics" was regarding the direction of influence between

business conditions and the quantity of money. The major thrust

of the monetarist position was that nominal money had a direct
) impact upon nominal income, while non-monetarists argued that
(,? | business conditions in general influenced the supply of money.
Sims felt that empirical evidencg as. tp the direction of this caus{lity
’ might help in resolving this dispute. He found, using post-war ‘
: . \ U.S. data, evidence of: unidirectional causality from money to GNP.
Barth\and Bennett (1974) using Canadian data from 1957 to )
{1972 found no evidence of "qﬁdwectionﬂ causality from money to
GNP nor from GNP to money. Furthermore, when the index of industrial
N ' production (IIP) was used as the income measure they found

aurﬁdirectional causality running from IIP to money. This evidence,

which con)ﬂicts with the monetarist- view and with the result of

Sims, Nas attributed to the openness of the\quadian economy and

- fixed exchapge rates which severely limited the scope of monetary

”

(-«} ' policy over most of the period. Auerbach and Rutner (1978) cast
’ . ' Ot

- -
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| dgubt on the Barth and Bennett finding of bidirectional causality
between GNP and money on the grounds that the}\fiTtered their data
inappropriately. ’

Williams, Goodhart and Gowland (1976) examined the
money-income relationship using data for the United Kingdom. They
found that evidence as to causality was less clear cut for the
U.K. than Sims reported for the U.S. There was some evidence of
unidirectional causality running from nominal income to money bdt
also some evidence of unidirectional*tausality runniné from money
to prices. Their conclusion favoured a more complicated relation-
ship between money and income in which both are determined
simu]tanéous]y. Mills and Wood (1978) examined U.K. data for the
period 1870-1914 when Britain was under the gold standard and fixed
exchqnge rates. Their findings §upportéd those of Barth and Bennett
whose data also spanned a period predominated by fixed exchange c
rates. TQeir contentipn was that exchange rate policy exerts a
powerful influence on the perceived relation between income and
money .

Mehra (1978), using U.S. data in a multivariate model, could
reject non-causality of the RHS variables; namely, nominal GNP,
the rate on commercial paper (RCP) and the rate on time deposits
(RTD); by nominal money. Nigh real money and rea1'GNP, however, he

~ could not reject non-causality of the RHS by the LHS.

JURE—— e e e PR ST R
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Most economists would agree that results of these causality
tests 'should'be interpreted cautiously. Seldom, however, are the
reasons for such skepticism precisely spelled c;ut. I have enumerated

six complaints that have, at various times, been levelled at one or

more pf the above studies.

-

1. One pervasive conclusion emanating from these
studies involves the specification of money demand relations.
The trouble is, most causality studies have been set in bivariate
money-income models. As Mehra noted:

- Sims® conclusion ... clearly implies that nominal
money stock which is exogenous in a bivariate
distributed-lag framework of income on money will

still be exogenous in a multivariate distributed-
lag framework of money-demand.relations."™*

5,
~

Such is not necessarily the case. As noted earlier, two variables
may appear to be causally linked when, iq fact, they are not --
the phenomenon g\nown as 'spurious causality'. The equiva]ent
si;:uation might exist when correlation is:»iggﬂriously low instead

of spuriously high. Pierce {1974), for example, referred

\

*Mehra consistently used the term 'exogeneity' when in fact he
meant ‘Granger non-causality'. As noted above, evidence of a one-sided
relation between money and contemporanebus and lagged values of explan-
atory variables implies only that money does not cause the-explanatory
variables in the Granger sense. Strict exogeneity is only indicated
by additional evidence of lack of covariance between the error term and
the explanatory variables themselves.

—
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\ to the situation where two variables appear to be

'fhgependent because of a common but opposite association with a

. third variable as 'spurious independence'. If.we are to make

conclusions about causality within a money demand relation, then,
at least three variables are important -- money, income and a

measure of the opportunity cost of holding money.

2. A related problem also considers the ultimate use to
which the studies are.directed. If we are to make inferences about
money demand after having established the direction of causality
between nominal income and money, then the demand functiqn tokwhich
we should address ourselves is the demand for nominal ba'l‘ances.

It is the demand for real balances, however, which is

judged to be the economically relevant one. Sims (1972), Barth and
Bennett (1974), and Mills and Wood (1978) all consider only
nominai variables. Among the studies looking at both the real

and nominal variables are Williams, Goodhart and Gowland (1976)

~and Mehra (1978). The present study looks at nominal, real

and per capita money and income.

3. Most of the studies thus-far mentioned have used
seaéonaﬂy adjusted data. The reason is, of course, the*neceséity
of having 'whitened', cavariance stationary data for app]icabihi ty
of the tests. As Sims freely admits, however, "It can be shown that

in distributed-lag regressions relating two variables which have

o
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been deseasonalized by procedures with different\assumed rates

of shift in*thé seasonal pattern, spurious 'seasonal' variation

is Tikely to appear in the estimated lag distribution."” On the
other hand, the deseasonalizing procedure could be taking too
much out of the data, thereby weakening the true causal pattern.
Sims used deseasonalized data, included seasonal dummies to remove
'spurious seasonality' and then filtered throughout to remove
autocorrelatign. Williams, Goodhart and Gowland felt they could
dispense with the seasonal dummies §1nce they used the same seasonal
adjustment on both sides of the equation. The present study uses
unadjusted data and relies upon seasonal dummies for removal of
seasonality and a pre-whitening filter to ensure residual white

noise.

4. An equally harmful predccupation is with 'ad hoc'
filtering techniques. Sims, for example, uses the.filter (1 - .75L)2
on the grounds that "this filter approximately flattens the spectral

density of most economic time series, and the hope was that regression

~ residuals would be very nearly white noise with this prefiltering".

Williams, Geodhart and Gowland used a combined filter of the form

(1 -0 - a]L - a2L2) where 3 and a, were estimated from the

fitted residuals. Mehra used the filter (1 - kL)2 where k was
estimated from the data. Barth and Bennett used the same, filtering

device as Sims. Auerback and Rutner used a more sophisticated

W 3 N R e A AR A - - n e o b

-
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estimation technique for deriving their filter. It is based on .
a technique developed by Durbin and outlined in Anderson (1971, \\

p. 214) which uses an infinite autoregﬁéssive.procedure arbitrarily

‘truncatéd. Each technique contains an element of arbitrariness

\
\

either in the choice of the lag weights, in the length of the lag,

or in both. The consequences of inadequate removal of autocorrelation

upon the tests are studied in Granger and Newbold (1974) and in
Pierce and Haugh (1977). If autocorrelation remains in the filtered
residuals then bias will occur in the estimates of the variances ‘
of thé least square coefficients. Very often the bias is doynward
_[gee Granger and Newbold (1974j7which produces inflated F statisgics.
As a result, non-causality of X by ¥ may-.be rejected when it reaily
does exist. Feige and Pearce (1974) suggest the poss1b111ty of such
an occurrence in the study of Sims (1972).

Hsiao (1979) developed a technique for reducing the
arbitrariness in choice of number of leads and Tags in the Sims
framework. His method 1s based upon the Akaike (1969) technique |
which optimizes the tradeoff between loss in efficiency of too long

"~ a lag and bias ¥esulting from too short a lag. Although Hsiao does

remove some of the arbitrariness of the Sims methodology, he too L

chooses an ad hoc filter, In the present study I fix the number of -
leads and lags arbitrarily at four and use the Akaike criterion/?or

choice of an optimum filter.

y
/
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/
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5. The methodology for testing fPr autocorrelation is
another area which demands attention. Sims useq Durbin's
periodogram bounds test which failed to give cgnc1us1ve results in
some instances. He stated: "The conclusion from this 1ist of
approximate or ;inconclus1ve tests can only be that there is room
for doubt about the accuracy of the F-tests on regression co-
efficients". . Furthermore, even in 1nstanc?slwhere the tests were
conclusive, Pierce and Haugh (1977) express doubt as to the choice
of test: "Possibly the periodogram test used 'by Sims is notfalways
a reliable indicator of the type of serial correlation patterns likely
to be of importance." Sims (1972, page 549) may have been justified
in his choice of test because, as he notes, at the time his paper
was written there existed no appropriate tests for whiteness of -
residuals. Box. and Pierce (1971) developed a test which detects
autocorrelation of any order and of either moving éverage or auto-
regressive type in univariate time series. A subsequent modification
of this test developed by Ljung and Box (1978) MH be referred to
in the present study as the ‘Q-test'. See Davies, Triggs and Newbold
(1977) and Davies and Newbold (1979) for discussions of finite

sample properties and power studies for this particular test.

6. Even Mehra's expansion of the analysis. to a multivariate
framework may not have been sufficient to account for external

influences on the causal qatte::ﬁ~ There {s evidence, beginning with

i
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Barth and Bennett's cursory observ,lcxtion on the openness of the

Ty

Canadian economy, achieving ana'lyf.icaI basis/in the work of Putnam

e

and Wilford (1978) and acquiring empirical Aupport in Mills and -
S
Wood (1978), that exchange rate pont?’ﬁgs had an important influence
upon apparent money-income pat}:erns. The present study compares
ey
¢ the results-of cadsa]ity tests applied to data from the full period

1956 to 1977 with those from tests applied to data with the Fixed

2

exchange rate period (1962-1970) excluded.

4.3 Empirical Results

It is known that the dynamic response pattern of th'g

HReim Dl sy > g RS R e e e

-partial—adjustment model follows a geometrically decaying infinite

lag. Moréover, the partial adjustment model A of Chapter 2 imposes

vt
S
\

the same response pattern of the dependent variable for“éﬂ arguments
in the system. Lifting this coristraint and allowing current values

of the dependent variable to be influenced by future values of the

independent variables allows us to wrjte the more general money

R

demand function:

e

(m - Py) mag 2 oy yp g v ey Ty tee (45)
.

' *
specified, as before, in natural logarithms.

B ki 4
_ *This f).mctional form makes easier the required assumption of e
' being a normal and independently distributed random variable. For t

other funcp'lonal forms it is Tikely that the positive and increasing
money and income series would impose bounds upon the distribution of
the error, whether the estimation was performed on stock or flow

e

~~ variables. It is noted also that the choice of a logarithmic form

(‘k / is. empirically justified in Chapter 2.

e oh i
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The data are quarterly and seasonally unadjusted. Series

; ‘ on M1, R90, GNE and PGNE from 1956:II to 1977:1V were cbtained

P

from the CANSIM data base. For removal of trend, first di fferené:ing
‘ ; was applied to the logarithmically transformed data. Thkinsertion

 of dummy variables (01) to remove seasonal varjation and the

constraint to four leads and four lags on the explanatory variables
of equation %4.5) ylelds:* \ - J

3 4
(m-ﬁ)\=a+z b, D, +2 c.y
( t t 1=] 1 1=_4 1t“1
fol '
i =-4 4Fpg Ty, , - (48)

P

ot e

P Demand for money equations have been inverted in various studies

C} ‘ [or example, Poole (1970) and Goldfeld (1973)7, to give

e g

formulations with income or interest as the dependent variable.
\ Corresponding formulations for model (4.6) would look like:’ /
3 4 4

y.=e+1 f. D, +¢ Jir, 4+ I hy (mg_c=p. 3) +n,, » (4.7)
t 1=] 1‘1 1.3'-4-'. 1t"1 1=-4 1 t—i t"1 zt

s P ek AL e

4 .
Sy Mg qpegd *I O q tngy - (48]

4 *This constraint is imposed for reasons of parsimony. Even the
present version has 22 explanatory variavles. Any more leads or lags
would dangerously reduce our degrees of freedom, especially for the
smaller samples. Mehra tested the appropriateness of this constraint

* and found that "the accumulated lag weights on income and interest
rates do not change significantly after the inclusion of current and

(\ i , four -lagged terms." ‘

et bt b i e+t 40 g P T I - o . - -
-
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Lo

‘ The error terms “it’ Mot and n3t'are assumed. to be
L]
normal, independently distributed random variables with zero mean

2 and 032,"respecti‘vely.

and constant varisnces of 012, o,
To tast for freedom from autocorrelation a Q-test was applied

.to the residuals of all regressions. In those cases where the
Q-statistic rejected the hypothesis of freedom of autocorrelation,

it was necessary to prefiltef\the data. The method of estimation

of the appropriate filter, t&ié%her with the algorithm used, are out-
Tined 1r; Appendices 4.A and 4.B. Briefly, it is an application of the
Akaike ﬁ'na] prediction error (FPE) criterion for choice of the \
appropriate order of an autorég}'essive process using Yule-Walker
estimates of the filter coefficients.* n all cases of autocorrelated
residuals (7 of the 15 models es_timat‘ed)lﬁass of the respective
filter reduced the Q-statistic to an acceptable he\ve] -- that 1;,
Tower than 40.26 at the 90 per cent Tlevel. When the Shapiro-Wilk
test was applied to the resulting set‘s of residuals the hypothesis

of normality could be rejected, at the 90 per cent level, for none.

Tables 4.1 to 4.5 summarize the estimation. In Table 4.1

the methodology is applied to nominal variables. M, Y and R denote

*Geweke and Meese (1979) show that model-fitting criteria such
as that of Akaike are, in general, asymptotically n{e?ﬁcient They
suggest that the Schwarz (1978) approach, which 1ncorporates nes ted
altematives formally in a Bayesian model, has better'‘asymptotic
properties. For sample sizes used here, however, such potent1a1 gains
are judged to be unimportant.
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nominal M1, nominal GNE and R90, respectively. In Table 4.2,

real variables are used; that is, nominal M1 and nominal GNE

deflated by PGNE. In Table 4.3 the methodology is applied to

real per capita money and income. Total Canadian population is

| used as the deflator. In Table 4.4 nominal variables are examined

with the fixed exchange rate period daia omitted. Table 4.5 presents
the results for real variables, again with fixed exchange rate

omi tted.

In Table 4.1 1t is seen that the filter 1+ .34L + .09L°

3 4

+ .18L° - .24L

n - .
[equation (4.7)_7 The notation L'(X.). = X,_., signifies the
{

was required in the regression of Y on M and R

lag operator. Neither of the other two regressions of Table 4.1

required, from the point of view of the Q-statistic, an autoregressive

filter. Thé resulting residuals of equation (4.5) gave a Q-statistic

of 23.65 which is much below the critical value at the 90 per cent
level. It is noteworthy, however, that the D.W. statistic still
indicates first order autoregression. Throughout the exercise it
will be noticed that the filtering procedure used here is more
effective in eliminating orders of autocorrelation higher than -
first order.

‘Table 4.2 shows f}lters applied to real variable models
for equations (46) and (48)  Equation (45) had a Q-statistic
of 33.60 but indicated significant first order autoregression

& L A
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ESTIMATION SUMMARY FOR NOMINAL VARIABLES

"FILTER

Coefficients on

Lag of -4
-3
-2
-1
]
1
2
3
4
NOBS
Q !
RSS
D.W.

Coefficients on

Lag of -4
-2
-1
0
1
2
3
4
RSS

D.W.

L3

EQUATION 4.6

EQUATION 4.7

EQUATION 4.8

M=F(Y,R) Y=F(M,R) - R=F(Y,M)
1+.380% .09 2%, 18&.‘3
'NONE -.2414 o NONE
Y R M R Y ]
136 .002 -.045  -.018 .547 -.153
.044 .009 .000  -.016 .667 1.095
.151 .012 .044 .003 775 -2.502
.279 .004 .333 .007] 1.23  -1.554
064  -.039 .079 0150 1.032  -3.423
270 -.016 .245  -.001|. .828 .916
479 -.026 164 .033 .240 .932
-.131 .004 .002 005| -.443  1.197
-.034 .003 .087 on| o -.777 412
83 79 83
22.20 23.65 26.64
0118 .0239 .7560
b 2.06 1.50* 1.78 )
Y R " R Y ho-
0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 . 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0
10 -.444 ~309 2012 782 g-3:273
323 -.278 163 -.002] 1.015 ~¢ .870
172 -.3%9 .283 -044 581 1.219
504  .838| -.197 002 -.082 T 2.232
128 -.11% 236 001 -1.315 .392
.0156 0267 .9321
1.79 1.52% 1.74

.,

* Indicates s1gn1f1cant first order autoregression at the 99 per cent .

Tavel.

»
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TABLE 4.2: ESTIMATION SUMMARY FOR REAL VARIABLES

e

FILTER

Coefficientﬁon

Lag of -4

-3
-2
-1
0
1
2
3
4

NoBs . 7

G

RSS

D.W.

Coefficients on
Lag of -4
» =3
-2
-1
0
1
2
3
11—
RSS
D.W.

* Indicates significant first order autoregr‘ession

level.

\

EQUATION 4.6 EQUATION 4.7 EQUATION 4.8
M=f(Y,R) Y=Ff(M,R) - Raf (Y, M)
1+.37L+.18 2 . 1+.0 u.03L2
-.03L3-.13L NONE +,28L
Y R ] R Y Moo
-.008 025 /.273 -.748 751 -.609
.119 .002 -.182 -.207 | --.180 -.078
.075 .053 .084 .056 .709 -1.401
153 -.020 71 012 -.013 -1.925
.181  -.053 .192 .002 .997 -1.934
281 -.017 -.062 -.021 1.147 -.079
.107 001 -.073 .047 1.404 1.8562
-.141 -.034 -.015 -.018 .602 1.054
274 -.009 191 -.0N -.276 . 1.170
79 83 79
33.60 24,21 23.37
.0205 .0332 .5323
1.25*% 2.87* 2.29
X R ] R (A |
0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0
0.0 -+ 0.0 0.0 ° 0.0 0.0 - 0.0
.324  -.056 267 .000 1.002 -2.054
.33 -.037 -,127 -.048 1.667 -.727
.855  -.009 039 .059 1.662 1.122
-.011  -.044 076 -.032 077 1.496 °
.204 .001 232 009 -.546~ 1.767
.0286 .0422 .7672
1.11* 2.77* 2.07

at the 59 per cent

e

4

——
4
P
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TABLE 4.3: ESTIMATION SUMMARY FOR REAL PER CAPITA VARIABLES

~ FILTER

A

Coefficients on

Lag of -4

-3
-2
-1
0~
1
2
3
4

NOBS

Q

RSS (

DM,

iy
1Y

Coefficients on

Lag of -4
- -3
-2

-]

0

1

2

3

e
RSS

D.W.

\

EQUATION ¢3

'EQUATION 4.6 |  EQUATION 4.7
M=F(Y,R) Y=£(M,R) R=£(Y M)
1+.38L+. 18,2 1+.56L+.25L2
-.03L3-,13L +,27L3 NONE
Y R MR LA |
..012  .026| .21n . .978 590 -.020
111 .003| -.076  -.030 256 -.107
‘068 .054 | .007 1033 725 -.598
150 .-.021 | .264 -  .003 | -.663 -2.233
177 -.083 | .25 016 508  -1.956
277 -.017 | -.028  -.021 579 -.116
w107 .001.| .0 047 60 1.776
145 -.035| -.088  -.013 | 1.066  1.644
‘268 -.009 | .188  -.002 | -.33  0.824
79 79 83
34,20 39.77 23.7
0207 . 0262 6191
1.23% -, 1.1 2,00
A
Y R | M R Y M
0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0 0.0 0.0
0.0 00 | 0.0 - 0.0 0.0 0.0
333 -.056 | .443 0N ‘776 -2.168
'336  -.037 | -.166  -.016 | 1.146  -.185
‘826 -.009 | .187 053 | 1.492  1.809 -
-.007 -.045 | -.13¢  -.025. 126 1.502-
197 " .003 | .216  <.005 | -.024  1.302
.0291 .0304 8132
1.08% 1,17+ 1.96

* Ind1cates’s"1.gn1 ficant first order autoregression at the 99 per cent

7

level,

<

e
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ESTIMATION SUMMARY FOR NOMINAL VARIABLES WITH FIXED EXCHANGE
RATE PERIOD DATA (196211 - 197011) EXCLUDED
] ‘
E EQUATION 46 EQUATION 4.7 EQUATION 4.8
' . - Mef(Y,R) Y=F(M,R) R=F(Y ,M)
' . 1+.820-.0712 ,
.; . FILTER NONE +.36L3 " NONE
Y R Moo R Y M
g &)‘ ) P ©
\g Coefficients on '
‘ Lag of -4 141 .01 .303 -.051 -.372  .018
-3 -.088 006 | -.668 -.014 1.654 1.775
-2 323 -.001 .775 -.002 3.334 -2.152
-1 .437 015 | -.393 -.007 1.029 -5.602
0 -.009  -.017 .887 .007 120 -1.556
1 279, -.037| -.525 -.022 -.209  1.433
2 -.132° -.023 .907 .056 | -2.643 2.873
3 -.259 007 | -.285 .027 -.405 -1.216
4 .078°  -.000 .254 © -.025 1.060 2.121
¢ NOBS ) 51 47 51
) . Q. 22.47 33.40 20.39
.  RSS | .0046 .0077 .3909
D.W. .26 1.70 2.14
Y R M R Y ]
’, Coefficients on . o
i - Lag of -4 . 0.0 0.0 0.0 0.0 0.0 0.0
‘ ) -3 0.0 0.0 0.0 0.0 0.0 0.0
, -2 - 0.0 0.0 0.0 0.0 .| 0.0 0.0
, ’ -1 0.0 0.0 0.0 0.0 0.0 0.0
| 0 128 .02 .140 -.299 -.499 -2.646
1 300  -.045 .155 .019 740 .994 -
2 35 -.033 .594 .036 -,066 2.289
3 035 -.007 | -.094 .047 -.930 1.797
) 4 022 -.015 .207 -.042 -.665 1.359
RSS .0102 .0158 .6943
1.65 1.74

'
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TABLE 4.5: ESTIMATION SUMM?\RY FOR REAL VARIABLES NITH H FIXED

EXCHANGE RATE PERIOD DATA (196211 - 197011) EXCLUDED

/
FILTER

Coefficients on

Lag of -4
-3
-2
u -] -
-~ OL
1
T2
3
4
- NOBS -
q
RSS
D.W.

Coefficients on

“

EQUATION 4.6

EQUATION 4.7

EQUATION 4.8

_ M=f(Y,R) Y=F(M,R) R=F (Y ,M)
) 1+.4L+.0512 i
NONE +34.3-.02L NONE
t R | M R Y
-.276  .003 .196 -.028 1.268  .024
.057 -.013 | -.359 -.022 2.492 -1.014
479 .043 | . .133 -.006 2.903 -1.088
438 -.005 .050 .010 -.600 -3.467
.033 -.024 .565 -.024 -.655 -1.471
205 -.081 | -.241. -.014 =.559  .107
-.152 . .003 | .385 026 | -1.173  1.913
-.240 -.004 : -.127 _  .040 2.181  1.399
.737 -.003 .368 , =084 293 771
51 L 47 ] 51
21.88 15.94 33.44
,0125 .0085 .3180
2.48* 1.62 2.11
Y R " R Y "
0.0 0.0 | 0.0 ~\g:o 0.0 -0.0
0.0 0.0 . | 0.0 X 0.0 0.0
0.0 0.0 0.0 0. 0.0 0.0
0.0 0.0 0.0 0. 0.0 0.0
-.040 -.038 .361 -.039 -.270 -1.627
182 -.084 | -.233 .13 1.644 -.230
102 .005 .404  .0%6 1.319  2.148
-.005 -.042 | ‘.161 .02 .164  1.368
452  -.031 |- .380 -.067 |~ .742 1.390
Y .
L0171 .0140 .5993
2.37 1 1.91 1.95

* Indicates significant first order autoregression at the 99 per cent

level.

1
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at the 99 per cent level with a D.W. of 1.25. Equation

(4.7) was not seen to require an autoregressive filter but did
-show a significant D.W. of 2.87. Table 4.3 reports significant
aqporegression of order 1 for Equations 4.6 and 4.73‘w1th D.W.s
of 1.23 and l.ll‘rgipectively. In Table 4.4 311 three equations
passed the Q and D.W. tests. Im Table 4.5 only equation (4.6)
indicated significanf first order autoregression with a D.W. of
2.48, ’ | \

_Keeping in mind the apparent limitations of these filtering
procedures, I examined the résu]ts of the causality tests as
reproduced in Table 4.6. The elements of this table are the
F-statistics computed from the residual sum of squares (RSS)
of the constrained and unconstrained estimations reported in Tables
4.1 Ehrough 4.5." Whenymarked by aster1sks they indicate significant
non-zero coefficients‘qn Epe future variables as a group. This
indicates significant rejection of non-causality of the RHS
variables by the dependent variable at the 95 per cent level. As
shown by Granger and Newbold (1974), however, the effect of
inadequate removal of autocrrelation is to inflate the F-statistics.
The significant F-statistics which are produced from regressions
whose D.W. statistics are unable to reject first order autoregression
are therefore inconclusive. Table 4.7 rfeplaceswith the symbol '?',
those elements of Table 4.6 for which first order autoregression

was not properly removed and which showed significant F-statistics.

-
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TABLE 4.6: CAUSALITY IN M, Y AND R RELATIONS
(PRELIMINARY RESULTS)

(1) (2) (3) (4) (5)
NOMINAL REAL
Y AND M Y AND M
REAL PER-  EXCLUDING EXCLUDING
NOMINAL REAL Y CAPITA M 196211 - 196211 -
EQUATION Y AND M AND M AND Y 19701V 19701V
Equation-4.6 .
M=f](Y,R) 2.45% 1 2.83* 2.90* _4.46* 1.32
Equation 4.7 i
Y=f2(M,R) 0.82 2.08 1.12 3.29* 2.01
Equation 4.8
R=f3(M,Y) 1.78 3.14* 2.23* 2.81* 3.21*
TABLE 4.7: CAUSALITY IN M, Y AND R RELATIONS
(FINAL RESULTS)
§
(1) (2) (3) (4) (8)
NOMINAL REAL
k Y AND M Y AND M
REAL PER- EXCLUDING EXCLUDING
NOMINAL REAL Y CAPITA Y 196211 - 196211 -
EQUATION Y AND M AND M AND M 19701V 19701V
Equation 4.6 )
M=f, (Y,R) 2.45% ? ? 4.46% 1.32
Equation 4.7
Y=f2(M,R) 0.82 2.08 1.12 3.29* 2.01
Equation 4.8
R=f3(M,Y) 1.78 3.14* 2.81* 3.21%

2.23*%

*Indicatés significantly non-zero coefficients on the future
variables as 3 group (i.e. significant rejection of non-causality of
the RHS variables by tl)e dependent variable) at the 95 per cent jevel.

e
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Column 1 of Table 4.7 supports the finding o}ﬁms and
of Mehra that there exists unidirectional causality running from
nominal money to the RHS variables. Granger non-causality is
rejected for Equation ‘(4.6) but not for either of the other two.
When the same experﬁnent is performed with fixed exchange rate
data rer;nved {column 4), Granger non-causality is rejected for all
three equations. This would indicate simultaneous deterrl;ination
“with no clear causation pattern. The non-causality of the RHS
variables by. the dependent variable of equation (4.6) is more
emphatically rejected in column 4 than in column 1.

Columns 2 and 3 of Table 4.7 repeat the exerc1'§e with
real and real per capita variables respectively. In neither casé
can the non-causality of the RHS by the LHS be rejected (a desir-
able property). For column 2 the statistic of equation (4.7) is
very nearly significant at the 95 per cent level (compared to a
critical value of 2;10). Were it so, one could state statistically
that unidirectional causation flowed from right to left in equation
(467). The closeness of the result speaks favourably, in an
econometric sense, of our models of demand for real balances.

Column 5 repeats the test of column 2 with fixed exchange
rate data excluded. Again, one cannot reject the non-causality
of the RHS of equation (4.6) by the LHS. Again, one must stop \

Just sho}'t of saying that unidirectional causation runs from right

‘to left in equation (46) The presence or absence of fixed

Hhet e S Y b e R 3 T XS
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\\ exchange rate data seems not to affect the causal patteng\between

j variables in the real demand for money model.

4.4. Concluding Comments i

Much has been done on moﬁey-incéme causality sjnce the /
study of Sims (1972a). Fortunatgly,‘the sheer volume of studies
and their sometimes conflicting v?ews have injected a greater
caution in the interpretation of results. The‘hse of causality
testing has undergone, and is undergoing, a process of maturation.
Recent work on the conseqﬁences of inadequate removal of residual

(f; autocorrelation has led to greater emphasis on the choice of the

‘ appropriate filter and to the use of empirical]y determined filters.
The effects of measurement error upon filter specification 9nd the
consequent effects upon causality tests is a topic of growing
concern. Improher model specification, aggregation bias and the

inevitable problem of defining 'causality' econometrfcally
must all be reckoned with before final conclusions are drawn.

) In concrete terms this study makes six basic improvements
to the methodology of Sims. Some of these six improvements have
appeared in recent articles but all of them have appeared in none.
They are: (1) the use of a multivariate framework as done by
Mehra (1978); (2) the consideration of real versus nominal variables,

a?so»done‘Py Mehra (1978), and subsequent consideration of real
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per capita variables; (3) the use of undeseasonalized data in
order to avoid unnecessary smoothing and the spurious seasonality
described by Sims; (4) the, use of the Akaike final prediction
error criterion for estimation of the whitening Filter; (5) the
use of the Box-Pierce Q-test in conjunction with the Durbin-Watson )
test for verification of th\e applicability of the F-tests; and .
(6) consideration of the effects of different exchange rate regimes
upon causal patterns as done by Mi11s and Wood (1978). °

Mehra advanced a multivariate framework for the testing
of causath.' Unfortunéte]y, the identification of causal patterns
in such a model is much more complicated than in the bivariate
case. Faor example, if two variables can be related by three different
causal 1inks thén three variables can be related in twenty-seven
different causal patterns. Perhaps Mehra seeks to avoid the
complexity of multivariate causality by speaking in terms of
exogeneity. Exogeneity is, however, stronger in an econometric
sense than the form of Granger ‘non-causality' he observed.

It is believed that the results of this study .
confirm the information provided by the bulk of the published '
1iterature. Fgr nominal variables the non-causality of the RHS
byrmoney is rejected. When income or interest {s the dependent
variable non-causality of the RHS is not rejected. This s in
agreement witLh Sims and Mehra. For nominal ;lariables, with the

fixed exchange rate data excluded , the ‘non-fcausality of equation

v St paner b
f e e T - . Lo . .




‘I/\‘
1
X

T

b T RASTPII, 1N e [0 P R AT i

T .

129

(4.6) is even more emphatically rejected. This agrees with
Mills and Wood (1978) for the United Kingdom and with Montmarquette
and Forest (1979) for Canada. .

The economic interpretation of this observation is

—

that there is little scope for monetary policy in an open economy
" with fixed exchange rates. The causal link from money to income

should be strengthened, therefore, by leaving out the fixed rate

.data. This is observed with the less emphatic rejeétion of non-

causality in column 1 than 17 column 4 forlequation 46 1in

Table 4.7.

Recent studies [?Br example, Poloz (1979L7 have examined
the question of simultaneous equation bias in the demand for
money. The argument is that if the Bank of Canada sets interest
rates in response to the behaviour of money aggregates then one
requires an interest rate reaction function in addition to a
money demand function. Unfortunately, the present study has
not answered this question. What it has done, at least in the
case of demand for real balances, is to verify a necessary condition

\ for exogeneity of>the RHS. Further support for the belief that
simultaneity was not a péob]em for the time period of this study '
comes from the knowledge that prior to mid-1975 the Bank of
Canada followed an interest rate rule and paid little attention
to monetary agg;égayes. Except for the last ten observations

of the sample period of this study, when the Bank of Canada was

e s N e £ A o B a1
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actively manipulating interest rates with a view towards
controlling the growth of M1, it is probably adequate to treat

-

interest rates as exogenous.
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Appendix 4.A: The Akaike FPE Cr1teﬁ5on for Choice of. the Appropriaté
Autoregressive Filter ]

Wold's theorem tells us that any zero mean, covariance
stationary process excluding deterministic components can be
represented as a moving average of a sequence of uncorrelated

random variables with zero mean -and constant variance. If xt,

‘(t = 1, ....T), is a sample drawn from such a process, then

Xt = e + W]efkj + ert-Z * e (4.9)

where e, are NID(0,0%) random variables. Equation (4.9) may

' be rewritten:

Xt = a1Xt_] + azxt_z t..ote,. (4.10)

Consider the finite representation of (4.10):

N

= . +
Xt jE] ajxt_J e

-Covariance 'stationarity of X  assures invertibility, i.e. that

¢

the roots of Phe polynomial (l-a]Z- cens -aNZN) 11e outside the

\\

unit circle. An estimate of this polynom1a1; to be termed the

3




"UREE

P, i

QR

el e a

Bk Aot B

N

132

autoregressive filter of Xt, is what we\desire. The problem

before us is that asymptotically unbiased estimation of the o5

requires knowledge of the true N and that choice of an appropriate
N-requires estimates of the a. ‘ “ S

Akaike (1969) suggests:

(1) Choose an upper 1imit for N, say L, which is sufficiently :
lafge as not to exclude the efficient model.
(2) Calculate the sample autocovariances

1 T'S

== I X

¥ X, for$=0,1, ... L. ‘
ST a1

t+s 7t

(3) Minimum mean square prediction estimates of oy (N) for N =1,

Leees Ly are‘foundvby solving the Yule-Walker equations:

- : - = -
[~ (N B
'YO Y.’ .o ‘.. YN_-‘ ] a-l( ) Y]
A4 ‘ Yo az(N) = | Y2
o . & \
_fN—l ceeee Yo | ~:H§N)J Yy

(4) Define FPE as the mean square prediction error:

FPE = E th - it)é_-[

where it = 2:‘8ixt_1. Consider another realization of this same
i= o
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AR process and denote it as Yt. The prediction of-Yt would be

given by: .
N .
Za 1Y

Y, =
by

t-1" -

The FPE for Yt would be

N -
- 2
FPE = E Evt - 15105"1wrt_1)] . : (4. 11)

- which is shown in Ulrych and Bishop (1975) to reduce to the sum

of two components. The first one corresponds to the minimum residual
of SN 2

sum 6f squares ofégbﬁa order AR fit to Y., S,°. When N is

Tess than the true order of the process SN2 includes not only

contribution from the variance of the innovation but an additional

contribution from the bias’resulting from misspecification. The

estimate SN2 is artificially high and will decrease as N increases _

to its true value. The second component of FPE, however, measures

the statistical deviation of ;x i from ;

i which increases with N.

\

. The Akaike criterion is to adopt as the optimum of N that value that

minimizes the FPE of (4.11). Akaike (1969) has developed an efficient

estihate of this minimum criterion. It is written

- 2
FPE(N) = T + (N + 'I}SN

T« (N+1)

v ’

A, FORTRAN program for the computation of the ;1(N)and FPE(N) s included

in Appendix 4.B. .
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Appendix 4.B: A FORTRAN Program for the Computat1on of the Akaike
Final Prediction Error

(

¥

THIS PROGRAM COMPUTES THE YULE-WALKER ESTIMATES OF THE

C ;
C PREDICTION ERROR FILTER COEFFICIENTS AND THE AKAIKE FINAL '
C PREDICTION ERROR. THE ALGORITHM IS DESCRIBED IN AKAIKE (1969)
C .ANN. INST. STATIST. MATH. PROGRAMMED J.P.COCKERLINE (1979).
c
DIMENSION X(200),C(50,50),CINY(50,50) ux(zoO) D(50,1),
1 A(50,1),AT(1,50},Xt(50,200),W(1, 200 ,R(50) ,FPE 50)
REAL * 8 RHO,SUM,SUM1
DOUBLE PRECISION C,CINV,D,A AT XL ,W,R,FPE * ®
READ(5,1) N,M
D0 10 I=1,N . .
READ(5,2) "X(1) ‘ g
10 - CONTINUE -
1 FORMAT (214) -
2 FORMAT (F15.8)
3. FORMAT (12X,°*P = *,I2,11X,'A( 1) ',F8.4 5X,'FPE(AR' 12,') ',Fig.9
4 FORMAT {1HO.10X,'YULE-WALKER ESTIMATES OF PREDICTION.ERROR -
IFILTER COEFFS. AND. THE AKAIKE FINAL PREDICTION ERROR (FPE).'//)
5 FORMAT (29X,'A(',I2,') ',F8.4)
7 FORMAT (/) \
8 FORMAT/§10X . 9%, mmmmmmmmm——— 18X, emmmammmnnman
1____I
9 FORMAT (10X, 'ORDER AR(P)' ,9X, 'COEFFICIENTS '8X, ' FINAL PRED ERRORS')
WRITE (6,4)
WRITE (6.9)
WRITE (6,8) !
SUM=0.0 \ o .
D0 15 I=1,N

SUM=SUM + X(I1)*X(I)
15  CONTINUE

RHO = SUM/FLOAT(N)

DO 99 MM<1,M

D(MM,1)=0.0

NZO = N-MM

D0 20 J=1,N20

D(MM, 1)=D(MM, 1)+(X(J+M)*X(J) )
20 CONTINUE .

D(MM,1)=D(MM, 1)/FLOAT(N) )

DO 30 I=1,MM

c(1,1) = RHO

IF (1.EQ.MM) 60 TO 30

DO 40 J=2,MM

IF (J.LE.I) GO TO 40 °
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C(I J) = D$J-1,1)
¢(J,1) = ¢(1,J)
CONTINUE

* CONTINUE
CALL LINVIF (C,MM,50,CINV,10MK,IER)

,"'\«

CALL VMULFF (CINV u.m MM,1,50,50,A,50,1ER)

DO 50 I=1,MM .
AT(1,I) = A(I, 1)
CONTINUE

N60 = N-MM+1
D0 60 J=1,N60
DO 60 I=1,MM
M2 = MMtJ-]
XL(I,d) = X(MZ)
CONTINUE

KK = N~-MM

CALL VMULFF (AT,XL,1,MM,KK, 1,50,W,

SUMI = 0.0
DO 70 I=1,KK
LL=MM+1
SUML = SUM1 + (X(LL)-—H(I I))**Z
CONTINUE
R(MM)=SUM1/FLOAT(N)

)
r

]
1,1ER)

FPE(MM)=R(MM)*( FLOAT( N+MM+1) / ELOAT( N- I-M) )

WRITE (6,3) MM, A(1,1),MM,FPE(MM)
IF(MEQ 1)GOT081 .

DO 80 J=2 ,W

WRITE (6, 5) J,A(J 1)

CONTINUE

WRITE {6,7)

CONTINUE

sSToP

END
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CHAPTER 5

DYNAMICS -

»

The distributed lag framework

— Yo, T G (LK + uy,

where L is the lag operator, may-be seen to represent a variety of

specific forms. The lag polynominal

n-
(L) =af (n+1- i)l
LA

for example, denotes the Fisher lag. It is seen to be linearly-

declining and parsimonious in the sense that only a and n need be

""estimated. The Koyck lag is written

o, (V=af (12 it 0 <.
2 §=0

The shape is geometrically deciining with the estimated X providing

a measure of the 'speed of adjustment'. The Almon lag, written ‘
. n r .j i
93(L) = I I o iL
| 1=0 §=0 1§ - \ ]

ts of variable shape depending upon pr;e-speciﬂed values.of . -

\orde?‘“{;r, and Tag length, n. The Pascal Tag (Solow, 1960),
o) =a £ (1 ar- 1;: (1 - WML, :
i=0 1. (r - 1)! ﬂ(\
takes ‘on the polynominal 'inverted-V' shape or the immediately
declining Koyck shape depending upon pre-specified values of r
» e
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- /see Kmenta (1971, p. 488)/. The rational lag, ) Y M

S 1 .
- e (L)= ¢ aiL .

5 1=0 | (

| (=45 &)

B
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generalizes for any possible function of ad:justmént Speed, A.fand

order of polynominal, r, and is unconstrained as to shape. (Jorgenson, ;

b s e oy A

1966). Rational lags may be identified and estimated by ARIMA
methods /Box and Jénkins (1970) 7.
The two most prevalént lag forms appearing in the money

demand literature have. been the Koyck and Almon.specifications.

R e e,

Each will be examined more closely in successive sections of this

3 : éhapter. Sectio;l 5.3 will describe and abp]y a statistical test

: (3 " for alternative error structures within the partial adjustment-
adaptive expectations model. Section 5.4 will consider the possibility

that the dynamic structure in the demand for real balances.has

sron ey

evolved through time. Three methods of variable parameter regression ’

I

will be employed in partial adjustment models for two money

aggregates. E o

; 5.1 The Koyck Lag
P ’ Usage of a geometrically declining lag form in the demand

for money dates at least to Cagan (1956)* who modelled expectations

adaptively in proportion to the previous period's forecast error.

i

*Maurice Allais uses the Koyck ]ég in "Explication des Cycles

o Economiques par un Modele Non-linéaire a Régulation Retardée”, presented
- at the European Meeting of the Econometric Society, Uppsaia, 1954 and
vt . published in Metroeconomica, ‘vol, 8, 1956, pp. 4-83.

»
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Chow was the fi;st to publish a theoretical description of the geometrically
declining lag struéture for money démanq. He felt that the traditional
distinction between short- and long-run demands for money was
too sharply drawn. Short-run demand for money was believed to
be strong"ly dominated by a 'transactions' motive with emphasis
on current income. Long~run \demand for money was believed
to be gove,arnéd by an fassets' motgive, with the emphasis on permanent
income. Chow designed a partial adjustment model which captured
both demands. |
While Chow's approach served as a good description of
the model a more theory-oriented derivation appeared in Feige .
(1967}.. He offered two different Eheoret%cﬂ justifications for
o the lagged dependent variable model. The first dealt with expectations.
In the familiar log-1inear model, equilibrium demand for real

ba]inces. mtd. was written:

d._ : g € ‘

The determinants were expected real income, yte, and a representative

rate of interest\, ry- With the expectation-generating function written

as

e _ e - e
yt "yt_l “')\()‘t .yt_'l )s (5-2)

- i
then equilibrium in the money market, mtd = My, allowed

My = by + byyy +bory +bgry o+ bymy g+ beuy g, Uy (5.3)

, -
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where
bo = ‘AaO’ b', = Aa-'s bz = azs b3 = '(1 = )\)azn b4 = (1 - A)s

-(1 - A). -

and b5

Feige's second theoretical derivation of the lagged
dependent variable model involved costs of adjustment. He identified
two costs associated ;nitﬁ any particular cash balance position
as 1) the cost of bekng out of long-run equilibrium; and 2) the
direct cost of getting there in térms of brokerage charges. The
first results from utility foregone in the case of a shortage
of cash or income foregone in the case of a surplus. It is typically
represented as a quadratic loss functdion of the deviation of
desired from actual balances. The second cost is likewise assumed
to be a qufgdr;atic fynction of the change in actual balances in any
one period. 'The to’tal cost ass&ciated with cash balance m,, is

therefore représented as

1

- d,\2 2
c a(mt -m, )e + '\f(mt - mt_]) . ‘ (5.4)

The problem is to choose the level of actual balances which
minimizes C, for a given level of desired balances . mtd.
Differentiating (5.4) m'/th/,resﬁé'ct/to m, and setting the derivative

equal to zero yields the optimal adjustment path:.

m, - m,_q = &(md-m_,), - » (5.5)

4 e e et B T T T
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where

= af(a + 7).

In a situation where both costs of adjustment _and adaptive expectations

play a role 1n"tt\e formation of adjustment lags the mpdel becomes

My = Co ¥t C¥y +Cofg * O30 g F Callyq + CsMyp 4 CplUy.

c7ut’ ; (5-6)

where — 1

Co - l6a09 C-l = l5a-‘, Cz = 6&2. C3 = “(] - )\)azs C4 = (2 —1'6)"
¢g = -(1 -g)(1 -1)s cg=-(1-2) and¢; =8.

This model will be referred to as the partial adjustment-adaptive

expectations (PAAE) modé‘l. | u
Several variations of the PAAE model have appearedH in

the Titerature. Friedman [thow (1966, note 3, p.-114)_/, Genberg (1975)

nodel which have altered the adjustment path described by (5.5).
Villanueva and Arya applied non-linear two-stage least squares

to models for Japan and Canada and concurred with Starileaf (1970)
’and Feige (1967) that the expectationa'l effect dominates tife partia'l
adjustment effect. Furthermore, when permanent income was used as .

the income constraint, no lag in adjustment could be found.

ham s waee e a AV e e e
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Much of the theoretical discussion considered thus far

has ceftred around adjustment in the re-allocation 'of the existing

portfolio. A second possibility for adjustment, which was
originally advanced by Chow (1966) and has recently gained support,
through the re-allocation of the flow of savings. When xhe
esired Tevel of an asset differs from its actual level this i
divergence can be dissipated either by changing the levels of all
“exi sting assets or by redirecting the flow of savings toward-or

"away from this asset. Brainard and Tobin (1968) explicitly considered

cross-adjustment effects between assets ’in a portfolio model.
Modigliani (1972) and Friedman (1977) also emphasized the importance
of savings. White (1978) considered this effect under moderate

. inflation. Santomero and Seater (1978) appealed to search behaviour

as an explanation of the presence of adjustment lags. B‘r&ﬂ]enburg;
1979) reformulated the partial adjustmerit modei under condiytions,'
of uncertainty.\

One powerful objection to the use of the Koyck lag, at

\1east for quarterly or annual data, concerns the problem of

{
‘time aggregation. Mundlak (1961) showed that if complete

adjustment takes less than one data period :’chen the presence

of the lagged endogenous variable as a regr\éssor biases upward the
est-imatg ?f the méan adjustment lag. The common finding of relatively
s"'low speeds of adjustment, for example in de Leeuw (1967), when

the reaction time at the micro level might be only a few weeks,

LY
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" suggests such a problem. Bryan (1967) tested the appropriateness
of the Koyck ;nodel for bank adjustments to monetary policy. An
excess reserve model cont‘ain\ing a lagged dependent model was
estimated for each of 19 separate commercial banks using weekly data.
This relation was then reestimated pooling the data over the banks.
For the micro data the average Jag was 3.2 weeks and from the pooled
data was 2.6 weeks. When the aggregate weekiy data were averaged .
into months the regression yielded an estimate of 28,7 months for
adjustment.

Griliches (1967) demonstrated a second potentially serious
problem. Even if adjustment is instantaneous the lagged dependent
‘variable may seem i:o contribute very significantly to the explanation
of money‘spock. Thiﬂs could happen 1f the unexplained portion of money
stock, the residual, is autocorrelated. In this case, the-estimate
of the coefficient on Taggéd money ref:1ects the serial correlation
as well as the speed of adjustment and is upward biased..

Breen (1971) suggested a third source of confusion emerging
from the stock-adjustment hypothesis. While it is clear that partial
adjustment on an aggregate level implies some sort of habit !

persistence of the population as a whole, it is not clear what this
implies about the individual micro unit. It is possible that
agents act individually in the same way that they act aggr:egati vely --
adjusting their demand only partially t;o a given change in supply.
It {s also possible, and more likely says Breen, that indiVidua]s

_are either complete 'adjusters or non-adjusters in any one period.

)

A\
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In such a world the coefficient upon the lagged dependent variable

would measure more c1ose1y‘thé proportion of r)op-adjusters in the
sample than the speed of adjust!hent of the mi‘cro. pnits.‘ The
‘presence of Tong lags of adjustment would ther become more of an
institutional factor than a behavioural characteristic of decision
makers. In Breen's words: "Thus from the policy maker's viewpoint,
the cumulative effects of a policy decision cannof be counted on
for the gradual achievement of a particular policy goa]i,’ ‘While

,other lags may exist within the monetary transmission mechanism, the

\\1'on’g lag in adjustment to changes in policy variables may be much
less Jdmportant than indicated i1n recent econometric studies”. ;r 5
The permanent income approach to money demand disputes *

partial stock adjustment on two points /[White (1978)/. The first T4

is that the relevant income constraint in the demand for money is

Ak,

and other financial assets the impact of a change in permanent .
income upon the cash component of an individual's portfolio is
relatively immediate. ‘This, says Friedman (1959), is supported
in the aggregate B_y the behaviour of permenent vg1ocity- Given
that actual balances are everywhere equal to desired balances then

permanent velocity, unlike measured velocity, behaves in an

intuitively-expected, counter-cyclical manner. The second

argument is that changes in the desired share of money in a given

White (1978) explains this phenomenon with the observation that the

\ \
\ N

\ portfolio due to changes in interest rates take place very rapidly:

v
4
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{ desired add'ltjpn to narrow money accomoanying a fall in rates
co1n;:ides witrlt a desired yeduction in ott!;er assets. Through
explicit account of interactions among financial assets, the port-
folio models eﬁtertain the possibility of more rapid adjustment.

s Finally, it has been noted that thé reduced form equation
derived from the adaptive expectations hypothesis (5.3) differs

hypothesis’ (5.6). Waud {1966 ,1968) considered the extent of small
sarpp/le bias and departure from normality of the distribution of

he estimated regression coefficients due to choice of one model
when the other was more appmlnpriate. He concluded that the effects

of such misspecification are considerable both in estimation of

?
»
)
H
¥
3
&
*

the mean lag and, for very small samples, 1n testing for significance

of the regre%si on coefficients.

5.2 The Almon Lag

Almon (1965) developed a technique for estimating the
1 v)eights of a polynominal distributed lag. This technique has been’

usefully employed in several demand for money studies. White (1976)
and Cameron (1979) are examples using Canadian data. It is to be

thought of as alternate, and not necessarily superior, .o the

ST P

Koyck specification. Theoretical problems with the technigue
are well documented, as for example in Schmidt and Waud (1973).

. We begin with the distributed lag model:

Yo = WXy * oenn, bW X ULt LT (5.7)

RS S
‘
o
g

&

from that derived from the partial adjustment-adaptive expectations '

Ry e
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As long as n is finite and known, the )(t are non-stochastic, and

u
t
mean and constant variance, then unbiased and efficient estimates of

are independently distributed random errors with zero

W cees WocanN be obtained through ordinary least squares.

0®
Problems arise, however, in that large vélues of n may lead to
imprecise estimates of the Wi High collinearity among explanatory
variables may make positive inference difficult or impossible. ‘
The desire, then, is for a parsimonious specification of (5.7).
The Almon approach’consists of mapping W, a vector of dimension

n:!-'l » onto a vector § of dimension r+1 whose elements are the

ordinates of an rth degree polynominal, where r < n. Algebraically

this may be written
W=AS46, (5.8)

where A is an n+1 by r+1 transformation matrix. Rewriting (5.7)

in matrix form and substituting for W yields

1 ’

y = XAé + u. ) . (5.9)

Given that (5.8) is true, or that the n+l elements of W can be
fitted exactly by an rth order polynominal, and that the error
term u has the above-mentioned properties then unbiased and efficient
estimates of the W, ‘tan be derived through application of OLS to
(5.9).

Unfortunately, the fit-of the rth degree polynominal to the

ntl lag weights is rarely ever exact. Because any given continuous

i
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(_ : function within a closed interval can only be approximated by a

polynominal of suitable degree and because, in practice, r is

usually chosen small, (5.8) should be rewritten

W=As+e (5.8a)
where e is ann+l by 1 vector of errors. Thils y:ields
.y = XAS + Xe + u. (5.9a)
Application of OI:S to (5.9a) yields the estimate™
5= (XA ANy, (5.10)
™~ .
The derived estimate of W is . : {
C W= as = A(Ax'x)"T Xty (5.11) *;
3
substituting (5.9a) into (5.11) gives %
W= As+ ’A(A'x‘xA)" A'X'Xe + A(A'X'XA)“ A'X'u x(5.12)
The bias of W is written.
E(R) - W =E\(A'X'XA)‘1 A'X'X - In+ﬂ (W-A8)" (6.13) i
Since the bias of ﬂ depends upon the true parameter vector W then we
¢ know nothing of its size or direction. Furthermore, the‘dependence

of the bias upon X may demand the complete re-estimation of a

' structural model for minor data revisions.
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The residual sum of squares from (5.9a) is
U'u = e'X'Mee + u'Mu + 2e'X'Mu (5.14)

where M = 1- XA(A'X'XA)'A'X' and T 45 the Tby T identity matrix.
It can be seen that U'U will not have the usual x* distribution’ due
to the first and third terms on the RHS of (5.14). Conventional F-
and t- tests are therefore invalid. The practice of using significance

tests to choose appropriate values for n and r is incorrect.

Having observed the properties of the Almon estimates,
then, it is not surprising that they fall within the general
class of 'biased estimators'. Shiller modified the Almon methods

by imposing a ciegree of smoothness to the lag distribution.
Instead of allowing (5.8) to be stochastic, as in (5.8a), he set

3., - " * :
AWy = g, | n _ (5.15)
2

s/

~ where Awg = Wy - "1-1\"“"‘1 theoé,',i ~ NID{o, a.°).
Merging these priors with the sample information via Bayesian
techniques then yields a poztem'or distribution function‘

for w,. Maddala (1977, p. 385) Shows that the mean of this
posterior distribution is a ridge estimator of w.‘ ﬁhen a. 2

5
, the Shiller estimate reduces to the Almon estimate. Lieberman (1978)

\

=0,

uses the Shiller methads in esti_mat.ib'ng money demand for the U.S.

econony.

"~
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5.3 Testing for Alternative Error Structures J/

‘ It is seen from equation (5.6) that the error structure

of the partial adjustment-adaptive expectation (PAAE) model is
complex. As the adaptive expectation assumption is extended to
other variables in the multivariate model this complexity increases.
This obviously has implications for estimation. Specifications
involving autoregre%\sive error Structures, for example, would

not be‘appropriate for either equation (5.3) or (5.§) since the1r\
error terms are generated, at the very least, by moving average
processes. Neither would an MA(1) correction bé appropriate if

the errors were of higher order moving average or of ARMA processes.*
Pertinent, therefore, to a discussion of dynamics in the demaf{d for
money is’'a description of how one would discriminafe between

a]}ernative error structures within such a model.

Consider, for example, a general version of (5.1):

&

' md = ¢ e a

where mt'd/'l:, generated by partial adjustment meg‘han'l sm:
/"E’A““ - &Lim, \ (5.17).
A] " .

and ,yte and rte are generated by adaptive expectation mechanisms:

*In Monte Carlo work by Hendry and Trivedi (1972) it is suggested - -
that specifying the correct order of the error process is more important
in terms of bias and mean square error of the estimators than specifying
its correct form, i.e., whether MA or AR.
h
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IR R o «5.18)
t 2 t? : « .
j .
e . ¢ ’
"t M T _ - (5.19)
(1 - eaL)

Qith L the lag operatori e1 =1 - Ai; 0< )‘i <
for i & 1.2, 3; and u, ~ "NID (Q. aua). ‘Substitution

A

of (5.17) , (5.18) and (5.19) into structural model (5.16) yields
the equation of observables:

(1-0pL)(1 - @yL)(1 - eldm, = Ajax, (1-e,101 - éBL)

~ ~

S~ ¢ .
+ A (1 - 05t)(1 - o5l )uy ‘ (5.20)

whose error term can be seen to be generated by MA(2). If we

further generalize the model to allow u, to be generated by an

. ARMA (p,q) process then the generating process of the err’or of

-

(5.20) can be shown to be ARMA (p, q + 2). \ ~

Equation (5.20) reduces to

Mg =Ry TAM g tAgmep ANy P A Y Ay FhgTe
Are-y * Ves & (5,21)

4

Ap = =L = 20 = 3g) + (1- )07 2g) + (1 = 4) (1= 25)7,

—

" - R, L]

o
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Ay = -(1 - A =200 - 25), Ay = “1*1";' A = “11112(’ - 13),
Ag = apridy, A, = a2;1x3(1 - 1,) and
Ve = Mty = 402 = Ay = Aglugg + A (1= a0 - AUy -

Given that Vt is generated by an MA(2) process, a suitable non-
linear algorithm may be applied to (5.21) to produce estimates of
model parameters and error terms. Godfrey (1978b) proposes tests -
of the null hypothesis that the errors, Vt, are generated by‘ARMAD
(p» q) against logical alternatives." Two alternatives are considered
particularly, relevant to the present case. < P
The first tests the null hypothesis, Hy; that the V~t are
generated by the MA(r) process; against the alternative, Hy s that
the \lt are generated by ARMA (p, r). For the present case with
r = 2 this is equivalent to testing the null hypothesis that
the u, ar;e seria] 1y independent against HA: the u, are generated
by AR(p). 5
The second tests the null prothesis Hy against the

" alternative hypothesis, Hg: that the V, are generated by MA(q + r).

Again, with r = 2, this is equivalent ;:o testing the null hypothesis
that the u, are generated by MA(q). The morengenera] alternative

hypothesis H_, that A
be entertained within the Godfrey framework (Godfrey, 1978a).

are generated by ARMA (p, q + r), cannot
q Derivation of these tests has been fu]fy developed in
Godfrey (1978 a,b) and need not be attempted here. What is

considered useful, however, is a simple description of the mechanics

v
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involved for the two specific abblications mentioned above. Some

notation is required. Let V represent the T by 1 vector of errors

from model (5.21). Let U represent the T by 1 vector of errors

"from the structural model (5.16). Let,
V - No)U ....... MA(q)

denote the property that V is generated by an MA(q) of-U where
N(a) is the T by T matrix:

I 0 /
- a].
May={>" ° .
i i T
{ L9 o 1]

Let N(Y)V =t .... AR(p) denote the property that U is generated
by an AR(p) of V. Let ZJ( U) represent the T by j matrix:

(0 0 ... o :

L(u)=| Uy O o
. lﬁ .

. . Uy
Uy Yz Ve
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Then it can be shown that to test

Hy: V = N(a)u ... MA(r)

against
HA: N(¥)V = N(a)U.... ARMA (p, r)
one regresses the vector U against the regressor set

No)™! /X 2 (0): 2 p()T
where ai is an r by 1 vector of the estimates of «, and U and

Vare T by 1 vectors of residuals obtained through non-1inear

estimation subject to parameter constraints applied to (5.21)..

The R?

2
XP'

of that regression times T, call it ¢, is then distributed as

To test
Hy: V = Na)y .... MA(r) against

HB: N(y)¥ = N{a)U .... ARMA (0, q + r)

Q

one regresses U against the regressor set

~ —'l — .
Na)™ " X 2 or (w7,
¢-1s then distributed as x; |
The test that the errors Vt of model (5.21) are generated

'by an MA(2) process against the alternative that they are generated |

by an ARMA (1, 2) process has been performed using quarterly Canadian
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data, As shown above, this is equivalent to testing that the

structural errors u,, of model (5.16) are in&ependentiy distributed

t :
against the alternative that the u, are AR(1). The test statistic
1s computed to be 47.95. As compared with the critical value

for the x%

distribution at the 95 per cent level, this

indicates strong rejection of the nu]llhypothesis. The test of

the same null hypothesis against the alternative that the Vt
arefdgnerated by an MA(3) yields a test statistic of 49.22. Although

neifher“test is sufficient for identification of the true efror

- structure of model (5.16) both strongly suggest the presence of

autocorrelation in u,. This could be an indication of misspecification

in model (5.16).

5.4, Variable Dynamics

4 Several recent articles have considered the possibility
that dynamic progesses underlying money supply and demand have
not been constant over time. White (1978) argued that adjustment ‘
to desired levels of money balances involves rebuilding or depleting
stocks of financial assets. Since this may require changes in the
rate of saving, it 1s a gradual process achieved ﬁver a period of
time. Factors such as the size and direction of‘the necessa}y
adjustment and the inflationary climate all have a bearing on the
speed with which the adjustment is carried out. Carr and Darby (1979)
suggested that money supply shock§ influence the demand for money.

Since unanticipated changes in the honey supply, and hence in the
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level of prices, affect the synchronization of purchases and

sé]es of assets then tﬁéy may result in temporary changes in the
desired level of money balances.

A simple test of the hypothesis that adjustment in thé

demand for money has not been comstant through time is possible

within model (2.2). It is rewritten

; d. o, - ‘
My™ = Py = By * ByYy *Byry t Uy (5.22)

where all variables are expressed as logarithms. The 'nominal’

adjustment mechanism, appearing in Cliﬁton (1973}, -

(m, - m._;) = g(mtd - my_q) ‘ (5.23)

(i assumes that the adjustment of real balances occurs at the same
rate with respect to prices as with respect to any of the other

variables in the model. Substitution of (5.23) into (5.22)

yields R _— . ‘
(my - py) = 9By *+ 981y, *+ @B,ry + (1 - g)(my_; - p,) *+gug. (5.24)
| 'An alternative adjustment mechanism, specified in real terms, is:

(mt - Pt) = (mt_"l - pt_'l) = gL—(mtd - Pt) - (mt'] - Pt_] )_—/» (5.25)

Substituting (5.25) into (5.22) yields
(mg - pe) =98y + 981y, +98,ry + (1= g)m g - pyy)
+ gu, , ' (5.26) ‘

ka

\.J
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which differs from (5.24) in that the true lagged dependent

j3

variable appears 1n.the'RHS. Model (5.26) states that the
sponse of real balances 15 more rapid with respect to prices
than with respect to any of the efﬁer var?ab?es., Both models
(5.24) and (5.26) may be seen to be constrained versions of the

‘ /
/ﬁore general model ’

£ = 8o Byyy * byry +b3mu*b *bgPyy ¥ U

The three models were estimated for the sample periods 1956 II
. to 1977 IV. Using conventional statistical criteria neither | /
: model (5.26) nor model (5.24) could be rejected. With quarterly
Canadian data there appears no strong support either for Goldfeld's

(j; (1976) preference for nominal adjustment or for Laidler's (1980) < ' ;

preference for real adjusiment. The real adjustment model (5.26)

Gt TS e,y o

is used in the present analysis. S :

~

 Variable adjustment may be viewed as a form of parametric
{ instability. Three specific forms are considered in this thesis.

The first involves a finite nupber of abrupt parameter changes over

the sample. This discrete parameter variation has been examined
by Quandt (1958, 1972), Chow (1960], Hinkley (1970), Goldfeld
and Quandt (1976) and Riddell {1978 a, b). Chapter 2 of this thesis

L L
/

addresses this particular form of instability.

~The second form js random movement of parameters. This
variation has -been studied by Hildreth and Houck (1953),'Swamy i
(1970), Roeenberg (1972), Cooley and Prescott (1973) and surveyed:
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by Goldfeld and Quandt (1976). Of the random coefficient models,

two will-be developed and used in this study. These are the

‘(Hﬂdreth and Houck) stochastic parameter, and the (Cooley and

I?rescott) adaptive regression models. -
The third form of instability is systematic parameter
variation. Meyer (1972) and Cargill and Meyer (1978, 1979)
consider variation which is 'state-of-the-economy' dependent.
Théir mode} allows for systematic variation in the coefficient
vector according to some exogenous factors in the system.
A similar model will be developed here. Both a time trend an \

the rate of inflation will be used as state variables.

5.4.A. Stochastic Parameter Regression

I applied stochastic parameter {'egression. as developed
in Hildreth and Houck (1968), to the partial adjbstment mode1
(5.%&) . The first di fference of Togarithms of real money was
regressed upon a constant, the logarithm of GNE, the Togarithm

. of R90 and the logarithm of lagged real money for both M1 and M2C

for the period 1956 LI to 1977 IV. Ta\b‘les 5.1 and 5.2 record
the results of OLS and Hildreth-Houck estimation of M1 and M2C
respectively. Column 1 contains the ordinary least squares

estimates. Column 3 contams the GLS estimates of the means of

. the four stochastic parameters. Column 5 contains the Hi 1dreth-Houck

estimates of the variance components. Associated with each estimaté

is an approximate t- value. The inclusion of the 1aggéd dependent

~—

e e A e AT G R R o e

AN




‘
—— ,\ S —

\

157

TABLE 5.1: HILDRETH AND HOUCK ESTIMATION IN THE DEMAND FOR M1

BT IR

. Ordinary : J T ’
! Least Squares GLS Estimation  Variance Components
Estimate  t-value . - Estimate t-value Estimate t-value
CONSTANT f 0.0896 0.7 0.095 0.76 / 0.0008 0.81
GNE 0.1513  5.59 0.15 5.53/ -0.0000  -0.08
-R90 -0.0506 ~-8.96 -0.0505 -8/95 0.0000 9.97
LAGGED M1 0.8135 4.2 0.8108 4.25 0.0000 0.18
R? 0514 0.514
DW 1.75 1.75 '
RSS 0.0110 0.0110
~
C

CONSTANT
GNE
R90

LAGGED M2C

Re

DW
RSS

_ TABLE 5.2: HILDRETH AND HOUCK ESTIMATION IN THE DEMAND FOR M2C

Ordinary
Least / Squares

BLS Estimatioh

Variance Components

Estimate” t-value E?timate t-value Estimate t-value
-0.3929 -4.74 -0.3927  -4.81 -0.0002 -0.28
0.1209 3.74 0.12913  3.75 0.0000 ' 0.58
-0.0206 : -5.72 0.0208  -5.80 0.0000 0.49
0.9085  3.20 0.9080  3.20 0.0000 . 0.60 '
0.350 e{/AS.sso !

1.64 1.65 /

0.0110 /

0.0110
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variable, of course, allows for only asymptotic validity of
tests based on such statistics. ‘ ‘

It is seen from both Tables 5.1 and 5.2 that estimates from
the classical linear model and those from the'stocﬂastic parameter
model are very nearly identical. In both cases the estimates of
.th; parameter variances are insignificantly different from zero.
The stqchastic parameter_ngel\%gems particularly insensitive to
the M2C parameterfvarféfgon*h?inesse in Chapter 2 and suggests
that allowance forgrandom variah11ity-in the speed‘of adjustment

of actual to &ésired real balances-does not significantly alter

or improve our ability to model the demand for money.

5.4.B Adaptive Regression

The original Cooley and Prescott a;tic1e (1973a) allowed
for stochasticity of only the constant term. In a subsequeht
paper (1973b) they gene;a1ized the model to allow for all parameters
to be stochastic. They have termed it the "varying-parameter
regression model". The simpler model, éa]led "adaptive regression"

because.of the autoregressive-type adaptation of the constant term,-

will be applied here.

Tables 5.3 and 5.4 record the results ‘of application of
-adaptive ;egreésion to our money demand model. As in the case )
of stochastic parameter regression, the results are not noticeably
&1fférent from those of ordinary least sqdares. There is:one

statistic, however, whiéh suggests that the adaptive model might

§

[RSR
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TABLE 5.3: COOLEY AND PRESCOTT ESTIMATION IN THE DEMAND FOR M1
) o Ordinary Least Squares Cooley and Pr'e;cott
b stimate t-value Estimate t-value
CONSTANT 0.0896 0.71 0.0779 0.64
GNE 0.1513 5.59 0.1487 5.67
RO ~0.0506 .-8.96 -0.0504  -9.19
' LAGGED M1 0.8135 4,21 0.8179 4.24
RZ 0.514 0.581
W 1.75 \ , 1.87
RSS 0.0110 0.0107
( ‘
o TABLE 5.4: COOLEY AND PRESCOTT ESTIMATION IN THE DEMAND FOR M2C
Ordinary iegst Squares Cooley and Prescott
Estimate t-valye Estimate t-value
CONSTANT -0.3929 -4.74 -0.3907  -4.83
GNE 0.1209 3.74 0.1193 3.78
B R90 -0.0206 -5.72 -0.0205  -5.83
j " LAGGED M2C 0.9085 3.20 0.9099  3.23
G 0.350 0.660
{ W 1.64 2.0
\
i \ - RSS 0.0110 0.0108 *
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represent an improvement over the classical version. The DW )

statistic in Table 5.4 indicates rejection of first—order
autoregression for the adaptive model but is inconclusive

for the classical model. Two factors, howéver, make this a very
tentative conclusion. The DW is, of course, not the proper test g
étatistic to use in the presence of a 1ag;%d dependent variable

(see Durbin, 1970). Secondly, even if the Eﬁ\statistic is accunate]& E

indicating a lack of AR(1) in the error, it sa&s nothing about
moving average and higher orders of autoregrgssive autocorrelationh
In summary, very little information 1is ggrived from the application
of adaptive regression to money demanﬁ/model (5.26). If the
coefficients of (5.26) are indeed variable we have no evidence

to suggest that this variability is random.

54.C State-Varying Parameter Rearession .

Meyer (1972) suggests an approach to parameter variability L

.whereby the variation is systematic and determined by other pre- ’

.

* determined variables in the system. He assumes the model;

k . .
e B K By + Wy Lo {5.27)

\

where Ye is the t-th observation on the dependent variable, Xit is the

t-th observation on the i-th explanatory variable and Wy is the value of

f

the disturbance at time t. The subscript, .t, on 31 indicates that

the coefficient is allowed to vary over the sample. More specifica11y. :

Bit = Ejavy + &y, \ \ - (5.28)

£3

, where Bit is the t-th element of the T by 1 coefficient vector 81.

\
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B4 is the t-th element of the state variable associated with
coefficient i, ¥; is the scale coefficient to be estimated, and Eit is .

a disturbance term.

k
r X
i=1

Substitution of (528 ) into (527) yields
k
4tk Xiebiet Wy

Yy = (529)

Unbiased, consistent and efficient estimates of Y; can be obtained
through app]icationjof OLS to (5.29) given the assumptions of the classical
l1inear model and that Ei¢= 0. This is equivalent to saying that the

" movement over time of the g coefficients is purely systematic with no

random component. If, however, Eiti 0 and £ 1s a vector of constants then

the movement of B can be said to be purely random. With the additional

assumptions that‘E(git) =0, E(Etzé ) = cztITand E(gewé ) = 0 then model

(5.29) can be seen to reduce to a form similar to that of the
~stochastic parameter mode] of Hildreth and Houck.

Incorporatfng this approach into the partial adjustment
model yields: =

(me-py) = (my_1- py_q) = gao + 9o ¥y + gapry = glmy 1= py ) +
9v0dy + gV 2.5 + gVR.ry - (5.30)

. OvaRmey - peg) vy

- The results of estimating equation (530 ) for Ml and M2C, when 2

represents a linear time trend and when it represents the rate
of inflation, are shown in Tables 5.5 and 5.6. .T- values which,

again, are only approximate due to the lagged dependent variable
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. Time-Dependent Parameters
Coeff. Estimate - value

. q 0.4543
50 1.2408
o 0.7196
a -0.1142
Y('J -0.0223

(: k7 -0.0060
Y, =0.0001
Yy '-0.0099
RHO - 0.0396
R2 0.525
D.W. 1.96
RSS 0.0097654

R e 4 e bt e s e

3.92
0.81
4.90
=3.21
-2.60
477
-0.12
-4.56

0.3

TABLE 5.5: STATE-VARYING PARAMETERS IN THE DEMAND FOR M1: 1956-1977

Inflation-Dependent Parameters

Estimate t- value
0.3032 3.4
1.4221 2.85
0.7083 13.86

-0.1455 -3.24

-1.1918 -3.69"

-0.14909 -2.18

<0.0181 -0.98

-0.3066 -3.27
0.1785 1.50
0.558
1.97
0.0090875
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TABLE 5.6: STATE-\}AR\’IN(; PARAMETERS IN THE DEMAND FOR M2C: 1956-1977

L]

Time-Dependent Parameters

En

Coeff. Fstimate t- value
g 0.1897 1.52
" age 7.7632 “0.93
o 0.1914 0.25
o -0.0502 -1.39
5 Y -0.0939 ~1.18
Y 0.0178 0.81
Y 0.0002 - 0.62
Y3 0.0096 *—ﬁﬁﬁo
RHO 0.2941 2.01 "
R 0.39.: - K

D.W. 2.01
0.0096327

RSS -

Jnflation-Dependent Parameters
Estimate t- value

ud

0.0957 1N
-4.6848 2.5
1.3622 _ | 7.39
-0.0809 -1.63
-1.4862 0.9
0.2459 0.48
0.0127 1.03
0.1377 ”m 0,32
0.3320. 2.79
0.509.

2.04

" 0.0074995
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ane 1nc‘luded with the estimates. The rwpothesisb that the coefﬁcients

" are indgpendent of time and independent of the rate of inflation are

. then tested by checking for signiﬁcance of the group of state-

statistics are recorded in Table 5.7.

varying coefficients of (5 30) in all four regressions F/—

pu

Table 5.7 suqaests that the coefﬂc‘ients in the Stock

adjustment demand for money model are not constant over the

" period 1}56 Il to 1977 IV, ‘and that it is more likely that

this "vaﬁabﬂity is more closely 1inked to the rate of inflation

~, than to a “ﬁnear time trend. This of course, is not conclusive .

. Aggregate

evidence that adjustment from actual to desired real balances

is variable, since instability in the regression parameters could

. come fmm diverse dii'ect{ons and is ot necessarily related to-the

adjustment parameter. It is, however, consistent with such an ,
hypoth'eS"s.' . ) ' . 5

! o
v
@

'TAQLE 5.7: TESTS OF THE NULL HYPOTHESES OF TIBE AND INFLATION

INDEPENDENT COEFFICIENTS IN THE, DEHAND FOR MONEY

. =H0 Parameters Independent ' Hy: Parameters Independent of
of a Linear Time Trend - ? the Rate of Inflation

v
!
NE

woo 27 | 3.813%

M2 . 1.983 \ 8.165*

P

% Significance at 99 per cent.

.
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5.5 Concluding Comments

A simple approach to problems of dyngrﬁic adjustment in
I
That is, to as$yme
N\

demand’ éna]yses is to asxsume them away.
that full adjustment occurs within any one period and that every
observatilon coincides with the -1ntersect1on of aggregate demand
and supply relations. While such an assumption qu be justifiable

in demand for money studies with data periodicities of one year

or longer, it is not obviously so for quarterly or monthly models.

This has led to the development of demand for money models where the ;

actual level is allowed to lag behind the desired levél.

The partial adjustment model is one such example. In this model '
a shock to one- of the exogenous arguments‘which determines the desired ’
dependent variable will affect, only partially, the actual dependent *
variab]e The divergence between actual and desired levels is
then postulated to diminish geometrically with the'p‘as’s.age of time. As
long as the period of shock to-the explanatory varables is shorter than -
the length of time required for full adjustment, such a system cou'ld
persist in a state of disequilibrium. Many theoretical argumgnts ex'ist #
as to the inappropriateness of such a mpdél. Grfliches (1967) discusses
prohlems assoclated with residual autocorrelation. Mundlak (1961)

ﬁ]u;trates how temporal _aggregation may present a problem if adjus t~

"Breen (1971) extends this argument by claiming that micro units are
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W

either full-adjusters or non-adjusters in any one period and that

t;le adjustment coefficient is closer to a measure of the proportion
of non-adjusters in the sample than it is to a \measure of the '
speed of adjustment -of individuals. Pemaneﬁt income proponents

would favour the temporal aggregation argument on the grounds of

' ~high substitutability between money and other financial assets

and of the double-edged effects of interest rates upon relative
portfolio positions. Finally, Waud (19665\ considers the effects of

misspecification error upon the properties of unbiasedness and

=

nommality .of the coefficients and finds them to be substantial. /..r
One popular rationale for the presence of lagged dependent variables
in demang for money models is the joint partial adjustment<
adaptive expectations argument as developed by Feige 21967). o
Casual inspection of §uch a model reveals that the error term

must follow, at the ‘very least, a moving average process. A

test proceduré developed by Godfrey allows us to make inferences

about the structural error of the PAAE model. The hypothesis of

. autoregressive errors {5 tested 'against specific alternative

hypotheses. These tests have implications as to the validity

. .of the original adapi:ive“'expeqpétions assumption. Such a procedure

has indicated possible misspesification within a Canadian PAAE
demand for money model. -

A second appmai@)to adjustment is to assume polynominal
distributed lag weights. This approach, though apparently less
restrictive and hence enjoying wi&er acceptance among practicing

econometricians, is no less subject to criticism Rhan the Koyck model.

ot
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The criticiém s essentially hased upon the hias which results
from incorrectly specifying the appropriate order and lag
length. Furthermore, procedures based upon significance tests
whjch are often employed in choosing the order and lag length
for an Almon polynominal, are statistically invalid.

a

As regards the adjustment process itself in the demand

for money, 1t can be rationaHzed from two points of view. The

traditional way is to proceed from the idea that the agent, upon
recognizing his shortfall (or surplus) in cash balances, will react
by transferringwealth from (to) other existing assets. The /
transaction costs of such a decision are then weighed égainst the
risk an;i inconvenience of bei;lg out of equilibrium. An alternate
adjustment proc;dure is through the reallocation of the flow of ‘
savings. This mechanism of adjustment does not entaﬂ‘“transaction
costs and allows for the possibility of variabﬂ‘lty over time

in the speed of adjustment.

From the present study, when a state-varying parameter model
was emp'loyed, the hypothesis that the coefficients were independent
of the rate of inflation was re;ected for M1 and M2C. The |
hypothesis that the coefficients were independent of a Hnear time
trend was not rejected for M1 or for MZC,\ My pr:incipa] conclusion
is that there is substance to the hypothesis of variability in the
speed of adjustment of money demand and that this variability
coincides with periods of rapidly rising prices "and is due, perhaps,

to prev§111ng uncertainty and to the presence of unanticipated price

.shocks. .




L1

I U

e YA O R TR

v o hrmir % ey &b oaen

o e e i e s et e e i

G vemeet ST SOTETREAT RN | QU ey v

B Ty Tm—— PP

CHAPTER 6-

COMPETING THEORIES

In seeking explanations of monetary phenomena, theorists

frequently find themselves in support of one or the other of two

\c\ompeting theories of money demand. The asset view emphasizes utility

'gainea through the holding of money as one of many assets in a
given portfolio. Formalized in the work of Friedman (1956) is the
proposition that the ‘demand for money is determined in the main by

permanent income and the rates on competing assets. The transactions

‘view of the demand for money emerdes more from the classical stream.
Here, money is thought of as being in demand solely to facilitate
transactions. It is derived, independently of a speculative motive,
within the inventory models of Baumol and Tobin. Determinants are

, A
the level of transactions, the cost of transactions, and the

oppbrtm{ity cost of holding money. \

In Friedman's formulation, the expected rate of in{f]ati‘on is
viewed as the implicit rate of return on inventories of physical
goods. It should, therefore‘, be recognized by the mo\r;ey holder as
the rate of return of an alter:late “form of wealth. Despite
theoretical relevance of inflationary expect“ations to the demand for
money, however, gmpirrical stu‘éﬁes .h§ve genera'lly failed to give / )

supporting evidence.

. The transactions school is less decisive with respect to the

theoretical relevance of expectations. For example, Clower and

-168 )
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Howitt (1978) seek to demonstrate the importance of expéctat'ions to °

the transactions demand for money, while Goldfeld (1976) summarily

dismisses expectations as having no place in the transactions

mhg1 .

‘Explanatipns of recent instability in conventional Ml)
equations ty'picaﬂy. fall into either the transactions or as§et
school of thought. One 'transaction-style' argument is that changes
in the efficiency of cash management havg had an impact on desired

Porter, Simpson and Mauskopf (1979), for example,

\rzey holdings.
efiphasize the impor\:ance o? these changes for the U.S. economy.

In the Miller-Orr model, the variance of the firm's cash flow is

a determinant, aJjong with brokerage costs and interest rates, of
demand depo(sj t balances. One contribution of Porter et al. was the
recognition 1:.hat the link between the firm's scale of operations and
the variance'of its cash flow may havé altered significantly since

1974.

N

Most ‘asset-;tyle' explanations of the M1 shift stem from
the Friedmanian proposition that all interest rates are relevant |
to the determination of money demand. ' If demand for M1 depends
upon a. spectrum of: fnterest rates then a function employing only a

short rate, say, will remain stable only as long as the yield -ecurve

* does not move about. An unstable yield curve under such condi tions

will coincide with an unstable M1 equation. Heller.and Khan (1978)

estimate quadratic yield curves based upon seven interest rates

R,
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from 1960 III to 1976 IV and enter. the parameters of these curves
into a money demand equation. They report a stable equation. The
estimated equatign,,hwever. wheq dynamically simulated to 1977 1V,
does not produce smaller errors than conve“ntion-al models over the

“same period /See Porter and Mauskopf (1978]/.

The present chapter consists of two distinct sections. The
first, deals with a shifting demand for M1 in the mid-1970s, and‘ its
appérgnt causes. The second deals with inflationary expectations. ~'
Though both topics can be loosely joined under the general heading

.
of 'comPeting theories', they are treated separately here. The

~

~aif
results of section 6.1 bear in no way upon the assumptions or

conclusions of section 6.2.

o~
{

In section 6.1, transactions models of the demand for
components of narrow money are devé]oped. ~Whuen shift variables
\ are introduced to each equation it is concluded that the mid—1970\s
shift in M1 originated in the cyrrent account component. furthemore,
when cross-equation cons‘traints\ on the shift. coéfﬁcients ;re applied
within a systemﬁframwork, M1 appears to have shifted downward |

by an amount ranging from 4 to 8 per cent.

, - In section 6.2 various theories of expectation generation
;; are examined. One contribution of subsection £.2.A is in the
derivatioﬁ of an optimﬁm 'error-learning' series of,autoreﬁressive
" expectations. It is seen that under thé assumed conditions for

optimality, bot/h the order and sgaei’ﬂcielrlts~oi" ih'e autoregressive




-~

&
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*
generating function change oyer time. In subsection 6.2.B, a partial
adjustment model is developed 'in which alternative expectations
hypotheses may be tested. Although empirical testing of static

versus rational expectations proves not to be informative due to

" high residual autocorrelation, a general framework for such a test

is examined.

6.1 Components of Narrow Money

In Chapter 2, it was observed that M1 rodels which fit
quarterly data well prior to 1976 produce large negative residuals
for the subsequent two years. When a shift term (zero prior to

1976 I, increased linearly to 1977 IIT and held constant at 7 in

. 1977 1V) was included in the regression its coefficiént was found

to be significantly different from zero and to represent a decrease

in Ml of roughly 6,.7 per cent. Th1'§ procedure, as shown in Wilton
(1975), may be interpreted as a test for.structural change in the
constant term. ‘;t Qas conclude frqm knowledge of instituiioné]
behavior that the source qf thiis instabilfty was in corporate cash
'management policy. A more rigorou§ econometric exarg’inatioh of this

phenomenon is -undertaken in the_pmsent 'chapter.

- ’ .

A common transactions explanation of the mid-1970s shift
in money demand arises ‘from the Miller-Orr model. As noted if
Chépter 1, an '_impc){tgnp‘ determinant 9f ﬂthe demand for gash, inéy be ‘
tr’e vari ance of cash flow. Wi'th improved cash management techniques

a>fim's cash flow variance may be reduced relative to its scale

2

f -
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of operation. Akerlof (1978) shows that movement from loosely-
monitored accounts to tightly-monitored accounts will] have a
downward. impact on the demand for money. Whi l'e_Canadian bank
deposit data are not directly ~sepa’v~§5’1?as to holder of debosit,
it 1is probably safe to assume that ‘aﬂ personal chequing accounts
are hgl‘d by indﬁn@ua]s and that most current accounts are held By
firms. If the tra‘nsactions hypothesis is tsue, then the observed
M1 s!ﬁft should be more c}os'e'ly assﬁciatz/ed with the current account

component . than with either curre‘ncy‘ or personal chequing accounts.

An asset-style explanation of the M1 shift c1a1fms tha‘t_/the
> source of instability is misspeci.ficat'ion of the fitted equation.
(ﬁ © Friedman (1977) has shown that®™the oppbrtunity‘v cost of holding cash

balances is some weighted average of rates on assets across the

i

-~ ﬁ",
spectrum of maturiﬁes. To the extent that rates on assets of ~

.different matur*i%:ies are not included in thf specification of
demand for ‘money, pronoun\ced/movelments, in the term structyre will

' appear as ins‘tai:iﬁties in the ‘regression equai:ion.v Heﬁer and
khan (1979) tested this hypothesis by entering a quadratic yield
curve di\vect]y in’to"a regression equation for the demand for money: .
While they’reported a stable equation, Porter and Mauskopf (1978)
subsequently questioned ‘t.heir findings on the basis of dynamic

* simulations. Subsection 6.1.A reppris on single equation est.imat)"e;s
of the demand for compenents of narrdw money.‘ This ‘is done both
for mddels containing interest rates explicitly, and for models

* containing estimated parameters of a ‘q:adrati‘c yield curve, as

" measures of the opportunity cost of holding money.
‘ e ‘
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5,],}\ Single Equation Estimates@

Aggregate data in the following analysis include: curfency
outside banks (CURR), current accounts (CA), personal chequing
accounts (PCA), personal cheqt;ablé savings deposits at chartered
seasonally adjusted and cover monthly intervals. End-of-month’ (EOM)
data are collected from 1968: 1 to 1978: 9. Average-of-Wednesdays
(AOW) data are available from 1974: 1 to 1978: 9. Both-series are
used below., Interest rate data include: the rate on 90-day swapped
deposits (RSWAP), the rat.e'on non-chequable savings deposits at
chartered banks (RSDB), th; McLeod, Young and Weir average of
provincial bond yields (RPROV). Again, both EOM and AOW series are
used. Two measures of income are real gross national expenditure
(YGNE). and real personal disposable income (YDP). POP denotes the
size of the total Canadian population, CPI denotes the consumer price
index and PGNE denotes the GNE deflator. Three different shift
variables are used. SHIFTEX.is a 11néar tin;e treﬁd begiﬁning in
1974:-1-and held constant after 1977: 9. SHIFTL is a linear time
ing in 1974: 1 and held constant after 19\75:12. a

N
“SHIFT21s a 1inear time trend beginning in 1976: 1'and held constant

trend beginn

-

after 1977: 9.

. Two different dynamic specifications are used in mdelling
Ml and the narrow money components. The first involves: Almon

distributed lags. These models, apart from dummy variables for

A

t
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'periods affected by mail strikes and error terms, are summarized

‘as follows:

: 7 3
log (‘b%%%ﬁ‘) Salp+ Ibly RSAP g+ o cly Tog (FoRE), i » (6.1)
= =0
7 ;<3
log (“‘E) = a2y + 7 b2, RSWAP,_ Z 2, log (YGNE), . _
GN 1=O i ,i=0 1 ) t-.' 4
+ d2 SHIFTEX , \ . (6.2)
PCA 7 3 \
log ( ) =aly+ IDb3;RSDB, .+ I c3; log (YDP) . (6.3)
i=0 i=0
7 \ - 3
pcsns
log ( ) =ad, + I b4, RSWAP, . + I c4; log (YGNE)
—m! 0 1=0 i t“ .i=0
\ —
+ a4y T+ dd 2 (6.4)
7 3 ’
log ( ) = abg + *§°b5 RSWAP £ ifocsf log (YGNE), .
7
+d50 SHIFT2 + I g5, RPROVt i (6.5)

u i=0 ..
Here T is a Tinear time trend. Almon coefficients on income
follow a first degree polynomial and those on 1nterest follow a

second degree polynom1a1 as in models B and C of Chapter 2.

r Est'lmétes for these five ;nodels usin‘g AOW data /from 1974: 1
to 1978: 9 are reiéorted in Table 6.1.. In all cases, corrections
for first order autoregression were applied. The autocorrelation

coefficient is label 1,ed AUTO1. In the four component equations the

Durbin-Watson (DN) statistics are acceptable. In the aggregate

M1 equation, however, the traﬁsformed residuals still indicate

the presence of first order autoregr'es;iopi’ With assumptions -

-
I
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IMATES FOR SELECTED MONEY MER(%ES

CORRELATION OF OLS RESIDUALS

CURR 1.0000
CA 0.3089
PCA P 0.1925
pCSDS 0.1447

(AOW, 1974:01 to 1978:09)
Independent ~  Dependent Variable
Variables/ - ‘
Summary Stats. CURR CA PCA PCSDS M1
Constant -7.1005 <3.4681 -8.1033 -8.1457 -2.5282
(-22.3)* (-1.2) (-10.4) (-3.29) (-0.84)
SHIFTEX -0.0044
(-5.6) \
SHIFT2 - N -0.0023
) (-1.9)-
T -0.0139
\ " (-19.42)
° ‘ 0.0001
(12.36)
Short Rate (Z) -0.0064 -0.0211 -0.0129 -0.0208 -0.010
(-3.6) (-7.4)  (-3.3) (-11.05) (-2.63)
Long Rate (Z) | -0.021
‘ (-2.39)
Income 0.5214  0.6797  0.9720 1.0665 0.6490
. (2.7) (2.7)  (14.5) (4.95) (2.47)
AUTO1 10.969 0.213 0.338 {.630 0.789
. . ke
DW < 1.70 2.03 2,00 2.01 1.47
® \ 0.951 0.872 0.950 0.996 0.660
SER 0.00353

0.01379 0.01391 0.00501 '0.0076
! W - .« .

1.0000
0.7864  1.0000 ' -
0.5900

0.6699  1.0000

Y
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of normality, zero mean, homoscedasticity, and lack of autocorrelation'
in the error of each of these models, the t-values. reported in

parentheses below the estimates of Table 6.1 may be interpreted for

)

tests of significanoe_. AN reéressions report significantly

)

~~ negative 1nter?est elasticitjes and significantly positive (between 0.5

and 1.0) income elasticities. Thé correlation matrix was computed

for the OLS'residuals from the CURR, CA, PCA and PCSDS equations. This .
information, when taken in conju;iction with the lack of similarity '

of explanatory variables of these equations, suggests that
improvements in asymtotic,efficiency over OLS estimation can be

achieved. ‘ : . o

The second dynamic s:pec':nificatjon involves the Koyck
distributed lag. The Heller-Khan (1979) methodology has been
" applied to Koyck-style models for CURR, CA, PCA and Ml. The term
strucfure variables are the intercept, slope and curvature of a
quadratic yiéld curve based on monthly observations for seven
interest rates. Estimates from these four models are recorded
in Table 6.2. ‘ - : ‘ .

One remarkable feature of Table 6.2 is that even when the -

" term structure is entered explicitly in the Ml equation, the
/coefﬁcient of SHIFTZ2 indicates a dovgnwa'rd shift of apprpXimately
9.3 per cent.* Thi’g would seem to“réject the asset view ;Qat L Y

- 3

-

*Since SHIFTZ is entered in a formﬁhich gnrevents its rur;-off‘
over time, the percentage shift is computed by multiplying the coeff-
icient by the value of SHIFT2 at -its endpoint. .

.




t

e

b
4
;£
H
:
&
3
2
i3
{
£
:
i
g&
%\
£
)
I A
$ 3
i
}
L
<
¢
'
% -
} (
i
ot
| %
L we
i
AN
4
n
(.
(o

i
O e - S PO

-~ L ' w0

TABLE 6.2: SINGLE EQUATION ESTIMATES OF TERM STRUCTURE IMPACT IN
. KOYCK-STYLE MODELS FOR SELECTED MONEY MEASURES.

by

(AW, 1974: 1 to 1978:9) . ‘

Independent Dependent Variables
Variables/ g \ '
L7 Summary Stats. CURR - CA_. PCA M1
Constant -0.05225  -0.4265 0.1573  -1.3688
(-0.13)*  (-0.31) (0.37)  (-1.79)
. SHIFTEX -0.0079
) ("3-&) 2
SHIFT2 -0.0044
- (-3.05)
Income : 0.0131  0.2880 - 0.1184  0.2003
(2.08) ©  (2.38) (0.98) - (Z.59)
T5-Intercept 0.0029  -0.1274  -0.0624  -0.0754
(S M (0.23)  (-2.29)  (-1.28)  {-2.54)
~ | 1s-Slope . 0.2542  -1.2276  -0.6124  -0.5484
v (1.37)  (-1.85)  (-0.87)  (-1.25)
TS-Curvature 3.138- -16.8584  -7.9989  -5.8972
S (1.48)  (-1.88) . (-1.06) = ' (-1.16) -
Lagged Dependent 0.9975 0.3668  0.7916 0.8318"
(, ‘ (15.69) (2.71) (7.25).  (14.01)
™ 1.77 1.99 2.11 1.64
¥ 0.954 . 0.846.  0.958  0.9%
SER £ 0.00359  0.0148  0.0126  0.0070

S ' » v
l J

> *t-values are reported in pai'enthesees. Theyﬁa‘r)'e only
asymptotically valid due to presence of a lagged dependent variable.

**These variables are the estimated intercept, slope-and
curvature of a quadratic yield curve based on rates on 30-, 60-, and
90-day financial paper, and 1-3, 3-5, 5-10 and 10 years and over

Government of Canada bonds.

I am indebted to Ron Parker for

guidance in this area.
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instability in the demand for Ml is due largely to omission of

-

!

relevant interest rate data. Furthermore, in both the Almon
specifications of Table 6.1 and the Koyck speeifications of Table
6.2, the oﬁ‘ry component for w:ich a shift variable apparentb;
contributes explanatory po’wer‘- is CA. This would seem to support
 the transactions view that the downward shift in M1 resulted from

increased cash management efficiency of corporations. 5

Since the shift variables used in Tables 6.1 and 6.2 were
chosen on purely empirical grounds, it is useful to summarize our
prior views as to possible shifts ;n CA, PCA and PC3DS. Exam-

3 ination of institutional data reveals that banks began offering
cash management p]ans to thefr corporate customers in 1972. This

suggests that the downward shift in CA began before 1976:1.

As for PCA, the picture is less sharply defined. In the early
1970s, the chequing costs to customers fpr CP;s‘ re]at%ve‘to PCAs
increased dramatically. -One would normally associate th1:s with an
upward shif:t in J‘cﬁe demand for PCA. However, at the end of 1974;

a legislative change allowed tax exemption ori $1000 of interest
jncome. If the relevant opportunity cost for PCA is some tax-
‘adjusted interest rate, then this legal change should have had a
downward impact upon PCA. The combined effect on PCA is not,
therefore, unambiguous]&; defined. It is ngtable from the equations
of Tables 6.1 and 6.2 that the extended shift variable (SHIFTEX)

is relevant to CA and that no shift is relevant to PCA. Khen

\
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the extended shift is included' in the Mi equatiom, however, it
contribotes' e:gp]anatory power only: for the per'lbo 1976: 1'\to 1977: 9.“*

4

The final "component considered here s chequab'le personal
. savings depos1ts at chartered banks (PCSDS) whﬂe PCSDS {k not a
. component of M1, it may be considered a transactions_balance and
may be relevant because of its potential substi tutabihty with the
components of Mi. w1th “the advent of non-chequab]e savings in
1967, RCSQS~ fell off from aoleve] more than $2 billion highér than
demand deposits to_a level in 1970 roughly $0.5 billion below .
demand ‘'deposits. After-a two-year interval of oositi ve growtﬁ,
PCSDS from 11973 to the present s\tayed relatively flat and d\écl"fr\léd
steadily as a fraction of demond deposits. Throughout the oeriod N
explored in the present study, chequable savings deposits have been

¥

rather uncompetitive. . ' .

1 The PCSDS gquation (6.4) is also a simple transactions
fodel. An important feature of this model is the presence of a
qua&ratic trend. Although this trend has been l:hoseo simply for
‘the improvement it gives to the fit of the equation,' an ex post
justificatioﬂ for its presence may be that these deposits are held- -
by a particular segment of the population. The holders areq
’T(\ .. ~assumed to be averse to complications associated with maintain%ng

¢

' separate savings and checf@ng accounts, The estimated impact of .

) *SHIFT1 is the difference between SHIFTEX and SHIFT2. When ’
SHIFT1 and SHIFT2 are entered in the M1 equation only SHIFTZ is
- significantly different from zero. When they,are entered in the CA
equation both are significant. /

.\‘

R A - A




180 @

the quadratic time trend, as rgported in Table 6.1, might then be\the
result of two factors: 1) the "demographic effect of a hollding popula-
tion which is dech'm'r;g over time, and 2) a delayed learning response
to the diminished competiti veness of these instruments which occurred
in the late 19603\pnd early 1970s. The rate of“thaqge of this impact.
is seen to be ustrorig initially and to moderate gradually thr;)ug;\ the
sample period. The estimated polynomial, -.0139.T + .0001 T2, has
zero slope at T = 70, corresponding to 1979:10.—

W

6.1.B Systems Estimates

) \\& Bs Show»\m the correlation matrix of Table 6.1 there exists
consderable cross-equation correlation in the least squares residuals,
particularly among CA, PCA and PCSDS. In view of this correlation,
improved asymptotic efficiency is possi.ble with the application of ) -
Zellner-efficient (ZEF) estimation. Results for this alternative !

approach are shown in Table 6.3 for the four equation model.

Comparing the estimates and t-values of Table 6.3 with thejr

. corresponding entries in Table 6.1 confirms what one would expect;

namely, only slight changes in the-estimates and higher t-values on all
coefficients in the equations for CA, PCA and PCSDS. These were the

‘ )

equations least similar in explanatory variables and demonstrating

. , -4 ;
the highest cross-equation residual correlation. The t-values reported,

‘ ‘of course, are appropriate for statistical inference only asymppoticaﬂy.

Even in the present sampie of 57 observations, however, the asymptotic
& -

result appears to hold.

2
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'*t-values, valid asymptoticaﬂy,__am_m;pntemhassi :

b 11 . .
? C / S
§ " TABLE 6.3: ZELLNER EFFICIENT ESTIMATION OF COMPONENTS OF NARROW MONEY
’ S~ . (AW 197: 170 1978:9)
‘ f
Independent Variables/ .
Summary Statistics Dependent Variable
2 'CURR CA PCA"_ _PCSDS
< ‘ _ Constant: -6.9447 -3.7836 -9.6541 -8.8794
: , (-22.56)* (-1.75) (-9.59) (-4.53)
| _SHIFTEX -0.0046
! . | (-7.42)
7 . . .
‘ . 7 3 -0.0143
i . . (-23.13)
’ E T § 0.0001
C . . . s (16.33)
Interest (z) -0.0067 . -0.0207 -0.0090 -0.0209
g (-3.76) (-8.12) (-2.60% (-11.49)
> Income (%) - 0.4300 0,7069  1.1022 1.1240
. (2.33)  (3.77) (12.8)  (6.63)
J o X
‘, ) //J\ T
co. AUTOL 0.9693. 0.2258  0.3506  0.6302
DW 1.68 1.97 1.97 2.01
® . 0.949  0.864  0.951 . 0.996
SER 0.0057. -0.0223  0.02174  0.00804




}
m

Aside from the -potential gainhin asymptotic efficiency,
a second’potentiﬂ benefit of ZEF estimation” stems from t'tge feasibility
of cross-equation constraints. In the present context it is considered .
ful to constrajn the magnitudes of shifts_in the lvariou; components

as a means of incorporating prior know]édgeT\For example, if equal and
_opposite shifts occur simultaneously in two components of Ml thgn the
aggregate should be unaffected. Conversely, any shift in one component

-~ : which is not matched® y an equal and oppostte shift in another component:

| should be reflected in the aggregate numbers. Suitable mo&iﬁcations

t6 the CA, PCA, and PCSDS equations appearing in Table 6.3 aHowir—_/\_/

the interrelation of shift coefficients. The modifications ardy ‘

1) SHIFTEX of the CA equation is split.into SHIFT1 and SLIFTZ, 2)‘ SHIFT1

and SHIFT2 are included in the PCA equation, 3) YGNE replaces YDP in .

; the PCA equation"to avoid the collinearity which was apparent between

YDP and. the'shift, and 4) SHIFT1 and SHIFT2 replace the quadratic trend
of the PCSDS equation. * ‘

)Results from the unconstrained model estimated with AOW data
from 1974:1 to 1978:9 appear in Table 6.4.' 1t is seen that for CA both

shiTt coefficients are negative and significantly different from zero. :

S For PCA both are positive but not significantly different from zero while
é . for PCSDS neither shift coefficient is significantly different from zero.
i This suppAhrts the inference drigwn from the .OLS estimates that the M1
h sg—» » shift can be largely identifie shift in CA. It seems to conf'lict,r
/ Es ) however, with th‘e Jhference drgwﬁ com the M1 regression that\ the 'shift

™
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began in the first quarter of 1976, The CA equatiom of Table 6.4 -
suggests that funds began shifting ~out in early 1974. .

TABLE 6.4: -ZELLNER EFFICIENT ESTIMATION OF UNCONSTRAINED THREE

LY

. - EQUATION MODEL (AOW 1974: 1 TO 1978: 9) .
Independent Variables/
Summary Statistics S Dependent Variable
CA PCA PCSDS
Constant . . - ~6.1239 -5.9444 . -5.1747
(~1.90)* (<0.86) (-1.36)
SHIFT] : -0.0040 0.0033 0.0018 -
(-5.11) {1.52) (0.46)
SHIFT2 . -0.0058 -  0.0025 .-0.0006
A . (-5.11) (0.10) (-0. 30)
Interest. () -0.0188 -0.0141 -0.0172
o (-2.74) (-2.00) (-5.36)
Income () 0.9057 0.7459. 0.7561
. (3.24) 4 23) (2.35)
AUTO1 - 0.3239  0.6380 0.9651
(2.88) (6.57) ,(107.8%)
DW 2.31 .2.43 2.39
R 0.864 _  0.945 0.995
SER - ‘f 0.02068 0.02124 0.00825

:

k!

. 1;“ ‘-‘
*t-values, valid asjﬁ:toticany, are in parentheses

¢

»

results of Table 6.4 in terms of estimated dollar amounts shifted to

each of the components. An estimated exodus of $876 million came

5

The first row of Table 6.5 summarizes the relevant regression ~ ..
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TABLE 6.5: CROSS-EQUATION CONSTRAINTS ONSWIFT COEFFICIENTS IN CA, PCA AND PCSDS EQUATIONS
p 7 ' _

. (AOW 1974:-1 TO 1978: 9)

Constraint Test Stat.

Estimated SHIFT1

Est‘fmated SHIFT2

Estimated Total

s 12) i 9 (19?335'{%%
A _HCA_ " PeSDS A PCA___PCSDS_ $ MiiTion t
{ - ) .
1 ) -876_ 0 0 -1249 o 0. w2125 -N.7
2 L2 793 4177+ 0 -1229 o* 0 -1845 -10.1
3. 2. -673 4226 4912  -1198 . Q% 0 ~1645 -9.0
4 °& 2.94 -581 +259% 41054 _ -1167 Z* 0 -1489 -8.2"
5 2.00 -940 ¥93* 201 1229 0% 0 -2076 1.4
6 1.74 -912 +113* -116 -1239 o* 0 -2038 ‘ -11.2
7- 4.33 ov 208 0 -795 o* 0 587 ..3.2
* Indicates constrained estimate. ) -
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': infiqx of funds to PCAs between 1974: 1 and 1975:12 is apﬁroiimate'ly

" PCA equation is repeate'd in all six constrained models of Table 6.5.

%’ 185
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from CA between 197\4: 1 and 1975:12. Another SII ,249 million shifted

from CA between 1976: 1 and 1977: 9 with no shifts appearing in either
of the othker two components. © The combined shift in Mi is then computed
to be $2,125 million or 11.7 per cent of its average level over the

period. fl‘\

In the subseqi\:\ent rows of Table 6.5, a series of arbitrarily

~ chosen cross-equation constraints were appl 'ie{j to the coefficients of

the shift variables as a means of assessing the robus,tgxess of the uﬁ-
constrained shift estimates reported in the previous paragraph. The
coeffictents of the shift variables in the assumed models imply specific
percentage changes in the dep:r—'trd;n\tz variables. It is possible, therefore,
to constrain the coefficients across equations in such a way as to im-
pose a.given relation on the shift magnitudes of the various components.
The method for testan the appropriateness of such constraints is to
compute the systems analogue of the F-ratio. This ratio is distm‘bu}:ed
asymptotically as chi-square with q degrees of freedom, whém q is the
number of constraints. If the ratio exceeds the tabulated critical
value at an appropriate level of significance the validity of the null

hypothesis, i.e., the constrained model, is statistically rejected.

‘For constraint 2 of Table 6.5, the null hypothesis is that the

equal to 1/5 of the exodus of funds from CA, with no shift in PCA
between 1976: 1 and 1977: 9. .The constraint to zero of SHIFT2 in the

[

&

i

/

)

T i e

e




X

The test statistjc shows that these constraints cannot be rejected.

\ . ment ofﬁéﬁos from +$1,054 million to -$291 million is observed. The
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Constraint 3 inpo;es a SHIFT1 in PCA approximately equal to -1/3

times the shift in CA. Con:straint 4 imposes a SHIFT1 in PCA approxi-
mately equal to -2/5 times the shift in CA. Constraint 5 imposes a
SHIFT1 in PCA approximately equal to -1/3 the shift in PCSDS. Con’étraint
6 imposes a SHIETI in PCA approximately equal and opposite to the shift
in PCSDS. Constraint 7 constrains SHIFT1 in CA to zero. In none of the

six constrained models was the test statistic (compared with Xg at the

90 per cent level of 4.61) high enough for rejection of the null hypothesis.
It is notable that even constraint 7, which constrains the early shift

in CA to zero is not rejeéted. Also, a wide variation in possible move-

range of M1 shifts 1mp11ed by these seven runs is from 3.2 per cent to
1.7 per cent. EFt is therefore possible that some of the long shift in
CAs could be masked by an offsetting shift in PCAs; however, with this

relatively short sample period it is not possible to impute a very high
degree of\precision to the shift estimates. ' |

To investigate the possibility that the early CA shift is a ’

spur‘iousﬁré’sult peculiar to the short sample period, I tried four differ-
ent shift variables in the Ml equation for two sample periods. Since

\
ayerage"—of-Nednesdays (AOW) data are not available prior to 1974: 1, the

longer sample perigd consists of end-of-month (EOM) data. The results,

. summarized in.Table 6.6, would appear to support the claim that the early .

shift in CAs is spurious. whi'le’the{xtendgd ;,v‘hift appears signiﬁ' cant
to}Ml for both sample per'iods_,jts signiﬁcqnce, at least for the
- / - -

]
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TABLE 6.6: M1 EQUATIOR, LEAST SQliARES EéTIMATION OF THE SHIFT

1

1

s ‘\’
Independent - Dependent Variables N
Variables/
Sumary Stats. (AOW 1974: 1-1978: 9) (EOM 1968:12-1978: 9)
Double Extended DoubTe Extended -
Shift Shift Shift Shift
SHIFT1 ¢ .0.0027 0.0001 *
(-1.79)* (0.05)
SHIFT2 .- T -0.00%2 » -0.0032
, . (-2.20) . , (-4.19) ‘ |
" SHIFTEX .« ‘ -0.0029 C T -0.0016 1 1
(-3.77) - (-2.88) - 4
RSWAP (Z) -0.021 '-0.021 -0.016 -0.016 . /
(-4.67) (-4.77) (-5.93).  (-5.00) ‘
RPROV (£) 0.004 0.007 -0.023  -0.012 1
- (0.25) (1.08)  (-2.88)  (-1.54) .
Income (z) ‘ 1.042 1.018 ' 0.846 0.825
(3.90)  (4.42)  (16.92),  (11.79) |
AUTOL 0.619  0.6175  0.8208  0.8844 o
DW . La2 1.2 1.69 ¢  1.74
33 ©0.715 - 0.724 0.829 ' 0.728
SER [ 0.00783  0:00755  0.00751  0.00611
% Shift. -13.2 -13.2 6.6 . -T.2
*t-values, are in parentheses
M
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EOM data, seems to derive from the 1976 and 1977 segment. The early
‘ shift is significant using AOW data, but is not using EOM data.

The CA equation, though not reported here, was estimated using
EOM data for the period 1968:12 - 1978: 9. This regression gave support-
ing evidence that the ear1y‘CA shift is peculiar to the AOW data and the ,
. shorter estimation period. While the extended shift was siénificant for
the longer sample period, most of its explanatory power came from the
1976: 1 - 1977: 9 segment. When the extended periodlwas split into
/SHIFTI and SHIFTZ, only the latter remained significant. SHIFT1 indicated
a negative shift although it was not significantly different from fero.

When Zellner-efficient estimation was applied this result did not change.

As a further test for possible spuriousness in the results from

the short sample period, the cross-equation constraints of Table 6.5 were

- applied to the same model using end-of-month (EOM) data for the period
1968:12 - 1978: 9. The results appear in Table 6.71 Several points are
worth mentioning. The first is that the early shiftkin CA, though uncon-
strained in rows 1 through 6, is never sign1¥icantly different from zero.
The second is that the positive early shift in PCA appea;s unimportant s .

_-as a fraction of the negative early shift in PCSDS. This is not sur-
prising since most of the shift between PCSDS and PCA is thought to hgve
oecurred between 1968 and 1971. Third, estimated M1 shifts range from
4.2 per cent to 5.6 per cent -- smaller than the aggregate measures and
much less variable than the corresponding measures for AOW, 1974 - 1978

-

data.
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TABLE 6.7: CROSS-EQUATION CONSTRAIN%S ON SHIFT COEFFJCIELTS IN CA, PCA AND PCSDS EQUATIONS
(EQM 1968:12-1978: 9) “

, . Constraint Test Stat Estimated SHIFT) Estimated SHIFT2 Estimated Total . .
P ‘ ’ (1974:1-1975:12) (1976:1-1977: 9) . M Shift .
- $ Miilion - $ Million - 1974:1-1977:9
: , .} PCA____PCSDS A PCA PCSB§'"‘3N*TTH§T‘7F?Hr3%§:
j 1 0 0 -1526 ° -763° 0 ‘901 - -763  .4.2
g - ) <
‘ 2 4.4 0 +12¢  -1514 .88 0. -910 -866  -4.8
3 4.55. 0 9% -1514  -1022 0*  -910 -1013 © -5.6
i 4 4.63% g #3151 898 0% - -910  -ges  -4.9
| ,
. i
: 5 7.86%* 0 +19* 1313 -1084 or 944 - 666  -3.7
6 7.31% 0 43sx .35 -1001 0* -7 -626  -3.4
4 . (
7 2.93 0* 0 -1520  -2022  0* .94  -1022 5.6

.

{
* Indicates constraihed estimates.

[ ** Indicates significant rejection of the null hypo:thesis at the 90 per cent level.
] : / "
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Such wide swings in the point estimates coming from different

L / data illustrate the need’for caution when attemptihg to attach a dollar

amount to the shift out of Ml. These results indicate; however, that

~ such a shift did occur and that it predorﬁ%hated -in the current account

component of M].

®

: _Q._Z*‘_Exgectati;ms ) )
/_ - [ [
6.2.A. Formation of Expectations ) °.
~ One popular hypothesis regarding the formation of expectations

is that current and past leyvels of a given variable aré suffigiqnt
for the modelling of expected future levels. One begins with the
assumption that the expectation of prices; for example', can be

oL
represented as: ' ‘

4

Ea(Pe) =ALPLY ey s S O

where A(L) is a polynomial of the distributed lag operator L. The’
symbol e is used to represent a random error term. For convenience,
the same symbol is used for the error of subsequent equations

though they need not represent the same error process. Et-l(Pt)

is used to represent the expectation formed in period t-1 of pr"ices

* in per:iod t. Referral to the expectations of 6.6 .as 'autoregressive’
iﬁ;/o]ves another important assumption -- one’which-‘is rare'l‘y“
mentioned. 11; the process represented by 6.§\is autoregress%‘vé

o in the traditighal sense of the word, then . "

.
1
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Egy(Py) =P, . (6.7) -

-This {r_nph'es that expectations are always realized. This condition

mly or may not be desirab'le for any givén application,
%

One example of autoregressive expectations, given condition

[

" (6.7), 1is written: - g

Bpg(Ped = by Py # 0Py =Py p) H ey - (6.8)
This may be compared to (6.1) with a = by +by o :' -b, and
n=1. With b2 >.0 then past trends are-expected to continue and

\

expectations are said to be extrapolative. With b2 < 0 then past’

trends are expected to reverse and expectatiods are said to be

A

regressive, With b2 = 0 expectations are static.. -
- . ‘ k\‘ )
An altermaté form of expectation generation is provided by

| . .
the adaptive expectation model. Such a model first appeared in
e . the demand for money literature in Cagan (1956). Hére, price
expectations are assumed to adapt to last period's expectations

in proportion to last period's forecast errar as follows:
Ep1(Pe) = Epp(Pe ) + APy = Epo(Pey)] rey

With 0<i<l, this is equivalent to expressing expected prices as a

/

geometrically declining distributed Tag on actual prices:

” . - 0. . -
Y ]
o Et_l(Pt) = Aiio(l‘x) Pojop T & - (6.9)
:’.
[N
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The idea that expectations are formed 'rationally' is formally

credited to Muth who wrote in 1961 that "expectations, since they are
\

informed predictions of future events, are essentially the same as the

predictions of the relevant economic theory ...", More precisely,

the rational expectations hypothesis statés that expectations are

the true mathematic;l expectations of future variables conditional

upon all in"r'omatibn available at time t. Nﬂith'in the context of a
simple macro model, rational expectations on prices might be represented
qi a reduced form equation containing lagged values of prices and all

d¥her relevant information on the exogenous variables. The assumption

that prices behave according to a sthwn reduced form endogenizes

price expectations to the model. That agen¥s utilize full information

H

in the place of the 1imited {nformation contained in past inflation
rates. to form inflation expectations underlies, for example, tl;le wdfrk |
of Modigliani and Shiller (1973) and Sargent and Wallace (1973). /

Midway between the concepts of autoregressive expectations

and rational expectations lies the recognition that there is an economic
cost associated with the acquisition and use of information. Feige and )

Pearce (1976) introduce the notion of ‘economically rational' expect-

ations to represent those expectations which are formed on the reduced
information for which the marginal improvement in forecast is just off-
set by the marginal cost of acquiring information. Feige and Pearce
assume that information on inflation history is of negligible cost and
that agents go to autoregressive expectations models first. Using the
cross-correlation procedure of Haugh (1972) they concluded that neither -

-
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0
“J
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1974

.

1975

K
1976

1977 :

2
3
4
1
2
3
4
1
2
3
4
1
2
3
4
1
2
3
4
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lA__.BI; 6.8: AKAIKE - OPTIMUM AUTOREGRESSIVE FILTERS FOR PGNE
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- thecopdimum order of autoregression lengthens. This is consistent with

~ time. In addition, ,the-expectation generating function is optimum, in a
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monetary policy variables (three different money aggregates) nor a
fiscal policy variable (high-employment budget surplus) could significantly

improve upon the forecasts of the. autoregressive models. )

" One drawback of the rational expectatian approach is that the
structure of the expectagion generating mechanism is assumed constant and
known. There appears Eo scope for ‘error-learning' or.for relevant changes

as new and better information becomes available. An attémpt to deal/wjth

this problem is made in the present study by applying the Akaike technique

(described in Chapter 4) to a subsample of 50 observations on PGNE and
rolling this subsample one observé}ion at a t%me through the fui]_samp]e
from 1956 I1 to 1977 IV. This allows not only the autoregressive coeff-

icients, but also the order of the autoregressive process, to change over

«statistical sense, at every point in time. The coefficients of these
. ¢

‘Akaike-optimum' autoregressive filters are recorded in Table 6.8, It \ %
. | .

is seen that as the sample extends Tﬁ}o the price-volatile mid-1970s

the viiw that, as uncertainty increases, aggnts will rely less upon the
immédiate past and will rely more upon a longer historical record in forming |

expectations of the future.

6.2.8.

Static Vs. Rational Expéctations

In this section, the partiai adjustment model of Kennan (1979)

P

is adapted for. testing between static and rational expectations in the

demand for money. We denote, as before, short—runhdesired Féa1 balances,

PRV D e e
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Mg, as
Mg =apta Y tar, + Uy e o (6.10)
- —— — o

We define long-run, desired real balances, ﬁt’ as a rational dis-
tributed lag of current and future short-run, desired real balances.
It is assumed that individuals seek to minimize the expected present”

value of the quadratic loss function:

dy2 S
L R Exl(M -M ) + aZ(Mt Mt 1)?' .~ (6.11)
with respect to actual real balances, Mt' R is a known and cons'tant
discount factor. Setting the first derivative of this expected

éresent value with respect to M,t to zero yields Kennan s first-order

optimality condition. With suitable modification and the assumption

that: ’ !
E(AM, ;) = M, \ ‘ (6.12)
Lv‘ ~
the opt'lmalihty_cond?ition reduces to
$ .
[ - __@ﬂ)__ + L] a1 = ; Mg. (6.13)

%

-+ where L is the "{b}ckward operator, and a is allaz.

If A is one root of the quadratic operator for L in (6.13),
then 1t can be %hown/ Kennan (1979, p.1443)7

(1-aL)M, = (1-2)(1- m) Md ¢ > 2. (6.14)
(1-ARL™ )




o i = R

(~ . Ih general the 1ong-ruﬁ desired level of'real balances M
N H

AR 1S given by

LKA aam W

O (eart>h)y e I
nu‘ﬂ“‘ . V“; xé,

! . .aljows us ;o‘%ﬁjﬁe

o
'W ora

M =M, +(1 'A)(ﬁ N, ) R (6.15)

This is recognizéd as the partia] adJustment mechanism described in

g sectwbn 5 1. 1In short, fhe optimal adjustment. path (6 13) is shown
here ﬁo sa%;S?y the" part1a} adjustment rule,

- C uu
N RN
»‘

t’
w111 differ‘from the short-run target, Mg

by combining ‘the optimal adjustment path £6.13) with structural

This is accomodated

model (6.10). Setting the discount rate R at unity, for convenience,

yields the general reduced form: - .

where By = ac,/(2+a), B, = aa;/(2+a), B, = aa,/(2+a), B, = 1/(24a),

By = 1/(2+a)fl@nd v, = a ug/(2+a). | : ’

¥

With static expectations, E (Mt+s%:§ (Mt) =M, for all s. In

this case, the long-run target, M., is indistinguishable from the

d

short-run target, M:. Substituting Mt

for‘ﬁi in (6.15) then yields

L

W (o . the reduced form model: \ .
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e

My =gt ypYetvp it yg Mt s o (6.17)

| : where v =*(1-A)ao, Y = (1"\‘1)&1, Y, = (l-l)dz, Y3 = A and | 9
W, = ,(1-)‘)"1:' ‘ ‘
While, in principle, models (6.16) and (6.17) can be seen
- as spec;al cases of a more general model, it is found that the
traditional significance tests cannot be apph‘eﬁ here because of
strong autocorrelation in the residuals from (6.16) aﬁd the general
%mode'l. The unconstrained model, when e'stimated for data exténding
from 1956 II to 1977 III, has a Durbin h statistic of -3.86 and a
, DW statistic of 2.76. Model (6&16), when estimated over the same
; (T* beriod, shows a Durbin h of -4.73 and a DW of 2.73. Model (6.17),
i ' however, rejects first-order autoregression with a Durbin h ;)f 1.37.

A similar result is obtained for five subsamples.

While the theoretical derivation of the test is sound, in
‘application it appears less than satisfactory. This is due, in part,
to our failure to observe expectations directly. For example, to

make the above test operational, Kennan's adjustment path is

; transformed to (6.13) with the assumption that Et(AMtﬂ) = M.

£

Within Muth's rational world such may be the case, but it is not at all
clear that this should be so when expectations are static. D‘irect
tests of expectation formation when the expectations variable itself

/" must be proxied must always be subject to doubt.
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6.3. Concluding Comments

o

As in most areas of economic research, several theories abound -
as to the nature and origin of the gemann for money. In"the forggoing
chapters of the present work 1 have sought to identify the prevalent
issues which have béen open to disagreement in the literature. These
have'geen'stability, functional form, causality and dynamics.

The present chapter deals with two issues which maybye viewed as dis-
tinct from one another, except that both are examined here under the

general theme of competing theories.

Different theories as to the motives for holding money yield
different views as to the source of recent instability in demand for

money equations. The transactions épprbach points to the passibility

" that instabilty has arisen in the demand for cash by firms, while the

portfolio approéth suggests misspecification in the opportunity cdst
variables: of conventio?al equations. The foregoing empirical ana]&sis
both supports the transactions view that the demand for CAs has shifted,
and rejects the portfolio view that functional ingtabi1ity is related

to--the absence of a spectrum of rates in the demand equation.

The unconStrained estimate of the M1 shift implied from component
equations usgng AOW d§ta from 1974:1 to 1978:9 was 11.7 per cent,
This may be too high an estimate for reasons peculiar to the‘§bortne550
of the sampie period. As an illustration of possible imprecision in
this estimate, constraints applied to this model which yielded an

v

estimate of 3.2 per cent could not’ be statistically rejected. The lowest
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estimate of the M1 shift from Tahle 6.5 with an unconstraiﬂed early CA
. shift was 8.2‘per cent. Similar equations when estimated ;ith EOM data
from 1968:12 to 1978: 9 produce estimates of the shift ranging from
4.2 per cent to 5.6 per cent. These numbers suggest a realistic con- "

fidence region for the shift in M1 to be from 4.2 .to 8.2 per cent.

The second section of Chapter 6 deals with expectations. Com-
peting theories may or may not/bé in conflict as to the relevance'cf :
expectations to the demand fﬁ%fz;ney. While asset theorists'agree among
théﬁse;ves that price expectations .should be a determinant o? money
demand, transactions theorists are less in agreement. Whether the dis-
pute is about relevance to the demand for money or-about the formation

(‘ of expectations, empirical resolution has been hampered by lack of

observed gxpectations data. In spite of this, simplifying assumptions

have been, jn dealing with two expectations-related topics.

In subseckion 6.2.A. an optimum autoregressive filter for prices
computed at each point in time for the period 19§7‘III to 1977 1V.
riterion for optimality was minimization of Akaike's final prediction
error. It was seen that not only do the autoregressive coefficients
change over time, so does the optimum order of autoregression. With
expectations being formed in an 'econo;ically rational' manner, then
expectations formed in mid- to late-1970s were based upon a longer his-. -

torical record than those formed a decade earlier.

In subsection 6.2.B. a procedure developed by Kennan (1979) to

test for static versus rational expectations was adapted to the demand

L3
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'for money. While the theoretical derivation may be sound, its
appHcatian proved unsuccessful. The-lagging -and 1e’ad1n’g' dependent
variuables on the RHS of the more general models seemed to contribute
to strong residual autoc;)rr?elation. ‘It was con;:'luded that, common
to most empirical tests designed to choose aetween alternative

i expectat1ons hypotheses, this erocedure suffers from 1ack of

- observed data on price expectations L.
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