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ABSTRACT

Inspired by the knot abundance on biopolymers such as extracted DNA from phage

capsids, DNA in nanofluidic systems and proteins, we introduce a knot factory on-chip

based on hydrodynamic compression of single T4 DNA molecules against barriers in

nanochannels. The proposed method provides an efficient way to form knots on DNA

under compression and detects the independently evolving knots during the relaxation

process following the compression. We observe that knotting probability increases with

pressure as well as with the waiting time in the compressed state. Moreover, we de-

velop a free energy formalism derived from scaling arguments, which describes our

experimental findings. Our proposed model suggests that while Poissonian statistics

is able to explain knot formation at low pressures, it breaks down at high pressures,

which can be explained by the important role of knot-knot interactions on highly

compressed molecules. Finally, we observe step-wise complex-knot unraveling on the

relaxing molecules and find that in multiple-knot events, knots interact with each other

via hard-core repulsion. Moreover, we develop a platform for flow-assisted DNA disen-

tanglement. In our lab-on-chip device, long mega base-pair genomic DNA is extracted

from single cell, purified and disentangled by hydrodynamic flow. The chip design

allows for single-cell trapping in a microchannel, cell lysis and genomic DNA extrac-

tion and purification. The long entangled/knotted DNA molecules are subsequently

trapped at the post-array entrance. Using hydrodynamic flow, the DNA molecules are

disentangled and subsequently stretched in the post arrays. Our proposed chip design

minimizes DNA fragmentation and is a high-throughput method, which can be further

utilized for DNA sequencing.
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ABRÉGÉ

Inspirés par l’abondance de nœuds présents dans les biopolymères tels que l’ADN

extraite des capsides des phages, l’ADN de systèmes nano-fluidiques et l’ADN de

protéines, nous introduisons un dispositif de fabrication de nœuds basée sur la com-

pression hydrodynamique de molécules individuelles d’ADN T4 dans des nano-fentes.

La méthode proposée fournit une manière efficace de former des nœuds dans l’ADN

compressée ainsi que de détecter l’évolution indépendante des nœuds durant le proces-

sus de relaxation suivant la compression. De plus, sur la base d’un argument de mise

à l’échelle, nous développons un formalisme d’ènergie libre qui décrit nos observations

expérimentales. Le modèle proposé suggère que, même si les statistiques Poissoniennes

peuvent expliquer la formation de nœuds sous faible pression, elles ne peuvent expli-

quer leur formation sous haute pression; leur formation peut être expliquée par le rôle

important joué par les interactions entre les nœuds sur les molécules hautement com-

pressées. D’autre part, nous observons un dénouement séquentiel complexe des nœuds

sur les molécules au repos. De plus, nous notons que lors d’événement concernant

plusieurs nœuds, les nœuds interagissent entre eux via une interaction de type inter-

atomique. Finalement, nous introduisons une plateforme de démêlage des nœuds de

l’ADN par courant hydrodynamique. Dans notre dispositif laboratoire sur puce, des

séquences d’ADN longues de plusieurs mégabases sont extraites d’une cellule, purifiées

et démêlèes par le courant hydrodynamique. La géomtrie de notre dispositif laboratoire

sur puce permet l’emprisonnement de cellules individuelles dans un micro-tube, puis

l’extraction et la purification de leur lyse ainsi que de leur ADN génomique. Les longues

molécules d’ADN emmêlées dans le micro-tube sont ensuite emprisonnées à l’entrée de
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nano-fentes. Les molécules d’ADN sont démêlèes et étirées dans les nano-fentes à l’aide

du courant hydrodynamique. La conception du dispositif laboratoire sur puce suggérée

minimise la fragmentation de l’ADN et maintient une haute capacité de production.

Notre dispositif laboratoire sur puce est donc un bon outil pour le séquenage d’ADN.
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CHAPTER 1
Introduction

1.1 Introduction

Employing knots as a motif in stamps and seals dates back to 3500 BC [1,2]. Knots

have also been used as decorative objects in arts as well as in early Christian monuments

and manuscripts, such as the Book of Kells and the 8th-century St. Teilo Gospels [3].

Beside their ornamental usage, knots are employed in different applications ranging

from climbing and sailing to tying shoelaces and surgical sutures. Despite their useful-

ness, however, knots can be bothersome if they cause undesirable conditions, such as

knots formed in long hair, electrical cords and catheters [4]. Knots also naturally exist

in microscopic scale on biopolymers, in particular DNA and proteins [4–6]. Microscopic

knots vary from simplest knot types detected in proteins [7] to very complex knots on

the DNA extracted from tailless P4 phage capsids [8]. How these microscopic knots

influence the physics of polymers in biological systems is a very important question

in polymer physics. Many theoretical and experimental studies have been devoted to

understanding knotting mechanisms, knot complexities and how knots affect the global

polymer physics [4,9–13]. Studies have shown that knots decrease the relaxation time

of the stretched molecules in elongational fields [14] and reduce the tensile strength of

chains [15,16]. Finally, different knotting methods have been proposed [9,15,17,18] in

order to provide a platform for studying knots.
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This dissertation presents the results of the two projects that I performed dur-

ing my PhD. Chapter 1 provides a general introduction to the subject and introduces

motivation for the performed projects. Chapter 2 explains the background and the

literature of the projects. In chapter 3, a nanofluidic knot factory on chip is intro-

duced. The theory and calculations are given in chapter 4. Chapter 5 presents some

observations of knot dynamics on DNA molecules as well as knot complexities. In

chapter 6, a lab-on-chip platform for single cell trapping, lysis, DNA extraction and

purification and flow-assisted disentanglement of DNA molecules in post corridors are

introduced. Finally, chapter 7 summarizes the obtained results followed by conclusions

and perspectives. In the current chapter, knots as topological entities are defined; knot

characterization methods and different knot types are explained and the instances and

significance of knots formed in macroscopic and microscopic scales are discussed. More-

over, different knotting mechanisms on confined polymers are introduced and compared

with each other. Finally, the concept of microfluidics and nanofluidics is explained and

examples of the improvements in the field are provided.

1.2 Knot Definition

Knots are mathematically well defined on closed nonintersecting curves. A knot is

a self-entanglement on a closed string that can only be untied if the string is cut [19].

On the contrary, a knot-free closed loop is called an unknot or a trivial knot. Figure

1–1 illustrates schematics of an unknot (Figure 1–1 (a,b)) and a knot (Figure 1–1 (c))

on closed strings. We can identify knot types by projecting a three-dimensional knot

onto a two-dimensional plane and analyzing the crossings (nodes). In this respect, if an

entangled state of a closed loop can be rearranged such that the resulting 2D projection

has zero crossings, it is called an unknot or a trivial knot [4].
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(a) (b) (c) 

Figure 1–1: Diagrams of closed curves representing examples of an unknot (a,b) and a
knot (c). According to the definition of knots on closed curves, the self-entanglement in
(b) can be rearranged to (a), thus is considered an unknot. Panel (c) gives an example
of a trefoil knot.

Topological entanglements on proteins [4,5] and linear DNA molecules [13,20] and

their significant effect on the physics of linear polymers [9, 16] show the importance

of systematic knot identification on open chains. Knots on open chains, however, are

not rigorously defined. Taylor [21] introduces an intuitive way of knot detection on an

open curve: an entanglement on an open chain is called a knot if it cannot be opened

via holding and pulling the two ends of the chain. Figure 1–2 shows two simplest knot

types on closed and open curves. Mathematically, in order to define knots on open

chains, we imagine that the two ends are closed such that they do not pass through

loops on the same chain prior to the closure (Figure 1–2).

1.3 Knot Formation on Macroscopic Chains

Knots on ropes, strings and cords have been used throughout history for human

benefit and prosperity including human safety, building houses and boats, fishing and

textile production [2]. Moreover, spontaneous knots are observed in long strings such

3



(a) 

(b) 

Figure 1–2: Schematic of trefoil (a) and figure eight (b) on closed (left) and open
(right) chains. The arrows depict the process of cutting a closed knotted curve to yield
equivalent knot type on the corresponding open chain. The closure of a knotted open
curve would be in the reverse direction.

as in hair and electrical cords [4]. In biomedical context, knots appear spontaneously in

surgically implanted catheters [22] as well as in umbilical cords [23]. These observations

have led to studies on the origination of knots and the factors influencing knottedness as

well as how knots affect the physical and mechanical properties of chains [24–27]. Some

studies [18,24,26] show that there are similarities and differences between knotting in

macroscopic chains and knot formation in microscopic scales. Some argue that the

relative simplicity in the implementation and analysis of knot-related experiments in

macroscopic scales can lead to a better understanding of the details in microscopic

scales [28]. Some of these studies are introduced below.
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Belmonte et al. [29] suspend a stainless steel chain of N -coupled pendula from an

oscillating support, which imposes sinusoidal movement of the chain at different ranges

of frequency. The results show that while the chain exhibits rigid rod-like and planar

pendular motion respectively at very low and intermediate frequencies, it displays

a vigorous motion at high frequency, resulting in a chaotic movement that leads to

the self-knotting of the chain. Hickford et al. [24] perform a similar experiment on

ball chains of different lengths sitting on a horizontal plate subjected to a sinusoidal

movement . They find that knotting probability increases monotonically with chain

length N for Nmin < N < Nthreshold. The knotting probability is zero for N < Nmin

and plateaus for N > Nthreshold. The authors argue that while one cannot eliminate

the possibility of higher knotting probability obtained for much longer chains, their

results are in contrast to the predicted equilibrium behavior of polymers in self-avoiding

random walks, where the knotting probability approaches unity for sufficiently long

polymers [30]. Raymer et al. [26] obtain similar qualitative results for a chain confined

in a rotating cubic box. They observe that the knotting probability in their system

increases with the length of the chains and levels off for long chains. Reference [4]

presents the simulation results on knotting probability for agitated strings in a box as

a function of chain length . In contrast to the experimental results obtained in [26],

the simulation results show that the knotting probability is close to one for sufficiently

long chains, which is consistent with the theoretical predictions [30]. Raymer et al.

argue that the empirical probability could approach unity if the chains are made much

longer and flexible.

Ben-Naim et al. explore the opening time of knotted granular chains subjected

to vibration [28]. In their experiments, a simple (trefoil) tight knot is made at the

center of a ball chain and the chain is subsequently positioned on a vibrating plate.

5



The ball chain is composed of N hollow spheres connected together via thin rods. The

chain can be viewed as a bead-spring system, where the spheres interact via hard-core

repulsion. They show that the unknotting time of a chain of size N scales with N2,

which implies the diffusive behavior of the knot on the chain. Ben-Naim et al. argue

that their system can be used in understanding the dynamics of topological constraints

in polymers, as the vibrating plate provides the motion induced by thermal energy in

microscopic systems.

Finally, knots affect the strength of strings significantly [4]. It is well known in rock

climbing and fishing that knots weaken ropes and fishing lines [31, 32]. Experiments

on fishing lines and cooked spaghetti noodles confirm that knots decrease the tensile

strength of the strings down to 50% [27] and suggest that the breakage always occur at

the entrance of the knot region where the curvature is at its highest. These results are

in good agreement with the observed decreased strength in the knotted actin filaments

and their breakage within the knotted region [15].

1.4 Knot Formation on Microscopic Chains

Frisch and Wasserman [33] and Delbruck [34] were the first ones who conjectured

that the knotting probability for a polymer at equilibrium with n monomers approaches

unity as n goes to infinity. A theoretical study on random self-avoiding walks on a three-

dimensional cubic lattice later confirmed that the probability of knot existence on a

sufficiently long chain is almost one [30]. Knots on biomolecules were first characterized

by electron microscopy on single-stranded DNA in 1976 [35]. Knots have been observed

on partially replicated plasmids [36,37] as well as in the cyclized DNA extracted from

P2 and P4 phage capsids [8,38] with the knotting probability > 95%. Knots have been
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also identified in proteins [6], although knot identification in proteins is possible only

after closing and smoothing the backbone using numerical methods [21].

Observation of knots in biophysical systems has encouraged scientists to develop

knotting techniques in order to provide platforms for studying knots and knotting

effects on biophysical systems. Knots have been produced via chemical ligation of

DNA with stems and loop regions [39] as well as self assembly of nucleic acids in

single-stranded DNA and RNA [17]. Knots have also been constructed mechanically

via manipulation of polystyrene beads attached to the ends of actin filaments [15] and

DNA molecules [9] using optical tweezers. The relatively slow knotting process (on

the order of tens of seconds) in the early application of optical trapping technique,

where the microscope stage and the optical tweezers were moved manually, required

the use of non-Newtonian viscous fluid in order to overcome the rapid relaxation of

the polymer [15], which in turn led to the suppression of polymer dynamics [9]. Later,

the electronically programmed movement of stage and optical tweezers reduced the

knotting time and made the use of linearly viscous solution possible [9].

Some knotting techniques have been inspired by the effect of confinement on knot

formation. Numerical studies revealed that knotting probability in ring polymers in-

creases as the spherical confinement increases [40]. Observation of highly knotted

DNA molecules extracted from tailless phage capsids [8] with the knotting probabil-

ity of over 0.95 in contrast with 0.03 for randomly cyclized P4 phage DNA in free

solutions [41], suggested the possible role of confinement in knot formation. Later,

Arsuaga et al. [10] showed that more than half of the knots form when the phage

DNA is still inside capsids and concluded that DNA compaction in restricted volume

indeed promotes knotting probability. Consequently, many theoretical [11,12,42] stud-

ies and some experimental work [13, 18] focused on the effect of restricted volumes on
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knot formation in polymers. Tang et al. [18] compressed single T4 DNA molecules

in microchannels to sphere globules via exposure to AC electric field. Upon stopping

the electric field and DNA expansion, knots were detected on the relaxing molecules.

Compared to the collapsed molecules in AC electric field, DNA molecules in capsids

are in a much tighter environment and experience a much higher level of compaction.

Thus, Tang et al. concluded that knot compactification alone cannot induce knots

on moderately-confined molecules, but another effect is required; electric field-induced

rotational motion (tumbling) of polymer segments [18]. The Tumbling effect was first

introduced in [26], where macroscopic strings were agitated in a rotating box for dif-

ferent rotating times. The results revealed that at low agitation times, knotting via

tumbling of the strings is kinetically limited, while at long enough agitation times,

knotting probability plateaus at the equilibrium values for a semiflexible self-avoiding

chain in a box. Tang et al. [18] argued that electrohydrodynamic instability in their

system induces the tumbling required for knot formation.

1.5 Knot Formation in Nanochannels

Knots form on DNA molecules in nanochannels and inhibit the scanning of base

sequences in DNA mapping techniques by concealing the knotted contour [20]. Metzler

et al. [13] observed that DNA collision with defects on nanochannel walls induces knots

on the polymer contour. The knots were visualized as strongly localized fluorescent

spots that diffuse on the polymer contour and unravel at one of the molecule ends with

the diffusion time scaling quadratically with the DNA contour length. Knot formation,

however, is not systematically controlled and the knotting probability is not quantified.

In chapter 3, we introduce a simple hydrodynamic knot factory on chip, where all

knotting parameters are well controlled. The proposed knotting approach uses an ultra

low Reynolds number flow to compress T4 DNA molecules in nanochannels against
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slit barriers followed by pressure release and relaxation of DNA molecules. Knots

are present on the relaxing DNA molecules, visualized as localized bright fluorescent

features that diffuse on the polymer contour. We argue that in the compressed state

the Kuhn segments of DNA molecule have zero segmental current, thus we can assume

equilibrium condition for the DNA. We introduce a free energy formalism for knotted

states, which predicts knotting probability as a function of compression and waiting

time at the compressed state. Moreover, we investigate the knot formation kinetics and

measure the knot spatial distribution on the chain. Finally, formation of multiple knots

on DNA molecules enables us to study knot-knot interactions. We show that knotting

probability for composite knot states at low pressures can be described by Poisson

statistics, while at high compression Poisson model breaks down due to knot-knot

interactions. We argue that our knotting set-up has the capability of forming knots with

high probability in a highly parallel system, where several molecules can be knotted

in an array of nanochannels. Compared to the approach of Tang et al., where knots

form in a highly out-of-equilibrium environment as a result of electrohydrodynamic

instabilities in DNA globules leading to complications in analyzing the dynamics of

the system, in our proposed method, the zero segmental current of the compressed

molecule in an ultra low Reynolds number flow leads to an inhomogeneous equilibrium

state, where the knot formation can be modeled via a simple free energy formalism.

Knots are divided into two types: prime knots and composite knots. Prime knots

are the building blocks of composite knots and cannot be decomposed to simpler

knots, while composite knots form as the result of concatenation of two or more prime

knots [43]. Prime knots are further categorized to simple and complex knots depending

on the essential number of crossings and their topology. Knot complexity plays a sig-

nificant role in the static and dynamic properties of knots [44]. The radius of gyration
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decreases weakly with increasing knot complexity [44] and knots with the same com-

plexity have the same mobility [45]. Moreover, increasing knot complexity results in a

larger friction factor, thus smaller diffusion constant in the process of self-reptation [9].

If we visualize the path of contour length inside the knot region, we can confidently

determine knot complexity. Among different proposed methods of microscopic knot

construction, mechanical tying of knots via optical tweezers [9, 15] has the advantage

that knot types are exactly known, as the contour path can be tracked in the knot-

ting process. In general, however, due to the relatively low resolving power of imaging

techniques, determination of knot complexity has remained a challenge in the other mi-

crofluidic and nanofluidic knotting approaches since the topological information about

microscopic knots is not accessible. In chapter 5, we introduce the method of step-wise

knot unraveling via which we can categorize knots by eliminating the possibility of a

knot belonging in certain knot groups.

There has been occasional reports of multiple (composite) knots on DNA [46],

however knot-knot interactions in such structures have not been studied yet. In our

knot factory set-up, we observed several cases of multiple-knot formation on DNA.

Our free energy formalism proposed in chapters 3 and 4, suggests the existence of a

linear potential leading to single-file ordering of knots on nanochannel-confined DNA

molecules, which restricts knot movement on the polymer such that knots cannot pass

each other in the contour. In chapter 5, we present our experimental observations of

multiple knotting events. We show that hard-core repulsion and single-file ordering

exist between knots. Finally, we illustrate instances of entangled knots visualized as a

single knot. The knots split up after a few seconds and diffuse on the chain due to the

thermal fluctuations of the molecule.
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1.6 Microfluidics and Nanofluidics

Microfluidics and nanofluidics refers to a relatively new scientific field that stud-

ies fluid flow in micro and nano scales. Microfluidic devices have been designed to

manipulate and transport fluid as well as chemical and/or biological entities through

micron-sized channels. Microfluidic-based devices provide a convenient platform for

performing a sequence of operations on-chip, thus called lab-on-chip systems. They

consist of microchannels for transportation of reagents and other components such as

valves [47, 48], mixers [49–51] and pumps [52]. Miniaturization of fluidic devices has

several advantages such as portability and compactness of the systems, parallelization

of several operations on one device, provision of single-molecule resolution for studying

proteins and nucleic acids, elimination of the need for large volumes of reagents, lower

costs and faster processing times [53].

Microfluidic-based technologies have led to significant developments in several do-

mains such as in analytical chemistry, biology, optics and information technology. The

earliest applications of microfluidic systems were in molecular analysis due to their

high efficiency in terms of the amount of reagents used, analysis time, cost and sen-

sitivity of the devices and techniques. Other major pioneer applications were in the

domains of biodefence, molecular biology and microelectronics [54]. Molecular biology

in particular, gained popularity in the 1980s due to an escalation in the recognition of

genomics. The demand for high-throughput DNA sequencing with higher resolution

drove the field of microfluidics toward addressing the limitations of the then-existing

sequencing methods.

1.6.1 Single-Cell Studies

Genetic heterogeneity is common in tumor cells [55–57] and is believed to be an im-

portant cause of resistance to cancer treatments. Thus, many studies have emphasized
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the importance of analyzing cells individually [58, 59] and several works have focused

on single-cell derived genomic DNA sequencing [60–64]. Microfluidic-based devices are

very promising for single-cell studies [65,66].

Single-cell manipulation requires single-cell trapping as the first step, especially

for long run times. There are different cell-trapping methods in the literature based

on which various designs have been developed. Mechanical traps, such as microdams

or microwells are one of the extensively used features for single-cell isolation and trap-

ping [67–69]. Kobel et al. [70] proposed a trapping method based on differential fluid

resistance for single-cell culture. Later, a similar study utilized the same concept in

a highly parallel system for homotypic and heterotypic single-cell co-culture [71]; the

method was later optimized to avoid the need for very long serpentine channels [72].

Dielectrophoretic traps [73, 74], optical traps [75–77] and microdroplet traps [78, 79]

are some other examples that are extensively-used in trapping techniques [80].

Cell lysis is the next step in single-cell analysis. There exist three distinct types of

cell lysis in the literature: (1) mechanical, (2) electrical and (3) chemical cell lysis. In

mechanical cell lysis methods, a cell is subjected to a mechanical shear force via sharp

objects such as nanoblades [81] or nanowires [82]. In electrical lysis, small pores are

created in cell membranes via application of electric fields [83–85]. Chemical cell lysis

is performed by injecting cell lysis solution following single-cell trapping [86,87].

Single-cell analysis on microfluidic-based devices is done with different objectives,

such as improvement in the accuracy of protein analysis, metabolites analysis or gene

analysis [80]. As mentioned earlier in this section, one of the most significant applica-

tions of on-chip single-cell analysis is in genome sequencing. Several studies have been

devoted to single-cell whole-genome amplification (WGA), where single-cell derived

12



and purified DNA molecules are amplified and sequenced via different sequencing tech-

niques [64, 88, 89]. Single-molecule mapping techniques have also emerged in the past

few decades [90–93]. The main feature of these approaches is that they do not require

DNA amplification, and thus do not introduce bias to the DNA readings [94]. Inte-

gration of on-chip single-cell genomic DNA extraction techniques and single-molecule

mapping is still challenging.

1.6.2 DNA Sequencing and DNA Linearization

The earliest on-chip DNA sequencing technique dates back to 1993 when Fodor et

al. [95] invented a semiconductor-based technology with DNA microarrays for analysing

millions of proteins in a cell or tissue. Later Woolley and Mathies [96] introduced a

microfabricated capillary electrophoresis device for performing DNA separation and

sequencing. Several studies enhanced the accuracy of the technique and reduced the

sequencing time [97–100]. Fully-integrated microfluidic devices, where DNA molecules

are extracted, amplified and sequenced were later developed [101–103]. The main

drawback of those techniques is the need for DNA amplification so that enough DNA

molecules are provided to perform the sequencing process. DNA amplification intro-

duces bias to the DNA readings, which reduces the genome sequencing coverage [94].

Thus, some later studies moved toward single-molecule sequencing, where no amplifi-

cation is required [93,104–107].

Among the state-of-the-art techniques, there exist some that perform mapping on

nanochannel-confined DNA. In the approach proposed by Lam et al. [92], the authors

fluorescently label specific sequence motifs in single DNA molecules and perform fluo-

rescence imaging of nanochannel-confined DNA molecules. The physical distances be-

tween the sequence motifs provide maps for hundreds of DNA-molecule fragments ∼ 50

kb in length. In a coarse-grained mapping technique proposed by Reisner et al. [91],
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DNA molecules are fluorescently labeled and in a solution containing formamide they

are driven into nanochannels. The authors then subject the molecules to heat treat-

ment via which the molecules are denatured and provide sequence-dependent barcodes.

Both proposed methods require linearization of DNA molecules in nanochannels. On

the other hand, some theoretical and experimental studies show that increasing the con-

centration of long DNA molecules leads to DNA entanglement [108,109], which hinders

DNA linearization and can result in knotted structures [30]. Moreover, DNA elongation

and confinement require a large free energy in order to reduce entropy and overcome

the energy barrier between the less confining area and the highly-confining region [110].

Lam et al. [92] used electric field and pre-stretched DNA-molecule fragments, ∼ 50 kb

in size, between post arrays before the nanochannels entrance. However, one of the

necessary requirements for the arrangement of the pillars is provision of enough level

of confinement for DNA molecules, yet enough sparsity between the pillars so that the

molecules can uncoil [92]. The latter feature limits the applicability of pillars for very

long DNA molecules (on the order of Mbp) as long molecules tend to entangle between

the posts [111,112].

In chapter 6, we introduce a microfluidic platform for extraction, purification,

disentanglement and linearization of long Mbp DNA molecules extracted from single

cells. In particular, our system provides a high-throughput flow-assisted genomic DNA

disentanglement and linearization in post corridors. To ensure an efficient purification

of DNA, the protein molecules in our system are visualized and subsequently digested

and removed. Finally, using a dense set of post arrays we anchor long DNA molecules

to prevent their escape into the deep microchannels.
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CHAPTER 2
Background

2.1 Knots

Knots were first approached mathematically in the 19th century by Gauss [113,

114]. Knots are defined as topological entanglements on closed loops that cannot be

untied without opening the loop [19]. Knots on open chains, on the other hand, are

not mathematically well defined. An intuitive approach to discriminating knots and

unknots on open strings is to hold the two ends of the chain and pull them; knots

maintain their entangled state while unknots are disentangled [21]. A more rigorous

method of characterizing knots on open chains is imaginary transformation of the open

chain to a corresponding closed loop. The closed chain can subsequently be studied

for characterization of potential knots and their complexities.

2.1.1 Knot Types

The ability of distinguishing different knot types is crucial in studying effects of

knot complexity on the physics of different systems including biophysical processes.

Knot theory provides the essential tools for characterizing knots [19]. Knots are cate-

gorized according to their complexity, determined by the essential number of crossings

in a knot type as a knot-invariant. In order to analyze a knot, the 3D knot is pro-

jected onto a 2D plane. The number of the chain intersections (points or crossings)

determines the complexity of the knot [4]. By convention, a knot type is shown as

Cs, where C denotes the essential number of crossings and s represents the sth knot

topology in the sequence of knots with C number of crossings. The size of the set of
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knots with the same number of crossings increases rapidly with C. There are two knot

types with five number of crossings, three knot types with six number of crossings,

seven different knot types with seven number of crossings, but 21 different knot types

in the category C = 8. Figure 2–1 (a-d) illustrates schematic of simplest knot types

from C = 3 to C = 5. Trefoil (31) knot and figure eight (41) knot are the simplest

torus and twist knots, respectively. Torus knots can be thought of as the knots formed

by wrapping the chain around a torus, while twist knots are constructed when the two

ends of a twisted closed loop are linked together. The knots 51 (Figure 2–1(c)) and

52 (Figure 2–1(d)) are other examples of torus and twist knots, respectively. Every

!31 !41 !51 !52

(a) (b) (c) (d) 

(e) 

Figure 2–1: 2D projection of the simplest knot types. There is only one knot type in
the category C = 3, called trefoil knot (a), and in the category C = 4, called figure
eight knot (b). The set of knots with C = 5 essential crossings consists of two knot
types (c,d). (e) A composite knot presented by the knot sum of a trefoil and a figure
eight knot.
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knot can be decomposed into the knot sum of prime knots [115,116]. Prime knots are

the knot types that upon decomposition into knot sums yield a factor of unknot or

trivial knot [117]. Rolfsen table [118] presents the set of prime knot diagrams up to

C = 10. A knot that is not a prime knot is called a composite knot. Composite knots

are composed of two or more non-trivial prime knots (Figure 2–1(e)).

2.1.2 Unknotting Number

Unknotting number is the minimum number of times the end of a knotted string

must be passed through the knot to unravel it [19]. All knots with unknotting number

1 are prime knots [119] and the unknotting number of composite knots is at least 2.

In general, the unknotting number of a knot with number of crossings C is less than

C/2 [120]. The unknotting numbers for the first four knot types in figure 2–1 are 1 (Fig.

2–1(a)), 1 (Fig. 2–1(b)), 2 (Fig. 2–1(c)) and 1 (Fig. 2–1(d)), respectively. Finally, all

twist knots have unknotting number 1, since they can be unknotted by unraveling the

twisted link.

2.1.3 Knot Formation Mechanisms

Knots form either by breaking and reconnecting of chain segments, or via passing

loose ends of a string through loops on the same string [4]. In biological systems,

knotting via the first method is triggered by enzymes such as topoisomerases and

recombinases. There exist two types of topoisomerases: type I and type II. In double-

stranded DNA, type I topoisomerases break a single strand temporarily and allow it to

pass through the complementary strand [121], while type II topoisomerases break both

strands at certain points on the molecule and let the segments pass through loops on

the string [122,123]. The broken ends are subsequently chemically rejoined. Similarly,

recombinases induce knots on DNA molecules via breaking and rejoining segments.
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However, unlike topoisomerases, recombinases insert, excise or invert a segment instead

of simply cutting a site on DNA molecules.

The second mechanism relies on passing the loose ends of a chain through loops

on the same chain. Random cyclization of linear molecules such as P2 and P4 bac-

teriophage DNA is an example of knot formation via the second mechanism [8, 38].

In this dissertation, we focus on the conditions that favor knot formation via second

mechanism. In particular, we investigate the effect of confinement on knot formation

in double-stranded T4 DNA.

2.2 Physics of Polymers

Polymers are molecules made of covalently bonded sub-units, called monomers.

The most well-known biopolymers are nucleic acids (DNA and RNA) and proteins.

Polymer solutions are constantly subject to thermal fluctuations, which subsequently

change the configuration of polymers in space. Temperature, different sources of ex-

trinsic forces, chemistry of solution and concentration of polymer segments are some

other important factors that strongly affect the physics of polymers. Polymers are

long molecules, thus in order to model and explain their physical behavior, polymer

physics employs statistical physics to overcome the complications of studying polymers

deterministically. This section summarizes the main concepts and models in polymer

physics as well as the physics of knots on DNA molecules. In addition, discussion of

the DNA knotting free energy formalism is presented.

2.2.1 Polymer Models

Polymer models are categorized into two main groups: ideal chains and real chains.

The ideal chain is a simplified polymer model that ignores interactions between the

chain segments [108]. The chain structural units (bond vectors in figure 2–2(a)) are
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consequently formalized as a simple random walk: the orientations in any two segments

are independent of each other (i.e. the monomers can take any orientation in space).

As a result, segments can intersect each other and occupy the same point in space.
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θ
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Figure 2–2: Discussion of principle polymer models. (a) An ideal chain: the monomers
can intersect each other. (b) A real chain: there exists no pair of monomers that occupy
the same volume in space. The chains in (a) and (b) are made of N consecutively
connected monomers, depicted by bond vectors ri, where i = 1, 2, . . . N . The position
vectors are denoted by Rj, where j = 0, 1, . . . N . The end-to-end vector is shown by R.
(c) Representation of a freely-rotating chain. In the limit of small θ, a freely-rotating
chain can be approximated as a continuous ideal chain, also called semi-flexible or
worm-like chain (d).

Chains are represented as a sequence of N bond vectors {ri}i=1:N with fixed size

||ri||2 = bo and N +1 position vectors {Ri}i=0:N . The end-to-end vector of the chain is

thus R =
∑N

i=1 ri (See figure 2–2(a,b)). The extension of the maximally extended chain
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gives the chain contour length, L = Nbo. One representation of ideal chains is freely-

jointed chains (FJC’s) (figure 2–2(a)), where the bond vectors {ri}i=1:N are oriented

randomly in space. A FJC with fixed contour length L can take many configurations

in space. At thermal equilibrium, since the interactions between the monomers are

ignored, the total energy of the system is independent of the shape of the polymer.

Therefore, the end-to-end vector being R = R̃ and R = −R̃ are equally probable.

Consequently, the average end-to-end vector 〈R〉 in a FJC equals zero (〈R〉 = 0) [124].

Thus, we describe the size of a polymer via the root-mean-square value of the end-

to-end vector R ≡
√〈

R2
〉
, or alternatively the root-mean-square distance from the

center of mass Rg,

R2
g ≡

1

N

〈
N∑
i=0

(Ri −Rcm)2

〉
(2.1)

where Rcm ≡ 1
N

∑N
j=0 Rj is the mean position of the monomers. The angular brackets

denote the ensemble average. Radius of gyration Rg has two major advantages over

root-mean-square value of the end-to-end vector R: it is experimentally more accessible

and can be meaningfully defined for various types of chains including ring polymers

and branched polymers. For a pure random walk with number of segments N � 1,

the root-mean-square value of the end-to-end distance and the radius of gyration are

respectively computed as follows [125],

RFJC =
√
Lbo = bo

√
N (2.2)

RFJC
g =

bo
√
N√
6

=
RFJC

√
6
. (2.3)

Equation 2.3 shows that radius of gyration RFJC
g changes linearly with RFJC and scales

with N1/2.
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Another type of ideal chains is freely-rotating chains (FRC’s) (figure 2–2(c)). FRC

model introduces correlation between bond vectors via constraining the angle between

two consecutive bond vectors θ = θ̄, while picking the azimuthal angle ϕ uniformly at

random. We can show that the correlation between the ith and jth bond vectors is a

decaying exponential computed as [125],

〈ri · rj〉 = b2
o (cos θ)|j−i| = b2

oe
−|j−i|/sp (2.4)

where θ is the angle between the ith and jth bond vectors and sp = −1/ (ln(cos θ)) is the

correlation length defined as the number of consecutive bond vectors after which the

chain forgets its orientation [126]. Finally, the root-mean-square end-to-end distance

of a FRC is found as [125],

RFRC = bo

√
N

(
1 + cos θ̄

1− cos θ̄

)
. (2.5)

Equation 2.5 shows that R ∼
√
N (where the symbol “∼” reads as “scales with”)

obeys random walk statistics (equation 2.2). The step-size in a FRC, however, is√
(1 + cos θ) / (1− cos θ) times larger than that in a FJC. In the limit of small bond

angle θ � 1, a FRC is approximated as a continuous chain, called worm-like chain

(WLC) (Figure 2–2(d)), where the bond vectors are replaced with unit tangent vectors

t̂(0, τ) and t̂(s, τ) at respective positions 0 and s on the polymer contour at time τ ,

〈
t̂(0, τ) · t̂(s, τ)

〉
= e−s/P (2.6)
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where P is called the persistence length of the polymer and represents the correlation

length of the chain tangent vectors. The mean-square end-to-end distance of a worm-

like chain RWLC is computed by the “Kratky-Porod” formula [109],

RWLC =

√
2PL

(
1 +

P

L

[
exp

(
−L
P

)
− 1

])
(2.7)

where L is the total polymer contour length. When L� P , RWLC '
√

2PL = 2P
√
N

and we retrieve equation 2.2 with a larger step size b ≡ 2P , called the Kuhn length.

On the other hand, when L � P , RWLC ' L, indicative of a rigid rod-like polymer.

Worm-like chains are also called semi-flexible chains in contrast with flexible chains

(e.g. FJC). A semi-flexible chain behaves like a rigid rod at short length scales and is

governed by random-walk statistics at long length scales.

In the real chain model, interaction between monomers is modeled by introducing

the notion of excluded volume. Excluded volume refers to the physical property of a

real chain, that is no two segments can occupy the same volume in space. In other

words, chains cannot intersect themselves, leading to a decrease in the conformational

possibilities of the chain. Thus, real chains are swollen compared to ideal chains and

obey self-avoiding random walks statistics. Flory treated the problem of conformation

of real chains at equilibrium in dimension d by a balance between two competing forces:

the excluded volume interactions, which lead to a repulsive energy and a restoring force

prompting an elastic energy [108].

The repulsive energy is derived from the number of excluded volume interactions

in the chain. Excluded volume scales as ϑ ∼ b2w, where b is the Kuhn length and w

is the width of polymer segments. With a chain of unknown size R with mean density

of monomers ρ ∼ N
Rd assumed, the number of excluded volume interactions for each
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monomer is found as ϑN/Rd. The corresponding energy for each monomer is subse-

quently kBTϑN/R
d, where kB is the Boltzmann constant and T is the temperature.

Thus, the total repulsive energy for N monomers is calculated as [108],

Frepulsive = kBTϑ
N2

Rd
. (2.8)

The elastic energy tends to shrink the coil. Flory approximated the elastic energy for

a self-avoiding chain to be the same as the entropic energy for ideal chains,

Felastic ∼ kBT
R2

Nb2
. (2.9)

The total energy of a self-avoiding chain is then calculated by summing the two equa-

tions 2.8 and 2.9,

Freal = Frepulsive + Felastic

∼ kBT

(
ϑ
N2

Rd
+

R2

Nb2

)
(2.10)

The chain size at equilibrium, RF , is derived via minimizing the total energy of the

real chain Freal with respect to R [108],

Rd+2
F ∼ ϑb2N3. (2.11)

The root-mean-square end-to-end distance for a self-avoiding chain RF is strongly

dependent on the dimensionality of the space d and is found as,

RF ∼ Nν (2.12)

where ν = 3/(2 + d) [127] and is called the Flory exponent. By setting ν = 1/2, we

retrieve equation 2.2 for ideal chains.
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2.2.2 Polymers under Confinement

Thus far, the conformation of ideal and real chains in the absence of external forces

has been discussed. Experimentally, there are instances that polymers are confined

in nanochannels. Some of these studies aim at accessing the genetic information in

DNA molecules such as the denaturation mapping of nanochannel-confined single DNA

molecules [91] and some others investigate the effect of confinement on the physical

properties of polymers [128, 129] . While nanochannel confinement of ideal chains

does not alter their equilibrium extension parallel to the nanochannel axis (Rideal
bulk =

Rideal
|| ) [108], different confinement regimes substantially influence the conformation

and extension of real chains. In the absence of confinement (in bulk) (D � RF ), a

self-avoiding polymer has an equilibrium radius of gyration Rg ∼ RF , where RF is

calculated from equation 2.12 (See figure 2–3(a)). When the polymer is confined in a

nanochannel, excluded volume effect becomes much more significant.

Blob Theory. De Gennes introduced the blob theory [108, 130] via which he ex-

plained the conformation and physics of confined self-avoiding polymers in the classic

confinement regime. In the blob model, the chain is encapsulated by a series of imag-

inary blobs of size D (Figure 2–3(b)). The blobs interact via hard core repulsion and

pack linearly along the nanochannel. Inside the blobs, the chain segments do not feel

the confinement and obey the self-avoiding random walks statistics in bulk (Equations

2.8, 2.9 and 2.12). Thus, the polymer extension in each blob is found as,

Rb ∼ D ' bN ν
b (2.13)

where Nb is the number of Kuhn segments in a blob. The extension of polymer parallel

to the channel axis is found as the size of each blob D multiplied by the number of

blobs L/Lb, where Lb = 2PNb is the contour length contained in each blob. By solving
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Figure 2–3: Illustration of polymer conformation in different nanochannel confinement
regimes. Level of confinement increases from top to bottom, leading to a gradual
increase in the polymer extension as the channel diameter decreases. (a) The polymer
is unconfined and obeys bilk equations when D � Rg. (b) The polymer is confined in a
channel with the size on the order P 2/w � D � Rg. In the classic de Gennes regime,
the polymer is divided into imaginary symmetric blobs of size D. (c) By decreasing
the channel size to the values smaller than P 2/w, the polymer enters the extended
de Gennes regime with elongated blobs. (d) Transition from extended de Gennes to
Odijk regime starts at D = 2P . Isolated backbends are apparent on the polymer. (e)
At channel sizes D < P , hairpins disappear and the polymer deflects back and forth
between the walls.

equation 2.13 for Lb,

Lb ∼
D5/3

(Pw)1/3
(2.14)

and the total extension of the chain along the nanochannel axis RdG is found as,

RdG ' L
(wP )1/3

D2/3
. (2.15)

Equation 2.15 shows the strong dependence of polymer extension on the channel size

(RdG ∼ D−2/3). The confinement free energy in classic de Gennes regime is found by

multiplying kBT by the number of blobs L/Lb, yielding FdG ∼ D−5/3.
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As the channel diameter is decreased, the isometric blob model breaks at D '

P 2/w [109]. In this new regime, called extended de Gennes regime, the anisometric

blobs still interact via hard-core repulsion while the contour within each blob obeys

ideal chain statistics (Figure 2–3(c)) [131]. The extent of each blob parallel to the

channel axis is found as,

D|| =
√
bLb. (2.16)

In addition, in the extended de Gennes regime we have Frepulsive ∼ kBT in equation

2.8 for Flory coils, indicating that the free energy due to excluded volume interactions

is neither very small nor very large, so that the polymer inside the blob is on the

cross-over between ideal and Flory coil [126]. This gives:

ϑ
N2

Rd
=

(2PNb)
2w

D2D||
=

L2
bw

D2D||
∼ 1. (2.17)

Equations 2.16 and 2.17 yield,

Lb ∼
b1/3D4/3

w2/3
(2.18)

and the total extension of the polymer in extended de Gennes regime is,

Rext-dG ∼ D||
L

Lb
= L

(wP )1/3

D2/3
(2.19)

which gives the same result as in equation 2.15. The free energy in the extended

de Gennes regime is still obtained by multiplying kBT by the number of elongated

blobs L/Lb, which yields Fext-dG ∼ D−4/3. Note that the free energy in the extended

de Gennes regime is in fact dominated by the free energy arising from the transverse

confinement of the chain, which looks like the confinement free energy of an ideal chain.
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Figure 2–4: Illustration of contour deflection in Odijk regime.

When the channel size is decreased to D ∼ P , the de Gennes blob theory fails to

explain the chain conformation. Odijk found that at P < D < 2P , the sudden rise in

the bending energy as a result of reduction in the channel size leads to rare isolated

hairpins in the contour (Figure 2–3(d)) [131]. This new regime is called transition

regime and will be discussed later in this section.

When the channel size is further decreased to D < P , hairpins disappear due to

the large bending energy in the polymer segments (Figure 2–3(e)). This new regime

is called the Odijk regime, where segments of length λ = (PD2)
1/3

(Odijk deflection

length) [132, 133] deflect successively between the channel walls (Figure 2–4). The

polymer extension ROdijk is calculated as λ cos θ times the number of deflected segments

L/λ, where θ is the angle that the deflected segments make with the wall and is assumed

to be small. Thus, we have

ROdijk = λ(cos θ)
L

λ
= L cos θ

' L

(
1− 1

2
θ

)
. (2.20)

For small θ, we can approximate it as θ ' sin θ = D/λ. We can rewrite equation 2.20

as [129],

ROdijk = L

(
1− A

(
D

P

)2/3
)

(2.21)
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where A depends on the geometry of the nanochannels. The free energy of confinement

in the Odijk regime FOdijk ∼ kBT
L
λ

, that is

FOdijk ∼ kBT
L

(PD2)1/3
. (2.22)

Equation 2.22 shows the dependency on the channel diameter FOdijk ∼ D−2/3.

Flory Theory. Flory free energy formalism for real chains introduced in equation

2.10 can be used with a small modification for nanochannel-confined polymers. The

volume occupied by a confined polymer V ∼ RD2 replaces the denominator in the

repulsive energy term (equation 2.8). The Flory free energy is then,

FFlory ∼ kBT

(
ϑ
N2

RD2
+

R2

Nb2

)
. (2.23)

In the extended de Gennes regime, the polymer can be considered as a chain with L/Lb

number of segments of size b = D|| and w = D. Then, the excluded volume ϑ ∼ D||D
2

and equation 2.23 can be rewritten as,

FFlory ∼ kBT

(
D2D||N

2

RD2
+

R2

ND2
||

)

= kBT

(
D||

(L/Lb)
2

R
+

R2

(L/Lb)D2
||

)
. (2.24)

If we replace Lb in equation 2.24 with 2.18, we retrieve the relation Fext-dG ∼ D−4/3

found from the blob argument for the extended de Gennes regime. By setting D|| = D

in equation 2.24 and replacing Lb with equation 2.14, we recover the relation FdG ∼

D−5/3 for the classic de Gennes regime. Minimization of the derived Flory free energies

for the classic de Gennes and extended de Gennes regimes with respect to the polymer

extension R yields the corresponding extension relations derived from blob arguments

(Equations 2.15 and 2.19). In the transition regime between the extended de Gennes
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and Odijk regimes, there exists a global persistence length G, which arises from the

average distance between chain back-folds [134] and is found as,

G ∼ r exp

(
Fcoil(r)

kBT

)
(2.25)

where r is the radius of the coiled segments and Fcoil(r) is the coil bending energy. The

Flory free energy from equation 2.23 for confined polymer in the transition regime is

thus,

FFlory-Trans ∼ kBT

(
ϑ
N2

RD2
+
R2

GL

)
(2.26)

where GN is replaced with L and ϑ = λ2w (D/P )2/3.

In summary, under proper assumptions blob theory and Flory theory yield same

predictions for the free energy and the polymer extension in the two classic and ex-

tended de Gennes regimes. Blob theory breaks down as the channel size D < 2P due

to the large increase in the bending energy, however the Flory theory can still be used

to derive the confinement free energy as long as D > P . Nevertheless, the polymer

extension predicted by equation 2.26 is different from RTrans. ∼ 1/D found from simu-

lations [135,136]. In the Odijk regime (D < P ), Flory free energy is not able to explain

the polymer behavior and the confinement free energy is found via equation 2.22. Note

that neither blob nor Flory theory provides exact predictions; they are both scaling

arguments and ignore numerical prefactors, yet are powerful tools for explaining a wide

range of experimental observations.

Physics of Compressed Nanochannel-Confined Chains

The renormalized free energy obtained in equation 2.24 for nanochannel-confined

polymers can be further generalized to describe the free energy of compressed chains

in nanochannels for both classic and extended de Gennes regimes [137]. Note that
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replacing Lb with equation 2.18 in equation 2.24 gives the free energy of a confined

polymer in the extended de Gennes regime and by setting D|| = D in equation 2.24

and substituting Lb with equation 2.14 the free energy equation 2.23 for the classic de

Gennes regime is recovered. According to the equations 2.15 and 2.19, the expected

equilibrium chain size for both classic and extended de Gennes regimes scales as,

Ro ∼ LD−2/3. (2.27)

If the chain is compressed to the extension R, equation 2.24 can be rewritten in terms

of Ro and R as,

Fcomp ∼ kBT
L

Lb

(
R2

2R2
o

+
Ro

R

)
. (2.28)

Equation 2.28 works perfectly well for a uniformly extended chain in a nanochannel in

both classic and extended de Gennes regimes.

2.2.3 Physical Properties of DNA

DNA is a biopolymer and is composed of sugar-phosphate backbone and a sequence

of bases Adenine (A), Thymine (T), Cytosine (C) and Guanine (G). In a double-

stranded DNA (dsDNA) molecule, two backbones run in opposite directions and form

a double helix. The nitrogen bases on each strand form pairs with the complementary

bases on the other strand; A pairs with T with two hydrogen bonds and C pairs

with G with three hydrogen bonds. Each base pair has an average contour length

bo ' 0.34 nm [138] and the total contour length of a dsDNA is L = boN , where N is the

number of base pairs. Dimeric-cyanine nucleic acid stains such as YOYO-1 and BOBO-

3 are common fluorescent labels used for DNA visualization [139]. These dyes modify

DNA properties such as persistence length and increase the contour length [140, 141].
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For instance, unstained T4 bacteriophage DNA is about 166 kbp or L ' 56µm long.

When stained with YOYO-1, the contour length increases to L ' 63.7µm [142].

The persistence length P of DNA depends strongly on the ionic condition of the

DNA solution, the bending rigidity of the polymer and the temperature T [143]. Per-

sistence length of dsDNA at high buffer salt concentration Is > 10 mM is Po ' 51 nm.

The Odijk-Skolnick-Fixman (OSF) theory estimates P for different salt concentration

as [144,145],

P = Po +
32 mM

Is
nm. (2.29)

The DNA effective width (w) represents the range of interaction for DNA seg-

ments and is larger than the intrinsic width wo ' 2 nm. The Stigter theory considers

DNA segments as charged cylinders and estimates w based on the excluded volume

interactions between the segments [145, 146]. The effective width for a dsDNA in an

8 mM buffer is w ' 17 nm.

2.2.4 Polymer Dynamics

Thus far, we have considered the static configuration and the corresponding free

energy of polymers both in bulk and under confinement. Polymer solutions are also

subject to different time-dependent phenomena such as relaxation and constant random

deformation and movement due to the thermal agitation of the molecules or density

gradient [109]. Polymer Dynamics models the time-dependent processes in polymer

solutions, which helps elucidate the nature of some experimentally-observed phenomena

such as chain relaxation [147] and interaction with defects [148]. In this section, we first

introduce the concept of diffusion in polymers and subsequently explain the dynamics

of a nanochannel-confined chain subjected to compression by a sliding gasket.

31



Diffusion in Polymers

Diffusion in polymers can happen due to the thermal motion of a molecule with

respect to the other ones, described by the self-diffusion coefficient Ds, or due to a

density gradient in the polymer solution, characterized by cooperative diffusion coef-

ficient Dc [149]. In the following part, we derive the diffusion coefficients using two

different approaches.

The Langevin equation. We derive the equation of Brownian motion for a

point particle with mass m in free space [109,150]. For simplicity, we assume that the

particle moves only in one dimension. Let x(t) be the position of the particle at time

t and v = ẋ be its velocity. Thus, the particle feels a drag force Ff from the fluid.

Moreover, the solution molecules exert a fluctuating force on the particle, presented as

the stochastic variable Fr(t). If we use the classic equation of motion
∑
F = mẍ = mv̇

to describe the particle dynamics, we get

m
dv

dt
= Ff + Fr(t) (2.30)

where Ff = −ζv and ζ is the friction factor. The ensemble average of the random force

〈Fr(t)〉 = 0 and the time correlation function for macroscopic time-scales is,

〈Fr(t1)Fr(t2)〉 = Aδ(t1 − t2), (2.31)

which denotes the ultra short correlation time on the order of the molecular collision

time (psec). A is a constant and is found as [150],

A = 2ζkBT. (2.32)
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By solving equation 2.30 for v(t), we have

v(t) =
1

m

∫ t

−∞
dt1e

−(t−t1)/τvFr(t1) (2.33)

where τv = m/ζ is the velocity correlation time. Thus, 〈v(t)v(t′)〉 can be calculated

using equations 2.31, 2.32 and 2.33 as,

〈v(t)v(t′)〉 =
kBT

m
e−|t−t

′|/τv . (2.34)

In addition, we can show that the time correlation of velocity can be written as a

function of the time correlation function of the position [150],

〈ẋi(t)ẋj(0)〉 = − ∂2

∂t2
〈∆xi(t)∆xj(0)〉

=
1

2

∂2

∂t2
〈(xi(t)− xi(0)) (xj(t)− xj(0))〉. (2.35)

Thus, we can write,

〈(xi(t)− xi(0)) (xj(t)− xj(0))〉 = 2

∫ t

0

dt1

∫ t1

0

dt2〈ẋi(t2)ẋj(0)〉, (2.36)

which gives,

〈(x(t)− x(0))2〉 = 2

∫ t

0

dt1

∫ t1

0

dt2〈v(t2)v(0)〉. (2.37)

Assuming that τv is negligible compared to the time scale under consideration, t1 in

equation 2.37 can be approximated as t1 ≈ ∞. Therefore, we can define the constant

Ds as,

Ds =

∫ ∞
0

dt〈v(t)v(0)〉. (2.38)
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Equations 2.37 and 2.38 give,

〈(x(t)− x(0))2〉 = 2D|t|. (2.39)

Substitution of equation 2.34 in 2.38 yields,

Ds =
kBT

m
τv =

kBT

ζ
. (2.40)

Ds is called the self-diffusion coefficient and equation 2.40 is referred to as the Einstein

relation. Ds is inversely proportional to the friction constant ζ, thus shows that the

fluctuation in the particle position is restricted by the friction between the particle and

the surrounding fluid.

The Smoluchowski equation. We use the generalization of diffusion equation

to describe the diffusion of particles in the presence of density gradient as well as an

external potential U(x) [109]. The process of diffusion starts when concentration is

non-uniformly distributed. When (U(x) = 0), the process of diffusion is described by

the Fick’s law as,

j(x, t) = −Dd
∂c(x, t)

∂x
, (2.41)

where j(x, t) is the diffusion flux and c(x, t) is the concentration at position x and time

t. Dd is called the diffusion constant, also known as the collective diffusion constant.

The conservation of concentration leads to the continuity equation,

∂c

∂t
+
∂j

∂x
= 0. (2.42)
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Substitution of equation 2.41 in 2.42 gives the diffusion equation [109],

∂c

∂t
= Dd

∂2c

∂x2
. (2.43)

If the external potential U(x) 6= 0, a force F = −∂U
∂x

is exerted on the system, leading

to an average velocity v = −1
ζ
∂U
∂x

and an additional flux cv. Fick’s law is then modified

as,

j = −Dd
∂c

∂x
− c

ζ

∂U

∂x
. (2.44)

When the system is at equilibrium, the flux vanishes and the concentration ceq is

obtained by the Boltzmann distribution,

ceq ∼ e−U(x)/kBT . (2.45)

From equations 2.44 and 2.45 for j 6= 0, we retrieve the Einstein relation,

Dd =
kBT

ζ
. (2.46)

Note that Dd is generally different from the self-diffusion constant Ds, but the two

constants are essentially the same in dilute solutions [150]. By substituting equation

2.46 in 2.44 and 2.42, we obtain the Smoluchowski equation,

∂c

∂t
=

∂

∂x

1

ζ

(
kBT

∂c

∂x
+ c

∂U

∂x

)
. (2.47)

Cooperative diffusion coefficient Dc is closely related to the collective diffusion

coefficient Dd and is defined for semidilute polymer solutions [108], where the osmotic

pressure gradients induces the cooperative diffusion of polymer segments [108]:

Dc(c) =
cξ2

ζ

∂Π

∂c
. (2.48)
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ξ is the symmetric blob size. The cooperative current is found as,

JD = −Dc
∂c

∂x
. (2.49)

Dc is dependent on concentration c and describes the dissipation of concentration

fluctuations. The main difference between the self-diffusion coefficient Ds and the

cooperative diffusion coefficient Dc is that Dc increases with concentration, while Ds

decreases remarkably.

The Sliding Gasket Model

In the sliding gasket experiments, a nanochannel-confined DNA is dynamically

compressed by an optically trapped bead with a fixed velocity V relative to the polymer

[151, 152]. Prior to the compression, the polymer has the equilibrium extension and

concentration ro and co, respectively. Once the bead hits the DNA, the molecule

experiences transient compression followed by a final compressed steady-state. Upon

bead removal, the polymer relaxes back to the equilibrium state. During the transient

compression and relaxation, the chain concentration is a function of both the position

on the chain and the time (c(x, t)), while the compressed steady-state is described by

a time-independent concentration profile (cs(x)).

Compressed steady state. Khorshid et al. [151] show that there exists a critical

sliding speed V ∗ = kBT/(Dηro) below which the polymer slides with the bead and is

not compressed. The chain concentration and extension are the same as those in the

equilibrium state (Figure 2–5 (a,b)). The solution viscosity is denoted by η and D is the

channel size. At V > V ?, the molecule reaches the compressed steady-state, with time-

independent average extension r and concentration profile cs(x). At the bead speed

V ∗ < V < V ∗∗ = kBT/D
2η, the chain is slightly compressed and the concentration

profile is composed of a flat portion and a linear ramp. The concentration at the free
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edge of the molecule equals the equilibrium concentration co (Figure 2–5 (c,d)). At

higher velocities (V > V ∗∗), the DNA is highly compressed (Figure 2–5 (e)) and the

concentration profile is only a linear ramp. The concentration of the free edge of the

molecule at high compression is larger than the equilibrium concentration co (Figure

2–5 (f)).

!V

!ro

(a) 

(c) 

(e) 

!x

!
c x( )

(b) 

(d) 

(f) 

!ro

!co

!co

!> co

Figure 2–5: A schematic of the sliding gasket experiment. (a) When the sliding speed
V is very small (V < V ∗), the chain is not compressed and slides with the bead. The
extension of the polymer remains ro. (b) The concentration profile of the polymer is the
same as that in the equilibrium state (co). (c) At V ∗ < V < V ∗∗, the chain is slightly
compressed; (d) the concentration profile includes a flat portion and a linear ramp.
The concentration at the free edge of the molecule is still the same as the equilibrium
concentration co. (e) At higher velocities (V > V ∗∗), the chain is highly compressed;
(f) the concentration profile is only a linear ramp. The concentration of the molecule
free edge at highly compressed state is larger than its equilibrium concentration co.

Transient dynamics. During the transient compression and relaxation phases,

the continuity equation 2.42 holds, as the concentration is conserved. The current is
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found as,

j = −Dc(c(x, t))
∂c

∂x
+ cV, (2.50)

where Dc is the cooperative diffusion coefficient and is a function of concentration

and the osmotic pressure gradient (equation 2.48). Here, the cooperative diffusion

coefficient is utilized to describe the internal dynamics of a single chain. This is possible

due to the fact that semidilute solutions and single chain are both composed of packings

of blobs that have a size small compared to the radius of gyration of a single chain.

Note that at steady state, the cooperative current jD (equation 2.49) balances the

convective current jc = cV , thus j in equation 2.50 vanishes,

Dc
∂c

∂x
= cV. (2.51)

In general, equations 2.42 and 2.50 give,

∂c

∂t
− ∂

∂x

(
Dc

∂c

∂x
− cV

)
= 0. (2.52)

Solving the partial differential equations 2.51 and 2.52 gives the concentration profile

cs(x) in the steady-state [151] and the evolution of the concentration profile c(x, t) in

the transient cases [152], respectively.

2.2.5 Physics of Knot Formation on Polymers

Entanglements are caused by physical constraints such as excluded volume effects

and the connectivity between chain segments. Knots form when entanglements are

subjected to topological (non-crossing) constraints.

Chains in bulk – Grosberg and Rabin [153] have developed a formalism for

knot formation on worm-like chains in bulk. Their theory suggests that non-crossing
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constraints on a semiflexible chain with zero thickness is analogous to self-confinement

of the chain in a virtual tube of finite thickness Dk (Figure 2–6).

!Rk

!Dk

Figure 2–6: A knot on a worm-like chain with size Rk is self-confined in a virtual tube
with diameter Dk.

Two terms contribute the free energy cost of knot formation: (1) bending energy

FWLC
bend as a result of an increase in the curvature of the chain in the knotted region,

and (2) confinement free energy FWLC
conf due to the non-crossing restriction within the

knotted region [153,154],

FWLC
bend ∼

LkP

R2
k

(2.53)

FWLC
conf ∼

Lk

D
2/3
k P 1/3

(2.54)

where Rk ∼ Dk is the knot size and Lk ∼ Dk is the contour length within the knot.

By replacing Dk and Rk in the equations 2.53 and 2.54 with Lk, the total free energy

cost of knot formation on a worm-like chain in bulk is obtained as,

FWLC
b = FWLC

bend + FWLC
conf

∼
(
Lk
P

)−1

+

(
Lk
P

)1/3

. (2.55)
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Equation 2.55 can be extended to describe knot formation free energy cost for polymers

with finite thickness w [154]. Due to the repulsion between the chain and the virtual

tube walls, Dk in equation 2.54 is replaced with the effective diameter of the tube

Deff
k = Dk − w. Consequently, equation 2.54 can be written for self-avoiding chains in

the following form,

F real
conf ∼

Lk

(Dk − w)2/3 P 1/3
. (2.56)

Replacing Dk with Lk yields,

F real
conf ∼

Lk

(Dk − w)2/3 P 1/3

∼ Lk

(Lk − pw)2/3 P 1/3
(2.57)

where p ∼ Lk/D is a numerical prefactor. By replacing FWLC
conf in 2.55 with equation

2.57, we get the free energy cost of forming a knot in a real chain,

F real
b = k1

(
Lk
P

)−1

+ k2Lk (Lk − pw)−2/3 P−1/3 (2.58)

where k1 = 17.06, k2 = 1.86 and p = 16 are found from simulations for trefoil knots

[154]. The first term (bending energy) and the second term (confinement free energy) in

equation 2.58 tend to swell and shrink the knot, respectively. The competition between

these two terms minimizes the free energy at Lk ' 12P referred to as metastable

knot size [154]. The notion of metastable knot size has been controversial among

different studies. While many experimental [9, 13, 18, 46, 155] and theoretical [11, 153,

154, 156–159] studies agree that knots on chains are localized as tight knots, other

studies [160–162] believe that knots can form which are not tightly localized and can

spontaneously expand along chains.
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Chains under confinement – Dai et al. [11] have shown that when a semiflexible

chain with finite thickness w is confined in a square channel of size D, the total free

energy cost of knot formation is derived as,

Ftot(Lk) = Fb(Lk) + Fwk(Lk)− Fwuk(Lk) (2.59)

where Fb ≡ F real
b (equation 2.58), Fwk(Lk) is the energy cost for knot confinement (Lk

!
Fwuk Lk( ) !

Fb Lk( ) !
Fwk Lk( )

!
Ftot Lk( )

Figure 2–7: A diagram representing the free energy cost for knot formation on
nanochannel-confined DNA. The change from the state of a confined unknotted chain
to that of a confined knotted chain costs Ftot(Lk), which is equal to Fb(Lk) + Fwk(Lk)
(pointing in the same direction as that of Ftot(Lk)) −Fwuk(Lk) (opposite direction).

is the knot contour length) and Fwuk(Lk) is the confinement free energy of an unknotted

chain with contour length Lk. Figure 2–7 illustrates the knot formation free energy

diagram. For simplicity, changes from one state to another are shown by arrows, which

determine the signs in equation 2.59.

In the de Gennes regime where P � D � RF , the confinement free energy of an

unknotted chain with contour length Lk is derived as [11],

Fwuk(Lk) ∼
(wP )1/3 Lk

D5/3
. (2.60)

Assuming that the confined knot is much smaller than the channel size (gk � D, where

gk is the knot gyration radius), we can approximate the knot as a ball on a string of
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identical balls with radius gk. The confinement free energy for one ball is thus,

Fwk(Lk) ∼
g

5/3
k

(D − 2gk)
5/3

(2.61)

where 2gk is the diameter of the knot. The denominator in equation 2.61 has replaced

D5/3 due to the fact that a ball of size 2gk has occupied the channel and thus decreased

the effective channel diameter. Dai et al. [11] find that the knot diameter is approxi-

mately proportional to Lk (2gk = αLk, α is a numerical prefactor). Replacing 2gk in

equation 2.61 with αLk gives,

Fwk(Lk) ∼
L

5/3
k

(D − αLk)5/3
. (2.62)

After substituting equations 2.58, 2.60 and 2.62 in 2.59 we get,

Ftot(Lk) = k1

(
Lk
P

)−1

+ k2Lk (Lk − pw)−2/3 P−1/3 + β
L

5/3
k

(D − αLk)5/3
− γ (wP )1/3 Lk

D5/3

(2.63)

where β and γ are numerical prefactors that are found from simulations. Simulations

and theoretical results have shown that minimization of Ftot(Lk) with respect to Lk

results in a metastable knot size L?k [11], which holds for knots much smaller than the

channel size (gk � D). In general, the metastable knot size L?k changes nonmonotoni-

cally with the channel size D [11]. Decreasing D leads to larger L?k until D = 12P ; at

larger D, the metastable knot size L?k decreases drastically.
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CHAPTER 3
A Nanofluidic Knot Factory based on Compression of Single

DNA in Nanochannels

In the previous chapters, knots were defined as topological entities that can form

in macroscopic and microscopic scales. The mathematical definition of knots in closed

chains was given and the definition of knots on open curves was provided. Formation

of knots on biopolymers was discussed and examples of knot observations in biological

systems such as in phage capsids were provided. Moreover, instances of knot formation

in vitro were presented, such as knots formed on DNA molecules in nanochannels [20]

and induced via DNA collision with defects on nanochannel walls [13]. In this chapter,

a knot factory on chip is introduced for efficient formation and detection of knots.

The proposed knotting method provides an experimental tool to assess the impact

of multiple variables influencing knotting probability. Knots are produced during hy-

drodynamic compression of single DNA molecules against barriers in a nanochannel;

subsequent extension of the chain enables direct assessment of the number of indepen-

dently evolving knots. Knotting probability increases as the chain is compressed. In

addition, we observe that knotting probability increases with waiting time in the com-

pressed state, enabling direct access to knot formation kinetics. At high compression,

our results suggest that knots do not form in our system via an independent Poisson

process, hinting that knot-interactions may play a role in modifying the knot-formation

statistics, an observation supported by the observed structure of knot spatial distribu-

tions. Using a free energy derived from scaling arguments, we develop a knot formation
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model that can quantify the effect of interactions and the breakdown of Poisson statis-

tics at high compression. Our model suggests that knotted states at high compression

are stabilized by a decreased free energy as contour stored in the knots contributes a

lower self-exclusion derived free energy than if the same contour was allowed to interact

freely in the nanochannel.

44



This chapter is the integral text from:

A Nanofluidic Knot Factory based on Compression of Single DNA in

Nanochannels

Susan Amin, Ahmed Khorshid, Lili Zeng, Philip Zimny and Walter Reisner; Nature

Communications 9, no. 1506 (2018): 1506 [163].

3.1 Introduction

Knots naturally exist in DNA, proteins, umbilical cords and catheters [4,5]. Knots

can form when an initially linear chain passes its loose free ends through one or mul-

tiple loops on the same chain, giving rise to a knot if the polymer is subsequently

cyclized. For example, random cyclization of linear DNA in bulk [41] forms knotted

chains with low probability; or knots can be directly tied via optical tweezers [15].

Chain compaction, induced via either spatial confinement, compression, or molecular

crowding [164], tends to enhance the tendency for chains to self-entangle, and thus

enhances knotting probability. Knot formation on DNA is a particular challenge in

biology, due to high degree of compaction experienced by packaged genomes, and is

consequently tightly regulated by enzymes like topoisomerases and recombinases that

remove knots by breaking and rejoining of either single or double strands [4]. An

extreme example is the high level of compaction experienced by viral genomes [10],

resulting in a correspondingly high knotting probability for DNA extracted following

capsid rupture [10]. Knots on genomic DNA in nanofluidic systems interfere with map-

ping by preventing complete linearization of contour stored in the knot, giving rise to

an artifact resembling a deletion [20]

Consequently, there has been intense theoretical focus on knot production mech-

anisms [4] and physics of confined knots [11, 42, 165, 166]. Yet, while single-molecule

techniques for knot sensing are advancing rapidly [167], and single knot diffusion and

45



size dynamics have been explored [15, 46], systematic experimental studies probing

conditions enhancing knot formation in microscopic systems are limited. Knotting in

DNA extracted from the P4 phage system has been extensively studied, but an in

vivo system has inherent disadvantages, including a fixed parameter space and diffi-

culty of determining whether knotting occurs inside the capsid or following rupture.

There have been reports of knot formation in nanochannels [13]; coil collapse in an AC

field has been used to induce knotted and self-entangled states of a single chain [18],

but these experiments did not systematically quantify knot formation as a function of

compaction. Understanding of knot-formation in microscopic chains is framed [4, 18]

by a classic experiment involving tumbling of a macroscopic string inside a rotating

box [26]. In this experiment, knots were formed when successive tumbles drove parallel

concentrically coiled strands near the chain ends to cross. At low agitation times, knot

formation was observed to be kinetically limited; at longer agitation times, the knot-

ting probability saturated at a value that approached unity for longer, highly flexible

strings [4]. An intriguing question is whether experiments probing knot formation in

microscopic chains might reveal a similar kinetically limited regime at low times and

a saturating knotting probability at long-times.

In this chapter, we introduce a knot factory on chip using low Reynolds number

flow to compress single DNA molecules against slit-barriers in nanochannels (Fig. 3–

1(a-f)). The chain is initially extended (Fig. 3–1(d)). After compression (Fig. 3–1(e)),

the flow is released and the DNA molecules relax (Fig. 3–1(f)); knots are present along

the relaxed DNA, visualized as sharply localized regions of high intensity on the ex-

tended molecule (Fig. 3–1(g-j). The knot-factory enables efficient knot formation and
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Figure 3–1: (a) The nanofluidic device is mounted on a chuck containing inputs for
application of pneumatic pressure. Pneumatic pressure is used to transport DNA
molecules in micro and nanochannels and enable hydrodynamic compression against slit
barriers. (b) A magnified view of the center of the chip. The device is composed of two
1-µm deep loading channels spanned by a nanochannel array with blunt-ended barriers
fabricated in the channel centers. A 30-nm deep slit, etched over the array, allows for
solvent to escape while preventing the passage of large DNA molecules. Inset : an SEM
image of the nanochannels with barrier (the scale bar is 3-µm). (c) A magnified cross-
sectional view of a nanochannel at the device center showing the slit-barrier. The black
arrow depicts the flow direction through the slit. (d)-(f) A three dimensional cartoon
showing the process of knot formation detailing (d) DNA confinement, (e) compression
against the barrier via hydrodynamic flow induced by applying a pressure drop across
the nanochannels and (f) relaxation of a knotted chain. The red arrows in (e) depict
the velocity profile of the flow during compression. (g)-(j) Examples of kymographs
for knot-formation events with increasing degree of compression. Intensity along the
nanochannel (vertical axis, scale bar 10µm) is plotted versus time (horizontal axis, scale
bar 10 s). Each molecule is compressed, held at a minimum extension for a waiting
time tw, and then relaxed. Normalized chain concentration profiles corresponding to
the kymographs are illustrated on the right. (g) No knot is formed; (h) one knot is
formed; (i) two knots are formed and (j) three knots are formed. The yellow arrows
depict the knot locations. The second bright spot in (h) does not maintain its size
and unravels in the chain mid-section shortly after pressure release so we do not count
it as a knot [153]. (k) Normalized chain concentration profile C(X), averaged over
waiting time at compressed state; red circles are experiment; black line is a fit to a
linear ramp concentration profile (Eq. 3.1) convolved with a Gaussian point-spread
function (section 4.2.2). The blue-dashed line shows an estimate of the real, i.e. prior
to convolution, concentration profile estimated from the fit.
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detection in an in-vitro system where all parameters are well controlled, guiding devel-

opment of models to quantify conditions favoring knot production. In particular, we

can measure knot-formation probability as a function of compression and probe knot

formation kinetics by relaxing the chain after a well-defined waiting period in the com-

pressed state. By measuring knot position along the chain a short time after pressure

release, we can gain insight into the knot spatial distributions. Finally, we can access

conditions where more than one knot is formed, enabling investigation of the formation

of composite knot states. Our results suggest that strong interaction between prime

knots exist in composite knot states, leading to a breakdown of independent Poisson

knot-formation statistics observed for extended chains at equilibrium in the absence

of compression [12]. To rationalize our findings, we argue that the compressed chain

is in a steady state with zero segmental current, equivalent to a state of inhomoge-

neous equilibrium, so that a generalized free energy can be developed to quantify the

probability of knot-formation. This approach complements existing theories for knot-

production by clarifying knotting free energy landscapes for compressed chains and

explains our observations if topological barriers for forming knots are sufficiently small

relative to thermal or flow-driven agitation for the chain to sample knotted states over

measurement time-scales.

T4 DNA are driven into nanochannel arrays from loading microchannels via a

burst of pneumatic pressure (Fig. 3–1(b)). Low ionic strength conditions (10 mM Tris,

pH 8.0) are used to ensure negligible knotting probability in bulk by ensuring a high

DNA effective width (section 4.1, [41]). Once the molecules enter the nanochannel,

the pressure is released in order to acquire movies of freely fluctuating extended DNA

(Fig. 3–1(d)). This data is later used to determine the molecule equilibrium extension

in the absence of flow ro and concentration co via a standard fitting model based on
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the convolution of a box with a Gaussian point-spread function [126] (see section 4.2.2,

note ro = 14.3± 0.3µm for our channels). The molecules are then driven to the array

center, compressed against the slit-barriers to an extension r and held at this extension

for a waiting time tw (Fig. 3–1(e)) until the pressure is released and the molecules relax

(Fig. 3–1(f)).

The knotting state can be assessed by counting the number of knots present.

Figure 3–1(g-j) gives example kymographs for individual compression-relaxation events

at different degrees of compression. The sharply localized regions of high intensity in

the kymographs represent knots [13,18]. As we increase the pressure and compress the

chain, the knot formation probability rises (Fig. 3–1(g-j)). In addition, for very high

compression we observe that more than one knot can be formed (Fig. 3–1(i, j)). After

each compression event, molecules are driven out of the nanochannels, new molecules

are introduced in order to avoid possible effects of entanglement [18] that might lead

to hysteresis.

Knots can be distinguished from other topological events such as “folds” [168]

or “trivial knots” (including entangled segments and complex unknots, like slip-knots

[169], that do not possess true knot topology) as knots formed on semiflexible chains

quickly adopt a characteristic compact and time invariant structure [11, 153, 154]. A

knot’s topology creates an effective network of non-crossing constraints that is equiv-

alent to confining the chain in an effective tube. The balance between bending and

confinement free energy of polymer in the tube leads to a metastable knot size with a

high free energy barrier for knot loosening, giving rise to knots possessing a soliton-like

structure [153] with a stable shape that diffuse along the chain through self-reptation of

contour. For example, knots tied by tweezers in fluorescently labeled chains will quickly

adopt a bright (highly concentrated) and localized (sub-diffraction limit) structure that
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can only be removed when the knot diffuses to the chain ends [9]. In contrast, “trivial

knots” or “unknots,” such as folds or entangled regions, are expected to gradually un-

ravel under the influence of entropic forces driving contour to less confined regions [168].

Unknots can also unravel in mid-chain. Thus, in contrast to other topological events,

knots are objects that once formed on the polymer: (1) are persistent, localized and

bright features; (2) do not exhibit large-scale size fluctuations after reaching their fi-

nal state; and (3) can unravel only at the molecule ends. Our approach, like those

explored in references [13, 18], cannot form knots of known topology (in contrast to

tweezers based approaches [9, 15]). Directly tying knots with tweezers, however, is

extremely challenging and low-throughput [9] and non-trivial to apply in confined sys-

tems.

3.2 Methods

3.2.1 Device Fabrication and Experimental Set-up

The nanochannels are fabricated on fused silica substrates (HOYA) by electron

beam lithography as described in [126]. The slit barriers are formed by patterning

the nanochannels with blunt ends in the array center (Fig.3–1(b)). A 30-nm deep

slit (measured using surface profilometry) is subsequently etched over the nanochannel

array, transforming the blunt ends into barriers that will permit buffer flow but trap the

DNA. In addition, adjoining the nanochannel array, the device contains two U-shaped

microchannels (1µm deep, 50µm wide): these microchannels convey molecules from

sand-blasted loading holes to the nanochannels. The 1×1 cm chips are then bonded

directly to fused silica coverslips (Valley Design)(Figure 3–1(b)). The cover slip seals

the channels while the slit introduces an opening at the barrier end of the nanochannels,

which allows flow to pass, but traps DNA molecules (Figure 3–1(c)). Upon imaging
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the chip cross section using SEM, the nanochannels have horizontal dimension D1 =

325 nm and vertical dimension D2 = 415 nm (Section 4.1 gives more detail on dimension

acquisition). The loading buffer consists of 10 mM Tris titrated with HCl to pH 8.0.

In addition, 2% β -mercaptoethanol (BME) is added to suppress photobleaching and

photonicking. The DNA constructs used consist of T4 bacteriophage DNA (Nippon

Gene, 166 kbp), stained with YOYO-1 (Life Technologies) at an intercalation ratio of

10:1, resulting in a contour length of about 63.7µm [142]. The wet-chip is mounted on

a chuck via o-ring seals with inlets for applying pneumatic pressure (Fig. 3–1(a)). The

chuck-chip assembly is then mounted on an inverted microscope (Nikon Eclipse Ti-E)

with a 100X N.A. 1.5 oil immersion objective. Imaging is performed via an EMCCD

camera (ixon, Andor) with excitation illumination provided by a metal-halide lamp

(Xcite).

3.3 Results

3.3.1 DNA Concentration Profile during Compression

The nanoscale dimensions of our channels give rise to ultra-low Reynolds number

hydrodynamics (Re ∼ 10−8) that necessitate rigorously laminar and steady streamlines

in the presence of a constant pressure drop [170]. Note that formation of nano-vortices

at the slit-barrier requires a Reynolds number exceeding Re = 0.055 [171]. In contrast

to [18], we do not apply an external electric field. We estimate that any streaming

potential difference [170] across the nanochannel resulting from our flow is less than

1 mV, affecting the DNA velocity by less than 1% (see section 4.2.4).

We find the laminar flow leads to physics analogous to that of our optical piston

experiments [151, 152], where an optically-trapped bead is used as a sliding gasket

to compress single double-stranded DNA molecule with fixed velocity V (see section

4.2.5 for extended discussion). Like the sliding-gasket experiments, during the first
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Figure 3–2: (a) The nanochannel confined chain in no-flow equilibrium has a uniform
concentration profile C(X) = 1. Inset: schematic of no-flow equilibrium chain with
extension ro. (b) Local extension R(X) ≡ 1/C(X) for chain in no-flow equilibrium.
(c) When a flow V is applied, in the long-time limit the chain reaches a steady-state
with a concentration profile that ramps linearly towards the barrier: C(X) = Cb−αX.
Inset: schematic of chain in flow-constrained equilibrium with extension r. (d) Local
extension R(X) ≡ 1/C(X) for chain in flow-constrained equilibrium. Note that for
a uniform profile Rb = Rc. (e) Profile slope α, (f) barrier concentration Cb and (g)
chain extension Rc versus V with fits to scaling relations predicted by piston theory
((e) α ∼ V , (f) Cb ∼

√
V and (g) Rc ∼ 1/

√
V ). (h) Combining data in (e) and (f)

yields α versus Rb, described well by the scaling α ∼ 1/R2
b. The insets in (g) and (h)

give the results on a log log-scale.

phase of compression, a “shock-wave” of segmental concentration builds up at the

molecule edge abutting the barrier [152] (Fig. 3–1(g-j)). In this phase, the position

of the molecule edge opposite the barrier (the ‘free edge’) is unconstrained and has

constant speed V , a measure of the buffer flow speed in the channel (see Fig. 4–4 and

section 4.2.6 for measurement of V ). The second phase begins when the shock-wave

reaches the free edge. In this second phase, the laminar flow forces the chain immobile

against the slit barrier with forces due to the osmotic pressure gradient everywhere

balancing hydrodynamic forces so that the net polymer current is zero (i.e. zero net

movement of Kuhn segments). This zero current steady-state is equivalent to a state

of inhomogeneous or force-constrained equilibrium [172]. In this state, the compressed
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molecule, spanning the range from x = 0 to x = r, adopts a ramped concentration

profile (Fig. 3–1(k) and Fig. 3–2(c)). Sliding gasket theory suggests the ramp is linear;

in terms of the normalized variables C ≡ c(x)/co, X ≡ x/ro and Rc = r/ro the ramp

has the form [152]

C(X) = Cb − αX, (3.1)

with X ranging from zero to Rc. The quantity Cb ≡ C(0) is the (maximal) concentra-

tion at the slit barrier and α is the ramp slope (Fig. 3–2(c)). Equation 3.1, once con-

volved with a Gaussian point-spread function (see section4.2.2), describes experiment

well (Fig. 3–1(k)). The parameters α, Cb and Rc are extracted from the experimental

profiles via fitting to the convolved linear ramp (Fig. 3–1(k)) and plotted as a function

of V (Fig. 3–2(e-g)). The plots show that the V -dependence is indeed consistent with

gasket theory, which predicts the scalings Cb ∼
√
V , α ∼ V and Rc ∼ 1/

√
V [151,152]

(see section 4.2.5 for a review of the derivation of these scalings).

In addition, we choose to introduce a local extension R(X) ≡ 1/C(X) (Fig. 3–

2(b, d)). The local extension measures how locally compressed (R < 1) the chain is

relative to the no-flow equilibrium where C = R = 1 everywhere along the chain. In

particular, we use the local extension at the slit barrier, or ‘barrier extension’, defined

by Rb ≡ 1/Cb (Fig. 3–2(d)), to parameterize the compression profile in lieu of V or

Rc. The barrier extension has useful properties; like Rc it becomes strictly smaller

with increasing compression, is proportional to, but less than Rc (Rb/Rc = 0.62±0.05,

see section 4.2.5) and directly characterizes chain properties at the slit barrier where

knots are found with highest probability. Figure 3–2(h) combines the data in Fig. 3–

2(e,f) and gives α as a function of Rb; this data is well described by the gasket scaling

α ∼ 1/R2
b .
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3.3.2 Knotting Probability Measurement

The time-dependent knotting probability can be described by introducing constant

transition rates kij from a state with i knots to a state with j knots (Fig. 3–3(a)), re-

sulting in a set of coupled rate equations. Figure 3–3(b) gives knotting probability

for single and multiple knot states as a function of waiting time. The rate equations

are solved (see section 4.3) for the time dependent probabilities and fitted to the ex-

perimental results. The knotting probability rises with tw and then asymptotes to

a constant value at long-times (t > 17 s), suggesting a gradual equilibration of the

knotting state. This equilibration time-scale compares on order of magnitude to the

extensional relaxation time of confined T4 DNA in channels of our size in no-flow equi-

librium (∼ 10 s, obtained from scaling values for the λ-DNA relaxation time in [173]

to T4). Comparable transition rates for the no-knot to one-knot transition and the

one-knot to two-knot transition suggest that the presence of an existing knot does not

alter the energy barriers involved in forming the second knot (k01 = 0.21 ± 0.02 s−1

and k12 = 0.19± 0.13 s−1).

Figure 3–4(a) gives measurements of knotting probability as a function of Rb. The

equilibrium knotting probability increases as Rb decreases. In particular, the one-knot

states increase in frequency until reaching a peak at around Rb ≈ 0.12. The two-knot

formation probability rises and becomes equal to the one-knot formation probability

at Rb ≈ 0.09. We also observe a very small number of three-knot events (two in total).

Micheletti et al. suggest that formation of composite knots in nanochannel-

confined DNA should arise from independent knotting events along the chain, lead-

ing to a description via Poisson statistics [12]. In particular, for a chain in no-flow
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Figure 3–3: (a) The probability for finding no knots (top), forming 1 knot (middle),
and 2 knots (bottom) are related through the transition rates kij from a state with i
knots to a state with j knots. The transition rates define set of coupled rate equations
(see section 4.3). (b) The probability of knot formation as a function of waiting time at
average barrier extension Rb ≈ 0.13 with fits to the kinetic model. The black squares
give experimental measurements for total probability of forming an event with any
number of knots. The red circles and blue diamonds give respectively measurements of
one-knot and two-knot event probabilities. The continuous lines represent the fits to
the time-dependent knotting probabilities predicted by the rate equations. Each data
point is determined from the average result of ∼10-15 events. The vertical error bars
on probability have been calculated using a Wilson-score interval with a one-sigma
confidence interval [174] (See section 4.12); the horizontal error bars show the error on
the mean for tw.
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(y-scale linear, x-scale log). The inset in (a) illustrates the predicted probability of
knotting for a sample space including three-knot formation probability (linear-linear
scale). The black squares give experimental measurements for total probability of
forming an event with any number of knots. The red circles and blue diamonds give
respectively measurements of one-knot and two-knot event probabilities. The contin-
uous lines indicate fits to the free energy model. (b) Free energy of single knot states
Ftot(1, Rb) (red, circles) and two-knot interaction free energy F int
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deduced assuming the profile is in a state of inhomogeneous equilibrium, with theoret-
ical overlay using same fitting parameters for (a). Each data point is determined from
the average result of ∼10-15 events. The vertical error bars on probability have been
calculated using a Wilson-score interval with a one-sigma confidence interval [174] (See
section 4.12); the horizontal error bars represent the error on the mean for Rb mea-
surements for the corresponding events. For the blue open circle in (b) as no 0-knot
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from experiment and extrapolating model predictions (red curve) to estimate the extra
factor of Ftot(1, Rb).
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equilibrium such as studied by Micheletti et al., the Poisson model suggests that the

probability of forming a composite knot based on m number of prime knots of the same

topology is governed by

Pm = nm
e−n

m!
(3.2)

with n = L
L0

where L is the DNA contour length and L0 a characteristic length scale de-

pending on the channel width D. While the concentration profile is uniform for a chain

in no-flow equilibrium, concentration uniformity is not required for Poisson statistics

to hold; Poisson statistics requires only that the prime knots form independently. In an

inhomogeneous Poisson process [175], the knot formation probability can vary along

the chain, leading to a distribution identical to Eq. 4.65 but with n expressed as an

integral of the varying knot formation probability along the chain. For both the uni-

form and non-uniform cases, we can eliminate n and express Eq. 4.65 purely in terms

of the no-knotting (m = 0) probability P0:

Pm = (− log P0)m
P0

m!
. (3.3)

Figure 3–5 shows Eq. 3.3 plotted for m = 1, 2 and 3 against the experimental

data. Values of P0 on the horizontal axis are calculated from the observed total knotting

probability P0 = 1 − Ptotal for different values of Rb. Higher values of P0 in Fig. 3–5

correspond to lower compression. The Poisson model describes the data well when

the molecules are only slightly compressed and P0 is close to unity. However, for high

compression (P0 < 0.2) the Poisson model breaks down. The breakdown in Poisson

statistics can be explained in two ways: (1) at high compression, constituent prime

knots might interact so that their formation is no longer independent; (2) at high

compression knots of complex topology are formed with higher probability, so that a

single Poisson distribution does not reflect the overall knotting probability. We believe
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Figure 3–5: The red circles, blue diamonds and green stars respectively give measured
probabilities for forming one, two and three knots. The solid lines indicate predictions
of pure Poisson statistics (i.e. following from Eq. 3.3); the dashed lines indicate the
predictions of the free energy model, with the red, blue and green curves respectively
corresponding to m = 1, m = 2 and m = 3. The inset, which shows the same theory
curves on a log-log scale versus 1 − P0, shows that the free energy model asymptotes
to the Poisson description when the compression becomes very low and the profile
approaches no-flow equilibrium.

that knot interactions at high compression are the likely explanation, due to the absence

of composite knots states featuring many prime knots. This point can be made clear

by quantifying the free energy of the knotting states.

Knot-formation is no longer kinetically limited at long-times where knot-formation

probability asymptotes (Fig. 3–3(b)). In addition, the compressed chain is in a state
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of inhomogeneous equilibrium. Fluctuations of the chain can be analyzed via a gen-

eralized free energy change that is equivalent to the minimum work required to drive

the system out of the inhomogeneous equilibrium state [172,176,177]. This generalized

free energy change includes the change in equilibrium free energy plus work performed

by external forces [172], work which in our case arises from the viscous force exerted

by hydrodynamic flow on the knots.

We can use our knotting probability measurements to make estimates of the free

energy changes associated with knot formation. Let Ftot(m,Rb) be the total free energy

change for forming a state with m knots on a profile with barrier extension Rb (in units

of kBT ): Ftot(m,Rb) = − logZ(m,Rb) with Z(m,Rb) the corresponding partition sum.

The probability of forming m knots is then

P (m,Rb) = Z(m,Rb)/

nk∑
i=0

Z(i, Rb) (3.4)

Note that Z(0, Rb) = 1 as there is no free energy change for forming zero knots; nk is the

maximum number of knots observed to occur (we find that nk = 3). Using Eq. 3.4, we

can directly extract knot formation free energies from experiment using Ftot(m,Rb) =

− logZ(m,Rb) = − log (P (m,Rb)/P (0, Rb)). In addition, we introduce an interaction

free energy for two knots F int
2,tot. The interaction free energy gives the increased free

energy of the two knot state over the free energy of the two knot state satisfying pure

Poisson statistics. For example, if the two knots obey Poisson statistics, their partition

sum ZP(2, Rb) = Z(1, Rb)2/2!, leading to F int
2,tot(Rb) ≡ Ftot(2, Rb)−2Ftot(1, Rb)−log(2).

Figure 3–4(b) gives the extracted free energies for forming a one knot state and

knot interaction free energies as a function of Rb. The single-knot free energy becomes

increasingly negative for small Rb. The interaction free energies are remarkably high

(on order of several kBT ), suppressing multiple knot states. Knot-knot interactions,
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for example, could arise through the excluded volume of one knot restricting the con-

figuration space of the other knots (‘knot-knot’ excluded volume); this effect would

scale as kBTg
3
k/rD1D2 (with gk knot gyration radius). Yet, we expect the volume

of a single knot to be very small relative to the volume occupied by the chain: with

gk ∼ 100 nm [11] we find g3
k/rD1D2 ∼ 10−2. The interactions must therefore have a

more subtle origin.

3.3.3 Knot Spatial Distribution

Insight into the nature of the interactions can be gained by measuring the knot

spatial distribution, which can be accessed a short-time following pressure release.

Figure 3–6 shows the histogrammed position of knots for one-knot (Fig. 3–6(a)) and

two-knot events (Fig. 3–6(b)), normalized to the chain extension rrelax, 2 sec after pres-

sure release. For the two-knot events, the position of the knot closest to the slit-barrier

(‘lower-knot’) and the knot farthest from the slit-barrier (‘upper knot’) are separately

histogrammed. In addition, we show the cumulative histograms for the single (Fig. 3–

6(c)) and two knot case (Fig. 3–6(d)). As the cumulative histograms are insensitive to

binning, we perform all quantitative analysis on the cumulative histograms.

The single-knot distribution (Fig. 3–6(a,c)) is non-uniform and well described by

an exponential probability density function (Fig. 3–6(c)), suggesting that knots are

found preferentially in concentrated regions of the chain. While we do not expect the

probability distributions after release to quantitatively mirror the distributions for a

compressed chain (there could be considerable complexity in how the evolving chain

profile during relaxation affects the knot distribution), we can say that the distribution

observed after pressure release represents a lower-limit on the degree of spatial non-

uniformity present in the knot distribution prior to release (the relaxation process
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Figure 3–6: (a) Knot position histogram for one-knot states and (b) two-knot states
2 sec after pressure release. (c) Cumulative knot position histogram for one-knot states
and (d) two-knot states normalized to the total number of counts. The x-axis is
normalized to the extension rrelax of the relaxing molecule measured at the time for
which the knot-position was obtained. The data used includes events with Rb ≈
0.11, 0.13, 0.17. For the two-knot states, we separately histogram the position of the
knot closest to the barrier (‘lower knot’, shown in red) and the knot farthest from the
barrier (‘upper knot’, shown in green). The dashed curves in (c) and (d) are best-
fits of respective data to the cumulative distribution corresponding to an exponential
probability distribution. The arrow in (d) indicates that the upper knot distribution
is shifted relative to the estimated non-interacting distribution (bold purple).

will smooth out an initially non-uniform distribution but it will not introduce non-

uniformity).

The two-knot spatial distributions have structure indicative of knot-interactions.

Note that the upper knot distribution is shifted to larger X relative to the lower

knot distribution (as indicated by the arrow on the X-axis in Fig. 3–6(d)). If the two
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knots do not interact (i.e. so that they are statistically independent) and both satisfy a

distribution peaked near the barrier (as observed for single knots) we would expect that

both of the knots would be found with high probability near the barrier. Instead, there

is ‘gap’ in positions where only one knot is found. This gap could arise, for example,

if the two knots interact like hard spheres over their gyration radius and satisfy a no-

passing constraint, introducing a range in positions near the barrier where the second

knot is physically excluded (see inset to Fig. 3–6(b)). Knot passing might be prohibited

due to the large physical size of the knots, on order of the channel diameter [11, 165],

prohibiting knot crossing mechanisms that require knot expansion [178].

To demonstrate rigorously that interactions exist, let us assume that the knots do

not interact and are consequently statistically independent. Let the non-interacting

lower knot distribution be PL(x) and the upper be PU(x). Moreover, let us assume

that both knots follow an identical underlying probability distribution equal to the one

knot distribution P1(X). These assumptions lead to (see section 4.4):

PL(x) + PU(x) = 2P1(x) (3.5)

Using the measured single knot and lower knot distributions in Fig. 3–6(c, d), from

Eq. 4.29 we can infer the resulting upper knot distribution if the assumption of knot-

independence (no-interactions) is valid. The result, shown in Fig. 3–6(d) (purple curve)

differs from the shifted upper distribution (green curve), indicating that interactions

are present.

3.3.4 Free Energy Model to Quantify Knot Formation

Our results suggest that knot-interactions are present at high compression, causing

a pronounced deviation in observed knotting probability from Poisson statistics. The
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interactions may arise from a hard-core repulsion mechanism preventing knot crossing

in the channel. Yet, it is unclear how the hard-core repulsion translates into a higher

free energy cost for formation of multiple knots and leads to a breakdown in Poisson

statistics. Here we develop one possible model to quantify the effect of a no-crossing

constraint on the knot free energies, elucidate the role of compression in increasing

knot-formation probability and explain the breakdown in Poisson statistics at high

compression. Qualitatively, our model suggests that knot free energy is lowered dur-

ing chain compression by a novel excluded-volume mechanism: knots tightly localize

the contour they contain, avoiding the free energy cost that would be introduced by

releasing the stored contour to interact with the rest of the compressed, concentrated

chain. Moreover, our model suggests that the free energy of a knot should vary with

position along the compressed profile, with the free energy lowest at the barrier-edge.

If a no-crossing constraint exists, multiple prime knots cannot all occupy the position

of minimum free energy, but instead will stack single-file, leading to an increased free

energy of a composite knot state relative to the free energy of the independently formed

prime knots.

Dai et al. argue three types of free energy contribute to knot-formation [11]: the

energy of forming a knot on the chain in bulk fb(Lk), where Lk denotes the con-

tour length of the knot; the energy of confining the knot between the channel walls

fwk(Lk, R) (‘wall knot’) and the energy saved, as contour stored in the knot no longer

contributes the confinement free energy fwuk(Lk, R) (‘wall unknot’) associated with an

unknotted section of polymer of contour Lk. In addition, the flow exerts a constant

drag force ζkV , leading to a free energy contribution fh ≡ ζkV X/kBT (in units of

kBT with ζk a knot friction factor). The total free energy change f1(Lk, Rb, X) upon

forming one knot of contour Lk in the nanochannel at position X on a profile with
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barrier extension Rb is then

f1 = Abfb + Awkfwk − fwuk + Ahfh. (3.6)

This equation makes explicit three dimensionless scaling constants Ab, Awk and Ah to

be determined via least squares fitting. The term fb is the free energy of trefoil knots

in bulk, an R-independent contribution that can be obtained from a balance of bending

and confinement free energies [153, 154] (See section 4.5 for explicit functional form).

We expect trefoil knots to dominate [166]. The contribution fwuk is obtained from the

Flory free energy of a confined chain [137]:

fwuk = Awuk(Lk/Lb)
(
R2/2 + 1/R

)
. (3.7)

This contribution varies with position X and Rb through R(X) = 1/C(X) (Eq. 3.1).

The quantity Lb is the contour per blob in the equilibrium chain, which we obtain

from extended de Gennes theory: Lb = (2P/w2)
1/3
D

4/3
eff with P the persistence length

and w the effective width (we estimate P = 55 nm and w = 17 nm (Section 4.1).

The quantity Deff =
√

(D1 − w)(D2 − w) is an effective diameter taking into account

the non-unity aspect ratio of the channel and wall-DNA interactions (estimating the

electrostatic depletion near the channel walls by w [126]). The quantity Awuk is a

numerical constant (Awuk = 2.81 [137]). As the knot formation probability is only

appreciable below R = 0.5, the R2 term in Eq. 4.35 is negligible. Dai et al. show that

the channel-confined knots can be approximated as spherical regions with a radius

of gyration gk = 0.1Lk. Following Dai et al. [11], we argue that fwk is given by the

confinement free energy of one knot unit on a chain of identical such units,

fwk = Lkg
2/3
k D′

−5/3

eff R−5/4. (3.8)
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The quantity D′eff =
√

(D1 − δ)(D2 − δ), where δ takes into account the increase in

effective confinement due to finite knot size. We use δ = γgk ∼ Lk (Dai et al. find that

γ = 1 describes their simulation results well). The R-dependent factor accounts for

the increase in the free energy of a flexible chain with compression for R < 0.5 [137].

Lastly, we estimate ζk as the friction factor of a sphere of radius ζk = 6πηgk with η

viscosity (∼ 1 mPs).

Our model suggests that knot stabilization is driven by a large negative single knot

free energy at the slit barrier. Combining Eq. 3.1-3.8, we find f1 varies linearly with

position (Fig. 3–7(b)):

f1(Lk, Rb, X) = f1(Lk, Rb, 0) + β(Lk, Rb)X (3.9)

(see section 4.6 for explicit form of β and f1(Lk, Rb, 0); the 1/R5/4 term in Eq. 3.8 can be

linearized by Taylor expansion for small X where knotting probability is appreciable).

If fwuk is large enough to ensure the free energy at the barrier f1(Lk, Rb, 0) < 0, knots

of size Lk will exist with a spatial distribution P1(X) ∼ exp(−f1(Lk, Rb, X)) leading

to an exponential accumulation near the barrier, consistent with the observed single

knot distribution (Section 4.7, Fig. 3–6(a, c) and Fig. 3–7(d)).

The barrier (x = 0), where the free energy is minimized, is the most probable

location for a single knot to form, but knots can form at all x. Let the partition

function z1(Lk, Rb) count the number of ways a single knot of size Lk can form on a

profile characterized by Rb. The number of statistically independent sites at which

a knot can form is estimated by nmax = r/2gk, each site i weighted by a Boltzmann

factor exp (−f1(Lk, Rb, i2gk/ro)), leading to a partition function that can be summed

geometrically (see section 4.8, we can approximate the summation limit as infinity as
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Figure 3–7: (a, e) Schematic of concentration profile C(X), (b, f) resulting free energy
profile f1(Lk, Rb, X) and (d, h) resulting knot probability distributions for single (a-d)
and two-knot (e-h) states. Note that in the two-knot state the two knots can experience
different free energy profiles due to their varying size (e.g. Lk1 does not necessarily
equal Lk2): this is indicated in (f) by drawing two free energy profiles with slopes
β1 and β2. In addition, in the two-knot state the knots will have different probability
distributions: P21 for the ‘lower’ knot closest to the barrier and P22 for the ‘upper’ knot
farthest from the barrier (see section 4.6 for detailed derivation of the probabilities) (h).
(c) Cartoon of single-knot on chain, displaced by radius of gyration gk1 from barrier
edge. The dashed line relates the knot position to the corresponding concentration and
free energy. (g) Cartoon of two knots on chain. Knot 1 (red) is displaced by radius of
gyration gk1 from barrier edge; knot 2 (green), by assumption of single-file ordering, is
displaced by 2gk1 + gk2 from barrier edge.
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the probability of finding knots far from the barrier is very small). To compute the

partition function of a state containing multiple (m) prime knots zm(Lk1 · · ·Lkm, Rb)

we must include knot interactions. Interactions equivalent to a no crossing constraint

are incorporated by requiring that the summation respect knot ordering (i.e. so that

the knots maintain single file). At high compression, these partition functions contain

only one state, a ‘ground state’ configuration consisting of knots stacked single file,

with no gaps, directly abutting the barrier (e.g. see Fig. 3–7(c) for one knot ground

state; see Fig. 3–7(g) for two knot ground state). In this high compression limit Poisson

statistics does not hold as only one state is accessible and strong interactions imply

knots do not form independently. For low compression, knots can be excited away from

the barrier. Interactions are weak as the knots are well separated and many states are

accessible, leading to an emergence of Poisson statistics (see section 4.9).

Lastly, we must integrate over all knot sizes, forming a partition function:

Z(m,Rb) = (2P )−m
∫
zm(Lk1 · · ·Lkm, Rb)dLk1 · · · dLki (3.10)

In practice, we obtain Z(i, Rb) from direct numerical integration. Equations 3.4, 4.33-

3.8 and 3.10 then enable determination of knotting probabilities as functions of Rb.

Simultaneous least-square fitting of model predictions to the experimental one and

two-knot formation probabilities (Fig. 3–4(a)) yields Ab = 1.43 ± 0.05, Awk = 0.98 ±

0.12 and Ah = 1.12 ± 0.07, on order of unity suggesting that the approach is self-

consistent. Equivalently, we can fix Awk = 1 and Ah = 1 and perform a one-parameter

fit of the parameter Ab, which yields equivalent results (see section 4.10). Our theory

captures the increasing knot formation probability with increasing compression, the

non-monotonic behavior of the single knot formation probability (Fig 3–4(a)) and the

energy scales of knot interactions and single knot stabilization (Fig 3–4(b)). Our
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model also predicts the very small number of observed three-knot events (Fig. 3–4(a,

inset)), a consequence of the large interactions. Finally, our model quantitatively

captures the transition from Poisson statistics at weak compression to the non-Poisson

regime at high compression (Fig. 3–5). The Ab value required to get agreement with

experiment is slightly higher than unity, possibly arising from physical effects, such

as knot compression, that lead to higher knot free energy and are not included in the

model.

In detail, note that the non-monotonic variation of single knot probability with

compression in our model arises due to the interplay of the increasingly negative single

knot formation free energy and the normalization condition (Fig 3–4(b)). For mod-

erate Rb, the single knot free energy falls and the single knot probability rises. As

the single knot probability approaches unity, the probability of two-knots states also

necessarily rises and the probability of one knot states falls to preserve normalization

of total probability. Strong interactions suppress the probability of finding three-knot

states.

3.4 Discussion

In conclusion, we show that hydrodynamic compression induces DNA knotting

in nanochannels with high probability. This is remarkable as it demonstrates that

moderate confinement, two orders of magnitude weaker than that found in capsids,

can also induce knot formation, suggesting a knot formation mechanism qualitatively

different from what has been proposed in [179,180] for capsids, where nematic ordering

in strong spherical confinement can form toroidal knots with high probability. We

show that the free energy scales for knotting under compression in the long-time limit
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can be estimated by extending known free energy scales for confined knots in a no-flow

equilibrium. In addition, we find that knot-interactions likely exist, arising from a hard-

core repulsion between knots preventing knot crossing and lead to single-file ordering of

knots. Our model suggests knot interactions suppress multi-knot states and lead to a

pronounced deviation from Poisson statistics expected for knot formation in a no-flow

equilibrium limit.

In a recent study, Tang et al. [18] introduced a technique for inducing knots on

DNA molecules via application of an AC electric field. From a practical point-of-view,

our approach has the advantage that it is inherently parallel; many molecules can be

simultaneously compressed in an array of nanochannels and their relaxed, nanochannel-

extended states analyzed. From a physical point of view, the approach of Tang et al.

occurs in a much more complex, strongly non-equilibrium environment, with both sol-

vent and DNA exhibiting complex dynamics resulting from the hydrodynamic instabil-

ities induced by the DEP force. In particular, in the DEP approach the DNA tumbling

dynamics leads to finite segmental current throughout the coil. In addition, the DNA

is driven into a globule state, which is less well understood due to the complexity of

the DEP-induced attractive interactions that drive the compression. In our system,

based on geometric confinement and pressure-driven low Reynolds number flow, the

DNA adopts a highly reproducible concentration profile that corresponds rigorously

to an inhomogeneous equilibrium state with zero segmental current. The simplicity

of the underlying DNA conformation in our system may facilitate modeling of knot

generation processes. The transverse confinement in our system provides an additional

parameter that can be used to tune knot-formation, with lower channel diameter in

the extended de Gennes regime predicted to produce knots with greater probability
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at an equivalent degree of compression (see section4.11). In addition, the channel di-

ameter likely sets an upper limit on knot size for channels below about 500 nm. Our

approach may thus lead to composite knot states formed from smaller stacked prime

knots distributed towards one molecule edge. In contrast, we speculate the approach

of Tang et al. may lead to easier production of larger, topologically complex knots in

the molecule center [46].

A complete understanding of knot formation in our system requires understanding

the physics behind the lowered topological barriers leading to favorable kinetics at

experimentally accessible time-scales. We do find that knotting probability rises with

waiting time in the compressed state, with a kinetically limited regime at low waiting

times. This appears to confirm the picture suggested by [4] regarding the dependence

of knotting probability on effective ‘agitation time.’ In our microscopic experiment,

for example, thermal fluctuations could supply the necessary agitation, or thermal

fluctuations could be assisted by additional hydrodynamic effects. In their DEP-based

compression experiments Tang et al. hypothesize that a tumbling-like agitation is

created by electric-field induced hydrodynamic instabilities.

In particular, lowering the topological barriers for knot-formation requires a mech-

anism for knot-ends to invade the main coil so that the chain ends can be threaded

through internal loops in the chain [166]. In our experiment, one possibility is that

the chain ends are forced in during the transient compression (“shock-wave”) process,

although this does not explain the long observed waiting time. A second possibility

is that subtleties of the steady-state hydrodynamic flow, perhaps curving streamlines

near the slit barrier, might play a role in helping drive the chain ends into the coil.

We feel, however, that this mechanism would need to be more subtle than the flow-

induced tumbling described in [18], as we expect the flow in our nanofluidic channels
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to be steady and laminar, leading to a static packing of DNA against the barrier rather

than continuous recirculation or agitation. We do not apply an electric field, and we

expect effects of electrohydrodynamic coupling to be very weak, so there is no clear

candidate for a physical effect that could create the recirculatory flow necessary to

drive DNA tumbling. A third possibility is that thermal fluctuations alone are suf-

ficient to drive the chain ends into the coil. At high compression linear ordering of

blobs breaks down and the free energy barriers preventing long-range chain looping

disappear. [137]. Brownian dynamics simulations of our system [181] would help clar-

ify which mechanism is correct. Yet, whatever physics drives the favorable kinetics,

once we deduce that the kinetics are favorable by observing time-dependent saturation

of knotting, our free energy approach is valuable as it enables extraction of long-time

knotting probabilities in a systematic way from knowledge of equilibrium behavior.

In the future the knot factory could be further exploited to study the effect of

channel width, ionic strength, DNA contour length and to generate knots for further

dynamic studies. In particular, we expect the physics of knot formation to be very

different in the transition (D < 100 nm) and Odijk confinement regimes (D < 50 nm)

due to the qualitatively distinct underlying chain conformation in these regimes [126].

While we predict knotting probability increases with decreased channel width through-

out the extended de Gennes regime, the situation for smaller channel width is unclear

and a fascinating question for further theoretical and experimental study.
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CHAPTER 4
The Nanofluidic Knot Factory: Detailed Methods,

Derivations and Arguments

In chapter 3, a knot factory for efficient formation of knots on nanochannel-

confined DNA molecules was introduced. A free energy model for describing knot

formation as well as quantifying the effect of knot interactions was provided and knot

spatial distributions on DNA molecules were studied. This chapter contains the sup-

plementary information to chapter 3. A review of past relevant work is provided; the

device details and error analysis methods are discussed; A free-standing discussion of

the spatial distribution of knots in both one and two knot states is introduced and

detailed derivation of knot formation rate equations and knot interaction free energy

and calculation of partition sums for assessment of knotting probabilities are provided.

Finally, discussions with the referees during the review process are embedded in the

text.

4.1 Experimental Methods

In order to obtain the shape and dimensions of the nanochannel cross section, a

chip is cut carefully at the center where the nanochannels are located: the sample is

then diced half-way through using a wafer saw and then broken by hand about the

saw cut to avoid destroying the nanochannels with the saw blade. A platinum layer

of 4-nm thickness is sputtered on the cleaved sample. Upon imaging the chip using

SEM, the cross-section shape is observed to be trapezoidal with base dimensions Db1 =

250 nm and Db2 = 386 nm (Fig. 4–1). Adding the slit depth (measured with surface

profilometer) to the measured depth of the unbonded channel gives D2 ∼ 415 nm (Fig.
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4–1(inset)). Note that the trapezoidal area A = D2(Db1 + Db2)/2 ≡ D2D1 with the

dimension D1 ≡ (Db1 + Db2)/2 = 325 nm (i.e. the average of the two base lengths).

In other words, a rectangular cross-section of dimension D1 and D2, having the same

area as the original channel, is the best rectangular approximation to our trapezoidal

cross-section. The use of a non-unity aspect ratio requires that the channel width D

must be replaced by the geometric average Dav =
√
D1D2 =367 nm [126].

38
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Figure 4–1: Cross section of a nanochannel imaged using SEM; the cross section is a
trapezoid with base dimensions Db1, Db2 and height dimension D2. The yellow dashed
lines show the trapezoid edges. The inset shows a schematic of how the dimensions
of the bonded chip are calculated. Adding the slit depth (measured with surface
profilometer and shown in red) to the measured depth of the unbonded channel gives
D2 ∼ 415 nm. The length D1 = 325 nm is the average of the base-lengths Db1 = 250 nm
and Db2 = 386 nm. The channel cross section is approximated as a rectangle with
dimensions D1 and D2.

We briefly discuss our approach for estimating the physical value of P and the

effective width w for our buffer conditions. Our buffer has an estimated ionic strength

of 8mM , a value we obtain from solving the coupled chemical equilibria for Tris-HCl

and BME (pKtris = 8.1 and pKBME = 9.6). The persistence length is estimated using
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Odijk-Skolnick-Fixman (OSF) theory [144,145]:

P = Po +
32 mM

Is
nm (4.1)

with Po the high salt persistence length (Po = 51 nm). We find P = 55 nm at Is =

8ṁM. The Stigter theory, which estimates the effective width of DNA based on the

excluded-volume of charged rods, is used to evaluate the effective w [145,146]. We find

w = 17 nm. The high value of the effective width suppresses bulk knotting [41]; the

only knots observed are those formed through compression.

4.1.1 Knot Identification Criteria

Using an optical trap to tie knots on polymers can create knots with a topology

that is precisely known. The method employed in the current study and some previous

ones [13, 18], on the other hand, don’t produce knots of known topology. While we

cannot directly trace the chain path, there exist criteria that make “knots” on poly-

mers distinguishable from “folds” or “trivial knots” (including tangled segments and

complex unknots that do not possess true knot topology [9,13,18]). These criteria are

motivated by A. Grosberg’s tight knot theory [153], now well-established by simula-

tion [11, 154] and the experimentally observed behavior of objects with well-defined

knot structure created via tweezers [9]. In Grosberg’s theory of tight-knot structure

on semiflexible chains, a knot’s topological structure creates an effective network of

non-crossing constraints that is equivalent to confining the chain in an effective tube.

The knot free energy arises from two sources: (1) bending of the tube and (2) confine-

ment free energy arising from polymer constrained in the tube. If the knot is small the

bending energy is high as the tube is squeezed tight. Large knots have high confine-

ment free energy as more polymer contour, pulled from less constrained regions of the

chain, is forced to lie confined within the effective tube. The balance between bending
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and confinement free energy leads to a metastable knot size, giving rise to knots pos-

sessing a soliton-like structure [153] with a stable shape that diffuse along the chain

through self-reptation of contour through the effective tube. In particular, in the Gros-

berg theory the metastable knot shape is stabilized by a high free energy barrier for

introducing contour into the knot that prevents spontaneous knot loosening on experi-

mentally accessible time scales (this barrier is estimated to be ∼ kBT [153]). Knots tied

by tweezers in fluorescently labeled chains, such as in [9], will adopt a bright (highly

concentrated), localized (sub-diffraction) and stable structure that diffuses along the

chain and can only unravel at the chain ends, consistent with the predictions of the

Grosberg theory.

An entanglement in the contour is called a “knot” if it cannot be untied when the

string is closed [4,21]. In contrast, “trivial knots” or “unknots,” such as the “bunched

up” or “tangled” regions can unravel mid-chain. Unknots can be simple (in the form of

S or ϕ also known as “folds”) or complex, formed via concatenation of folds (“complex

unknots”). Unknots, unlike knots, are not self-confined, thus they fluctuate in size

significantly [13] and are eventually removed by thermal fluctuations. In particular,

in a nanochannel, a concentrated region of DNA will have a higher free energy than

the surrounding chain (due for example to self-exclusion interactions). Entropic forces

will exist that will drive transport of contour from this concentrated region to non-

concentrated regions, leading to large-scale unraveling dynamics (the simplest example

is a confined polymer with a single-fold at the chain ends, which unravels via a simple

kinetics described in [168]). If the structure possess true knot topology, this process

will be halted when the object reaches metastable knot-size, but unknots will continue

unraveling until all contour is removed. Note that, for unknot structures, there is no

built-in topology preventing the opening of tight loops by thermal fluctuations that
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rotate adjacent strands forming the loop. We thus expect small unknot structures

to be highly unstable at the molecular level [4]; frictional effects do not play a role

in stabilizing microscopic knots (unlike macroscopic knots), and these small unknot

structures will possess high bending energy. Large, highly entangled structures may

lead to arrested relaxation and take longer to unravel, as observed in [18], but our view

is that only structures that posses a true knot topology will unravel to a final state

possessing a diffraction limited “spot-like” structure.

We summarize our knot identification criteria as follows:

• Knots are persistent, localized and bright features on extended chains.

• Knots do not exhibit large-scale size fluctuations after reaching their final (metastable)

state.

• Knots unravel only at the molecule ends.

The above knot identification criteria have been used in similar experimental stud-

ies [13, 18] and have been followed rigorously in the current study. Note that in the

current study an event with multiple knots is reported only when the knots diffuse

apart so they can be separately identified. Figure 3–1(i, j) gives an example of a two-

knot and three-knot event where knot diffusion separates the knots on the chain so

they can be distinguished.

4.2 Single-Chain Concentration Profiles: Data Analysis and Theoretical
Models

4.2.1 Waiting time

Waiting time is defined as the duration for which a molecule is held in a compressed

state. Each molecule is compressed to a certain minimum extension for a certain

waiting time and then relaxed. To create a consistent measurement of the waiting
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time, we first find the average extension of the molecule at equilibrium at compressed

state r and the standard deviation σr in the extension. Starting from the first frame

of the movie, once the extension of the molecule reaches a value within the interval

[r − σr, r + σr], we set that frame as t = 0. The point of pressure release determines

the waiting time t = tw.

4.2.2 Intensity Profile Fitting Functions

A nanochannel-extended molecule in its no-flow equilibrium conformation has a

uniform concentration profile. Upon hydrodynamic compression against the slit bar-

riers, the DNA molecules will evolve towards a steady-state concentration profile that

has a ramp-like character (see Fig. 3–1(g-j)). We find that this profile is well-described

by a linear ramp form (Eq. 3.1 and Fig. 3–1(k)). An experimental difficulty is that we

cannot resolve the exact theoretical concentration profile c(x) as our optics are diffrac-

tion limited. Instead, we image broadened profiles formed by convolving the theoretical

profile with a point-spread function fPSF(x) [151, 152]. A second difficulty is that we

measure fluorescence intensity I(x), not concentration. To deduce the broadened ex-

perimental profiles from a given predicted profile c(x), we use:

I(x) = C

∫ ∞
−∞

c(y)fPSF(x− y) dy. (4.2)

For simplicity, we choose a Gaussian form for fPSF(x):

fPSF(x) =
1√

2πσ2
exp

(
− x2

2σ2

)
. (4.3)

The PSF width σ is estimated by fitting to the profiles. The constant C in Eq. 4.2

is a calibration factor representing the conversion between concentration and intensity

level (depending on factors such as stain ratio, illumination power-levels, stain quantum
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efficiency and the stain extinction coefficient). By using I/Io = c/co, we remove the

calibration factor from consideration.

We use two functional forms for the underlying concentration profiles c(x). The

uniform-profile shape, appropriate for an equilibrium no-flow profile, is defined by:

cflat(x) =


co if x > x1 and x < x2

0 otherwise

(4.4)

The extension is simply the difference between the profile-end points: r = x2−x1. The

ramp profile shape is defined by:

cramp(x) =


cb − Arx if x > x1 and x < x2

0 otherwise

(4.5)

The quantity Ar is the profile ramp-rate. By applying Eq. 4.2 and Eq. 4.3 to Eq. 4.4

and Eq. 4.5, we can deduce analytic forms (expressed in terms of error-functions and

Gaussians) for the broadened profiles. All profile parameters, such as extension, ramp-

rate, maximum/minimum concentration and σ can be obtained by fitting experimental

profiles to these broadened functional forms (see Fig. 3–1(k) for an example fit to

experiment of a broadened ramp along with an estimate of the underlying ramp-profile).

4.2.3 DNA Equilibrium Conformation at Compressed State

Experimentally, we observe that once the transient compression phase is over, the

compressed DNA undergoes thermal fluctuations about a well-defined profile shape.

In particular, Fig. 4–2 shows the normalized extension (Fig. 4–2(a,b)) and ramp-

slope (Fig. 4–2(c,d)) versus time of DNA molecules compressed via two different flow

velocities (for the steady-state portion of the compression, i.e following completion

of the transient). Evidently, the molecule extension in the compressed state and the
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profile slope appear to fluctuate around a fixed average. We see no evidence of a

slow-relaxation over the time-scales of the experiment (i.e. the data in both cases is

flat).

The fact that we reach a steady-state does not mean that the steady-state is an

equilibrium state. Our system is maintained in a zero-current steady state: this is

equivalent to a state of inhomogeneous equilibrium, or force-constrained equilibrium

where local forces everywhere are in balance. There exists a local mechanical equilib-

rium between the osmotic pressure gradient and applied hydrodynamic force, leading

to zero segmental current J everywhere along the profile, or a zero segmental drift ve-

locity (by the word “segment” we refer to Kuhn segments making up the DNA). The

key points of agreement are that we observe: (1) a linear ramp and (2) quantitative

scalings for the compressed extension and ramp slope as a function of V that are con-

sistent with equilibrium predictions (see Fig. 3–2(g-j)). Note that when we use the

word equilibrium, we are referring to the DNA molecule alone. The solvent of course

is not in equilibrium as the solvent is undergoing steady ultra low Reynolds number

flow, constantly penetrating the molecule, but the effect of the steady-solvent flow on

the DNA is simply to supply a source of static forcing.

As has been rigorously demonstrated for a broad class of systems, including sys-

tems described by underlying hydrodynamic/diffusive equations (such as the nonlinear

convective-diffusion formalism we use to describe the compressed DNA) [172,182], fluc-

tuations from such steady-states can be analyzed via a generalized free energy change

that is equivalent to the minimum work required to drive the system from the state of

inhomogeneous equilibrium [176,177]. This generalized free energy includes the change

in equilibrium free energy (work in absence of external forcing) plus work performed

by external forces.

79



0.1

0.2

0.3

0.4

Ex
te

ns
io

n 
(N

or
m

al
iz

ed
)

0 5 10 15
0

20

40

60

80

100

Sl
op

e

Time (sec)

V=9.9 μm/sec

Time (sec)
0 5 10 15

V=12.8 μm/sec(a) (b)

(c) (d)

Figure 4–2: Measurements of normalized extension and slope of intensity profiles at
compressed state for two different flow velocities V = 9.9µ m/sec (left) and V =
12.8µ m/sec (right). (a,b) Extension of DNA molecules at compressed state normalized
to the initial extension of the molecules. The solid black lines depict the average
extensions rc = 0.21 ± 0.02 (a) and rc = 0.18 ± 0.01 (b). (c,d) The slope of intensity
profiles at compressed state. The solid black lines show the average slopes α = 30.2±3.7
(c) and α = 39.25± 4.6 (d).

While flow is constantly penetrating the DNA coil and passing through the slit (in

this sense the system is out-of-equilibrium), this flow is steady and necessarily laminar

due to the ultra low Reynolds number of the nanochannels. Such a flow-field creates

a source of static external forcing on the DNA, driving our chain against the barrier.

Our problem is thus analogous to a chain pushed against a barrier by a static force,

and bears resemblance to other problems in soft-matter where a system is driven by

a force against a hard-wall, such as sedimentation, or centrifugation. Critically, the

long-time-limit of such a problem corresponds to a special type of steady-state where

the current J (that is current of DNA Kuhn segments in our case) is zero. In these sys-

tems the current vanishes even in the presence of a non-uniform concentration profile.
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A classic example would be the barometric distribution of concentration in a constant

gravitational field. In general, the vanishing of the current gives rise to an ODE that

describes the steady-state profile. In the context of the nonlinear convective-diffusion

formalism we use to describe the compressed DNA, the zero-current condition gives rise

to a linear ramp. Moreover, our experimental evidence suggests that physical effects

that would violate a simple zero current condition (e.g. recirculatory flows) do not

exist, or at least do not occur at scales that we can resolve.

Nematic ordering of compressed DNA molecules

Some studies [179,180] have shown that in order for knots to form, confined DNA

needs to be stiffened by nematic ordering of DNA segments, similar to the knotting

process in capsids. Such mechanism requires very high level of confinement. In our

system, on the other hand, the concentration achieved is not high enough to induce

nematic ordering. Our observations show that knots form at much weaker confinement

than is observed in capsids. In particular, our view is that the mechanism described by

Reith et al applies directly only to strong confinement in a spherical cavity and cannot

necessarily be extrapolated to weaker confinements regimes with different geometries

(e.g. the nanochannel or tube-like regime considered here). Reith et al argue that in

order to produce knots with high probability, in situations of extreme confinement like

viral capsids, loops must be formed that are sufficiently large for the free end to pass

through. Formation of large loops is enhanced by making the polymer stiffer because,

while flexible chains will fill the sphere, stiffer polymers tend to move towards the pe-

riphery of the sphere, maximizing the loop diameter. In particular, this configuration

tends to produce torus knots. However, it is unclear whether this mechanism applies

if the confinement is weaker. For example, Reith et al and Virnau et al. suggest that

81



the probability of knotting in bulk is more complicated, with stiffer polymers form-

ing knots with lower probability above a critical stiffness value, and below the critical

stiffness forming knots with higher probability (DNA is above the stiffness threshold,

according to the authors). The current study is intermediate between the bulk an

strong confinement, so it is unclear which type of argument is appropriate. Lastly,

the geometry should definitely play an important role: in a long tube, such as used

in our study, loops can form along the channel axis, so large loops could form even if

the polymer does not follow the periphery of the tube. As noted above, even at the

highest compression created, the extension is still an order of magnitude larger than

the channel diameter.

The Tumbling Effect

In accordance with the assumption that knots form in the proposed knot factory

at equilibrium and that knot formation can be explained via a free energy model, one

might wonder that other effects such as hydrodynamic-flow induced rotational tumbling

of DNA segments have led to the formation of knots. Tang et al. [18] argue that in

their proposed knotting system, the presence of hydrodynamic instabilities, created by

their applied AC-field, leads to local rotational motion (vortices). This local rotation

leads to the DNA being continually “jostled” by the flow, resulting in knots. Such an

instability-based mechanism cannot exist in our experiment. In nanofluidic devices,

the Reynolds number is orders of magnitude below unity (in our device, we find that

Re ∼ 10−8). Such ultra low Reynolds number flows cannot create motion that in

anyway can be described as “jostling” or “agitation”. In the absence of any “special

conditions,” such as the high AC-fields applied by Tang et al, the stream lines must

be perfectly laminar with no turbulence or vortices or any other time-dependent local
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flows. To make this point precise, some recent studies have explored how to create

nano vortices in micro and nanochannels for efficient mixing of different fluids. One

proposed approach is consecutive contraction and expansion in the cross section of

channels [171]. In this study, with a geometry very similar to what is used by us, the

authors find that vortices only form above a critical Re = 0.055. We are six orders of

magnitude below this threshold!

Now, what about the hydrodynamic transition zone near the slit barrier? While for

most of the extent of the compressed molecule the flow-lines will be perfectly straight

and parallel to the channel axis, there will be a small region on order of one chan-

nel diameter from the slit barrier (Fig. 4–3 (top)), where the flow will deviate from

perfect alignment with the channel axis and bend toward the slit. If the polymer was

quite small, with a coil size on order of the channel diameter like the DEP condensed

globules of Tang et al–so that it could fit completely within the transition region–we

feel some rotation could conceivably occur. However, our molecules–even when fully

compressed–have an extension along the channel that is ten times the size of this tran-

sition region (e.g. the extension of DNA molecules at the most compressed would be

∼ 2000nm). Thus, it is not plausible that bending flow over such a small transition

region could cause our molecule to tumble as a whole. To make this point precise, the

polymer cannot rotate about the axis longitudinal to the channel: there are no net

forces present acting tangent to this axis that could lead to rotation. The polymer

cannot rotate about an axis parallel to vertical dimension, because again there are no

net forces acting tangent to this axis and the molecule is constrained by the channel.

Can the polymer rotate about an axis perpendicular to the vertical and longitudinal

dimension? We feel this could happen if the polymer coil was smaller than the channel

width (e.g. so it would be like a ball that tumble around in the transition region),
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Figure 4–3: The simulation results illustrate the streamlines (a) and velocity field (b)
in a nanochannel, obtained by solving Navier-Stokes equation in Comsol software. The
streamlines are uniform at distances larger than 300-400 nm from the barrier. The
horizontal distance from the dashed line in (a) to the slit represents the extension
of highly compressed DNA. (c) A schematic representing a compressed DNA in a
nanochannel with extension r.

but not for a large chain that extends beyond the transition region and would be con-

strained by the channel. What seems far more plausible to us, in the absence of any

84



strongly non-equilibrium mechanism to induce local agitation, is that the segments

will simply ‘pile up’ and become highly concentrated near the barrier, with strong

self-exclusion interactions preventing large-scale local motion of segments (e.g. the

upwards motion of segments created by the bending flow-lines would be blocked by

segments already present near the slit). Formally, this is to say that the chain is in a

steady-state with the segmental current (current of Kuhn segments) equal to zero, so

that the chain undergoes no net motion and thermal fluctuations are the only source of

local agitation. Analysis of the chain concentration profile at long times suggests that

the profile-shape is indeed quite well described by the assumption of zero segmental

current. Formally, a steady-state with zero current can be characterized using equilib-

rium free energies [182], albeit with two very important provisos: (1) while the profile

is static, the steady chain concentration profile is not uniform (e.g. chain concentra-

tion is highest near barrier) and (2) the presence of flow does couple into knot free

energy, as work is required to drive knots away from the barrier against the flow. The

flow is most certainly not creating violent (e.g. highly time-dependent) agitation in

the transition region, the basis for knot production via the “tumbling-by-flow-jostling

mechanism.”

4.2.4 Streaming Potential Estimation

In our experiments no external electric field is applied. While an electric field will

be introduced by electrokinetic cross-coupling due to streaming current, these effects

are expected to be very small. To estimate the order of magnitude of the streaming

potential, we scale classic measurements of the streaming conductance performed in

fused silica nanoslit devices [183]. The streaming conductance Sstr gives the resulting

current per unit of pressure applied across the channel, resulting from motion of ions
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in the Debye layers. Van der Heyden et al. [183] found that the streaming conductance

Sstr for 50µm wide, 4.5 mm long fused silica nanoslits, with height between 279 nm

and 563 nm, was in the range 20-30 pA/bar. To estimate the resulting streaming

conductance for our nanochannel devices, we scale the nanoslit streaming conductance

by the ratio of the nanochannel to nanoslit width (325 nm/50µm) and multiply by 2

to take into account the Debye layer from the horizontal dimension of our channels

(this is of course crude, but we are interested in an order of magnitude estimate).

In our experiment, as there is no external load circuit, we expect that the streaming

potential [184]

∆V = −Sstr∆pRch (4.6)

where ∆p is the pressure drop across the nanofluidic channel and Rch is the electrical

resistance of the nanochannel (Rch = Lc/D1D2σc, with Lc channel length and σc the

buffer conductivity). Using a buffer conductivity of σc = 1 mS/cm, Lc = 200µm

and a pressure drop ∆p = 30 mbar, corresponding to the highest flow achieved (V =

30µm/s), we find that ∆V ∼ 0.2 mV. Alternatively, we can scale the direct streaming

potential measurement in [184], taking into account our lower pressure and smaller

channel length; this leads to ∆V ∼ 0.3 mV, which agrees on order of magnitude. The

eletrokinetic mobility of DNA in our channels is around 2µm cm/sV. The electrokinetic

DNA velocity resulting from dropping the streaming potential across the channel length

is then ∼ 0.02µm/s, three orders of magnitude below the flow-speeds we observe.

4.2.5 Physics of Steady-State Compression

Here we justify in detail the analogy between hydrodynamic and piston-based com-

pression and review relevant details from the past work [151,152]. In our experiments,

a nanochannel-extended chain is compressed against a barrier via steady hydrodynamic

flow induced by creating a pressure drop across the channel. As the channel dimensions
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are much smaller than the total molecule extension, even at full compression, we adopt

a coarse-grained one-dimensional approach, with the concentration c(x) referring to an

average of the segmental concentration over the channel cross-section. This scenario

is highly analogous to compression of nanochannel-confined DNA via a translating

piston-gasket moving with fixed sliding speed [151,152] viewed in a reference frame co-

moving with the piston. In the co-moving reference frame, the piston’s sliding speed

V is transformed into a uniform flow of speed V compressing the polymer against the

piston-gasket (analogous to the slit-barrier). Now, if we could apply a perfectly uni-

form flow field in our channels, our hydrodynamic experiments would be identical to

compression via the sliding piston. The difference is that, in the case of pressure-driven

flow, the flow-profile is parabolic [170]. In this case, the relevant flow-speed is Vav aris-

ing from an average of the product of the parabolic Poiseuille flow profile across the

channel and the molecule’s transverse segmental distribution [185]. While the physical

details that set the value of Vav are more complex, it behaves in our 1-D formalism

analogous to the translation speed V . For convenience of notation, we choose to drop

the subscript ‘av’ and write V ≡ Vav. As in the case of the sliding piston, this flow

creates a 1-D convective segmental current along the channel Jc = −V c (the negative

sign arises as in our coordinate system, with x = 0 at the barrier, flow drives segments

to smaller x).

The convective flow is balanced by osmotic pressure gradients that drive segments

from regions of high to low concentration. These osmotic pressure gradients lead to

cooperative diffusion, characterized by the current:

JD = −Dc(c)
∂c

∂x
. (4.7)
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The quantity Dc(c) is a cooperative diffusion constant and itself is a function of polymer

concentration:

Dc =
cD2

av

ζ

∂Π

∂c
(4.8)

where ζ is a friction factor per unit length. Dav is the geometric average of the channel

cross section. The osmotic pressure can be obtained from the Flory free energy via an

argument detailed in [152]:

Π = Πo

(
−1/C + C2

)
(4.9)

The quantity Πo ≡ AkBT/(D
2
avξ‖) with A a numerical constant (A = 2.81) and ξ‖

the blob extent. The quantity C ≡ c/co, where co is the concentration of the chain

in the absence of flow. Experiment [152] and scaling considerations [151] suggest that

ζ = ζoC, which inserted in Eq. 4.8 and along with Eq. 4.9 lead to:

Dc =
2ΠoD

2
av

ζo
C

(
1 +

1

2C3

)
. (4.10)

Note that the 1/2C3 term becomes negligible for C > 2 (true for the high degree of

compression used in our knotting study) so that Dc ∼ C.

The dynamics of the compression process can be described using the nonlinear

diffusion PDE formalism developed in [152]. We insert our expression for the total

current J = JD−cV (with JD defined via Eq. 4.7) into a continuity equation expressing

local conservation of polymer segments,

∂c

∂t
+
∂J

∂x
= 0. (4.11)

leading to a nonlinear partial differential equation for predicting the time-evolution of

a chain’s concentration profile c(x, t):

∂c

∂t
− ∂

∂x

(
Dc

∂c

∂x
+ cV

)
= 0. (4.12)
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When a molecule is driven by a steady flow against a barrier, one of the molecule edges

will be pinned at the barrier (x = 0). The second edge, which we call the “free edge”

xf , will slide towards the barrier. Following [152], we argue that the position of the

free edge xf (t) can be described via the equation:

ζf
dxf
dt

= Π(C(xf ))D
2
av − ζfV. (4.13)

In this picture, the free edge is driven by a combination of the flow-induced velocity

and osmotic pressure exerted at the chain free edge. When c = co at the free edge so

that C(xf ) = 1, Eq. 4.9 predicts that Π = 0 and the free edge is driven at the speed

V . The quantity ζf is the free-edge friction; we find that treating ζf as constant gives

good description of experimental data for transient compression [152]. Initially, during

the compression process, the free edge remains at concentration co and is observed to

slide towards the barrier at constant velocity [152]. This edge velocity can then be

accessed by finding the slope of a position versus time plot of the polymer free edge

xf during transient compression, providing a way to measure V experimentally that

self-consistently incorporates unknown details regarding the transverse averaging (see

section II(E) for detail on the velocity measurement).

While the free edge slides towards the barrier, contour builds up locally at the

barrier, creating a transient shockwave. At a time on order of ro/V , the free edge

reaches the barrier and the profile evolves towards a steady-state ramp in the limit of

long times. The steady-state profile can be described by setting J = 0:

Dc(c)
∂c

∂x
= −V c (4.14)

Note that the ramp profile is determined by the functional form of Dc(c). If we let Dc ∼

C the ramp is linear with a slope α ∼ V . In terms of the normalized position variable
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X ≡ x/ro, with the barrier edge at X = 0 corresponding to the most concentrated

point on the chain with concentration Cb ≡ C(0) ≥ C(x):

C(X) = Cb − αX. (4.15)

The steady-state concentration at the free edge cf ≡ c(r) is provided by the solution of

Eq. 4.13 with dxf/dt = 0:

Π(Cf )D
2 = ζfV. (4.16)

With Π(Cf ) ∼ C2
f (a good approximation for large Cf ) and treating ζf as constant, we

find that Cf ∼
√
V .

The profile extension r can be found from conservation of contour (i.e. the integral

of c(x) is constant [151]). We first define the normalized chain extension Rc ≡ r/ro.

Contour conservation, in terms of the dimensionless variables, can be expressed [152]:∫ Rc

0

C(X) dX = 1. (4.17)

The chain extension Rc can be determined as a function of V by combining Eq. 4.15

and Eq. 4.17 and working the integral. For high V we find Rc ∼ 1/
√
V [151]. Using

Eq. 4.15 we can relate the concentration at the barrier edge to the concentration at

the free edge: Cb = Cf + A1V Rc, so that Cb ∼
√
V .

We choose to introduce a new variable R(X) ≡ 1/C(X), which we call the local

extension. The local extension measures how locally stretched (R > 1) or in our case

how compressed (R < 1) the chain is relative to the no-flow equilibrium (where R = 1

at every point along the chain). We define the ‘local barrier extension’ Rb ≡ R(0).

Note that Rb = 1/Cb ∼ 1/
√
V . As α ∼ V , we can in turn write α as a function

of Rb: α ∼ 1/R2
b. Holding all other physical variables constant (channel dimensions,

effective width, persistence length) we need to select only one variable to completely
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parameterize the profile for varying degrees of compression (i.e. completely determine

the slope and the edge concentration and thus the concentration at all positions via

Eq. 4.15). While a natural choice is V or Rc, we choose the local barrier extension

as this is the variable most closely linked to the knotting free energy (see section VI)

but like Rc it transparently characterizes the chain’s total degree of compression (e.g.

small Rb corresponds to high compression, with Rb ≤ R(X) for all X). In fact, our

theory predicts Rb is proportional to Rc, which we will show in the final paragraph of

this section.

Figure 3–2 (e-h) shows experimental results for the steady-state profiles. We show

results for all compression events without binning. Figure 3–2 (e) confirms that the

data is consistent with a linear relation between α and V ; Fig. 3–2 (f) confirms that

our results are consistent with Cb ∼
√
V and Fig. 3–2 (h) confirms α ∼ 1/R2

b. For

definiteness, let

α = A1V (4.18)

Cb = A2

√
V (4.19)

and

α = A3/R
2
b. (4.20)

From least squares-fitting we find A1 = 3±0.1, A2 = 2.52±0.04 and A3 = 0.464±0.004.

Lastly, we will prove that Rb is proportional to Rc and use the values of A1 and

A2 to estimate the proportionality factor. Integrating Eq. 4.17 with the concentration

profile determined by Eq. 4.15 and using Eq. 4.18 and Eq. 4.19 we find that:

1 = CbRc −
1

2
αR2

c ⇒ Rb = 1/Cb =

[
A1

A2

1

A2 −
√
A2

2 − 2A1

]
Rc ≡ A4Rc (4.21)
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Eq. 4.21 gives the proportionality factor A4 = 0.62 ± 0.05. We can also estimate the

proportionality factor directly from experiment, from the slope of measurements of Rb

plotted versus Rc. We find A4 = 0.64 ± 0.01, which agrees with the estimate from

Eq. 4.21.

4.2.6 Molecule Free-Edge Speed Measurement

We use the motion of the free molecule edge, unconstrained during the transient

compression phase, as a measure of the buffer flow-speed. Note that during the first

phase of the compression process, the free edge remains at concentration co and is

expected to move towards the barrier at constant speed V [152] (See Eq. 4.9 and

Eq. 4.13). In agreement with this prediction, we observe that the measured free-edge

position vs. time is linear (See Fig. 4–4). The free edge speed V is then extracted from

the slope of a linear fit to the free edge position (via lsqcurvefit in Matlab).
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Figure 4–4: Our approach for measuring speed of molecule free edge. The kymograph
plot is created by reslicing the raw image to show intensity along the nanochannel
versus time (horizontal axis shows time and the vertical axis position). The edge speed
is calculated from a linear least-squares fit to the displacement of the molecule free
end with time during transient compression. The horizontal and vertical scale bars are
0.5 s and 10µm, respectively. (b) Magnified image of the kymograph; the slope of the
line gives the speed.
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4.3 Knot Formation Rate Equations

The knot formation kinetics can be described by a set of coupled rate equations.

Defining Pi as the probability of formation of i knots and kij as the transition rate

from a state with i knots to a state with j knots, we have

P0
k01

k10
P1

k12

k21
P2. (4.22)

The explicit system of rate equations following from Eq. 4.22 is

dP0

dtw
= −P0k01 + P1k10 (4.23a)

dP1

dtw
= P0k01 + P2k21 − P1(k10 + k12) (4.23b)

dP2

dtw
= P1k12 − P2k21 (4.23c)

Note that as tw → ∞ the system reaches equilibrium and the time derivatives vanish

giving rise to the three equations:

P0(∞)k01 = P1(∞)k10 (4.24a)

P0(∞)k01 + P2(∞)k21 = P1(∞)(k10 + k12) (4.24b)

P1(∞)k12 = P2(∞)k21 (4.24c)

Our experimental waiting time data was taken at high compression for which P0(∞) ≈

0. Thus the backwards rate k10 ≈ 0. In addition, we have P1(∞)/P2(∞) = k21/k12.
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Letting λ = k21/k12 the system can then be solved exactly,

P1(tw) =
[
(
e−k01tw − e−(1+λ)k12tw + λ

(
e−k01tw − 1

))
k01 +

(
1− e−k01tw

)
λ(1 + λ)k12]

(1 + λ)(−k01 + k12(1 + λ))

(4.25)

P2(t) =
[k01(−1 + e−k12(1+λ)tw) + k12(1 + λ)(1− e−k01tw)]

(1 + λ)(−k01 + k12(1 + λ))

(4.26)

The total probability of knot formation is Ptot = 1 − P0(tw) = 1 − e−k01tw . The

three parameters k01, k12 and λ are found by least-square fitting of the model to the

experimental data (Fig. 3–3 (b)), also using lsqcurvefit.

4.4 Knot-Spatial Distribution

The spatial distribution of knots can be accessed at a short-time following pressure

release. Figure 4–5 (which has identical data to Fig. 3–6) shows the histogrammed

position of knots for one-knot (Fig. 4–5(a,c)) and two-knot events (Fig. 4–5(b,d)) 2 sec

after pressure release. For the two-knot events, the position of the knot closest to the

slit-barrier (‘lower-knot’) and the knot farthest from the slit-barrier (‘upper knot’) are

separately histogrammed. The figure shows knot histograms (Fig. 4–5(a,b)) yielding

an estimate of the knot spatial probability distribution Pij(Xj) (i gives knot-state, i.e.

i = 1 for one knot state, i = 2 for two knot; j indexes the knot number in the state).

The cumulative knot histogram Ccum,ij(Xj) (Fig. 4–5(c,d)) is simply the total number

of knots observed at positions X ′ with X ′ < Xj. The cumulative distribution has the

advantage that it is insensitive to binning and is preferred for use in data interpretation.
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Here we derive equation 4.29, the basis for how we estimate the expected upper

knot distribution in the absence of knot interactions. To begin this argument, assume

the knots do not interact so that their spatial probability distributions are statistically

independent. Moreover, assume that the positions of knots 1 and 2 follow the same

probability density function P (x). Note that, even in the absence of interactions (i.e.

the knots can freely pass and cannot be distinguished based on their ordering along

the profile), the lower and upper knot distributions will have different functional forms.

The upper non-interacting knot distribution PU(x) is given by

PU(x) = P (x1 = x)P (x2 ≤ x) + P (x2 = x)P (x1 ≤ x). (4.27)

The first term is the probability that position x is the highest spatial position of a

knot on the profile and that x1 > x2. This term is the product of the probability

P (x1 = x) = P (x) that knot 1 is at position x and P (x2 ≤ x) the probability that

knot 2 is at a position x2 ≤ x (e.g. given by
∫ x

0
P (x2) dx2). The second term is

the symmetric contribution assuming x2 > x1. By similar reasoning, the lower knot

non-interacting knot distribution PL(x):

PL(x) = P (x1 = x)P (x2 ≥ x) + P (x2 = x)P (x1 ≥ x) (4.28)

with the probability that knot 2 is at position x2 ≥ x given by P (x2 ≥ x) =∫∞
x
P (x2) dx2. Note that, using P (x1 ≤ x) + P (x1 ≥ x) = 1, Eq. 4.27, 4.28 imply:

PL(x) + PU(x) = 2P (x) (4.29)

This is equation 4.29.
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To make this argument concrete, let P (x) have an exponential form, as expected

for the one-knot distributions in steady-state:

P (x) ∼ exp(−βx). (4.30)

Evaluating Eq. 4.27 and Eq. 4.28 with P (x) given by Eq. 4.30, we find that

PL(x) ∼ exp(−2βx) (4.31)

and

PU(x) ∼ (1− exp(−βx)) exp(−βx) (4.32)

Thus, shape-differences between the upper and lower distributions do not necessarily

indicate that the knots interact, we expect PU and PL to have different forms even if no

interactions are present. Note that the cumulative lower and upper knot distributions

CL and CU can be formed from PL and PU via Ccum(x) =
∫ x

0
P (x′) dx′.

How then can we tell if interactions are present between the knots? The key is to

look for differences between the predicted non-interacting upper knot distribution PU ,

and the measured upper knot distribution. If the knots do not interact by assumption,

then the underlying distribution P must be identical for both knots and is given by the

one knot distribution P1; PL can be obtained from the measured lower knot distribution

and PU is then necessarily determined by Eq. 4.29. If the obtained distribution PU fails

to describe the experimental upper knot distribution, then we can say interactions are

present.

To test for knot interactions using our empirical knot distributions, we obtain PU

using the non-interacting assumption and compare it to the measured upper knot distri-

bution (Fig. 4–5(d)). The comparison is best made using the cumulative distributions

(CU–purple bold curve, green curve–measured cumulative upper knot distribution).
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Figure 4–5: Knot position histogram for one-knot states (a) and two-knot states (b)
2 sec after pressure release. Cumulative knot position histogram for one-knot states
(c) and two-knot states (d) normalized to the total number of counts. The x-axis is
normalized to the extension rrelax of the relaxing molecule measured at the time for
which the knot-position was obtained (x = 0 gives barrier edge, x = 1 gives molecule
free edge). The data used includes events with Rb ≈ 0.11, 0.13, 0.17. The ratio of the
event averaged rrelax to the steady-state extension r is 2.9; Rrelax ≡ rrelax/ro = 0.5.
For the two-knot states, we separately histogram the position of the knot closest to
the barrier (‘lower knot’, shown in red) and the knot farthest from the barrier (‘upper
knot’, shown in green). The dashed curve in (c) is a fit of the cumulative single-knot
distribution to the cumulative distribution corresponding to an exponential probability
distribution; the dashed curve in (d) is a fit of the cumulative lower-knot distribution
to the cumulative distribution for an exponential probability distribution. The purple
bold curve in (d) is the estimated cumulative non-interacting upper knot distribution
CU formed directly using the single knot and lower knot measurements. The bold curve
is the estimated cumulative non-interacting upper knot distribution CU based on the
exponential fit to the lower cumulative knot distribution. The arrow indicates that
the upper knot distribution is shifted relative to the estimated CU (bold black, bold
purple), indicating that, for at least at this particular time-point following relaxation,
the lower- and upper-knots interact and they cannot pass.
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Alternatively, we can estimate PU by noting that an exponential shape well describes

the lower-knot distribution (dashed curve Fig. 4–5(d)), consistent with Eq. 4.31. The

extracted parameter β (see Eq. 4.31) can then be used to estimate the distribution PU

via Eq. 4.32 (bold-line, Fig. 4–5(d)). We see that the measured distribution is shifted

to higher X relative to PU obtained with both approaches (again, the comparison is

best made with the cumulative distributions). This proves interactions exist at 2 sec

following pressure release and these interactions are strong enough to prevent knot

crossing, consistent with our hypothesis regarding knot-interactions in steady-state

and single-file ordering of knots.

Furthermore, note that our basic interaction test–which is independent of model

assumptions–is not altered by averaging over knot sizes (we expect a distribution of

knot sizes to be present during the experiment). Let the predicted non-interacting

lower, upper and single-knot distributions averaged over all knot sizes be denoted by

P av
L , P av

U and P av. Then, averaging both sides of Eq. 4.29, we find that P av
L (x) +

P av
U (x) = 2P av(x). As P av and P av

U will be obtained from the experimental knot data

automatically (the experimental data is necessarily averaged over all knot sizes!), our

argument in fact yields P av
U , so the comparison is already being made with the averaged

distributions.

4.5 Expanded Discussion of Knot Formation Free Energy

In this section, we expand the discussion of the knot free energy model developed

in chapter 3. Our objective is to compute the probability of forming i knots on an

extended chain in terms of the edge extension Rb. Our model is based very closely on

the approach of Dai et al. [11]. In this section, we discuss in detail the types of free

energy associated with a nanochannel-confined knot. The free energy of a single knot

will be expressed as a function of knot contour length Lk, position along the profile
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X and the edge extension Rb. Note that the edge extension serves to completely

parameterize the concentration profile C(X) obtained at a given flow speed V . In the

following sections, we will discuss the procedure for spatial averaging over X, including

interaction between knots for multi-knot states and forming partition functions that

sum over Lk and can be compared directly to experimental knotting probabilities.

Three types of free energy are associated with a knot of size Lk on a nanochannel-

confined chain [11]. The first contribution is the free energy cost of forming the knot on

the chain in bulk fb(Lk). The second contribution is the free energy cost of confining the

knot between the channel walls fwk(Lk, R) (‘wall-knot’). The third contribution is the

free energy saved as contour stored in the knot no longer contributes the confinement

free energy fwuk(Lk, R) (‘wall-unknot’) associated with an unknotted section of polymer

of size Lk. Note that the bulk contribution depends only on the knot size Lk. The

wall-knot and wall-unknot contributions depend on Lk and the local extension R(X) =

1/C(X). The local extension is in turn a function of position X and the edge extension

Rb through the profile (Eq. 4.15). Note that we see no evidence that the existence of

knots alters the profile-shape. In addition, the knot will have an extra free energy

fh(Lk, V,X) due to the flow V , which exerts a constant viscous drag force pulling

knots to lower X and thus raising their free energy when they are displaced from the

slit-barrier. Combining the terms, one knot of size Lk at position X on a profile with

edge extension Rb has a total free energy:

f1(Lk, Rb, X) = Abfb(Lk) + Awkfwk(Lk, R(X,Rb))

− fwuk(Lk, R(X,Rb)) + Ahfh(Lk, Rb, X). (4.33)

We choose to explicitly include the dimensionless scaling prefactors Ab, Awk and Ah

associated with the bulk, wall-knot and hydrodynamic terms: these will be determined
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by fitting to experimental knotting probability data. Following Dai et al., the existing

theory will be used to explicitly calculate the scaling prefactor Awuk as this term is

the well-known confinement free energy of a nanochannel-confined polymer. Also, note

that the free energy of the unknotted chain represents the base-line free energy for

this theory: explicitly f1 gives the excess (or decrease) in free energy arising from the

presence of one knot on the chain. By definition we have f0 = 0. In order to simplify

the notation, all free energy terms will be expressed in units of kBT . Note also that

we express f1 and fh as a function purely of X, Lk and Rb: the flow speed V can be

eliminated using Eq. 4.19 and Eq. 4.20.

Dai et al. have used a combination of scaling arguments and simulation to deduce

the detailed forms for the free energy contributions in Eq. 4.33. The term fb gives

an R-independent contribution that can be obtained from a balance of bending and

confinement free energy [153,154]:

fb(Lk) = k1(Lk/P )−1 + k2Lk (Lk − pw)−2/3 P−1/3, (4.34)

where P and w are the persistence length and effective width of the chain, respectively.

The quantities k1, k2 and p are numerical constants determined from simulations of

equilibrium trefoil knots (k1 = 17.06, k2 = 1.86 and p = 16 [154]).

The contribution fwuk can be obtained from the Flory free energy for a confined

chain [137]:

fwuk(Lk, R) = Awuk
Lk
Lb

(
R2/2 + 1/R

)
(4.35)

This equation is derived for a uniformly extended chain (e.g. R = constant), but we can

interpret Eq. 4.35 in a local sense for a chain with a non-uniform concentration profile as

giving the free energy of confinement associated with a small contour Lk extracted from

position X along the profile with local extension R(X). The quantity Lb is the contour
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per blob in the equilibrium chain, which we obtain from extended de Gennes theory (the

appropriate confinement regime for channel in our size-range): Lb = (2P/w2)
1/3
D

4/3
eff .

The quantity Deff =
√

(D1 − w)(D2 − w) is an effective diameter taking into account

the non-unity aspect ratio of the channel and wall-DNA interactions (estimating the

electrostatic depletion near the channel walls by w [126]). Note that, in the classic

de Gennes regime, Lb = D
5/3
eff /(2Pw)1/3. The quantity Awuk is a numerical constant

(Awuk = 2.81 [137]). Note that Eq. 4.35 does differ subtly from the unknot free energy

used in [11]; Dai et al., focusing mostly on channels of larger size than those used in our

study, use a classic de Gennes assumption, while an extended de Gennes assumption

is more appropriate for the channel size used here. Lastly, as the knot formation

probability is only appreciable below R = 0.5, we argue that the R2 term in Eq. 4.35

is negligible for our experiments.

Dai et al. observe in their simulations that the knots can be viewed as spherical

regions with radius of gyration gk. The relation between gk and Lk can be determined

from Monte Carlo simulation of knotted semiflexible and self-avoiding chains. Dai et

al. find that the relation gk = 0.1Lk describes their simulation results well (see in

particular the supplementary material to [11]). The free energy cost fwk arises from

two sources: the knot, acting like a hard sphere, interacts via excluded volume with the

rest of the chain; the knot also experiences greater confinement due to its physical size,

effectively reducing the channel width. In order to quantify these effects, we adopt the

‘knot-chain’ approach of Dai et al.. In the knot-chain approach, the confinement free

energy of the knot is given by the confinement free energy of one bead on an effective

chain made up of bead-units of radius gk. For the case of an uncompressed chain,
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where R = 1, Dai et al. argue that

fwk = Lk
g

2/3
k

D′
5/3

eff

(4.36)

The quantity D′eff =
√

(D1 − δ)(D2 − δ) takes into account the increase in effective

confinement felt by the knot, arising from the fact that the cross-section of the channel

occupied by the chain must be reduced by the finite size of the knot, introducing

an offset δ = γgk with the value γ = 1 describing their simulations well. We have

generalized Eq. 4.36 from the result given by Dai et al. to account for our channel’s

non-unity aspect ratio. Eq. 4.36 exactly reproduces Eq. 6 in [11] in the limit that

D1 = D2.

Dai et al.’s original result (Eq. 4.36) requires modification when the chain is com-

pressed (R < 1). The confinement free energy fwk arises in part from excluded volume

interactions between the knot and the rest of the chain. This free energy cost increases

as the chain is compressed, due to the decreasing available chain volume, introducing a

dependence on R (again, fwk is interpreted locally as the free energy associated with a

knot of size Lk at position X with local extension R(X)). For R > 0.5, reference [137]

suggests

fwk(Lk, R) = Lk
g

2/3
k

D′
5/3

eff

(
R2/2 + 1/R

)
(4.37)

Note that the compression factor has the same form as Eq. 4.35. For higher com-

pression, [137] suggests the physics enters a ‘semidilute’ regime where the dependence

changes to ∼ 1/R5/4 [137]:

fwk(Lk, R) = Lk
g

2/3
k

D′
5/3

eff

1

R5/4
(4.38)

We will use Eq. 4.38 as in our data the knot formation events were mostly in the

high compression regime. Note that this semidilute regime does not apply to fwuk,
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the confinement free energy of the unknotted polymer, which should follow extended

de Gennes statistics (e.g due to the large P/w ratio and consequent anisotropy of the

polymer segments) and enter a mean-field regime at higher compression for which the

∼ 1/R scaling is correct.

Assuming that hydrodynamic interactions are likely present over the knot-size,

which is on order of the channel diameter, we estimate the friction factor of the confined

knot as that of a sphere of radius gk. The knot friction factor is then ζk = 6πηgk leading

to a drag force 6πηgkV so that the hydrodynamic term fh (in units of kBT ) is:

fh(Lk, V,X) = 6πηgkV roX/kBT (4.39)

where η is the solution viscosity. Note that we can choose to write the flow speed V as

a function of the edge extension using Eq. 4.19 and Eq. 4.20, so that the single knot

free energy f1 can be completely expressed as a function of Lk, X and Rb.

4.6 Spatial Variation of Knotting Free Energy

The free energy of confined knots depends on their position along the profile (see

Fig. 4–6). This dependence arises from R(X) = 1/C(X) and the explicitX-dependence

of the hydrodynamic term fh(Lk, V,X). While Eq. 4.15, 4.35 and 4.39 indicate that

fwuk and fh depend linearly on X, Eq. 4.38 implies that fwk ∼ R−5/4, introducing a

slight nonlinearity. We treat the nonlinearity by Taylor expanding fwk for small X:

fwk(Lk, R(X,Rb)) = Lkg
2/3
k D

−5/3
eff R−5/4 ≈ Lkg

2/3
k D

−5/3
eff

[
R
−5/4
b − 5

4
αR
−1/4
b X

]
(4.40)

This approximation is justified by the exponential dependence of one-knot formation

probability on f1 (Eq. 4.33) through Boltzmann statistics, ensuring that the proba-

bility is only appreciable for small X where the Taylor expansion is valid. Combining
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equations 4.15, 4.33, 4.34, 4.35, 4.38, 4.39 and 4.40 leads to:

f1(Lk, Rb, X) = f1(Lk, Rb, 0) + β(Lk, Rb)X (4.41)

with

f1(Lk, Rb, 0) = Abfb(Lk) + Awkfwk(Lk, Rb)− fwuk(Lk, Rb) (4.42)

and the slope of the free energy profile β(Lk, Rb) given by:

β(Lk, Rb) = α

(
fwuk(Lk, 1)− 5Awk

4
fwk(Lk, 1)R

−1/4
b

)
+ Ahfh(Lk, 1) (4.43)

Both α ∼ V ∼ 1/R2
b and fh ∼ V ∼ 1/R2

b (see Eq. 4.18, 4.19 and 4.20) so that β ∼= 1/R2
b

(the scaling is only approximate due to the factor of R
−1/4
b from the Taylor expansion

of fwk).

4.7 Probability Distributions for Knot Position for Single and Two-Knot
States

Equation 4.41 implies that single knots have an exponential probability distribu-

tion in position-space: P1(Lk, Rb, X) ∼ exp (−β(Lk, Rb)X) (see Fig. 4–6(d)). While

the knots are likely to be found near X = 0 and f1(Lk, Rb, 0) provides a good estimate

of the free energy of single-knot states, the free energy will be slightly higher due to

thermal excitation of knots to higher X (described by P1(Lk, Rb, X)) and the finite

size of the knots (the knots will ‘bump’ into the slit barrier at x = gk forcing them to

have higher free energy, Fig. 4–6(b, c)).

In order to gain a quantitative description of states with multiple knots, we must

include knot interactions. Including interactions prevents the formation of states with a

very large number of knots even if the single knot formation probability is high. Knot-

knot interactions, for example, could arise through the excluded volume of one knot

restricting the configuration space of the other knots (‘knot-knot’ excluded volume);
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Figure 4–6: (a, e) Schematic of concentration profile C(X), (b, f) resulting free energy
profile f1(Lk, Rb, X) and (d, h) resulting knot probability distributions for single (a-d)
and two-knot (e-h) states. Note that in the two-knot state the two knots can experience
different free energy profiles due to their varying size (e.g. Lk1 does not necessarily
equal Lk2): this is indicated in (f) by drawing two free energy profiles with slopes β1

and β2. In addition, in the two-knot state the knots will have different probability
distributions: P21 for the ‘lower’ knot closest to the barrier and P22 for the ‘upper’
knot farthest from the barrier (h). (c) Cartoon of single-knot on chain, displaced by
radius of gyration gk1 from barrier edge. The red dashed line relates the knot position
to the corresponding concentration and free energy: note that the steric interaction
between the molecule and barrier edge leads to an increase βGk1 in the molecule free
energy (recall that Gk1 ≡ gk1/ro). (g) Cartoon of two knots on chain. Knot 1 (red) is
displaced by radius of gyration gk1 from barrier edge; knot 2 (green), by assumption of
single-file ordering, is displaced by 2gk1 +gk2 from barrier edge. The black dashed lines
in (c, g) show the extent of each knot site on the compressed chain, used to calculate
partition sums (See section VIII). i and j denote site indices used in equations 4.50
and 4.52 for the first and second knots, respectively.

105



this effect would scale as kBTg
3
k/rD1D2. Yet, the volume of a single knot is very small

relative to the volume occupied by the chain: with gk ∼ 100 nm we find g3
k/rD1D2 ∼

10−2. The knot-knot interactions must be at least on order of a fraction of kBT as

they have an appreciable effect after only two knots are present (see Fig. 3–4 (b)). We

believe the interactions must thus have a more subtle physical origin.

We argue that the knots do interact via hard-wall repulsion over their diameter

2gk, as in a typical excluded-volume scenario, but that the effect of this interaction

is greatly magnified by the channel confinement. In particular, we argue that inside

the channel the knots satisfy a no-crossing condition: knots cannot pass in either

contour or position space, leading to single-file diffusion of knots in the linear potential

f1(Lk, Rb, X). While it is believed that molecular knots can pass through each other

in bulk by diffusion along the chain contour [178], this mechanism requires an overall

swelling of knot-size. In order to sufficiently lower the free energy barrier, so one knot

can diffuse through the second knot, one knot must swell to almost its original size plus

that of the second knot. Inside a channel, this mechanism cannot be operative if the

knots have a diameter on order of the channel width. Thus, it is reasonable to argue

that the knots behave like interacting hard spheres subject to a no-crossing condition

via excluded-volume considerations alone.

With single-file ordering assumed, the knot interaction energy arises from a very

simple mechanism: multiple knots stack in the linear potential, pushing knots to higher

X and thus higher position in the free energy ramp (see Fig. 4–6(f, g)). We can

make this idea rigorous using the approach of [186]. Firstly, we define the notion of

normalized knot gyration radius Gk ≡ gk/ro. Say two knots of contour Lk1 and Lk2 with

corresponding normalized gyration radii Gk1 and Gk2 are at normalized positions X1

and X2. In our linear approximation, we can say the knots have free energies f11(X1) =
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f o11 + β1X1 and f21(X2) = f o21 + β2X2 with f o11 ≡ f1(Lk1, Rb, 0), f o21 ≡ f1(Lk2, Rb, 0),

β1 ≡ β(Lk1, Rb) and β2 ≡ β(Lk2, Rb). In addition, the knots interact via a potential

fint(X2 −X1) which has the hard-core form:

fint(X2 −X1) =


0 if X2 −X1 > Gk1 +Gk2

∞ if X2 −X1 ≤ Gk1 +Gk2

(4.44)

The total free energy of the two interacting knots is then:

f2(Lk1, Lk2, Rb, X1, X2) = f11(X1) + f21(X2) + fint(X2 −X1). (4.45)

Defining δX ≡ X2 −X1, we can rewrite Eq. 4.45:

f2 = [f o11 + f o21 + (β1 + β2)X1]︸ ︷︷ ︸
=f ′(X1)

+ [β2δX + fint(δX)]︸ ︷︷ ︸
=f ′′(δX)

(4.46)

In other words, when rewritten in terms of X1 and δX, the free energy can be expressed

as the sum of the contributions f ′(X1) and f ′′(δX) so that the probability distributions

of the variables X1 and δX are independent. Using the notation P21(X1) to indicate

the probability distribution of knot 1 in the two-knot state, and using Eq. 4.44, we can

write:

P21(X1) =


0 if X1 ≤ Gk1

N21 exp (−(β1 + β2)X1) if X1 > Gk1

(4.47)

The probability distribution Pdiff(δX) for δX is:

Pdiff(δX) =


0 if δX ≤ (Gk1 +Gk2)

Ndiff exp (−β2δX) if δX > (Gk1 +Gk2)

(4.48)

with Ndiff and N21 normalization constants.

107



Lastly, we can deduce the probability distribution of knot 2 in the two-knot state

P22. Recalling X2 = δX + X1, we observe that X2 is expressed as the sum of the

independent random variables δX and X1 described respectively by the probability

distributions Pdiff (δX) (Eq. 4.48) and P21(X1) (Eq. 4.47). Thus, P22(X2) is determined

by the convolution of Pdiff (δX) and P21(X1). Using Eq. 4.47 and Eq. 4.48,

P22(X2) =

∫
Pdiff(Y )P21(X2 − Y ) dY

= N21Ndiff

∫ X2−Gk1

Gk1+Gk2

e−β2Y e−(X2−Y )(β1+β2) dY

= N22e
−(β1+β2)X2

(
−e(Gk1+Gk2)β1 + e(−Gk1+X2)β1

)
(4.49)

with N22 a normalization factor. The lower integration limit is determined by the

hard-wall cut-off in Eq. 4.48. The upper limit is the maximum value of δX for fixed X2

(δX is maximized at fixed X2 when X1 = Gk1). Note that P21 and P22 do not reduce

to their respective one-knot distributions P1(x) ∼ exp(−β1X) when Gk1 = Gk2 = 0

as the integration limits still enforce δX > 0 so that X2 ≥ X1 (i.e. the model still

assumes that the knots are not allowed to pass). The lower distribution P21 and upper

distribution P22 are shown in Fig. 4–6(h). Note that P22 is shifted from the origin.

4.8 Partition Functions for Knot Formation

In order to compare with our knot probability measurements we must compute

partition functions that count the number of ways multiple knots can form on a com-

pressed DNA profile: these partition functions involve summations over knot positions

along the profile and knot size. We will start by considering summation over possible

knot formation positions. Let the partition sum z1(Lk, Rb) count the total number of

ways a single prime knot of size Lk, assumed to be of trefoil topology, can form on a

profile characterized by Rb. The number of statistically independent sites at which a
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knot can form along the profile is estimated by nmax = r/2gk = R/2Gk, each site i

displaced by ∆Xi = 2Gk(i + 1/2) from X = 0. Note that i runs from 0 to nmax − 1,

with the first site at i = 0 displaced by a factor of Gk from the barrier due to the knot’s

finite spatial extent (see figure 4–6(c)). Each site is weighted by a Boltzmann factor

exp (−f1(Lk, Rb,∆Xi)). Equation 4.41 then leads to a single knot partition function:

z1(Lk, Rb) =
nmax−1∑
i=0

e−f1(Lk1,Rb,∆Xi) = e−f1(Lk1,Rb,0)

nmax−1∑
i=0

e−2βGk(i+ 1
2) (4.50)

where β ≡ β(Lk, Rb). As the probability of finding a knot away from the barrier is

suppressed exponentially, it is a good approximation to set the sum limit to infinity,

in which case we can sum Eq. 4.50 geometrically to find:

z1(Lk, Rb) =
e−f1(Lk1,Rb,0)+βGk

e2βGk − 1
. (4.51)

In the limit that the slope of the free energy profile is very steep, i.e. β(Lk, Rb) is

large, Eq. 4.51 leads to a single knot free energy F1(Lk, Rb) = − log (z1(Lk, Rb)) =

f1(Lk1, Rb, 0) + β(Lk, Rb)Gk. This limit corresponds to a “ground state” configuration

where knot formation at the minimum free energy position abutting the barrier dom-

inates so that the knot free energy is simply the free energy at X = 0 (f1(Lk1, Rb, 0))

plus the free energy increase arising from the knot’s displacement by a factor of Gk

“up the ramp” from X = 0 (β(Lk, Rb)Gk, see figure 4–6(c)).

The partition function z2(Lk1, Lk2, Rb) counts the total number of ways two tre-

foil knots can form on a profile characterized by Rb. When multiple knots form we

must construct partition sums that preserve the linear ordering of the knots along

the profile. Let ∆Xi = 2Gk1(i + 1/2) represent the displacement of the knot clos-

est to the barrier from X = 0 (with i running from 0 to nmax − 1 as before). The

second knot must have a displacement ∆Xj ≥ ∆Xi + Gk1 + Gk2 leading to ∆Xj =
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2Gk1(i + 1) + 2Gk2(j + 1/2). Each state (i, j) will then be weighted by a Boltzmann

factor exp [−f1(Lk1, Rb,∆Xi)− f1(Lk2, Rb,∆Xj)]. Making the approximation that the

summation limits can be extended to infinity, Eq. 4.41 gives:

z2(Lk1, Lk2, Rb) = e−[f1(Lk1,Rb,0)+f1(Lk2,Rb,0)]

∞∑
i=0

∞∑
j=0

e−[2β1Gk1(i+1/2)+2β2(Gk1(i+1)+Gk2(j+1/2))]

(4.52)

with β1 ≡ β(Lk1, Rb) and β2 ≡ β(Lk2, Rb). The same procedure gives the partition

function of a three-knot state:

z3(Lk1, Lk2, Lk3, Rb) = e−[f1(Lk1,Rb,0)+f1(Lk2,Rb,0)+f1(Lk3,Rb,0)]

×
∞∑
i=0

∞∑
j=0

∞∑
l=0

(
e−2β1Gk1(i+1/2)

× e−2β2(Gk1(i+1)+Gk2(j+1/2))

× e−2β3(Gk1(i+1)+Gk2(j+1)+Gk3(l+1/2))
)
. (4.53)

The partition sums Eq. 4.52, 4.53 can be evaluated by geometric summation:

z2(Lk1, Lk2, Rb) =
e−f1(Lk1,Rb,0)−f1(Lk2,Rb,0)+Gk1β1+Gk2β2

(e2Gk2β2 − 1) (e2Gk1(β1+β2) − 1)
(4.54)

and

z3(Lk1, Lk2, Lk3, Rb) =
e−f1(Lk1,Rb,0)−f1(Lk2,Rb,0)−f1(Lk3,Rb,0)+Gk1β1+Gk2β2+Gk3β3

(e2Gk3β3 − 1) (e2Gk2(β2+β3) − 1) (e2Gk1(β1+β2+β3) − 1)
(4.55)

In the limit that the slopes are very high, we have the following free energy for the

two-knot and three-knot states:

F2(Lk1, Lk2, Rb) = − log(z2) = f1(Lk1, Rb, 0) + f1(Lk2, Rb, 0) +Gk1β1 + (Gk2 + 2Gk1) β2

(4.56)
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and

F3(Lk1, Lk2, Lk3, Rb) = − log(z3) = f1(Lk1, Rb, 0) + f1(Lk2, Rb, 0) + f3(Lk3, Rb, 0)

+ Gk1β1 + (2Gk1 +Gk2) β2 + (2Gk1 + 2Gk2 +Gk3) β3(4.57)

Equations 4.56 and 4.57 correspond to the free energy of “ground states” where the

knots are stacked in single file, with no gaps, directly abutting the barrier (figure 4–6(g)

gives the ground state for a configuration with two-knots).

As our knot-formation measurements include all knot sizes, the final step is to

compute partition sums formed from integrating over the space of all knot sizes. We

define Z(m,Rb), the partition function for a system with m knots:

Z(m,Rb) = (2P )−m
∫
zm(Lk1, · · · , Lkm, Rb)dLk1 · · · dLkm (4.58)

We normalize to the Kuhn length to ensure that the partition function is dimensionless.

Note that the total free energy associated with a knotting event with m knots (i.e. the

free energy including all knot-sizes) is given by

Ftot(m,Rb) = − logZ(m,Rb) (4.59)

The partition function for finding zero knots Z(0, Rb) = 1. We can define a total knot

partition function:

Ztot(Rb) =

nk∑
i=1

Z(i, Rb) (4.60)

where nk is the maximum number of knots observed in an event. The probability of

finding a state with m knots is then:

P (m,Rb) = Z(m,Rb)/Ztot(Rb) (4.61)
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The probability of finding a state with any number of knots (i.e. a state with at least

one knot) is:

Pall knots(Rb) =
Ztot(Rb)

1 + Ztot(Rb)
. (4.62)

This model can be readily solved via direct numerical integration of Eq. 4.58 with

zm(Lk1, · · · , Lkm, Rb) determined by Eq. 4.33, 4.34, 4.35, 4.38, and 4.39 (determine

knot free energy contributions), Eq. 4.41-4.43 (determine knot free energy profile) and

lastly Eq. 4.51, Eq. 4.54 and Eq. 4.55 (knot formation partitions functions for

knots of fixed size). In practice, this integration is performed in Matlab by simply

evaluating the partition function zm for a finely sampled range of knot-sizes and sum-

ming. The prefactors Ab, Awk and Ah are then determined from least-squares fitting

to experimental data on one- and two-knot-formation probability.

4.9 Knot Statistics in the Low Compression Limit

The knot statistics are Poissonian in the limit that the compression is low and

β is small. This can be easily shown analytically if we assume that the knots have

equal size. The general form of the partition function for m trefoil knots on a profile

characterized by Rb can be summarized by:

zm(Lk1, · · ·Lkm, Rb) =
e−

∑m
i=1 f1(Lki,Rb,0)e

∑m
i=1Gkiβi∏m−1

i=0

(
e2Gk,m−i

∑i
j=0 βm−j − 1

) (4.63)

Assuming that the knots have equal size Gk1 = Gk2 = . . . = Gkm ≡ Gk, β1 = β2 =

. . . = βm ≡ β and f1(Lk1, Rb, 0) = f1(Lk2, Rb, 0) = . . . = f1(Lkm, Rb, 0) ≡ f1, so we can

rewrite equation 4.63 as,

zm =
e−mf1+mGkβ∏m
i=1 (e2iGkβ − 1)

. (4.64)
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Equation 4.64 gives the partition sum for the formation of m identical knots on a

compressed DNA molecule. In the limit of low compression, hence small free energy

slope β, we can approximate equation 4.64 using Taylor expansion,

zm ≈
e−mf1+mGkβ

(2Gkβ)mm!
=

1

m!

[
e−f1+Gkβ

2Gkβ

]m
=

1

m!
z1(Lk, Rb)

m (4.65)

The probability of forming m knots is then

P (m) = zm/

∞∑
j=0

zj =
1

m!
zm1 e

−z1 (4.66)

which has the form of a Poisson distribution. In the inset to Fig. 3–5 we show numeri-

cally that partition functions that include all knot sizes also show Poisson behavior for

low compression.

Experimentally Observed Baseline Knotting Probability

According to [187], there is a finite probability that a long DNA molecule becomes

knotted in bulk through thermal fluctuations. In our study, on the other hand, the

experimentally observed baseline knotting level is negligible (Figure 3–4). Note that we

are working with a low salt buffer (10 mM) tris which gives rise to a high DNA effective

width w =17 nm. A high effective width is known to suppress knotting in bulk [41].

Simulations investigating knotting along nanochannel extended chains, which predict

a high knotting probability, use low effective widths (=2 nm). Moreover, if knots could

form on nanochannel extended chains with moderate or even low probability we expect

that we would have seen them, yet we have never observed knots to form spontaneously

on nanochannel extended DNA molecules (working in buffers < 100 mM). While we

do not expect the equilibrium knotting probability to be exactly zero, even for a high

effective width [11], there are additional kinetic limitations preventing formation of

knots along a nanochannel confined chain in the absence of flow. For example, the
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free energy cost for a back-fold to form is high in a nanochannel; it is possible that

this makes knot-formation along an extended chain highly unfavorable (i.e. give rise

to a high free energy barrier for knotting for an equilibrium extended chain, even if

the equilibrium knotting probability is not zero). Of course, this barrier will also be a

strong function of the effective width, so it is possible that knots could form sponta-

neously in high salt conditions.

4.10 Comparison to Experiment

Our knot formation theory agrees well with the experimental measurements of

knotting probability (Fig. 3–4). In particular, we capture the increasing knot forma-

tion probability with increasing pressure (decreasing edge extension) and explain the

non-monotonic behavior of the single knot formation probability, suggesting that our

model provides an explanation of our experimental findings. Figure 3–5 compares the

probability measurements obtained from the experimental data, the probability distri-

bution predicted by the Poissonian model and our fitted model for different ranges of

barrier extension Rb. At low pressures, the Poissonian model describes the experimen-

tal results very well. At relatively higher pressures (smaller Rb), on the other hand,

Poissonian model fails to explain the experimentally obtained probabilities. We argue

that the high compression limit where the Poisson model fails corresponds to knots

forming in a limited range of positions close to the barrier at X=0. Simultaneous least-

square fitting to the experimental one- and two-knot formation probabilities yields:

Ab = 1.43± 0.05, Awk = 0.98± 0.12 and Ah = 1.12± 0.07. The values of determined

prefactors are on order of unity, required for self-consistency of the approach.

A feature of our free energy model (Eq. 4.33) is that it explicitly reduces to Dai et

al.’s knotting free energy in the case where one knot is present and V = 0 (e.g. so that

114



0 10 20 30
0

20

40

60

M
os

t P
ro

ba
bl

e 
K

no
t S

iz
e 

(L
ko

/P
)

Channel Width (D/P)

Figure 4–7: Red circles show simulation results for most probable knot size from Dai et
al. [11]. Bold curve shows prediction for most probable knot size found using Eq. 4.33
with R = 1 and fwuk evaluated using Eq. 4.35 (Lob determined via classic de Gennes the-
ory). Dashed curve shows prediction for most probable knot size found using Eq. 4.33
with R = 1 and fwuk evaluated using Eq. 4.35 (Lob determined using the extended de
Gennes theory). We have set P = 0.4w to match the parameter values used in Dai et
al.’s simulation. We have also increased the value of Awuk by 1.5 to ensure that the
free energy of the unknotted polymer includes the effect of the spring terms in Eq. 4.35
(in no-flow equilibrium, when R = 1, the quadratic spring term only has the effect of
adjusting the scaling prefactor).

R = 1 everywhere along the chain). The most probable knot size is then determined

by minimizing f1(Lk, R = 1). We can explore if the values of Ab and Awk obtained here

can also describe Dai et al.’s simulation results for a chain in a no-flow equilibrium, a

further test of self-consistency. Figure 4–7 shows Dai et al.’s simulated most probable

knot size versus channel width compared to the prediction of our free energy model

(e.g. value of Lk that minimizes Eq. 4.33, with R = 1 and P set to the value used in

Dai et al.’s simulations, P = 0.4w). We also show the model prediction using classic
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Figure 4–8: The bold curves show the original three parameter fit yielding Ab =
1.43 ± 0.05, Awk = 0.98 ± 0.12 and Ah = 1.12 ± 0.07. The dashed curves show a
one-parameter fit fixing Awk = 1 and Ah = 1 and fitting Ab (the approach gives
Ab = 1.46± 0.01).

de Gennes bob statistics in Eq. 4.35 to estimate fwuk (classic de Gennes theory, used

by Dai et al., is a more appropriate choice for channel widths exceeding around 400-

500 nm, covering the range where the most probable knot sizes reach a maximum).

The classic de Gennes prediction does not agree exactly, underestimating some of the

points near the peak by around 10%, but it reasonably describes the overall trend in

the simulated results.

Alternatively, theory suggests fixing Awk = 1 and Ah = 1 and then performing a

single parameter fit to fix Ab. This approach gives agreement of equivalent quality with

Ab = 1.46±0.01 (see Fig. 4–8 for the comparison between the one parameter and three

parameter fits). Note that the value of Ab is most critical to the overall agreement:

too low and the knotting probability is too high for all Rc, too high and the knotting
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Figure 4–9: (a) The predicted probability distribution of knot position in a one-knot
state P1 for a knot with the most probable knot size (bold) and averaging over all knots
sizes (dashed). (b) The predicted probability distribution of knot position in a two-knot
state for a lower knot with the most probable knot size (P21, bold, red), averaging over
all lower knot sizes (P av

21 , dashed red), the most probable upper knot (P22, bold, green)
and averaging over all upper knot sizes (P av

22 , dashed, green). (c) Example predicted
probability distributions for knot position along profile for a two-knot state, showing
lower knot distribution P21 (bold red), upper knot distribution P22 (bold green) and
the estimated non-interacting distribution PU (bold purple). (d) Example cumulative
probability distributions for knot position along profile for a two-knot state, showing
cumulative lower knot distribution C21 (bold red), cumulative upper knot distribution
C22 (bold green) and the estimated cumulative non-interacting distribution CU (bold
purple). The arrows show the shift between the predicted non-interacting upper knot
(PU , CU purple) and predicted interacting upper knot (P22, C22 green). Note that
the lower knot distributions and non-interacting distributions in (c) and (d) (bold red,
purple curves) have been computed using the most probable size of knots in a one-knot
state.
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probability is suppressed relative to experiment. We believe that the slightly higher

value of Ab relative to unity is required because our model may underestimate the knot

confinement free energy. For example, slight compression of knots at high forcing, an

effect not taken into account in our model, would lead to additional positive free energy

contributions. The value of Ab might need to be increased upon fitting to compensate

for the absence of these effects. We feel that these effects would be worthwhile to

explore in future theoretical studies of knot-formation on compressed chains.

Note also that the predicted knot sizes are consistent with our single-file ordering

hypothesis: two-knots cannot pass in the channel when the ratio of the knot diameter

to largest channel dimension 2gk/D2 > 0.5. For the most probable knot size in a

one-knot state, our theory predicts 2gk/D2 > 0.6 over the entire range of Rb values

(degrees of compressed) used, so our theory self-consistently requires that single-file

ordering occurs for multiple knot states.

Our statistical mechanical model also gives predictions for the spatial distributions

of knots in steady-state (prior to pressure release). However, caution must be used in

comparing our experimental results after pressure release with the predicted distribu-

tion in the compressed steady-state. Once the pressure is released, the hydrodynamic

flow is no longer present, reducing the slope β of the free energy profile. In addition,

during relaxation the concentration profile will flatten out with the profile becoming

perfectly uniform in the long-time limit when the no-flow equilibrium is reached. These

effects will lead to a dynamic variation in the free energy landscape felt by the knots

which in turn will lead to a dynamic variation of the knot distribution. However, while

these considerations mean we can’t use the distributions following pressure release to

draw strict quantitative conclusions about the knot distributions in steady-state, we

can draw some qualitative conclusions. The one-knot distribution following pressure
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release has an exponential character (see Fig. 4–5(a,c)) with the one-knot probability

highest at the slit-barrier. We can infer in steady-state that the knot distributions are

also non-uniform with the knots accumulating at the slit-barrier (x = 0). Note that

the relaxation process must increase entropy and therefore cannot introduce spatial

non-uniformity into a profile that was initially uniform (i.e. it is not possible that the

non-uniformity we observe was introduced by the relaxation process itself). In par-

ticular, we can say that the distributions observed after pressure release represent a

lower-limit on the degree of spatial non-uniformity present in steady-state.

The lower knot distribution predicted by our theory, P21, is given by Eq. 4.47;

the upper knot distribution predicted, P22, is given by Eq. 4.49 (see Fig. 4–9(b)). If

the two knots experience the same free energy profile with identical slope β, note that

PL and P21 have the same forms (compare Eq. 4.31 and Eq. 4.47), but that PU and

P22 are different. In particular, Eq. 4.49 predicts that P22 will be shifted to higher X

relative to PU (see Fig. 4–9(c, d)), with the degree of shifting determined by 2gk. In the

limit gk goes to zero, PU and P22 coincide. Thus, we expect that repulsive interactions

strong enough to prevent knot crossing will shift the upper knot distribution to higher

X relative to PU , inducing a spatial segregation between the distributions. Naturally,

while we do not expect quantitative agreement between the steady-state distributions

and our measured distributions (due to the complicated dynamics of the relaxation

process), any shift observed between the lower and upper knot distributions is indicative

of a no-passing condition. While the experimental spatial distribution in fact results

from averaging over the distribution of all thermally allowed knot sizes, we find that

averaging over all knot sizes has only a moderate effect on the predicted distributions

and in fact would shift the upper knot distribution to higher X (see Fig. 4–9(a, b)).
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Figure 4–10: (a) Predicted probability as a function of channel dimension of generating
an event with one knot (red), two-knots (blue) and three-knot (green) on a profile with
Rb = 0.2. Note that the large three-knot formation probability would predict that
for channel widths below 200 nm, states with even more knots would be generated
(although we do not include these explicitly in the calculation). The total probability
of generating an event with knots is the black-curve. (b) The free energy of a single-
knot state (red) and two-knot interaction free energy (blue) versus channel width. For
simplicity, the channels have aspect ratio unity.

4.11 Model Predictions for Varying Channel Diameter

Our model gives predictions for how varying channel dimension should alter knot-

ting probability in the extended de Gennes regime. We find that increasing confinement

is predicted to increase the probability of knot generation (see Fig. 4–10(a)). This is

unsurprising given that increased confinement, by increasing the fwuk term in the free
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energy will tend to enhance the free energy saved upon forming a knot, leading to a de-

creased single-knot free energy (Fig. 4–10(b), red-curve). Our model also predicts that

more multiple knot states would be generated for lower channel width (Fig. 4–10(a)),

due to the decreasing knot interaction free energy (Fig. 4–10(b), blue-curve), which

falls for channels below 500 nm due to the decreasing knot size with lower channel di-

mension (see Fig. 4–7, the channel dimension necessarily places an upper limit on the

knot size in our model). It would also be interesting to perform analogous experiments

in the transition (< 100 nm) and sub-persistence Odijk regimes (< 50 nm). We do

know that knots can be formed in channels on order of the persistence length [13], but

our model will break down here as we do not expect the free energy scalings to extend

to such small channels.

4.12 Experimental Error on Knotting Probability

Each knotting probability measurement (i.e. each data point in Fig. 3–3 (b) and

Fig. 3–4) was obtained from around 10 − 15 individual single-molecule compression-

relaxation events. The compression ratio and waiting time shown were determined

from averaging over all single molecule events corresponding to a given data point.

The horizontal error bars give the corresponding error on the mean over the single-

molecule data.

In the current study, we observe three possible outcomes: formation of 0, 1 and 2

knots (i = 0, 1, 2). The maximum likelihood estimate for the probability of a knotting

state is P̂i = ni/N where ni is the number of molecules in the given knotting state

and N is the total number of events corresponding to the data point in question. The

maximum likelihood estimate of total knotting probability is P̂total = (n1 +n2)/N . We

report the maximum likelihood estimate of knotting probability in Figure 3–3 (b) and
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Figure 3–4. Our vertical error-bars are defined so that the true probability value lies

within the bar with confidence 1 − α with α = 0.32 (for a standard one-sigma error).

We argue that binomial statistics are appropriate for our measurements: we either find

that the measurement falls within the specific category or outside the category (single

knot present or not, two knots present or not, knots present or absent). We then

estimate the confidence interval using the Wilson score interval [174]. Let z2 ≡ z2
α/2,

where zα/2 is the critical value of the normal distribution for error level α. The true

knotting probability Pi then lies within the following interval with confidence 1− α:

Pi ∈ (P ′i − σn, P ′i + σn) (4.67)

where

P̂ ′i ≡
z2 + 2ni

2(N + z2)
(4.68)

σn ≡
z

2(N + z2)

(
z2 + 4ni(N − ni)

N

)1/2

(4.69)

For a one-sigma error, zα/2 = 1. Note that the confidence intervals are not distributed

symmetrically around the maximum likelihood estimate P̂i. We thus use asymmetric

error bars to report error on knotting probability, with the top and bottom error bars

defined via σt = P̂ ′i + σn − P̂i and σb = P̂i − (P̂ ′i − σn), respectively.
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CHAPTER 5
Complex Knotting Dynamics on Hydrodynamically

Compressed Nanochannel-Extended DNA

In the knot factory introduced in chapter 3, a free energy model was proposed for

knot formation on nanochannel-confined DNA molecules based on the assumption that

knots interact via hard-core repulsion and maintain their single-file ordering on a linear

potential. In addition, knot identification criteria were provided on the relaxing DNA

molecules based on the observed intensity of the knotted features. This was mainly

due to the fact that the knotted features in biopolymers have compact structures

and are optically unresolved, thus the topological information is inaccessible. In this

chapter, we employ the method of hydrodynamic compression introduced in chapter

3 to report a series of results obtained from observation of knots on DNA molecules

following polymer compression. We observe that compression can impose entanglement

on DNA contour inside the knot region. The trapped DNA contour is subsequently

released following expansion of the knot. In some cases, one apparent knot splits

into two distinct knots, representing a level of entanglement existing between the two

knots prior to their split-up. Moreover, we confirm that two knots maintain single-file

ordering on DNA contour and knots interact with each other via hard-core repulsion.

Finally, we show that hydrodynamic flow helps unravel knots formed on nanochannel-

confined DNA and argue that step-wise knot unraveling unveils information about the

knot complexity, introduced as the essential number of crossings in the knot contour.

The contents of this chapter have been prepared as a manuscript ready for sub-

mission:
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Complex Knotting Dynamics on Hydrodynamically Compressed

Nanochannel-Extended DNA

Susan Amin, Ahmed Khorshid and Walter Reisner

5.1 Introduction

In a sufficiently long three-dimensional self-avoiding walk, knot probability ap-

proaches unity [30]. This is indicative of high probability of knot existence on long

chains in nature. In biological systems, knots have been found on umbilical cords

and catheters [4] as well as biopolymers such as capsid DNA [38] and proteins [5]. In

nanofluidic systems, knots prevent linearization of DNA in the knot region, obscur-

ing sequence information stored in the knot region [20]. Studies have revealed that

knots [15, 44] and entanglements [188] strongly influence the statics and dynamics of

polymers. Knots decrease the relaxation time of the stretched molecules in elongational

fields [14] and reduce the tensile strength of chains [15,16]. Moreover, there is interde-

pendence between knot dynamics and the global dynamics of the chain. For instance,

relaxation of a stretched knotted DNA molecule leads to the swelling of the knot at a

time scale comparable to the global relaxation time of the molecule [46] and knot mo-

tion toward the end of the polymer can be controlled by varying the local chain tension

using elongational fields [189]. Di Estefano et al. [190] find that applying longitudinal

DC electric field on a stretched knotted DNA model leads to the knot drift in the

direction of the electric force, while AC electric field with sufficiently high frequency

suppresses the motion of knots. Furthermore, different methods of knot formation

on DNA molecules have been proposed. Knot induction via self-assembly of nucleic

acids [17], optical trapping [9], exposure to AC electric field [18] and hydrodynamic

compression of DNA molecules [163] are some examples of knotting methods. In our

recent study, we reported multiple-knot events induced by hydrodynamic compression
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of single DNA molecules in nanochannels [163]. In our proposed model, we showed

that the assumption of hard-core repulsion between knots in a linear potential leads to

the single-file diffusion of knots and affects the distribution of knots on a chain. Thus,

observing how knots interact with one another and with the surrounding chain can give

an insight to the complex knot dynamics on nanochannel-confined DNA molecules.

A knot is mathematically well defined on a closed nonintersecting curve, as a self-

entanglement that cannot unravel [191]. In open chains, the same definition holds if

we imagine that the two ends are connected [4, 21]. Knots are categorized into prime

and composite knots. Prime knots are the knot types that cannot be decomposed into

simpler knots, while composite knots are made up of two or more prime knots [43].

Knots are also categorized based on their number of essential crossings. In polymers,

if the knot is far enough from the ends of the chain, the knot complexity can be de-

termined after closing the chain [192]. Knot complexity plays a significant role in

determining the extent of knotting effect on polymer dynamics [44, 193]. Knot com-

plexity can be found by either counting the number of crossings in the two-dimensional

projection of the knot [4] or using any of the proposed polynomial knot invariants [194]

such as Alexander polynomial [195] and Jones polynomial [196], which assign to each

knot type a polynomial with integer coefficients. However, employing these methods

requires visual access to the knot topology, while on biopolymers knots tend to form

compact structures (e.g. metastable knots) [9, 13, 18, 46, 155]. Therefore all the topo-

logical information is contained in a region below the instrumental resolution and is

thus inaccessible. Unknotting number provides more detailed information regarding

the complexity of a microscopic knot. Unknotting number is defined as the minimum

number of times a knot should pass its end through a loop to unravel [191].
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Here, we employ the method of hydrodynamic compression [163] to produce knots

on nanochannel-confined DNA molecules and investigate knot interaction with their

surrounding contour. In particular, the entanglement between two knots on a chain

as well as single-file ordering of two knots are visualized on position-time kymographs.

The events illustrate that entanglement exists between two knots formed via hydrody-

namic compression. This entanglement appears as a sharp localized intensity, resem-

bling one larger knot. The knots untangle later in time due to thermal fluctuations,

leading to self-reptation and the diffusion of knots, which in turn split the apparent

large knot into two smaller separate knots. Furthermore, results on knot-knot in-

teractions confirm the existence of hard-core repulsion between knots, which imposes

single-file ordering of knots on confined chains. Finally, using the property of unknot-

ting number in different knot types, we eliminate the probability of a knot belonging

to a knot category. We show that step-wise unraveling of microscopic knots provides

useful information regarding knot complexity, which is otherwise inaccessible, as the

microscopic knots form compact structures that cannot be resolved.

5.2 Experimental procedure

The experiments are performed on 1×1cm2 fused silica chips (HOYA). Nanochan-

nels with blunt ends are patterned at the center of the chips using contact UV and

electron beam lithography [126](See Fig. 5–1(a)). A 30-nm deep slit (as measured us-

ing profilometry) is etched over the array. The slit changes the blunt ends to barriers

that allows the solvent to flow while trapping DNA molecules. Two U-shaped mi-

crochannels (1µm deep and 50µm wide) are subsequently patterned on the substrate,

connecting the sand-blasted reservoirs to the nanochannel array. The chips are then

permanently bonded to fused silica coverslips (Valley Design). The nanochannels have

dimensions of 300×300nm2 measured with SEM. T4 bacteriophage molecules (Nippon
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Figure 5–1: Schematic of the experimental set-up. (a (left))The device is a 1×1cm2

chip, made of fused silica. The T4 DNA solution is introduced into the microchannels
through the sand-blasted holes; (a (right)) a magnified view of the nanochannels ob-
tained via SEM imaging. (b-d) A cartoon showing the steps of knot formation; the
molecule is driven into the nanochannel (b), compressed via pneumatically-induced
hydrodynamic flow with velocity V (c) and relaxed (d). Knots are present on the
DNA molecule. (e) A kymograph illustrating knot formation following compression of
a DNA molecule. The vertical axis shows the molecule intensity along the nanochannel
(scale bar 5µm) and the horizontal axis depicts time (scale bar 5 s).
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Gene, 166 kbp) are stained with YOYO-1 (Life Technologies) at an intercalation ratio

of 10:1. The buffer used in the DNA solution is 10 mM Tris (pH 8.0) and 1.5% β

-mercaptoethanol (BME) is added to suppress photobleaching and photonicking. An

inverted microscope (Nikon Eclipse Ti-E) with a 100X N.A. 1.5 oil immersion objective

is used for visualizing the DNA molecules in the chip. An EMCCD camera (ixon, An-

dor) is used for imaging with excitation illumination provided by a metal-halide lamp

(Xcite).

Pneumatic pressure is applied on the chip through the sand-blasted loading holes

to drive T4 DNA into the nanochannels (Fig. 5–1(b)). The DNA molecules are subse-

quently compressed in a low Reynolds number flow (Re∼ 10−8), imposed by pneumat-

ically actuated pressure drop along the nanochannels (5–1(c)). The extension of the

DNA molecules at equilibrium state (e.g. prior to compression) is ro = 14.6 ± 0.3µm

and the compressed extension at steady state is r ≈ 0.2ro. The polymer is held com-

pressed for waiting time tw ' 30 sec. The pressure is then released, leading to the

relaxation of the molecule (Fig. 5–1(d)). Knots are apparent on the chain with high

probability (P > 0.9). Each molecule is compressed only once and then driven out of

the nanochannel. A new molecule is then introduced to eliminate possible effects of a

series of consecutive compression events on knot properties. To study the unknotting

process, where knots are not close enough to the end of the DNA molecules, we observe

that applying a small hydrodynamic velocity V ∼ 0.5 µm/sec guides the knot on the

chain towards the opposite end of the polymer and accelerates the unraveling process.

5.3 Results and Discussion

Knot-contour interaction

Knots appear as sharply localized high intensity features on the DNA molecules that

maintain their size, known as metastable knot size [9, 13, 18, 46, 155]. Figure 5–1(e)
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shows the compression-relaxation process of a single DNA molecule. Our observations

show that knots usually reach their metastable configuration relatively fast during the

first few frames following compression. However, in some instances bright features with

relatively constant size during relaxation either shrink or split into two distinct features

diffusing on the chain. We have observed two distinct types of phenomena, which we

discuss below.

Case 1: Entangled DNA contour trapped in the knot region. Here, wide bright fea-

tures maintain their size for several seconds following compression followed by a sudden

shrinkage in size (Figure 5–2 (a)). We believe that during hydrodynamic compression

of the molecule, the entangled contour is forced into the knot region. During molecule

relaxation the knot is tightened, trapping the entangled portion inside the knot region

(Fig. 5–2(b))). As the knot diffuses along the chain, self-reptation of the knot even-

tually leads to the ejection of the entangled contour from the knot region, creating a

folded structure in the vicinity of the knot (Fig. 5–2(c)). Thermal fluctuation of the

molecule inside the nanochannel eventually linearizes the folded region (Fig. 5–2(d)).

Case 2: Entangled knots resembling a larger knot. In the second case, the wide

bright feature breaks into two distinct highly localized features (Figure 5–3 (a)). We

argue that the knot is in fact a composite knot composed of two simpler entangled

knots (Figure 5–3 (b)). Following the pressure release, thermal fluctuation of DNA

segments releases the entangled contour and drive the two knots apart. Due to the

resolution limits, the two knots are not discernible during the first few seconds, how-

ever later after the DNA relaxes (Fig. 5–3(a)), they split up and form two distinct

bright localized features that diffuse independently along the chain (Fig. 5–3 (a,c)). In

fact, hydrodynamic compression of DNA molecule induces high level of entanglement

between the two knots, which restricts the dynamics of each knot to the other. Thus,
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Figure 5–2: (a) An example of a kymograph illustrating the relaxation process in a case
where a large knot shrinks into a smaller knot (depicted with red arrow). The vertical
axis shows the intensity along the nanochannel (scale bar 10 µm) and the horizontal
axis represents the time (scale bar 2 sec). Notice a second knot on the upper part of the
DNA with a relatively fixed size, which exists throughout the event. (b-d) Schematic
of the interaction between a knot and the highly entangled contour stored within the
knot region; (b) a part of the chain is entangled and driven into the knot region via
compression of the molecule; (c) in the process of DNA relaxation, the knot expels the
entangled contour out from the knot region. Due to high level of entanglement, the
expelled contour is initially highly folded; (d) The released contour eventually unfolds
and is linearized in the nanochannel.

for a few seconds following pressure release the two entangled knots appear as a sin-

gle knot, which maintains its integrity because of high level of entanglement induced
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Figure 5–3: (a) An example of a kymograph showing the disentanglement of two knots
after molecule relaxation. Position (vertical axis, scale bar 10 µm) is plotted versus
time (horizontal axis, scale bar 5 sec). A larger knot splits into two smaller knots, one
of which unravels later at the molecule’s lower free end, indicating that its motion is not
restricted by the slit-barrier. During the disentanglement of the knots, the unknotted
contour stored between the knots is released gradually. (b) A cartoon illustrating
the entanglement between two knots induced by hydrodynamic compression. The two
knots are shown in red and green. An unknotted part of the chain represented with
blue color is trapped between the two entangled knots. (c) Thermal fluctuation results
in disentanglement of the two knots and the release of the stored contour.

by the hydrodynamic pressure. However, thermal fluctuation of the knots and the

surrounding contour will eventually release the contour stored between the two knot

regions and split the two knots.

Single-file ordering of knots on the molecule contour. We believe knots

formed during hydrodynamic compression have a spatial extent on order of the chan-

nel width [163]. This suggests knots cannot pass each other (Fig. 5–4(a)) and must

maintain single-file ordering in the linear potential. Studies have shown that in bulk
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knots can pass each other via diffusion along the chain contour [178], however this re-

quires swelling of one of the knots to at least the combined size of the two knots added

together. As both knots have an extent on order of the channel diameter, this is not

possible while nanochannel confinement is maintained. Our observations in the current

study confirm the single-file ordering hypothesis on nanochannel-confined molecules.

Figure 5–4(b-d) presents several example events where the knots repel each other after

approaching a certain distance from one another. In these events, the knot trajectories

appear to divert once a certain knot-to-knot separation is reached.

Step-wise knot unraveling. Although unknotting number is not uniquely de-

fined for each knot type, we can categorize different knots based on their unknotting

number. Thus, while the number of unknotting steps does not provide a conclusive

argument regarding knot topology, unknotting number bears useful information about

knot-complexity. By convention, a knot type is shown as Cs, where C denotes the

essential number of crossings and s represents the sth knot topology in the sequence of

knots with C number of crossings [195]. The unknotting number for a knot is always

smaller than half of the knot crossing number C [120] and does not necessarily increase

with C or s. For instance, unknotting number in torus knots with the essential number

of crossings larger than three is always greater than one. Moreover, composite knots

have unknotting numbers of at least two. On the other hand, there exist complex prime

knots with essential number of crossings greater than three with unknotting number

one. Twist knots belong to this category. For instance, figure eight is a twist knot

with four number of crossings, which can unravel after one untying step. Generally,

all twist knots have unknotting number equal to one. Thus, if a knot unravels after

one unraveling step, it is essentially a prime knot and in the case of crossing number
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Figure 5–4: (a) A cartoon illustrating single-file ordering of knots in nanochannel; The
sizes of knots are comparable with channel dimensions, which prevents them from cross-
ing and passing each other. (b-d) Examples of kymographs showing the approaching
of knots towards each other during and after relaxation. The knots repel each other
and maintain their single-file ordering. The orange arrows in all kymographs indicate
the times when the two knots are close to each other. The vertical axis in (b)-(d)
represent intensity (scale bar 10µm) and the horizontal axis shows time (scale bar 10 s
(b) and 5 s (c,d)).

greater than three, the knot is non-torus. Similarly, if a knot unravels after two steps

(Fig. 5–5(e)), we can conclude that the knot is neither trefoil nor figure eight, since both

types unravel at exactly one unraveling step. Twist knots with higher complexities, in

spite of having unknotting number equal to one can unravel at two or larger number of

steps depending on the location on the knot where the unraveling occurs. Figure 5–5

(a-c) illustrates the step-wise unraveling of a torus knot with five essential crossings
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Figure 5–5: (a-c) Schematic of the step-wise unraveling process for a complex prime
knot; (a) the torus knot has five essential crossings. The blue segment shows the end
of the knot which is closer to the edge of molecule; (b) one of the crossings on the blue-
end side unravels and a trefoil knot forms; (c) the knot completely unravels. (d, e)
example kymographs of knot unraveling; (d) the unknotting process happens within
one unraveling step, indicating that the knot is non-composite. The horizontal and
vertical scale bars are 1.5 s and 10µm, respectively; (e) the lower knot unravels in two
steps. A hydrodynamic velocity V = 0.43µm/sec is applied to drive the knot towards
the lower end of the molecule. The horizontal and vertical scale bars denote 5 s and
10µm, respectively. The orange arrows in (d and e) show the position of step-wise
unraveling on the kymograph.

(Fig. 5–5(a)). The free end of the chain crosses a loop and transforms the knot into

a trefoil knot (Fig. 5–5(b)). The trefoil knot subsequently unravels completely after

another untying step (Fig. 5–5(c)). The kymographs in Fig. 5–5(d) and Fig. 5–5(e),
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show events with one-step and two-step knot unraveling, respectively. In Fig. 5–5(d),

the knot unties after one step, which indicates that the knot is neither a composite

knot nor a torus knot of complexity greater than three.

We have observed that application of a relatively small hydrodynamic velocity on

the order of Vh ∼ 0.5 to the chain accelerates the knot unraveling process by guid-

ing the direction of knot reptation on the molecule. In Fig. 5–5(e), a small velocity

Vh = 0.43 µm/ s is applied to the DNA molecule. Figure 5–6 (a,b) presents two knot

unraveling events. In figure 5–6 (a), the unraveling happens at Vh = 0, while the knot

movement in 5–6 (b) is guided by applying a hydrodynamic velocity Vh ∼ 0.44µm/s.

Figure 5–6(c) shows that fluctuation in the normalized distance is suppressed in the

event where hydrodynamic flow is applied (red circles, figure 5–6 (b)), thus knot un-

raveling occurs at a faster rate compared to the case where Vh = 0 (blue diamonds,

figure 5–6(a)).

Upon applying hydrodynamic velocity vh, the molecule starts to move in the hy-

drodynamic flow direction. We believe that two plausible explanations could describe

our findings: (1) Due to the difference in the geometry and width of the knot and

the unknotted part of the chain, the drag coefficient for the knot ζk is slightly larger

than that in the unknotted part ζp. The knot can be approximated as a ball with

drag coefficient ζk = 6πηgk, where η is the solution viscosity and gk is the knot diam-

eter. The different drag coefficients lead to two different drag forces fdk = −ζkVh and

fdp = −ζpVh exerted on the knot and the unknotted part, respectively. When the solu-

tion is viscous enough, the difference between these two forces becomes significant and

suppresses the friction force ff between the knot and the rest of the chain, leading to

the relative movement of the knot with respect to the unknotted part of the molecule.

(2) As the knot spatial extent is comparable with the channel width, it leads to a

135



0 4 8 12 16 20

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

Time (s)

N
or

m
al

iz
ed

 d
is

ta
nc

e 
fro

m
 th

e 
ed

ge(a) 

(b) 

(c) 

Figure 5–6: (a-b) The kymographs present knot unraveling process on chain after
DNA relaxation. The vertical axis shows the intensity along the nanochannel (scale
bar 5µm (a) and 10µm (b)) and the horizontal axis depicts time (scale bar 2 s (a,b)).
The hydrodynamic velocity Vh ∼ 0.44µm/s is applied to the molecule in (b) to help
faster knot unraveling. The graph in (c) shows the distance between knot and the
molecule edge in the process of knot unraveling as a function of time for the events in
(a) and (b). The blue diamonds correspond to the kymograph in (a) and the red circles
represent the respective values for (b). The distance is normalized to the distance at
time t = 0.

relatively large friction between the knot and the nanochannel walls compared to that

between the knot and the rest of the chain. Therefore, sufficiently small hydrodynamic

velocity Vh accelerates the self-reptation of the knot on the chain contour leading to

the guided relative movement of the knot toward the end of the molecule. For the first

explanation to hold, considering that the knot size is much smaller than the channel

diameter, the solution must be viscous enough to overcome the friction between the

knot and the rest of the chain, which is not the case in the current study (η ≈ 1mPs).

Of the two explanations discussed above, we believe that the latter can better explain

our findings, as it is also consistent with the observed single-file ordering of multiple

knots on the chain.
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In conclusion, we show that knots formed via hydrodynamic compression of DNA

molecules in nanochannels indeed interact via hard-core repulsion and maintain single-

file ordering on the chain contour as predicted by the free energy model proposed

in [163]. A study on knotted polymers in bulk [178] has shown that knots can pass

each other on polymer contour provided that one of the knots is expanded to at least

the total size of the two knots added together. Our observations, on the other hand,

confirm that the knots formed via hydrodynamic compression do not pass each other

on the nanochannel-confined DNA contour. This finding is indicative of a relatively

large size of the knots as predicted in [163]. Moreover, we show that via step-wise

unraveling of a knot, we can obtain information regarding the knot complexity, which

determines the extent of knotting effect on polymer dynamics [44,193]. Finally, we find

that unraveling process can be accelerated by applying a relatively small hydrodynamic

flow. While we believe that large knot sizes compared to the channel dimensions can

explain this behavior, future theoretical studies and simulations could help clarify the

unraveling mechanism.
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CHAPTER 6
Flow-Assisted Single-Cell Derived Genomic DNA
Purification, Disentanglement and Linearization

Thus far, we have introduced a method of knot fabrication on nanochannel-

confined DNA molecules in chapter 3 and in chapter 5 we exploited knot dynamics

on the relaxing chains and introduced a step-wise unraveling method to obtain knot

topological information, which is otherwise inaccessible. However, there exist instances

that entanglements and knots form in vitro on long DNA molecules and hinder DNA

linearization, particularly in Mbp genomic DNA sequencing applications. In some

DNA mapping techniques such as DNA mapping on nanochannel arrays [92] and DNA

denaturation mapping [91], DNA linearization is a crucial step. Nevertheless, as long

chains tend to form entanglements, when Mbp-long DNA molecules are extracted from

cells, they are entangled and cannot be linearized in nanochannels. In this chapter,

we introduce a high-throughput method for Mbp-long DNA disentanglement in post

corridor-slit structures. In particular, we introduce a platform that performs single-cell

trapping and lysis, Mbp-long DNA extraction and purification and high-throughput

flow-assisted DNA disentanglement. We show that posts anchor long DNA molecules

and post corridors can be used to unravel and stretch DNA coils via hydrodynamic

flow. Finally, this chapter complements our knot formation study on DNA molecules

by proposing a disentanglement method for unraveling highly entangled long DNA

molecules.

The contents of this chapter have been prepared as a manuscript ready for sub-

mission:
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Flow-Assisted Single-Cell Derived Genomic DNA Purification,

Disentanglement and Linearization

Susan Amin, Peter Yao, Ilja Czolkos, Sara Mahshid, Robert Sladek and Walter

Reisner

6.1 Introduction

Many lab-on-chip platforms have been developed for DNA sequencing. This is

mainly due to the fact that miniaturized platforms eliminate the need for large volumes

of reagents as well as long operation times [197] especially in sequencing methods such

as polymerase chain reaction (PCR). The genetic heterogeneity in cell population –

especially in tumor cells [55–57] – introduces the need for systems capable of analysing

DNA molecules extracted from single cells. Different single-cell manipulation methods

have been proposed [58,198], among which microfluidic-based devices are proved to be

promising for single-cell studies [65,66].

According to the theoretical and experimental studies, long molecules can get en-

tangled if their concentration is increased [108, 109]. The complexity of entanglement

for n-step self-avoiding walks goes to infinity as n increases [199] and DNA entangle-

ment can become burdensome in the process of long DNA extraction from cells and their

purification. Recently, Lam et al. [92] have developed a genome mapping technique

on nanochannel arrays that requires linearization of DNA in nanochannels. Another

coarse-grained DNA mapping technique called DNA denaturation mapping [91] pro-

vides a sequence-dependent melting probability on long nanochannel-confined DNA

molecules. Linearization of DNA molecules in these methods is a crucial step. En-

tanglements not only hinder DNA linearization, but can also lead to knotted struc-

tures with high probability for long molecules [30]. Knots, in turn, inhibit mapping
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by concealing the sequence information stored in the knot region [20]. Thus, remov-

ing entanglements is crucial for analyzing long DNA molecules. Lam et al. [92] use

electric field to drive long DNA molecules through a pillar region into nanochannel ar-

rays. While uncoiling DNA molecules using pillars works well for medium-sized DNA

molecules (around ∼ 50 kb in [92]), very long molecules (Mb in size) are very likely to

get anchored between the pillars as suggested in [111,112].

Here, we introduce a high-throughput lab-on-chip device where: (1) a single cell is

trapped at a microchannel barrier via hydrostatic pressure balance and flow suction; (2)

the cell is lysed and chromatin is extracted and stored in a chamber; (3) DNA is purified

via incubation of chromatin with a protein digestive enzyme at 37°C. Cell lysates are

removed from the chamber through the two deep side channels; and (4) the long Mbp

entangled DNA molecules are linearized in post corridors using hydrodynamic flow.

Our microfluidic-based design provides the power to control the system components

(cell and DNA molecules) via hydrostatic balance between different parts of the device.

It minimizes DNA fragmentation and provides a high-throughput platform that purifies

and linearizes long DNA molecules extracted from a single cell.

6.2 Materials and Methods

Device fabrication and the experimental set-up. The post corridors (100-

nm deep, 380-µm long, 2-µm wide) are fabricated on fused silica substrates (HOYA)

by UV contact lithography. A 100-nm deep slit is subsequently etched over the post

arrays. The device contains a 1-µm deep incubation chamber that connects the post

corridors to the 15-µm deep microchannels (50-µm wide) used for cell and lysis solution

transport (Figure 6–1). Two 15-µm deep side channels remove the cell debris from the

device. In addition, a dense post array is located at the intersection of the incubation

chamber and the side channels. The posts anchor long DNA molecules and thus stop
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them from leaving the device. Finally, the 2.5×2.5 cm2 chip are bonded to fused silica

coverslips (Valley Design). The chip is filled with phosphate buffer saline (PBS 1X)

(Fisher Scientific, CA) and is subsequently mounted on a chuck. The chuck ports are

loaded with PBS via 10-ml syringes, actuated and controlled by syringe pumps. The

microfluidic set-up is then mounted on an inverted microscope (Nikon Eclipse Ti-E)

with a 100X N.A. 1.5 oil immersion objective. An EMCCD camera (ixon, Andor) is

used for imaging. A metal-halide lamp (Xcite) is used for excitation illumination.

Cell culture. Lymphoblast cells (10-12 µm in size) are cultured in RPMI 1640

medium supplemented with 15% FBS, 100 units per mL penicillin, 100 µg/mL strep-

tomycin and 4mM L-glutamine (Life Technologies). The cells are incubated with 5%

CO2 at 37°C. The cells are passaged every three days and fresh cell-culture medium is

provided.

Cell trapping. The centrifuged and pelleted human lymphoblasts (Quebec Genome

Center, CA) are suspended in PBS and incubated with SYTO-24 (Life Technologies,

CA) nucleic acid stain at 37°C for 30 minutes to 1 hour. The stained cells are injected

into the chip through the deep microchannel. A single cell is then trapped by adjusting

the hydrostatic pressure exerted on the cells (through the two deep channels that are

in contact with the ambient air) and applying suction at the trap outlet, leading to a

hydrodynamic flow towards the trap. Once a fresh cell is trapped, the hydraulic resis-

tance at the cell barrier increases significantly, and thus prevents the other cells from

getting trapped. The cells are subsequently washed away from the deep microchannels

using PBS at the injection rate of 4ml/hr for 30 minutes.

Cell lysis. RIPA lysis buffer is used to lyse the trapped single cell. The lysis

buffer is composed of 1.0% Igepal CA-630 (NP-40), 1.0% soduim deoxycholate, 0.1%

sodium dodecyl sulfate (SDS) (all Sigma-Aldrich, CA) dissolved in PBS 1X, pH 7.4.
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Figure 6–1: A schematic of the microfluidic device. (a) Every 2.5×2.5 cm2 chip is
composed of two microfluidic devices with ten outlets in total. (b) Each device consists
of two inlets (15-µm deep, 50-µm wide) for the injection of cell solution and lysis buffer.
A 1-µm deep incubation chamber is connected to the deep channels at their intersection,
forming a barrier that traps cell but allows the passage of the DNA molecules following
cell lysis (c). The incubation chamber is connected to two side channels through dense
post arrays (b). The post arrays anchor long DNA molecules and let the cell debris
leave the chamber through the side channels. (d) The long purified DNA molecules are
trapped behind an array of post corridors (100-nm deep, 380-µm long, 2-µm wide) and
a slit (100-nm deep) spanning the posts. (e) The cross section of the post corridors
and the slit. The DNA molecules are disentangled via flow suction.

YOYO-1 (Life Technologies, CA) and Alexa Fluor 568 NHS Ester (Life Technologies,

CA) dissolved in DMSO are added to the buffer for staining the DNA molecules and

proteins, respectively: 2µL of YOYO-1 and 0.1µg of Alexa Fluor are added to 10mL of
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the lysis solution. The solution is then injected into the deep microchannel. The cell

lysis process starts in less than 2 minutes. Once the lysis begins, the buffer injection

is stopped and the device is incubated with the solution for 90 minutes to allow Alexa

Fluor to attach to the proteins in the cell.

Protein digestion and DNA disentanglement. To perform the protein di-

gestion, the concentration of SDS in the lysis buffer is increased to 0.5% and 1mg/mL

Pronase (Roche, CA) is added to the solution. The chip temperature is raised to

46°C and the buffer is injected into the device. Subsequently, the flow is stopped and

the chip is incubated for 30-45 minutes. After complete protein digestion, the long

purified DNA molecules are driven towards the post corridors via flow suction at the

post-corridor outlet.

6.3 Results and Discussion

Cell trapping. We use 3D Comsol Multiphysics software to simulate cell trajec-

tories in the cell trapping process. The model is solved in the creeping flow regime with

no-slip boundary condition. The simulation predicts the effect of flow suction at the

device outlet on the efficiency of cell trapping. The geometry is composed of two deep

microchannels (15-µm deep and 50-µm wide). At the intersection of the two channels,

there is a 1-µm deep slit, which is a simplified model of the incubation chamber and

forms a cell barrier (Figure 6–2 (a)). Simulation results show that due to the large

hydraulic resistance at the barrier, cells tend to flow in the microchannels and they do

not approach the barrier (Figure 6–2 (b)). When flow suction is applied at the slit, the

resistance decreases significantly and the flow is partially diverted towards the barrier

(Figure 6–2 (c)). The simulation results are in good agreement with our experimen-

tal observations. Figure 6–2 (d) shows a trapped cell behind the barrier. Due to the
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large hydraulic resistance, the other cells do not approach the barrier and flow in the

microchannels.

125 um 

(a) (b) 

(c) (d) 

Figure 6–2: A simplified model of the deep microchannels and the cell barrier is simu-
lated using Comsol Software. (a) The deep channels are 15-µm deep and 50-µm wide
and the slit is 1-µm deep. (b) In the absence of flow suction, due to the large hydraulic
resistance the cells flow in the microchannels and do not enter the cell-trapping region.
(c) When flow suction is applied, the flow deviates partially towards the trap. (d) A
cell is trapped (shown with a red arrow), while the other cells flow in the deep mi-
crochannels. Note that the flowing cells appear as extended objects due to their high
speed.

Cell lysis and protein digestion. Cell lysis starts in less that 2 minutes fol-

lowing RIPA injection (Figure 6–3). During the cell lysis process, proteins are stained

with Alexa Fluor. Figure 6–4 (a,b) illustrates the co-visualization of DNA molecules

(green) and proteins (red) during the cell lysis. After 90 minutes, the protein digestion
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0min 2min 4min 

8min 

6min 

9min 10min 11min 

Figure 6–3: A time sequence of cell lysis with RIPA buffer is illustrated. The lysis
starts in less than 2 minutes following RIPA injection. The scale bars are 20µm in all
panels.

(a) (b) 

(c) (d) 

Figure 6–4: Co-visualization of DNA molecules and proteins. (a,b) Proteins are stained
and visualized during the cell lysis process. The protein digestion starts after 90 min-
utes (c) and lasts for 45 mintues. (d) The DNA molecules are completely purified
following incubation with Pronase. The scale bars are all 20µm.
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(a) (b) 

Figure 6–5: DNA anchoring using posts. (a) Long Mbp genomic DNA molecules are
pinned by the posts. (b) Proteins (shown in red) fill the side channel, while the DNA
molecules (shown in green) do not leave the incubation chamber. The scale bars are
20µm.

process starts. Figure 6–4 (c) depicts the lysed contents of a single cell prior to pro-

tein digestion. After 45 minutes of incubation with Pronase, the DNA molecules are

purified and the protein is completely digested (Figure 6–4 (d)). Note that during the

experiment the shutter is kept closed in between visualization intervals (mostly every

10 minutes) to avoid the photobleaching effects.

The dense post arrays at the inlet of the two side channels in our device are

designed to anchor and stop DNA molecules from leaving the chamber. Post arrays

are known as interfaces between micro- and nano-scale features [110]. They decrease

the local entropic barrier for entering the nanochannels and at the same time help with

the pre-stretching of DNA molecules. We argue that while this method works well

with relatively short molecules (on order of kbp), it does not have the same effect with

long (Mbp) DNA molecules. The relatively small spacing between the posts compared

to the radius of gyration of Mbp-long DNA molecules leads to the anchoring of DNA
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strands and their fragmentation if they are subjected to high pressure. Figure 6–5

(a) illustrates Mbp genomic DNA molecules extracted from a single cell, pinned in

an array of posts. We have used this property of post arrays to minimize the DNA

escape from the incubation chamber. Figure 6–5 (b) illustrates the side channel filled

with proteins (shown in red), while the DNA molecules remain inside the incubation

chamber (shown in green).

(a) (b) 

Figure 6–6: High-throughput Mbp-long DNA disentanglement in post corridors. (a)
The long genomic DNA molecules are pinned at the entrance of the post corridors.
Using hydrodynamic flow, the polymers unravel and enter the corridors. The red spots
in the figure indicate that a small amount of protein is not fully digested. (b) High-
throughput flow-assisted DNA linearization in the post corridors.

DNA disentanglement. Upon applying suction to the outlet, the purified DNA

molecules flow towards the post corridors. Due to their large contour lengths and
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given the long enough incubation and purification time, the DNA polymers are highly

entangled. The post corridor-slit structure provides an efficient way of DNA disentan-

glement and the flow-assisted linearization of the molecules. The entangled DNA coils

are pinned at the entrance of the post corridors. The suction applied to the outlet cre-

ates the required hydrodynamic flow to unravel and stretch DNA molecules (each larger

than 1Mbp in size). Figure 6–6 presents the flow-assisted high-throughput stretching

of Mbp-long DNA polymers. Several red spots are apparent at the entrance of the

post corridors (Figure 6–6 (a)), indicative of some non-dissolved proteins. However,

the stretched DNA molecules (Figure 6–6 (b)) are pure and do not contain proteins.

Note that the spacing between the posts in the post corridor along the corridor lon-

gitudinal axis, reduces the hydraulic resistance, and thus leads to a high-throughput

DNA linearization.

In conclusion, we show that our microfluidic device provides a platform for single-

cell trapping, lysis, Mbp genomic DNA extraction and purification and flow-assisted

DNA disentanglement. A very important feature of our system is its ability to keep

the DNA molecules intact and minimize the DNA escape from the device. This is done

via a dense array of posts located at the entrance to the two deep side channels. The

posts anchor the long DNA molecules while allow the cell lysate to leave the chamber.

In addition, we provide an efficient approach for DNA purification and visualization

of proteins during the protein digestion. Finally, we disentangle and stretch the DNA

molecules in post corridors using hydrodynamic flow. We show that parallel post

corridors reduce the hydraulic resistance and thus provide a high-throughput system

for DNA linearization. The post corridor-slit structure can be further used as an

interface between micro- and nanochannels. Our DNA linearization technique can be
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used in the single-cell derived DNA mapping approaches, such as DNA denaturation

mapping [91].
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CHAPTER 7
Conclusion

In this dissertation, we introduce a knot factory on-chip based on hydrodynamic

compression of single DNA molecules in nanochannels. In our proposed system, all

parameters are well controlled and knots are produced with high probability. In par-

ticular, we show that knots form via compression of single DNA molecules at equi-

librium under moderate confinement condition. Moreover, we propose a free energy

model based on scaling arguments which can describe our experimental findings. Our

model suggests that knotting probability increases with pressure and waiting time at

compressed state. We show that knots interact via hard-core repulsion and maintain

single-file ordering along the contour. Knot interactions most likely prevent the for-

mation of multiple knot states (we do not observe more than three knots on T4 DNA

molecules). Our model predicts that knotting probability obeys Poisson statistics at

low compression. Deviation of knotting probability from Poisson statistics at high

compression can be explained by knot interactions and is confirmed by our experimen-

tal data. Moreover, our model provides predictions for the effect of varying channel

dimension in the extended de Gennes regime on the knotting probability. We predict

that stronger confinement leads to a larger knotting probability and an increase in the

number of multiple knot states.

The most distinct feature of our proposed knotting technique is its reproducibil-

ity and that all parameters are well controlled. Our knot factory provides a highly
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parallel environment, where knots can form on DNA molecules in parallel nanochan-

nels. Moreover, in our proposed system, knots form on compressed DNA molecules

at inhomogeneous equilibrium state, enabling modeling of knot production with free

energy models using scaling arguments. We argue that in our proposed model agita-

tion of DNA segments required for knot formation is provided by thermal fluctuations

assisted by hydrodynamic flow.

Our knotting approach does not provide detailed information about knot complex-

ity due to the knot compactness and thus unresolved image. We show that step-wise

knot unraveling can be employed to obtain information regarding knot complexities.

Moreover, we observe that application of small hydrodynamic flow can help move the

knot toward the end of the molecule and accelerate the unknotting process.

Our proposed knotting technique can be studied in the case of different channel

diameters and different regimes. Knotting probability can be investigated for differ-

ent ionic strengths and DNA contour lengths as well as for different types of poly-

mers. Moreover, the knot factory can help form knots with high probability in a

well-controlled system for further studies of knot dynamics. In addition, reptation of

knotted polymers through the slit barriers with different depths can be explored. Brow-

nian simulation of knot dynamics during relaxation of DNA molecules can help clarify

the evolution of knot extension following pressure release. Simulations can also help

understand the single-file ordering of knots observed in the experiments and predicted

by the theory.

In our second study, we introduce a microfluidic platform, where long Mbp genomic

DNA molecules are extracted from single cells. The DNA is subsequently purified,

disentangled and linearized in nano-post corridors using hydrodynamic flow. In our

proposed system several steps are performed in the following order:
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1. A single cell is trapped via the balance of hydrostatic pressure and flow suction

at the device outlet.

2. The single cell is lysed after removing the other cells from the microchannels.

A protein-specific dye is added to the lysis buffer for the protein visualization

purposes.

3. A protein-digestive enzyme is added to the system for protein digestion and DNA

purification.

4. Using flow suction at the device outlet, the purified and coiled DNA molecules

that are pinned at the post-corridor entrance, unravel and get stretched in the

corridors.

In our proposed microfluidic system, we show that post arrays anchor long DNA

molecules and do not let them pass through. We use this property in our device to

prevent the long DNA molecules from leaving the chamber. This feature helps the

system remove the cell lysates, while keeping the DNA molecules inside the chamber.

Finally, the proposed post-corridor set-up decreases the hydraulic resistance in the

system, leading to a high-throughput DNA linearization in the corridors.

Our microfluidic device can be further utilized in the denaturation mapping exper-

iments. Nanochannel arrays can be added to the platform to confine DNA molecules

following their linearization in the post corridors. As long DNA molecules tend to

form entanglements in microfluidic systems, the proposed flow-assisted technique can

be used to disentangle and linearize DNA molecules, and the post corridors can be em-

ployed as an interface between micro- and nano-features in DNA mapping techniques

on nanochannels. In addition, new materials and agents can be employed to reduce the

experiment run time. Moreover, different configurations of posts as well as different

post and slit depths can be used for improving the efficiency of the system. Finally, the
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cell trapping technique can be parallelized by introducing more cell-barrier structures

to the platform.
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Nomenclature

α Slope of the steady-state ramp profile for a single chain compressed against the

slit-barrier

β(Lk, Rb) Slope of the free energy profile for a molecule with edge extension Rb

∆p Pressure drop across the nanofluidic channel

∆V Streaming potential

δ Offset in the channel dimension due to the presence of a knot

η Solution viscosity

γ A numerical factor relating the radius of gyration gk to the offset in the channel

dimension δ

P̂i Maximum likelihood estimate for the probability of a knotting state with i knots

P̂total Maximum likelihood estimate of total knotting probability

λ Transition rate ratio k21/k12

Π Osmotic pressure

σ Width of the point spread function fPSF

σc Buffer conductivity

σn Wilson score interval

σr Standard deviation in the extension at compressed state

ξ‖ Blob extent for a molecule in an extended de Gennes regime at no-flow equilib-

rium

ζ Friction factor per unit length

ζf Friction factor at molecule free edge
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ζk Knot friction factor

C(X) Normalized chain concentration at position X (≡ c(X)/co)

c(x, t) The average concentration profile over channel cross section at position x and

time t. This quantity reduces to c(x) in steady state.

Cf Normalized chain concentration at the molecule free edge (≡ cf/co)

cf Chain concentration at the molecule free edge

CL Cumulative lower knot distribution (in two-knot events) assuming knots do not

interact (i.e. non-interacting distribution)

co The concentration of the chain in the absence of flow (‘no-flow’ equilibrium

concentration)

CU Cumulative upper knot distribution (in two-knot events) assuming knots do not

interact (i.e. non-interacting distribution)

Cb Normalized chain concentration at the barrier edge (≡ cb/co)

cb Chain concentration at the barrier edge

Ccum,ij(Xj) Cumulative distribution of the jth knot in i-knot event

Ccum(x) The cumulative knot distribution for one-knot event

D′eff Channel effective diameter, taking into account the reduction in the channel size

due to the presence of a knot

D1 Horizontal dimension of the nanochannel cross section

D2 Vertical dimension of the nanochannel cross section

Dc Cooperative diffusion constant

Dav The geometrical average of nanochannel cross section

Deff Channel cross-section effective diameter

fb(Lk) Free energy cost of formation of a knot of contour Lk in bulk
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fh(Lk, V,X) Free energy required to move knot away from the barrier (X = 0) against

hydrodynamic flow

fi(Lk1, ..., Lki, Rb, X1, ..., Xi) Free energy of an i-knot state event with the knots on

normalized positions on the chain X1 to Xi

Fm(Lk1, · · · , Lkm, Rb) Free energy for forming m knots of size Lk1, · · · , Lkm along a

compressed molecule with edge extension Rb

fint(X2 −X1) Free energy of interaction between two knots at normalized positions X1

and X2

fPSF Point spread function

Ftot(m,Rb) Free energy for forming m knots including all knot sizes for a compressed

molecule with edge extension Rb

fij(Xj) Free energy of knot j at position Xj in the i-knot event

fwk(Lk, R) Free energy of confining a knot of contour Lk between the channel walls at

a position on the molecule concentration profile with local extension R.

fwuk(Lk, R) Free energy of confining an unknotted chain of contour Lk between the

channel walls at a position on the molecule concentration profile with local

extension R.

Gk Normalized knot gyration radius (≡ gk/ro)

gk Knot gyration radius

I(x) Fluorescence intensity profile of molecule at position x on the chain

Io Intensity level of the extended molecule at no-flow equilibrium

Is Buffer ionic strength

J Total segmental current

Jc Convective segmental current along the channel

JD Cooperative diffusion current along the channel
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kB Boltzmann constant

kij Transition rate from a state with i knots to a state with j knots

Lb Contour per blob in the no-flow equilibrium chain

Lc Channel length

Lk Knot contour length

nk Maximum number of knots observed in an event

nmax The number of statistically independent sites at which a knot can form along

the profile

P Persistence length

P (i, Rb) The probability of finding a state with i knots along a compressed molecule

with barrier edge extension Rb.

P av Predicted non-interacting single-knot distribution averaged over all knot sizes

Pi Probability of formation of i knots

Pi(Lk1, ..., Lki, Rb, X1, ..., Xi) i-knot probability distribution for finding i knots at po-

sition X1, ..., Xi along a profile with edge extension Rb.

PL(x) Probability of knot distribution for the lower knot (closer to the barrier) at

position x in 2-knot event assuming knots do not interact (i.e. non-interacting

distribution)

P av
L Predicted non-interacting lower knot distribution averaged over all knot sizes

Po High-salt persistence length

PU(x) Probability of knot distribution for the upper knot (closer to the free edge) at

position x in 2-knot event assuming knots do not interact (i.e. non-interacting

distribution)

P av
U Predicted non-interacting upper knot distribution averaged over all knot sizes

Pall knots The probability of finding a state with any number (non-zero) of knots
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Pdiff(δx) Probability distribution for δx (the distance between two knots on a chain)

Ptot Total probability of knot formation

Pij(Xj) The probability distribution for the position Xj of knot j in the i-knot space

r Molecule extension in compressed state

R(X) Local extension at normalized position X on the chain (≡ 1/C(X))

Rc Normalized chain extension (= r/ro)

ro Molecule extension in the absence of flow (‘no-flow’ equilibrium extension)

Rb Local extension at the barrier (≡ 1/Cb = 1/C(0))

Rch Electrical resistance of the nanochannel

rrelax Extension of the relaxing molecule measured 2 seconds after pressure release

Sstr Streaming conductance

T Temperature

tw Waiting time in compressed state

V Molecule free edge speed during transient compression: a measure of the buffer

flow speed

w Effective width of the chain

X Normalized position on the chain (≡ x/ro)

xf (t) The position of the molecule free edge at time t

Z(m,Rb) The partition function for a system with m knots

zm(Lk1, · · · , Lkm, Rb) Partition sum for forming m knots of size Lk1, · · · , Lkm along a

compressed molecule with edge extension Rb

zα/2 The critical value of the normal distribution for error level α

Ztot(Rb) Total knot partition function for a compressed molecule with barrier extension

Rb
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Frénéa-Robin. ndep-driven cell patterning and bottom-up construction of cell
aggregates using a new bioelectronic chip. Acta biomaterialia, 17:107–114, 2015.

[74] Shideh Kabiri Ameri, Pramod K Singh, Mehmet R Dokmeci, Ali Khademhos-
seini, Qiaobing Xu, and Sameer R Sonkusale. All electronic approach for high-
throughput cell trapping and lysis with electrical impedance monitoring. Biosen-
sors and Bioelectronics, 54:462–467, 2014.

[75] Carlo Liberale, G Cojoc, F Bragheri, P Minzioni, G Perozziello, R La Rocca,
L Ferrara, V Rajamanickam, E Di Fabrizio, and I Cristiani. Integrated microflu-
idic device for single-cell trapping and spectroscopy. Scientific reports, 3:1258,
2013.

[76] Arthur Ashkin, James M Dziedzic, JE Bjorkholm, and Steven Chu. Observation
of a single-beam gradient force optical trap for dielectric particles. Optics letters,
11(5):288–290, 1986.

[77] Yanhua Wu, Dong Sun, and Wenhao Huang. Mechanical force characterization in
manipulating live cells with optical tweezers. Journal of biomechanics, 44(4):741–
746, 2011.

[78] AhRan Kang, JiSoo Park, Jongil Ju, Gi Seok Jeong, and Sang-Hoon Lee. Cell
encapsulation via microtechnologies. Biomaterials, 35(9):2651–2663, 2014.

[79] Hamed Amini, Wonhee Lee, and Dino Di Carlo. Inertial microfluidic physics.
Lab on a Chip, 14(15):2739–2761, 2014.

[80] Ling Lin, Qinghua Chen, and Jiashu Sun. Micro/nanofluidics-enabled single-cell
biochemical analysis. TrAC Trends in Analytical Chemistry, 2017.

[81] Sung-Sik Yun, Sang Youl Yoon, Min-Kyung Song, Sin-Hyeog Im, Sohee Kim,
Jong-Hyun Lee, and Sung Yang. Handheld mechanical cell lysis chip with ultra-
sharp silicon nano-blade arrays for rapid intracellular protein extraction. Lab on
a Chip, 10(11):1442–1446, 2010.

[82] Jung Kim, Jung Woo Hong, Dong Pyo Kim, Jennifer H Shin, and Inkyu Park.
Nanowire-integrated microfluidic devices for facile and reagent-free mechanical
cell lysis. Lab on a chip, 12(16):2914–2921, 2012.



166
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