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ABSTRACT 

In this thesis, I mainly study the forms of a smooth projective variety over a fi­

nite field k and the attached Hasse-Weil zeta functions. I also study the forms of a 

scheme. 

The study begins with understanding the relationship between étale cohomology 

and the Hasse-Weil zeta function of a smooth projective variety over k. In order 

to classify forms of a quasi-projective variety V over a perfect field K, I study non­

abelian cohomology and Galois descent to give a proof of the bijection between the 

equivalence classes of K' / K-forms of V and H 1(Gal(K' / K), AutK'(V)), where K' / K 

is sorne Galois extension. I also present explicitly forms of elliptic curves and their 

corresponding Hasse-Weil zeta functions. 

The second part of my thesis is focused on forms of a scheme, especially in the affine 

case. This is a generalization of for ms of a variety. I define an étale form of a scheme 

and generalize Milne's definition of the first Cech cohomology of a non-abelian sheaf 

to any (not necessarily abelian) presheaf. I prove there exists an injective map in the 

affine case from the set of equivalence classes of affine étale forms into the first Cech 

cohomology of a contravariant functor. I prove that the definition of an étale form of 

a scheme is compatible with the definition of a form of a variety over a perfect field. 

I also prove that the first Galois cohomology can be canonically identified with the 

first Cech cohomology when the base is Spec k for sorne perfect field k. 
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ABRÉGÉ 

Dans cette thèse, j'étudie les formes d'une variété projective douce au-dessus d'un 

corps fini k et les fonctions zeta d'Hasse-Weil ci-jointes. J'étudie également les formes 

d'un schéma. 

L'étude commence par l'arrangement le rapport entre la cohomologie étale et la 

fonction zeta d'Hasse-Weil d'une variété projective douce au-dessus k. Afin de clas­

sifier des formes d'une variété quasi-projective au-dessus d'un corps parfait, j'étudie 

la cohomologie galoisienne non abélienne et la descente galoisienne pour fournir 

des preuves du bijection entre K' / K-formes de V et H1(Gal(K' / K), AutK,(V)), 

où K' / K est galoisien. Je présente également explicitement des formes de courbes 

elliptiques et de leurs fonctions zeta d'Hasse-Weil correspondantes. 

La deuxième partie de ma thèse est principalement concentrée sur des formes d'un 

arrangement, particulièrement dans la caisse affine. C'est une généralisation des 

formes d'une variété. Je définis une forme étale d'un schéma et trouve une preuve 

dans le cas d'affinage de l'existence d'une carte injective de l'ensemble de classes 

d'équivalence de pour formes affines étales dans la première cohomologie de Cech 

d'un functor contravariant. 
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CHAPTER 1 
Introduction 

Given a smooth projective variety X of dimension d defined over a finite field k: = lFq , 

one can attach to it its Hasse-Weil zeta function Z(XjlFq, T): 

where #X(lFqr) is the number of lFqr-points of X. 

Using étale cohomology, one can prove the Weil's conjectures and the following for-

mula: 
2d 

Z(X, T) = rr ~(X, T)(-l)i+l, 

i=O 

where ~(X, T) = det(1 - (Fri)*TIHi(X, «J!e))(i = 0,1, ... , 2d) and Fr is the geomet-

ric or relative Frobenius map. Chapter 1 is devoted to this purpose. 

Suppose X is another smooth projective variety defined over k and let K / k: be a 

Galois extension, then X is a Kjk-form of X if X is isomorphic to X when both are 

considered defined over K, i.e. X Xk K ~ X Xk K. 

Since Galois descent (or coefficient extension in the language of categories) is satis-
1 

fied, not only can we classify aH forms of a smooth projective variety over k: using 

non-abelian cohomology, but also there is a close relation between the I-Iasse-Weil 

zeta function of a smooth projective variety and the zeta function of a form of it. 
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Chapter 3 and 4 are dedicated ta this purpose. Chapter 5 provides concrete exmnples 

of varieties in arder ta illustrate such classification and relations. 

Besides giving an overview of the definition of the zeta function of a scheme over 

Spec Z based on Serre's paper (22J, the last chapter mainly focuses on forms of Cl 

scheme, whose definition is based on (7J. A form of a scheme is Cl generalization 

of that of a variety over a field. Let X be a scheme. l define an étale form of an 

X -scheme Y and prove that when bath X and Y are affine, there exists an injective 

map from the set of equivalence classes of affine étale forms of Y into the first Cech 

cohomology Hl (Xét , Aut(Y Xx -)). Since Aut(Y Xx -) is a contravariant functor 

from X ét ta the category of groups G but not an abelian sheaf over X ét in general, 

l define directly the Cech cohomology Hl (Xét , §) for any contravariant fundor § 

from X ét ta G. l ais a show that if X = Spec k where k is sorne perfect field, the 

definition of an étale form of an X -scheme Y coincides with that of a form of a vari­

et y over k, and moreover, Hl((Speck)ét,Aut(Y Xk -)) can be canonically identified 

with Hl(Gal(kjk), Aut(Y Xk k)) as pointed sets. 



CHAPTER 2 
Zeta functions of varieties over finite fields 

2.1 Zeta Functions 

Let k = JF q be a finite field with q elements. Let X be a projective variety defined 

over k. For each positive integer r, X can also be considered as defined over the 

finite field kr = JFqT. with qr elements. Let N r be the number of kr-points of X. The 

Hasse-Weil zeta function of X is defined as a formaI power series 

( 

CXJ Tr) 
Z(X, T) = exp ~ N r --;:- . (2.1) 

When X/k is a smooth projective variety, we have the following famous Weil's con-

jectures proven by Dwork and Deligne: 

Theorem 2.1.1 CWeil's Conjectures). Let X be a smooth projective variety of di­

mension d defined over JF q. Then 

1. Z(X, T) can be written as 

Z(X T) = P1(T)P~(T) ... P2d- 1 (T) 
, PO(T)P2 (T) ... P2d(T) , 

(2.2) 

where Po(T) = 1 - T, P2d (T) = 1 - qdT and for 1 S s S 2d - l, Ps(T) E Z[T] 

and 

3 



2.1 Zeta Functions 4 ---------- _ ...... _ ... _. __ ...... . 

/38 

Ps(T) = II (1 - O's,iT ) 
i=l 

for some non-negative integer f3s, where each O's,i is an algebraic integer with 

100s,i 1 = q~ for any choice of complex absolv,te vaille. 

2. Z(X, T) satisfies the following functional eqv,ation: 

( _1)_ "!-x 
Z X, qdT - ±q T Z(X, T), 

where X is the self-intersection number of the diagonal .6 of X XiC X. 

The proof can be found in [8]. In the next section, we give a brief introduction to 

étale cohomology and the expression of zeta functions in terms of étale cohomology. 

2.1.1 Étale Cohomology 

For general references to étale cohomology, see for example [19] and [26]. Here we 

only recall some basic definitions. 

Definition 2.1.2. Let X be a scheme. Define ét/ X to be the category of X -schemes 

sv,ch that the morphism C -+ X is étale for any object C in ét / X. Buch a scheme is 

called an étale X -scheme. 

By properties of étale morphisms ([1], p.116), any morphism between objects in ét/ X 
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is a180 étale. 

Definition 2.1.3. The étale site X ét consists of the category ét/ X and coverings 

each of which is some set {Yi ~ y 1 i E I} of morphisms in ét/ X, where 1 is some 

index set, su ch that Y = U <Pi (Yi) . 
iEI 

It is easy to verify that X ét is actually a site in the sense of Grothendieck. For the 

definition of Grothendieck's site, see the Appendix or [26], p.24. 

The category of abelian sheaves on X ét is denoted by S x",; an object in S X ét is 

a1so called an abe1ian étale sheaf on X. 

For each abelian sheaf F on X, and for each étale X -scheme Y, general theorems 

.( [26], Chapter 1) guarantee the existence of cohom010gy group Hq (Y, F) with values 

in F for any integer q ~ O. Hq(y, F) is also denoted by Hq(Xét ; Y, F). When Y is a 

final object in X ét , i.e. Y ~ X, Y is omitted and the notation Hq(Xét , F) is adopted. 

2.1.2 g-adic Cohomology 

For any abelian group G endowed with the discrete topology, we abo use G to denote 

the constant sheaf on X ét with respect to G. 

Let g be a prime number. U sing the constant sheaves 'Il/en 'Il on X ét, W here n ~ 1 is 



2.1 Zeta Functions 

an integcr, wc define ([18], p.114-116) 

and 

HT(Xétl Ze) := limHT(Xétl ZjCnZ) , 
+--­

n 

6 

Let X be a scheme of finite type over an algebraically closed field k, then J-F(Xétl Qe) 

has the foUowing weU-known properties ([11], p.453): 

• J-F (Xét , Qe) can be considered as a vector space over Qe. 

• Hr(Xétl Qe) = 0 wh en r > 2 dim X. 

• HT (Xétl Qe) is a finite dimensional vector space over Qe if X is proper over k. 

• HT (Xétl Qe) is a contravariant functor in X ét . 

• There is the cup product structure, 

defined for aU rand s. 

• (Poincaré duality) Suppose X is smooth and proper over k with dimension n, 

then H 2n(xét , Qe) is a l-dimensional vector space over QI' and the cup product, 

is a perfect paring for each 0 ::; i ::; 2n. 

• (Lefschetz trace formula) Let k be an algebraicaUy closed field, X be a complete 

smooth variety over k, and cp: X -+ X be a regular map with isolated fixed 
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points. Denote the number of fixed points of cp with multiplicity by #cp, then 

(2.3) 
r 

• (Comparison Theorem) Suppose X is a smooth scheme over the field of complex 

numbers C and A is a finite abelian group, then Hr (Xét , A) can be canonically 

identified by the singular cohomology of X/C, Le. there is a natural isomor-

phism: 

where the X on the left hand si de is regarded as a complex manifold. In 

particular, let A = ?l/ gn?l, then 

So 

n n 

and hence 

2.1.3 Frobenius Maps 

In this section, 1 mainly follow notes by Gabriel Chênevert ([4]). 

Let k be the finite field lFq , where q = pn for sorne prime Humber p and some 

natural number n ~ 1. Let X be a scheme over k. Denote by X the scheme X x k k, 
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where k is the algebraic dosme of k. 

Definition 2.1.4. The absolute Frobenius map Frx X -1- X zs defined in the 

following way: 

• As an endomorphism of the topological space X, Frx is the identity map. 

• For any open set U ex, we have the ring homomorphism: 

Definition 2.1.5. The relative Frobenius morphism Frr is defined on X as follows: 

Definition 2.1.6. The arithmetical Frobenius morphism Fra is defined as follows: 

Definition 2.1. 7. The geometrical Frobenius morphism Frg is defined as follows: 

which is the inverse of the arithmetical Frobenius morphism. 
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Example 2.1.8. Let X = SpecA wheTe A is the polynomial ring IFp[x] for some 

finite field IF p, where p is a prime number. Then 

We have: 

• Frr corresponds to the map ÏFp[x] --+ ÏFp[x], x t---+ xp. 

• Fra corresponds to the map ÏFp[x] --+ ÏFp[x], x t---+ x, a t---+ aP, Va E ÏFp. 
_ _ 1-

• Frg corresponds to the map IFp[x] --+ IFp[x], x t---+ x, a t---+ av, Va E IFp. 

• Frx corresponds to the map ÏFp[x] --+ ÏFp[x], x t---+ xP , a t---+ aP , Va E ÏFp. 

Proposition 2.1.9. Let X be a scheme of characteristic p. For any étale sheaf F 

on X = X Xk k, Frr and Frg = Fr;;:-l induce the same map on cohomology groups: 

Since Fr;F = F if F is a constant sheaf, we see that Frr induces a linear transfor­

mation of the Qe-vector space Hr (X, Qe) for any r ~ o. 

2.1.4 Weil's Conjectures 

Using the Lefschetz trace formula, one can prove the following result ([19], p.288): 
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Theorem 2.1.10. For any smooth projective variety XjIFq of dimension d, 

2d 

Z(X, T) = TI ~(X, T){-l)i+l, 

i=O 

where ~(X, T) = det(l - (Fr~)*TIHi(X, Qi'))(i = 0, 1, ... , 2d). Here Fr;IHi(X, Qi') 

is the matrix representation of relative Frobenius morphism as a linear transformation 

on Hi(X, Qi') which is regarded as a Qrvector space. 

When X is a scheme of finite type over :1:, we have the fact that a point x E X is 

closed in X if and only if the residue field k(x) is finite. Let X be the set of closed 

points in X and N(x) the order of k(x) for any x E X. The number of closed points 

whose orders of residue fields are the same is finite. One can define the zeta function 

of scheme X to be the formaI product ([22]): 

1 
((X, s) = 111 _ N(x)-s· 

xEX 

(2.4) 

This definition coincides with the definition of Hasse-Weil zeta function when the 

-
scheme X is of finite type and defined over IFq. In fact in this case, for any x E X, 

the residue field k(x) is a finite extension of IFq and we have 

So 

Let T = q-S, then 

N(x) = q1k{x):lFq ]. 

1 
((X,s) = 111- (q-s)lk{x):lFq ]· 

XEX 

1 
((X, s) = TIl _ Tlk{x):lFq ]· 

xEX 

(2.5) 
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_._._._ .. _ .. ----_._---- ----------_._-_ .. _ ....• -._ .. _ ....... _--

Denote the rightside of (2.5) by Z(X, T), then 

1 00 ( 1 ) 0:10. 

Z (X, T) = TI 11 1 _ Tn = TI 1 _ Tn 
n=l xEX n=l 

00 

[k(x):Fq]=n 

where an is the nurnber of closed points whose residue fields are fini te field extensions 

of IF q with degree n. So 

00 (1) 00 ( 00 Tni) 
log Z (X, T) = ~ an log 1 _ Tn = ~ Cl'" 8 -z-' 

00 ( 00 Tni) 
= ~ nan8 ni 

00 Tni 
Lnan -. 

n'l, n,i=l 

= f ((Ldad) ~j) . 
j=l dlj J 

(2.6) 

On the other hand, let kj be the finite extension of IFq with degree j. Denote the set 

of points of X in kj by X(kj). Each point can be identified with a pair (x,1) for 

sorne x E X and sorne injective IFq-hornornorphisrn of k(x) into kj which implies k(x) 

must be a subfield of kj and hence [k(x) : IFqllj. Also for each x E X, when k(x) is a 

subfield of kj , k(x)/IFq is a finite Galois extension and hence the nurnber of distinct 

injective hornornorphisms of k(x) into kj is just [k(x) : IFq]. So 

#X(kj) = L dad· 
dlj 

Hence we can replace "'L.dad in (2.6) with #X(kJ') and we obtain 
dlj 

00 Tj 
log Z(X, T) = L #X(kj )-. , 

j=l J 

so 

Z(X, T) = Z(X, T). 

(2.7) 
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Example 2.1.11. Let X be the projective n-dimensional space lpm defined over a 

finite field k = IF' q. X is clearly a smooth projective variety and for any positive 

integer r, 

Hence 

1 1 1 
--.---
1-T 1-qT 

which is clearly a rational function. 

On the other hand, when 0 :s; i :s; 2n ([19], p.245), 

so when i is even, Fr~ acts on Hi (IJ1m, Qe) as a multiplication by qi/2 ([20], p.3). Hence 

when 0 :s; i :s; 2n, 

i odd 

z even 

and we obtain the same zeta function for lpm, as predicted by Theorem 2.1.10. 

Example 2.1.12. In the case of an elliptic curve E/IF'q ([12], p.248), H1(Eét,Qe) 

can be identified with v,,*(E) which is the dual of Ve(E) = Te(E)0zQ, where Te(E) is 
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-~-~-----~~-----------------

the Tate module of E /IFq and I! is any prime number not equal ta p. For any posûwe 

integer m prime ta p, the m-torsion subgraup of E, E[m] ~ Z/mZ x Z/mZ, and 

therefore, Vg(E) is a Qr-vector spaee of dimension 2, and so the dimension ofV/(E) 

over Qe is also 2. The zeta function of E / k has the following expression: 

Z(E T) = det(1 - Fr;TIVé*(E)) = 1 ~ Tr(Fr;)T + qT
2 (2.8) 

, (1 - T) (1 - qT) (1 ~ T) (1 - qT) , 

where Tr(Fr;) = Tr(Fr;IVé*(E)). Using the Lefschetz trace formula (2.3), sinee E 

has dimension 1, we have 

So 

2 

#E(IFq) = :L(~l)iTr(Fr;IHi(Eét,Qe)) 
i=oO 

= Tr(Fr; IHO(Eét , Qe)) - Tr(Fr;IH1(EéiJ Qe)) + Tr(Fr; IH2(Eét, Qe)) 

= 1 ~ Tr(Fr;) + q. 

Tr(Fr;) = 1 + q - #E(JFq). 

Now let E be a supersingular elliptic curve (Jor the definition, see [12], p.248-251) 

defined over JFp fOT some prime number p (e.g., y2 = x3 + 1 defined over IF", and 

y2 + Y = x3 defined oveT IF2), then #E(JFp ) = p + 1. So in this case Tr(Fr;) = 0 and 

the zeta function of E is 

1 +pT2 

Z(E, T) = (1 _ T)(1 - pT) (2.9) 

On the other hand, let 'us look at a specifie supersingular elliptic curve E given by 

y2 = x 3 ~ n 2x oveT IFp faT some positive integer n and p == 3(mod 4) such that p t 2n. 

To see E is supeTsingular, sinee p = 3( mod 4), p > 2 and therefore the cquation 

x 3 - n 2x = 0 has three distinct raots over Fp, the algebraical closure of IFp . SA from 
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----------- -------------------

[25], p.140, to pmve E is sllpersingular, it is enough to show the coefficient of :cp
-

1 

in (x3 - n2x(;1 is zero. On the other hand, 

So it is enough to show the coefficient OfX
P;l in the binomial expansion of (x2 _n2

)"; , 

is O. Consequently one has to show there is no positive integer b satisfying 2b = P;l , 

i.e. 4 f (p - 1). But this follows fTOm p == 3(mod 4). 

Using Gauss sum and Jacobi sum, one can pTOve ([14], p.56-61): 

(2.10) 

for any positive integer r. H ence 

(

00 TT) Z(E, T) = exp ~ #E(IB'pr)--;:-

(

00 r) 
= exp ~ (1 + pT - (i.;py - ( -i.;py ) --;:-

(
00 TT) (00 ( TY) ( 00 TT ) 

= exp ~ --;:- exp ~ ~ exp ~ ( - (i.;py - (-ivJ5r') --;:-

1 1 ( 00 T
2T) = exp "Ç"" ( - (-Py - (-py)-

1- T1- pT ~ 21' 
T=l 

1 ( 00 T
2T

) = (1 - T)(l _ pT) exp - ~(-lY(2pT)Tr 

_ 1 (00 T (PT
2Y) 

- (1 - T)(l- pT) exp - ~(-1) r 

1 +pT2 

(1 - T) (1 - pT) . 

So we obtain the same zeta function for E. 



CHAPTER 3 
N on-abelian Cohomology 

3.1 Cohomology of Profinite Groups 

A profinite group C can be defined as ~ Gi , where {Ci 1 i E I, l is an index set} is 

a projective system of finite groups each of which is endowed with the discrete topol-

ogy. Equivalently, a profinite group G can also be defined as a topological group that 

is Hausdorff, compact, and totally disconnected. In particular, every Galois group is 

profinite. Conversely, every profinite group is a Galois group of sorne field extension 

([21], p.16). 

Example 3.1.1. 

1. The Prüfer group Z = lim ZjnZ is the Galois group of the field extension ïFpjIFp 
f----

n 

for any prime number p. 

2. For any prime e, the ring of e-adic integers Zp can be defined as follows: 

n 

which is clearly a profinite group and is also a commutative ring. For any finite 

field IF p where p is a prime number, consider the following Galois extensions: 

IF c IF e C IF e2 C . . . c IF en C ... 
PPp P 

15 



3.1 Cohomology of Profinite Groups 16 

Define 
00 

lF E= = U lF 1"". 
P n=O P 

Then we have ([21], p.6): 

Definition 3.1.2. Let G be a profinite group and let A be an abelian group endowed 

with the discrete topology (the operation on A is written additively). The group A is 

called a (discrete) G-module if we have a contimwus map G x A -+ A, (g, a) f--t g. a, 

such that: 

• 1· a = a, 

• (gh)· a = g. (h . a), 

• g. (a + b) = 9 . a + 9 . b, 

for any g, h E Gand any a, b E A. Here 1 is the identity of C. The product 9 . a is 

sometimes denoted also by g(a) or 9a . 

In the notation above, let 

Cq(G,A):= {f: cq -+ AI fis continuous}, 

for any integer q ~ 0, and define the coboundary operator, 
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by 

q 

+ L(-1)if(gl,g2"" ,gigi+l,··· ,gq+l) 
i=l 

Define q-th cohomology group 

where 

and 

Let U = {U c GlU is open in Gand U <J G}, then ([21], p.114) 

H1(G, A) = li!]H1(GjU, AU), 
U 

w here U runs over U. 

Examplc 3.1.3. For HO(G, A), define BO = {O}, the group with only the identity 

element, and define GO = {1}. Then clearly 

CO(G,A) = {f: {1} -+ A}, 

which cu,n be canonically identified with A. Wc also have 

df(g) = 9 . f(l) - f(l), 
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for any 9 E G. Hence 

ZO(G, A) = {f E CO(C, A) 1 g. f(l) = f(l) for any 9 E C} = AG, 

where AG is defined ta be {a E A 1 g. a = a, Vg E C}. 

For H 1 (C, A), we have 

where 

Zl( C, A) = {f : C ~ A 1 f is continuous, f(gh) = g. f(h) + f(g), Vg, h E C}, 

and 

Bl(G,A) = {f: C ~ AI fis continuous and for some a E C, 

f(g) = g. a - a, Vg E C}. 

Example 3.1.4. (The Kummer sequence) Let k be a perfect field, then 'ds algebraic 

closur'e k is a Galois extension of k. Civen a positive integer n, suppose characteristic 

of k is 0 or is prime ta n, then we have the exact sequence: 

- -x O::f---+o:n -x 
1 ~ /-Ln(k) ~ k -----+ k ~ 1, 

where /-Ln(k) is the group of the n-th roots of unit y in k. Hence we have the following 

exact sequence: 
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where G k = Gal(kjk). Clearly HO(Gk , I1n(k)) = I1n(k) and HO(Gk, kX) = A;X. From 

Hilbert's Theorem 90, we have H 1 (G k , kX) is trivial. Henee the following sequence is 

exact: 

Therefore we have the isomorphism: 

(3.1) 

In particular, let k = lFp for some prime number p ( p f n and not neeessarily 

I1n(k) CP). Binee P is cyclic of order p - 1, we have kX j(P)2 ~ 112 and 

and 

{

l, p=3 orp:=2(mod 3), 
p j(p)3 ~ 

113, P = l(mod 3), 

114, p> 2 and p = l(mod 4), 

P j(p)4 ~ 112, p> 2 and p = 3(mod 4), 

1, p = 2. 

3.2 Non-abelian Cohomology 

This section mainly follows [24], §5. 

(3.2) 

(3.3) 
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When A is not abelian, we do not say A is aG-module any more, but a G-group if 

we have a continuous map G x A --7 A, (g, a) 1---7 9 0 a such that (the operation on A 

is written multiplicatively because Amay be not abelian): 

• 1 0 a = a, 

• (gh) 0 a = 9 0 (h 0 a), 

• 9 0 (ab) = (g 0 a) (g 0 b), 

for any g, hE Gand any a, b E Ao Bere A is also endowed with the discrete topologyo 

Similarly, when A is just a set, we give A the discrete topology and caU A a G-set if 

we have a continuous map G x A --7 A, (g, a) 1---7 9 0 a such that: 

• 1 0 a = a, 

• (g h) 0 a = 9 0 (h 0 a), 

for any g, h E Gand any a E A. 

Definition 3.2.1. Define 

HO (G, A) = AG = {a E A 1 9 0 a = a, \/ 9 E G} 0 

Let 

Zl(G, A) = {f : G ---+ A 1 f is continuous, f(gh) = f(g)(g 0 f(h)), \/g, hE G}o 

Elements in Zl (G, A) are called l-cocycleso Two cocycles JI and 12 in Zl (G, A) are 

called to be cohomologous if for some b E A, we have 

h(g) = b-1 JI (g)(g 0 b), \/g E Go 

It is easy to check this is an equivalence relation on Zl(G, A), denoted by rv o 
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Define HI(G, A) = ZI(G, A)/ "'. We have the unit cocyle 

f : G ----> A, f(g) = 1, Vg E G. 

The equivalence class of the 1mit cocycle is called the neutral element of Hl (G, A) 

and is denoted by 0 or 1. Hl ( G, A) is a pointed set with respect ta its neutral element. 

Similarly, the identity element of A is in HO(G, A). Define the neutral element 

of H O( G, A) ta be the identity of A. H O( G, A) is then a pointed set with respect ta 

its neutral element. 

Consequently we can define exact sequences, similar to the abelian case, although 

now Hl is just a pointed set, and in general we do not have H 2 cohomology sets. 

Definition 3.2.2. Let A, Band C be pointed sets whose neutral elements are ao, bo 

and Co respectively. Given the following 8equence, 

" (3 A ----> B ----> C, (3.4) 

where a(ao) = bo and (3(bo) = Co, we 8ay (3.4) is exact if a(A) = ker((3) , where 

ker((3) = {b E BI (3(b) = co}. The 8et ker((3) i8 called the kernel of (3. 

Similar to cohomology groups in abelian case, let 

u = {U c GlU is open in Gand U <l G}, 

then 

(3.5) 
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where U runs over U ([24], p.45). 

Let B be a G-group and let A be a subgroup of B closed under the action of G 

(i.e. g. a E A for any 9 E Gand any a E A). Let the rnap 'Y: A '--+ B be 

just the inclusion rnap. Denote by BI A the set of cosets of A in B. Clearly BI A 

is a well-defined G-set. It is obvious that 1, the coset that 1 E B belongs to, is 

in HO(G, EIA)l . We call l the neutral elernent of HO(G, BIA). Define a rnap 

8: HO( G, BI A) ----t Hl (G, A) as follows: 

For any ë E (BIA)G, let C E B represent ë. Define the rnap c5(ë) G -+ A by 

c5(ë)(g) = c-1g(c), \/g E G. 

First, 8(ë) is a cocycle. lndeed, for any gl, g2 E G, 

c5(ë)(gl)gl(c5(ë)(g2)) = C- 1gl (C)gl (C- 1g2(C)) 

= c- l gl (C)gl (c- l )gl (g2( c)) 

= C -1 gl (g2 (c) ) 

= c5(ë) (glg2). 

Suppose Cl E B also represents c, then Cl = cbl for sorne bl E B. Renee 

8(C1)(g) = c1lg(cl) 

= (cbl)-lg(cb1) 

= b1
1C 1g(c)g(b1). 

1 Given a G-set S, defille HO(G, S) = {.<; E Sig· 8 = .<; for any 9 E G}, which is 
also dcnotcd by SG. 
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Bence 0(C1) and o(c) are cohomologous. Finally, 

0(1)(g) = 1-1g(1) = 1, 

hence 0 maps the neutral element in HO(G, BIA) to the neutral element in H1(G, A). 

So 0 is well-defined and consequently the following proposition holds. 

Proposition 3.2.3. The following sequence is exact as pointed sets: 

If A is not only a subgroup of B but also normal in B, i t is easy to see BIAis a 

G-group and we have a st ronger result: 

Proposition 3.2.4. If A is a normal subgroup of B, the following sequence is exact 

as pointed sets: 

If one further assumes A is a subgroup of the center of E, we have the following 

result: ([24], p.55) 

Proposition 3.2.5. Suppose that as G-groups, the sequence 



3.2 Non-abelian Cohomology 
.......... _..................... ................................. '------

24 

is exact and A is a subgroup of the center of B, then the following sequence is exact: 

1 ---- HO( C, A) ---- HO( C, B) ---- HO( C, C) 

~ H1(C, A) ____ H1(C, B) ____ H1(C, C) ---- H 2 (C, A). 

Example 3.2.6. Letk be anyfinitefield, C = Gal(kjk). Then we have ([23], p.151) 

H1(G, GLn(k)) = 1. In particular, when n = 1, H1(C, GLn(k)) = H1(G, k
X

) = 1, 

and we recover the famous Hilbert's Theorem 90. We also have the exact sequence 

- - det -x 
1 ---- SLn(k) ---- GLn(k) ----+ k ---- 1, 

which gives the exact sequence 

z.e. 

Bince GLn(k) ~ P is surjective, ker(a) = P, and therefore the image of a con­

tains only one element 1, which is the neutral element of H1(G, SLn(k)). Hence 

The following lemma is used in the E12Cample bellow: 

Lemma 3.2.7. Let A and B be G-groups and let I.{J B ---- Aut(A) be a group 

homomorphism such that 

(l.{J(g. b))(g· a) = g. ((I.{J(b))(a)), (3.6) 
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for any 9 E G, anya E A and any b E B, then the semi-product A ~<p B with respect 

ta <p is a G-group, the action of C on which is defined as 9 . (a, b) = (g . a, 9' b) for 

any 9 E C and any (a, b) E A ~ <p B. 

Pro of First for the identity element 1 of C, 1 . (a, b) = (1 . a, 1 . b) = (a, b) for any 

(a, b) E A ~<p B. 

For any 91,92 E C, (glg2) . (a,b) = ((glg2) . a, (glg2) . b), and gl . (g2' (a,b)) 

91' (g2' a,g2' b) = (91' (92' a),gl' (g2' b)) = ((9192)' a, (9192)' b). Therefore, 

(9192) . (a, b) = 91 . (g2 . (a, b)). 

Finally, for any 9 E C, and any (al, bd and (a2, b2) E A ~<p B, 

9' ((al, b1)(a2, b2)) = 9 . (al ((<p(bl )) (a2)), blb2) 

= (g. (a, ( (",(b,)) (a2 )) ), 9 (b'/")) 

= ( (g a,) (g. ((",(b,))( a2) ) ), (g . b,)(g 1>,)) 

(~) ((g. al) ((<P(9' bl)) (g. a2)), (9' bl )(9' b2)) 

= (9 . al, 9 . bl ) (g . a2, 9 . b2 ) 

= (g. (al,bl))(g' (a2,b2)). 

Renee A ~<p B is aG-group. o 

Example 3.2.8. Let k = lFp for some odd prime p > 3. Then the absolute Galois 

group Gk = Gal(kjk) ~ Z. For any positive integer m, let /1>m be the group ofm-th 
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roots of the unit y in k. Sinee p > 3, /1>3 and /1>2 are cyclic groups with order:3 and 2 

respectively, and consequently we can let /1>2 = {± 1} and /1>3 = {l, 0:, 0:
2}, when; n is 

any non-trivial third root of the unit y in k. Clearly G k acts trivially on /1>2, For' any 

9 E Gk, any a E /1>3 and any b E /1>2, define 

g. (a, b) = (g . a, 9 . b) = (g. a, b). (3.7) 

Now we will verify that /1>3 XI /1>2 becomes a Gk-group under the action (3.7) uszng 

Lemma 3.2.7. H eTe /1>2 acts on /1>3 by the unique non-trivial way. It is enough ta 

show 

(g . b) . (g . a) = 9 . (b . a), (3.8) 

z.e. 

b . (g . a) = 9 . (b . a). (3.9) 

Wh en b = 1, b· (g . a) = g. a and g. (b· a) = g. b, sa (3.9) holds. When b = -l, 

b· (g . a) = (g . a)2 = 9 . (a2) = 9 . (b· a), hence (3.9) is also true. TheTefoTe Lemma 

3.2.7 shows /1>3 XI /1>2 is aG-group under the action (3.7). 

Sa aS Gk-groups, we have the following exact sequence: 

1 -+ /1>3 -+ /1>3 XI /1>2 -+ /1>2 -+ 1. 

Consequently, the following sequence is exact: 
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and 

H ence we have the exact sequence: 

Wh en p _ 2(mod 3), (3.2) gives k X /(k X )3 1. Hence the following sequence is 

exact: 

(3.10) 

Wh en p _ 1(mod 3), similarly, the following sequence is exact: 

Since the homomorphism /12 -+ /13 is trivial, we have the exact sequence: 

(3.11 ) 

Now l will determine the structure of H l (G k ,/13 >4 /12) with the help of (3.5). In this 

case, we have 

Hl(Gk, /13 >4 /12) = ~ Hl (71./n71., (/13 >4 /12)Gal(k/kn »), (3.12) 
n 

where kn = lFp'" If /13 C lFp, since x 3 
- 1 = (x - 1)(x2 + X + 1), -3 is a quadratic 

residue ofp, which is equivalent to say p == 1(mod 3). Therefore when p == 1(mod 3), 

/13 C lFp and conseqlwntly both Gal(kn/k) ~ 7l./n71. and Gal(k/kn) act on Il,3 >4 11'2 
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trivially. Sa when 61n, 

Hl ('Il/n'Il, (f-l3 )4 f-l2)Gal(k/kn
)) = Hl ('Il/n'Il, f-l3 )4 f-l2) 

= I-Iom(71/n71, f-l3 )4 f-l2) 

Hence (3.12) gives 

Hence, 

When n = O(mod 2), 

n == O(mod 2), 

n == l(mod 2). 

28 

(3.13) 

Clearly an element J E Zl(71/n71, f-l3 )4 P'2) is Jully determined by J(l). We have the 

Jollowing cases: 

1. J(l) = (0::,1). In this case one can easily show that 

{

(0::'1)' 
J(m) = 

(1, 1), 

m == l(mod 2), 

m == O(mod 2), 
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for 0:::; m < n. Henee su ch f is an element in Zl(Z/nZ, /13 ~ /12)' Now we calculate 

when m :::::: 1(mod 2), 

when m :::::: O(mod 2). 

Also 

(o?, 1)-lf(m) (m(a2
, 1)) = (a, l)f(m) (apmapm , 1) 

= {(a, 1)(a, 1)(a~,,2, ~ ~ ~,,6, ~ ~ (1,1), 

(a, 1)(1, l)(a ,1) - (a ,1) - (1,1), 

when m:::::: l(mod 2), 

when m = O(mod 2). 

Henee we have f rv g in Zl(Z/nZ, /13 ~ /12), where g(l) = (1,1) or (a2 , 1). 

2. f(l) = (a, -1). Similarly we have 

f(2) = f(l + 1) = f(l) 1f(1) = (a2
, 1), 

f(3) = f(l + 2) = f(l) 1f(2) = (1, -1), 

f(4) = f(l + 3) = f(l) 1f(3) = (a, -1) = f(l). 

This implies f(m) =1= (1,1) for any m > O. But that is impossible (because in Z/nZ, 

m = 0 when m = n, and we must have f(O) = (1,1)). 

3. f(l) = (1, -1). We have f(2) = f(l + 1) = f(l) 1 f(1) = (1, -1) 1(1, -1) = 

(1,-1)(1,-1) = (1,1).50 f E Zl(Z/nZ,/13 ~ /12). 

Henee there are at most two equivalence classes b1l and b2l in Hl (Z/nZ, /13 ~ /12) 

whose representatives Il and 12 can be chosen to be the unit cocycle and 12(1) = 

(1, -1) respectively. Sinee for any element (a, b) E /13 ~ /12 and any g E Z/nZ, 

the second component in ((a, b)-l )(1,1) 9(a, b) is b-1b = 1, so Il and 12 can not be 
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cohornologous in ZI(Z/nZ,/-L3 >4 /-L2). Sa we conclude that 

(3.15) 

(3.14) and (3.15) give: 

(3.16) 

The proo! given above shows that Hl (G k , /-L3 >4 /-L2) can be regarded to have sorne 

intrinsic group structure, and (3.13) and (3.16) hold as grmlps. 



CHAPTER4 
Galois Descent and Forms 

In this chapter, we will introduce Galois descent in a general setting using the lan-

guage of categories. The objective is to prove Theorem 4.3.3 and obtain a relation 

between the action of the relative Frobenius map (or equivalently, geometric Frobe­

nius map) on the étale cohomology of a given smooth projective variety over a finite 

field and the action on the forms of the variety. From such a relation, we can get 

a relation between the Hasse-Weil zeta function of a smooth projective variety and 

those of its forms. l mainly follow [3] in this chapter. 

4.1 Galois Descent 

The concept of Galois descent can be explained in the following ex ample coming 

from classica.l Galois theory. 

Example 4.1.1. Let F be a field and LI F a Galois extension. Then F can be viewed 

as a subset of L. Galois des cent here means that x ELis in F if and only if x 2S 

fixed by Gal( L 1 F). But this is a basic result in classical Galois theory. 

The formaI definition of Galois descent is given below in terms of coefficient exten-

SIOn. 

31 
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Definition 4.1.2. Let ([1 and ([2 be two categories and K/k be a Galois field exten-

sion with Galois group G. A coefficient extension from k ta K consists of a covariant 

functor F from ([1 ta ([2 and for any abjects X and Y in ([l, a (left) G-action on 

Iso(F(X), F(Y)), the set of isomorphisms fram F(X) to F(Y) in ([2, such that the 

following conditions hold: 

1: For any objects X, Y and Z in ([l, any isomorphism f: F(X) ----; F(Y) and 

g: F(Y) ----; F(Z) and any element s E G, 

,Ii? For any objects X and Y in ([l, 

F(Iso(X, Y)) = Iso(F(X), F(y))G, 

where 

Iso(F(X), F(y))G = {a E Iso(F(X), F(Y)) 1 sa = a, Vs E G}. 

Example 4.1.3. Let k be a field and K/k be a Galois extension with Galois group 

G = Gal(K/k). Let ([1 be the category of finite dimensional vector spaces over k with 

linear maps of vector spaces over k. Let ([2 be the category of vector spaces over K 

with linear maps of vector spaces. Define the functor F : ([1 ----; ([2 by F(V) = V Q!h K 

for any object V in ([1 and FU) = f ® 1 for any linear map f : VI ----; V2 in ([1. Bince 

for any positive integer- n, GLn(K)G = GLn(k), where 9 E G acts on any element 

M E GLn(K) in the usual way. Therefore for vector spaces VI and 112 in ([l, we 

have 
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after adopting the convention that 0G = 0 (Iso(Vi, "\12) =1= 0 if and only if VI and V2 

have the same dimension OVCT k). 

From now on, the categories (tl and (t2 will be denoted by (tk and (tK respectively. 

It is easy to prove the following proposition. 

Proposition 4.1.4. Let k, K, C, (tk and (tK be as above and suppose there are a 

covariant functoT F f'rOm (tA; to (tK and a left C-action on Hom(F(X), F(Y)) faT 

any two objects X and Y in (tk, such that 

1. For any objects X, Y and Z in (tk, morphisms f F(X) -t F(Y) and 

g: F(Y) -t F(Z), and any element SEC, 

2. For any objects X and Y in (tk, 

F(Hom(X, Y)) = Hom(F(X), F(y))G. 

Then we have a coefficient extension after restricting the C-action to isomorphisms. 

For any field L, denote by VarL the category of (quasi-projective) varieties over L 

with morphisms of varieties over L, and denote by VarL,Iso the category of (quasi-

projective) varieties over L with isomorphisms of varieties over L (VarL,Iso is a cate-

gory since for any variety V over L, the identity map idv : V -t V is an isomorphism 

over L). 
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Theorem 4.1.5. ([3], p.18-24) Let k, K and G be as in Definition 4.1.2. Let the 

functor F: Vark ....... VarK be defined as: 

F(X) = X K := X Xk K, 

and 

For any 9 E Gand f E Hom (X K, Y K ), where objects X and Y are in Vark, define 

the action gf of 9 on f to be the morphism which makes the following diagmm 

commutative: 

where g* is the endomorphism on Spec K induced by g, so 

Then we have a coefficient extension after restricting the G-action ta isomorphisms, 

denoted by F: Vark,Iso ....... VarK,Iso' 

Example 4.1.6. Let X = Y = Spec k[x] for some field k. Let K/k be a Galois 

extension with Galois group G. Let l(J be an endomorphism of X defined over K 

which corresponds to a ring endomorphism 

l(J# : K[x] ....... K[x], x f-t f(x), 
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for some polynomial f(x) E K[x]. Ey abuse of notation, denote cp# by f. Any 

element 9 E G induces an isomorphism of K[x], denoted by g: 

g: K[x] ~ K[x], x f--+ x, a f--+ g(a), Va E K. 

Clearly g-l = g-l. Consequently, gCP corresponds to the endomorphism fg of K[x] 

which makes the following diagram commutative: 

So 

Suppose 

K[x] 

91 
K[x] 

~K[x] 

19 

----+ K[x] 
fg 

f ~ f ~-1 g=go og . 

n 

i=l 

( 4.1) 

for some positive integer n and some ai E K, i = 1,2, ... , n, then for any polynomial 

m 

= ~bi(g(J))i. 
i=l 
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H ence we have 

~.e. 

faT any h E K[x]. This is equivalent ta say that faT any K -point a E A\ 

For any field Land any group H, denote by rytepZ the category with objects of 

the form (V, CP) where V is a finite dimensional vector space over L and cp is an H-

action defined on V, and morphisms being linear mappings of L-vector spaces that 

are H-equivariant. 

Denote the absolute Galois groups of k and K by G k and G K respectively. Clearly 

we can regard GK as a normal subgroup of Gk and G = Gk/GK . Consequently, for 

the categories ryteprk and ryteprK
, we have a natural functor F from ryteprk to ryteprK 

given by sending (V, cp) to (V, cplG K) and being the identity mapping on morphisms 

in ryteprk
• For any sE G, let s be a representative in Gk (because G = Gk/GK ). For 

any two objects (Xl, CPI) and (X2, CP2) and any isomorphism 

define the action of s on f by 

(4.2) 
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Theorern 4.1.7. (4.2) defines an action of G on the set of isomorphisms of any two 

objects in ~ep~K and ~ep~k ~ ~ep~K is a coefficient extension with respect to such 

action. 

Definition 4.1.8. Suppose ~k ~ ~K and ~~ ~ ~~ are two coefficient extensions 

from k to K. A morphism from F to F' is a triple (fk, fK, h), where fk: ~k -+ ~~ 

and fK: ~K -+ ~~ are covariantfunctors and h : fKoF ~ F'ofk is an isomorphism 

of functors, 

~K 

;:5KOF~ 
~k~~~ 
~ 
fk ~ ~ F' 

~' k 

and for any two objects X and Y in ~k, the following diagram is G-equivariant: 

Iso(F(X), F(Y)) ~ Iso(fK ° F(X), fK ° F(Y)) 

- hl 
hofK - - - '" t 

Iso(F' ° fk(X), F' ° fk(Y)) 

Under snch definition of a morphism of coefficient extensions, we have ([3], p.91): 

Theorem 4.1.9. Let FI: Vark,Iso -+ VarK,Iso and F2 : ~epg: -+ ~epg; be those as 

defined in Theorem 4.1.5 and Theorem 4.1. 7 respectively, where I! is a prime number 

not equal to the characteristic of k. Fix a non-negative integer i. Define functor 

fk: Vark,Iso -+ ~epg: as follows: for any quasi-projective variety X/k, Fk(X) = 

Hi(X ét, Qe) and for any isomorphism f: Xl -+ X 2 in Vark,Iso, Fk(f) = (f*)-1, 

where f* is the induced group isomorphism H i((X 2 )ét,Qe) -+ Hi((X1)éhQe). The 
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functor ff(: VarK,Iso -+ 9tepg; is defined similarly. Let X K = X Xk K. The 

canonical isomorphism h: X Xk k -+ X K XK K indu ces the canonical isomorphism: 

and further Ch, fK, h*) is a morphism from FI to F2 : 

In the above theorem, h = 1 if we identify X Xk k with X K XK K. 

4.2 Forms under Coefficient Extension 

Let ([ett be any category, define the relation r-v as follows: for any two objects A and 

B in ([ett, A rv B if and only if there is an isomorphism f in ([ett between A and B. 

It is trivial to show the relation r-v is an equivalence relation. 

Definition 4.2.1. Let F: ([k -+ ([K be a coefficient extension and rv be the equiv-

al en ce relation on ([k described above. For any object X in C[k, dejine the collection 
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Theorem 4.2.2. Let Y be a fLK /fLk-form of X and f F(Y) -----7 F(X) be an 

isomorphism over K. Define the map T = Ty by 

T: C -----7 Aut(F(X)), s f-+ f 0 8(f-1), Vs E C. 

Then TE Zl(C, Aut(F(X))), and the map 

is injective. If we regard E(fLK/fLk, X) as a pointed set with the nelltral element [X], 

then 1 maps [X] to the nelltral element of H 1(C, Aut(F(X))), i.e. 1 is an injective 

map of pointed sets. 

Proof. First, we prove 1 is well-defined. For any sand t in C, 

Hence T is al-cocyle. 

= f 0 -'IFy 0 8t(f-1) 

= f 0 8(f-1 0 f) 0 st(f-1) 

= f 0 e(f-1) 0 8f) 0 8C(f-1)) 

= (f 0 8(f-1)) 0 e(f 0 t(f-1))) 

= T(S) 0 8T(t). 

Now we show that T, in cohomology, does not depend on the choice of f. Sup­

pose there is another isomorphism 1': F(Y) ~ F(X). Correspondingly, we have 
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the map: 

So 

T': G -l- Aut(F(X)), s f--?- l' 0 S(f'-l), Vs E G. 

= (fI 0 J-1 0 f) 0 S((f,-l 0 J-1 0 j)-1) 

= (f 0 1'-1)-10 (f 0 8J-1) 0 s(f 0 1'-1). 

Let h = Jo J'-1. The map h is clearly an element of Aut(F(X)) and 

T'(S) = h-1 
0 T(S) 0 Sh rv T(S). 

We also check that T = Ty, in cohomology, depends only on the class of Y. Suppose 

there is another object y' in Q:k such that [y] = [y'], then there is an isomorphism 

a: y' ~ y over k. So F(a) is an isomorphism from F(Y) to F(Y'). Bence J oF(a) 

is an isomorphism from F(y l
) to F(X). Therefore with respect to Y', we have the 

map: 

Tl: G -l- Aut(F(X)), S f--?- (f 0 F(a)) 0 S((J 0 F(a))-l), Vs E G. 

So we have, 

T1(S) -= (f 0 F(a)) 0 S((J 0 F(a))-l) 

= f 0 F(a) 0 S(F(a)-l) 0 S(f-1). 
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But F is a coefficient extension, so 8(F(CV)-1) = F(o:)-l. Hence 

Tl (s) = J 0 F (Ct) 0 F (0:) -1 0 s(f-l) 

= J o·scr l
) 

= T(S). 
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This implies T is independent of the choice of Y up to isomorphism. If we choose 

y = X and J: F(Y) = F(X) ~ F(X) to be the identity map, then clearly J os(f-1) 

is the identity map on F(X). So far wc have established that there is a well-defined 

map of pointed sets,: E(~K/~k,X) ~ Hl(G,Aut(F(X))). 

Suppose ,([Y]) = '([YI]) for sorne object YI in ~k which is also a ~K/~k-form of X. 

So F(Yi) and F(Y) are isomorphic with sorne isomorphism q from F(Y1) to F(Y). 

Let f be an isomorphism from F(Y) ta F(X) and sa ,([Y]) is represented by T with 

T(S) = JosJ for any sE G. Hence we have an isomorphism Joq from F(Yi) ta F(X). 

Therefore ,([Yi]) is represented by Tl with Tl(S) = (foq)o s((foq)-l) for any sE G. 

On the other hand, ,([Y]) = '([YI]) implies T(S) and Tl(S) are cohomologous. So 

there exists b E Aut(F(X)), such that Tl(S) = b-l 
0 T(S) 0 Sb, i.e. 

Sa 

hence 
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i.e. 

Let q' = q-l 0 f-l 0 b-1 
0 f, then we have an isomorphism from F(Y) to F(Y1 ) 

and Sq' = q' for any s in G. Sinee F is a coefficient extension, q' = F(w) for sorne 

isomorphism w: Y ~ YI' Renee [Y] = [YI]' 0 

Proposition 4.2.3. Let L be a field and F: 9tep~k -+ 9tep~K be the coefficient 

extension defined in Theorem 4.1.7. Denote the image of any element s E G k in the 

canonical map Gk -+ G ~ Gk/GK = Gal(K/k) by s. Then for any object X = (V, <p) 

in 9tep~k and [0'] E H 1(G,Aut(F(X))), the map 

<pa: Gk -+ Aut(V), s f-+ ds) 0 <p(s) 

is a group homomorphism. So (V, <pa) is an object in 9tep~k, denoted by xa, and the 

equivalence class of xa, [Xa] is a 9tep~K /9tep~k -form of X. Furthermore the map 

defined by 

is a bijection whose inverse is r defined in Theorem 4.2.2. 
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Fmof. For any s, tin Gk , 

1;eT (st) = (j(s t) 0 1;( st) 

= (j(s) 0 Sdt) 0 1;(s) o1;(t) 

= (j (s) 0 (1; ( s) 0 (j (t) 0 1; ( s ) - 1) 0 (1; ( s) 0 1; ( t ) ) 

= ((j(s) 0 1;(s)) 0 (dt) 0 1;(t)) 

= 1;eT (s) 0 1;eT (t). 

This proves 1;eT is a group homomorphism. 

Suppose s E GK , then S = 1, the unit y in G. So when .5 is in GK , 

1;eT(8) = (j(I) 01;(8) = lAut(F(X» 0 1;(8) = 1;(8). 
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Hence (V, 1;eTIGK ) = (V, 1;IGK ) and so [XeT] is a 9î:ep{K j9î:ep{k-form of X and lv can 

be taken as an isomorphism in 9î:ep{K from XeT ta X. Cansequently, it follows from 

Theorem 4.2.2 that for any s E Gk , 

,(XeT)(S) = lv 0 s(1v1
) 

= lv 0 1;eT(8) 0 lv o1;(s)-l 

= (j(s) 0 1;(s) 0 cjJ(S)-l 

= (j(s). 

o 
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Theorem 4.2.4. Let F: rtk ~ rtK and F': rt~ ~ rt~ be two coefficient extensions 

and (fb fK l h) be a morphism from F to F'. 

Then we have the following commutative diagram: 

PTOOf. cp is well-defined. Let Y be a rtK/rtk-form of X, so there is an isomorphism 

w: F(Y) ~ F(X) in rtK. Hence fK(W) is an isomorphism from fK(F(Y)) to 

fK(F(x)) in rt~. Since h is an isomorphism between fK 0 F and F' 0 fkl h induces 

an isomorphism from fK(F(U)) to F'(Jk(U)) for any object U in rtk, denoted by hu· 

Then the sequence 

gives an isomorphism from F'(Jk(Y)) to F'(Jk(X)) in rt~. So [!k(Y)] is a rt~/rt~­

form of fk(X). 

Suppose YI is another object in rtk isomorphic to Y in rtk with an isomorphism 

Take Y = X, then cp([X]) = [fk(X)], Le. cp is a well-defined map of pointed sets. 
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N ext we prove~} is also well-defined. For any sand t in G, 

= (h 0 fK'o (J(s)) 0 (h 0 fK 0 s(J(t)) 

G-equgariant (h 0 f K 0 (J ( S )) 0 S( h 0 f K 0 (J ( t ) ) . 

So ho fK 0 (J satisfies cocycle condition. 

Let (J' be another cocycle with (J rv (J'. This implies for any s E G, (J' (s) 

b-1 0 (J(s) 0 Sb. Hence 

ho fK 0 (J'(s) = ho fK 0 (b- 1 
0 (J(s) 0 SfJ) 

= (h 0 fK 0 b- 1
) 0 (h 0 fK 0 (J(s)) 0 (h 0 fK 0 SfJ) 

45 

So (h 0 fK 0 (J') is cohomologous to (h 0 fK 0 (J). Suppose (J is the trivial co­

cycle in Zl(G, Aut(F(X)), then clearly (h 0 fK 0 (J) is also the trivial cocycle in 

Zl(G, Aut(F'Cfk(X)))). 

Finally, 

,0 <p([Y])(s) = ,([fk(Y)])(S) 

and 

imply , 0 <p = 'ljJ 0 f. o 
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In particular, we have: 

Corollary 4.2.5. Let FI: Vark,Iso -t VaTK,Iso and F2 : rytepg~ -t rytepg; be two 

coefficient extensions as defined in Theorem 4.1.5 and Theorem 4.1.7 respectively and 

(fk, fK, h*) be the morphism fram FI to F2 defined in Theorem 4.1.9: 

Then we have the following commutative diagram: 

where X K = X Xk K, AutCK(Hi(Xéb Qg)) is the set of alllinear transformations of 

Hi(Xét , Qc) as Qp-vector space which are compatible with C K action. For any 9 E C, 

h* 0 fK 0 Œ(g) = h* 0 (Œ(g)*)-I = h* 0 (Œ(g)-l)* = (Œ(g)-l 0 h)*, here we identify 

with 
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For any smooth projective variety X, suppose we have a Gk-action l/x on Hi(X a, Qe): 

For any VarK /Vark-form y of X, we have Î([Y]) E H 1(G, AutK(XK )), denote Î([Y]) 

by [Cyl for sorne Cy E Zl(G, AutK(XK)). Since X K is isomorphic to Y]( over ](, 

Hi(X, Qe) ~ Hi(Y, Qe) as Qe-vector space. By Proposition 4.2.3, the Gk action on 

Hi(Yét,Qe), l/y which is induced by Y and l/x is: 

But from Corollary 4.2.5, rp 0 Î = Î 0 77, hence 

cpo')'(y) 
l/y =l/x 

For any 9 E Gk, let g be the image of gin G in the canonical map Gk -+ Gk/GK = C, 

then 

=((rp(cy))(g)) 0 l/x(g) 

=h* 0 fK 0 Cy(g) 0 l/x(g). 

Since h = 1, we have 

In particular, Suppose k = IFq with Frobenius map 
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in Gk , then Fr;y = (cy(f -1)_1)* 0 Fr;". But cy(f -1) 0 T~y(f) = cy(f -1 0 ]) = 

cy(la) = lxw 80 we have proved the following main result: . 

Theorem 4.2.6. Using notations above, we have 

--1 _ 

Fr;y = (f Cy(f))* 0 Fr;x' (4.3) 

4.3 Forms of Quasi-projective Varieties 

Let X be an object in Vark, where k is a field. Let K/k be a Galois field extension. 

Then a VarK/Vark-form of X, which is also called a K/k-form for short, is just 

an object Y in Vark, such that Y Xk K ~ X Xk K as K-varieties. The set of all 

equivalence classes of K/k-forms of X is denoted by E(K/k, X). This section will 

build a bijection between E(K/k, X) and Hl (Gal(K/k), Aut(X Xk K)). But we will 

begin by giving sorne concrete examples. 

Example 4.3.1. Consider the projective variety V = Proj IR[x, y, zl/(x2 + y2 + z2), 

it has no point defined over IR and therefore V ~]pll over IR (denoted by ]pl~). But 

when base field IR is extended to <C, clearly we have 

This implies V is a form of]pl~ over IR. 
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Bimilarly, it is easy to verify that the affine scheme SpecQ[x]/(x2 + 1) over Q is 

a form of any affine scheme Spec Q[xJl(x2 + bx + c) for some b, c E Q such that 

b2 
- 4c i- o. 

Example 4.3.2. Given the elliptic curve 

(4.4) 

defined over IF 5, the elliptic curve 

(4.5) 

is isomorphic to E over IF 5 (-/2) ~ IF 52. On the other hand, E' is equivalent to 

y2 = ~X3 + ~, which in turn is equivalent to y2 = 3x3 + 3 because 2-1 = 3 in IF5. 

Bince 23 = 3 in IF5, E' is isomorphic to the elliptic curve 

(4.6) 

The j-invariants j(E) = j(E') = j(E") = 0, so according to the result in [12], p.71, 

E ~ E" over IF 5 if and only if IF 5 contains a sixth mot of 3. Binee there is no element 

in IF 5 whose square is 3, there is no element in IF 5 whose sixth power is 3. H enee E 

and E" (or E') are not isomorphic over IF 5. 

The following theorem gives the classification of K/k-forms of a quasi-projective va-

riety, where K/k is a Galois exLen:::;ioll. 

Theorem 4.3.3. Let K/k be a Galois extension with Galois group G = Gal(K/k). 

Let Vark be the category of quasi-projective varieties defined over k with morphisms 

over k and VarK be the category of quasi-projective varieties defined over K with 
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morphi.wns over K. Let the functor F : Vark -+ VarK be defined as follows: 

F(X) = X K := X Xk K, 

and 

Then for' any abject X in Vark, there is a natural bijection between the set of isomor­

phism equivalence classes of Kjk-forms (i.e. VarK jVark-forms) and H 1(G, Aut(XK )), 

z.e~ 

Vroo.f. From Theorem 4.1.5, F is a coefficient extension from k to K. So from 

Theorem 4.2.2, one has the injective map: 

,: E(Kjk,X) -+ H 1(G, Aut(XK)), [Y] t-+ [Ty], VrY] E E(Kjk,X), 

wherc Ty is defined by 

where fy is an isomorphism F(Y) = YK -+ X K = F(X) in VarK. Now it is enough 

to show 1 is surjective. 

Suppose [cl is an element of H 1(G, Aut(XK)) with a representative cE Zl(G, Aut(XK )). 

For any 9 E G, 9 induees an isomorphismon Spec K, which in turn induees an iso-

morphism on X K = X Xk K, which is denoted by g*. Renee we obtain an action of 

G = Gal(Kjk) on X K = X Xk K by C(g-l) 0 g*: 
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and for any .91,.92 E G, 

(( ) -1) ( )* (-1 -1) * * e .91.92 0 .91.92 = e.92.91 0.92 0.91 

( -1) g-l (-1) * * = e.92 0 2 e.91 0 .92 0 .91 

Based on this action of G on X K , since X K is a quasi-projective variety, the quo-

tient XK/G is also a quasi-projective variety defined over k and XK/G is a I</k­

. form of X by Weil's descent theorem ([28], Proposition 1). Suppose we prove that 

"((XK/G) = [e], then if [e] = [c'] for sorne c'E Zl(G,Aut(XK)), then under c', we 

have another G-action on X K , and denote by Y the quotient variety of X K under 

this G-action. Then we have "((Y) = [c'] = [e] and so the injectivity of , implies 

Y = X K /G. Hence X K /G is independent to the choice of representative of [e], which 

implies that XK/G is well-defined. Now we st art to prove ,(XK/G) = [e]. 

Denote XK/G by X. From the definition of "(, "(([X]) 

fined by 

[TX], whcre [TX] is de-

where 1 is an isomorphism X Xk I< ~ X Xk I<, where XK = X Xk I<. Bence for any 

element s E G, 

= 10 (s-l 01-10 s*). 

The left s is the action on XK defined near the beginning of the proof, hence 

TX(S) = 10 e(s) 0 (S*)-l 01-10 s* = 10 e(s) 0 8(f-l), 
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so 

TX rv c. 

o 



CHAPTER 5 
Forrns and Zeta Functions - Sorne General Results and Exarnples 

In this section, k = IF q be a finite field with q elements, and K / k be a finite Galois 

extension of degree r, i.e. K = IF q' . 

5.1 General Results 

From the formula (4.3), we have the following theorem regarding the connection of 

the zeta function of a smooth projective variety and those of its forms. 

Theorern 5.1.1. Let X be a smooth projective variety of dimension d defined over a 

finite field k and let Y be a k-form of X, i. e. Y is isomorphic to X over some finite 

separable field extension K of k. Lei Y correspond to [cyl in H1(G, AutK(X)). Let 

the zeta function of X be 

d 

Z(X/k, T) = II R(X, T)(-l)i+l, 

i=O 

where Pi(X, T) = det(1- (Frt)*TIHi(X, Qc)), i = 1,2, ... , 2d. Then 

d 

Z(Y/k, T) = II P;(X, T)C-l)i+l, 

i=O 

where P;(X, T) = det(l - (( T~y(J))* 0 Fr;)iTIHi(X, Qc)), i = 0,1,2, ... , 2d. Here 

f E G k is the Frobenius map a 1--+ aq
, Va E k and 7 is the image of f in the canonical 

53 
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5.2 Elliptic Curves 

In the case of elliptic curves, the first étale cohomology H 1 (Eét,Qe) of E/k corre­

sponds to Vg*(E), which is the dual of Vè(E) = Te(E) 0z Q, wh€re Te(E) is the Tate 

module of E / k and I! is any prime number not equal to p. Since for any positive 

integer m prime to p, the m-torsion subgroup of E, E[m] ~ 7l/m71 x 7l/m71, Vè(E) 

(and Vg*(E)) is a Qe-vector space of dimension 2. The zeta function of E/k has the 

following expression: 

( ) 
_ det(l - TFr; 1 Vg*(E)) 

Z E, T - (1 _ T) (1 - qT) 

1 - Tr(Fr;)T + qT2 

(1 - T) (1 - qT) , 

(5.1) 

where Frr is the relative Frobenius map on E. For AutI(E), we have the following 

result: 

Theorem 5.2.1. ([12], p.70-75) Suppose E/k is an elliptic curve, then 

7l/371 )<J P,4 

j(E) =1= 0,1728 and char(k) =1= 2, 

j(E) = 1728 and char(k) =1= 2,3, 

j(E) = 0 and char(k) =1= 2,3, 

j(E) =1= 0 and char(k) = 2, 

j(E) = 0 and char(k) = 3, 

where Qs is the quaternion group of arder 8 and p,n is the subgroup of n-th root 

of unit y in "k x
. Further, in the case where AutI(E) ~ P,2l, (l = 1,2 or 3) and 
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char (k) #- 2, an automorphism p E A ui-k( E) is defined OVfCT k if and only if p E k 

when p is considered as an element in 112/. 

In order to determine the Galois action on Autk(E) when j(E) = 0 and char(k) = 2 

or 3, or j(E) #- 0 and char(k) = 2, we need to explicitly write elements in Autk(E). 

When j(E) = 0 and char(k) = 3, the Weierstrass form of E can be written as: 

for sorne a4 and a6 E k with a4 #- 0, then([12], p.73) 

Autk(E) = {(O, ±1), (±a, ±1), (,8, ±i), (,8 ± a, ±i)}, 

where a is a solution of the equation r2 + a4 = 0 and ,8 is a solution of the 

equation r3 + a4r + 2a6 = 0 (from chark = 3, (,8 ± ar + a4(,8 ± a) + 2a6 

(33 ± a3 + a4(,8 ± a) + 2a6 = (,83 + a4{3 + 2a6) ± a(a2 + a4) = 0). 

When j (E) = 0 and char( k) = 2, the Weierstrass form of E can be written as: 

for sorne a3, a4 and a6 E k with a3 #- 0, then([12], p.75), 

WheI1 j(E) =f 0 and char(k) = 2, the Weierstrass [mm of E can he written as: 
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for sorne a2, a6 E k with a6 =1= O. Then Aut;;;(E) is the roots of the eqllation 8
2 + 8 = ° 

([12], p.75). 

Thcorcm 5.2.2. ([25], p.329) Suppose the elliptic curves E/k and Edk satisfy 

j(E) = j(El ), then E and El are isomorphic over a Galois extension K/k of degree 

dividing 24 and if j(E) =1= 0,1728, the extension K/k can be chasen ta have degree 2. 

Now suppose char(k) =1= 2,3. When j(E) =1= 0,1728, Aut;;;(E) = fJ2 and any k/k-form 

El is isomorphic with E over K = lFq2 and can be described by Hl (fJ2, f-t2). But since 

fJ2 = {1, -1} C k, w hich im plies G acts on f-t2 trivially, Hl (112, P'2) = Hom (f-t2, f-t2) = 

{1J.t2' c}, where IJ.t2 is the identity map on f-t2 and c maps every clement in f-t2 to 1. 

Since G acts on f-t2 trivially, (4.3) becomes 

(5.2) 

Clearly, CEl]) = 1 or -1, whose actions on Vg*(E) correspond ta (ô n and (c/ ~l) 
respectively for any Qe-basis of 'Vf*(E). 

From Weil's conjecture, we can choose a Qg-basis of Vg*(E) such that the action 

of Fr;E on Vg* (E) is (0 g), for sorne algebraic number a such that 

1 - Tr(Fr;E)T + qT2 = (1 - aT)(1 - ZiT). 

Sa from(5.2), the matrix for Fr;El is (0 g) or (-0" _00;). Consequently, the zeta 

function of El / k is 
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Rence when El ~ E, 

When j(E) = 1728, Autk(E) ~ /-14. The Weierstrass equation of E/k can be written 

as ([12], p.71): 

for sorne a4 E k X
• Then E / k is supersingular if and only if the coefficient of xp

-
1 in 

(x 3 + a4x(;1 is 0 ([25], p.140). On the other hand, 

so w hen p =j. 1 (mod 4), the coefficient of xp -
1 in (x3 + a4x) ~ is 0, and w heu 

-1 p-I 

P = l(mod 4), the coefficient of xp-
1 in (x3 + a4x)T is (p':l)a4 which is not zero 

4 
p-I 

because a4 =1= 0 and p t (p': 1)' Renee E / k is supersingular if and only if p =j. 1 (mod 4). 
4 

Suppose p == l(mod 4), then 

~ 
(-1) 2 == l(mod p). 

So from Euler's criteria for quadratic residues, there exists x E lF p C k, such that 

x 2 + 1 = 0, so /-14 C k. Therefore if /-14 ct. k, P =j. l(mod 4) and consequently E / k is 

supersingular. 

For any c E H 1(Gal(k/k),/-14)' suppose cU) = i E /-14, where i 2 = -1 (the case 

cU) = ±1 is trivial). When /-14 C k, r1cU) = i. Clearly we can choose the prime 

number /! in Qg such that 41/!-1, then /-14 C Ze. So wh en i is considered as an element 

in A utk ( E), the characteristic polynomial of i is x2 + lover Vg* (E), and then there 

exists a basis el, e2 of Vg* (E), such that action of i on Vg* (E) is the matrix (b 5!i)' 
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Since f* is Zg-linear and i E ZR, when i is defined over k, for any v E ~*(E), 

Cf*)(v) = f*(iv) = i(J*(v)). 

So 

i 0 f* = f* 0 i. 

The following lemma is easy to prove: 

Lemma 5.2.3. Let V be a vector space over a field of finite dimension n. Let a 

and (J be two linear transformations on V such that a 0 (J = (J 0 a. Suppose that a 

can be represented by a diagonal matrix in some basis, and (J can be represenled by 

a diagonal matrix in some (maybe dijjerent) basis, then there exists a basis such that 

in that basis, both a and (J can also be represented by diagonal matrices. 

From this lemma, we have that f* can also be represented by a diagonal matrix 

( 0 ~) for sorne a E C. Consequently 

(
ai 0) 
o -ai 

Similarly we can deal with the case where c(J) = -i and hence we have the following 

result: 

Theorem 5.2.4. Let k be a finite field IFq with char(k) =1= 2,3 and G = Gal(kjk). 

Let E be an elliptic curve defined over k and j (E) = 1728 which implies A utI( E) ~ 

11-4 = {±i, ± 1} where i 2 = -1. When 11-4 ct. k, E is supersingular. When JL4 C k, let 
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a form Elof E correspond to c E H1(G, /-L4) with cU) = (3 E /-L4, we have 

Z(E
I 

T) = 1 - (0!(3 + (;j3)T + qT
2 

, (1 - T) (1 - qT) 

We can deal with the case j(E) = 0 using the same technique. Now Aut"k(E) ~ /-L6 = 

{1, -1, p, p, (}, el, where p and p are the roots of x 2 
- x + 1 = 0 in k and (] and e are 

the roots of x 2 + x + 1 = 0 in k. The Weierstrass equation of E / k is 

for sorne a6 E P. Then from ([25], p.140, Theorem 4.1), E/k is supersingular if and 

only if the coefficient of x p
-

l in (x 3 + a6)~ is O. Henee when p "# l(mod 6), the 

coefficient of xp
-

1 in (x3 + a6)~ is 0, and when p = l(mod 6), the coefficient of xp -
1 

-1 P..::.! P..::.! 
in (x3 + a6)T is (~)a6 which is not zero because a6 # 0 and p t (~). So E/k 

3 3 

is supersingular if and only if p "# l(mod 6). But p == l(mod 6) me ans there exists 

a E lFp C k, such that a2 = -3(mod p). This means each of equations x 2 
- x + 1 = 0 

and x 2 + x - 1 = 0 has two distinct roots in lFp , i.e. /-L6 C k. Henee if /-L6 ct. k, 

p"# l(mod 6) and consequently E/k is supersingular. 

Choose prime number /! such that 61/! - 1 and so '/-L6 C Zi> Since x2 - x + 1 is 

also the characteristic polynomial of p and p over Vé* (E), there exists a basis el, e2 

such that the action of p on Vé* (E) is (g ~). When p (so is fi) is defined over k, 

p 0 f* = f* 0 p, hence f* = (0 g) for sorne O! E CC and 



5.2 Elliptic Curves 60 

Consequently we have the following theorem: 

Theorem 5.2.5. Let k be a finite field lFq with char(k) =1 2,3 and G = Gal(kjk). 

Let E be an elliptic curve defined over k and j(E) = 0 which implies Aut:k(E) ~ 

/16 = {±1, p, 15, Q, a}. When /16 ct k, E is supersingv,lar. When /16 C k, let a form El 

of E correspond to c E Hl(G, /16) with cU) = f3 E /16, we have 

Z(El' T) = 1 - (af3 + (;{j)T + qT
2

. 

(1 - T)(l - qT) 

When char(k) =1 2,3, we can assume E/k has the Weierstrass equation: y2 = x 3 + 

Ax + B for sorne A, B E k. Then the twisted form El has one of the following 

expressions ([25], p.306-309): 

dy2 = x3 + Ax + B for each d(mod F 2
) when j(E) =1 0,1728 (AB =1 0), 

for each d(mod k X4
) when j(E) = 1728 (B = 0), 

6 for each d(mod F ) when j(E) = 0 (A = 0). 

(5.3) 

For other cases, we have the following result([12], p.72-76): when char(k) = 3 and 

j(E) =1 0, the Weierstrass form of E can be written as 

for sorne a2, a6 E k X
, then El has the form 
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for each d(mod (k X )2). When char(k) = 3 and j(E) = 0, the Weierstrass form of E 

can be written as 

for some a4, a6 E k with a4 =/: 0, then if El ~ E over k, El has the form 

for each d E k X and each a~ E k such that not aIl the foIlowing conditions are 

satisfied: 

• d is a forth power u4 for some u E k x . 

E ~ El over k if and only if both conditions above are satisfied. 

When char(k) = 2 and j(E) =/: 0, the Weierstrass form of E can be written as: 

for some a2, a6 E k with a6 =/: 0, then if El ~ El over k, El has the form 

for each d E k such that d =/: r2 + r for any r E k and E ~ El over k if and only if 

d = r2 + r for some r E k. 

When char(k) =2 and j(E) = 0, the Weierstrass form of E can be written as: 

for some a3, a4 and a6 E k with a3 =/: 0, then if El ~ E over k, El has the form 
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for all d and a~, a~ E k such that not all the following conditions are satisfied: 

• dis a cube u3 for sorne u E k 

• 8
4 + a38 + a4 + u4a~ = 0 has a solution for 8 in k, 

E ~ El over k if and only if aU conitions above are satisfied. 

Let char(k) > 3. When j(E) = 1728, the Weierstrass equation of E can be written 

as 

(5.4) 

for sorne a4 E k x. We already know E / k is supersingular if and only if the coefficient 

of xp
-

l in (x3 + a4x)zs.! is O. From the equality (x3 + a4x)zs.! = Xzs.!(X2 - 4)zs.!, we 

know sinee a4 =1- 0, whether the coefficient of xp -
l is zero or not does not depend on 

the choiee of a4 but only p. Sinee from (5.3), any form of (5.4) can be written as 

y2 = X3+da4x for sorne d(mod (k X )4) and d =1- O. So when (5.4) is supersingular, any 

form of it is also supersingular. Similarly, when j(E) = 0 and E is supersingular, 

any form of E is also supersingular. Renee we have the following result: 

Proposition 5.2.6. Let k = lFq with char(k) > 3. Let E/lFp be a sttpersingular 

elliptic curve. Then when j(E) = 0 or 1728, any form Elof E is also sttper8ingular 

and if q = p for some prime number p > 3, Z(El' T) = Z(E, T). 
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5.3 Brauer-Severi Varieties 

Suppose X is a variety over a field k. X is called a Brauer-Severi variety if X / K is 

isornorphic to IfD% for sorne finite, separable field extension K/k and some po::;itive 

integer N. K is called a splitting field for X and we say X splits over K. IL is easy 

to prove X is projective and regular ([13], p.23). 

Let K/k be a Galois extension and B:;l~ be the set of aU non-isomorphic Brauer-

Severi varieties defined over k of dimension n - 1 that split over K. Then there is a 

natural bijection: 

Now let k be a finite field lF q and X be a Brauer-Severi variety defined over k. The 

foUowing sequence is exact: 

Since K X is the center of GLn(K) (identify element a E K X with aln where In is 

the n x n unitary rnatrix in GLn(K)), so from proposition 3.2.5, we have the exact 

sequence: 

where G = Gal(K/k). Since K/k is a Galois extension, we have ([23], p.162) 

It is also well-known that H1(G, GLn(K)) = 1 ([24], p.122). Therefore, we have the 

exact sequence: 
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So 

(5.5) 

This implies any Brauer-Severi variety X defined over finite field k = 1Fq with dimCll-

sion n must be isomorphic to pn over k. Hence 

For a general field L (not necessarily finite), we have the following theorem whose 

proof can be found in [13], p.26: 

Theorem 5.3.1. Let X be a Brauer-Severi variety of dimenstion nover- a fi:eld L, 

then X(L) =J 0 if and only if X ~ PL· 

5.4 Tori 

The multiplicative group Gm defined over a field L is SpecL[x,yl/(xy -1), which is 

an algebraic group of dimension 1. An n-dimensional torus T over L ([9], p.ll) is an 

algebraic group isomorphic over L to G~ = Gm x Gm x ... x Gm . 
, v j 

n copies 

Let L be a finite field 1Fq, then Aut-k(G~) ~ GLn(lZ) ([9], p.14). Therefore aU k­

forms of G~ is classified by H1(G k , GLn(Z)), where Gk = Gal(k/k). Since Gk acts 

trivially on GLn(Z), H 1(Gk , GLn(Z)) is the set of conjugacy classes of homo mor­

phisms of Gk to GLn(Z). 
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One important case is when k = IF p for sorne prime number p. In this case, 

and hence 

Gk = lim Z/rnZ = Z, 
*-­
m 

m 

65 

Since the image of any homomorphsim from Z/rnZ to GLn(Z) is a finite cyclic sub­

group of GLn(Z), it is enough to consider finite order elements in GLn(Z). It follows 

from Jordan-Zassenhaus theorem ([5], p.llO), that the number of orders of finite 

order elements in GLn(Z) is finite, say, nI, n2, ... , ns and the number of conjugacy 

classes of finite subgroups of GLn(Z) is finite, which implies the set en of conjugacy 

classes of finite order elements in GLn(Z) is finite. l use the notation [A] to represent 

a class in en with representative A of GLn(Z). 

Since any group homomorphism , from Z/rnZ to GLn(Z) is determined by ,(1), 

Hl (Z/rnZ, GLn(Z)) can be canonically identified with Am which is defined to be 

Am = {[A] E en lo(A)lrn}, 

where o(A) is the order of the cyclic subgroup of GLn(Z) generated by A. So 

It is easy to see that 

and so 

lim Am. 
~ 

nilm 
for sorne 
i=1,2, ... ,s 

lirn Am = en, 
~ 

ndm 
for sorne 
i=1,2, ... ,s 
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Wh en n = 1, GL1(Z) = {±1} whose elements are not conjugate with each other. So 

we have 

mis odd; 

mis even. 

Henee one has the following proposition: 

Proposition 5.4.1. Let K/Ylp be a finite Galois extension with Gal(K/Ylp) ~ Z/mZ 

for some odd positive integer m. If there is some affine group scheme 9 over Ylp 

isomorphic to Gm in K, then 9 is isomorphic to Gm in Yl p. 

If mis even, then H 1(Z/mZ,GL1(Z)) = {±1}. Let p > 2. The element -1 cor­

responds to a quadratic extension K = Ylp( Vd) for some d E Yl; which is not a 

square in Ylp. We have a natural isomorphism f over K : Ylp[s, t]/(st - 1) ~ 

Ylp( Vd)[x, Y]/(X2 - dy2 - 1), s ~ x + Vdy, t ~ x - Vdy. Sinee p > 2, f has 

the inverse f-1 over K : Ylp( Vd)[x, y]/(x2 - dy2 - 1) ~ Ylp[s, t]/(st - 1), x ~ 

~(s + I), Y ~ 2~CS - I). Take the element 1 in Z/mZ, then 1 . Vd = -Vd. So 

f- 101f(s) = f-1(x-Vdy) = Hs+I)-Hs-t) = land f- 101f(t) = f-1(x+Vdy) = s. 

Henee f corresponds to the element -1 in H 1(Z/mZ,GL1(Z)). Henee we have the 

following result: 

Proposition 5.4.2. Suppose Gm = SpecYlp[x, y]/(xy - 1) for some prime number 

p i- 2, then any non-trivial form of G m ove-rlFp is SpeclFp[x, y]/(x2 - dy2 - 1) lm' 

some d E Yl; with d i= l(mod W;)2), 
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5.5 Grassmann Varieties 

Fix a field k. Let V be a vector space of finite dimension nover k. The Grassmannian 

G( d, n) is defined as 

G(d, n) = {WIW is a subspace of V, dim V = d}. 

Given a basis el, e2, ... ,en for V, /\ d V has the following canonical basis: 

(5.6) 

For any d-dimensional subspace W of V, let a basis of W be Wl, W2, ... , Wd, then 

Wl 1\ W2 1\ ... 1\ Wd can be uniquely expressed as a linear combination of the basis 

(5.6), i.e. 

Wl 1\ W2 1\ ... 1\ Wd = L aili2 .. .ideil 1\ ei2 1\ .. . 1\ eid' 

l::ôil <i2< ... <id::Ôn 

So we can map W to the coordinates (aiI i2 ... idh::ÔÎl<i2< ... <id::ôn, this map is called 

Plücker map. One can prove such map is well-defined up to a constant ([15]) and 

consequently G(d, n) can be embedded in the projective space ~(/\ d V) using Plücker 

map. Alter such an embedding, G(d, n) can be regarded as a projective algebraic 

variety and dim (G(d, n)) = d(n - d). 

For the number of points IG(d,n)(IFq)1 of G(d,n) over the finite field k = JFq , we 

have the following result ([15], p.17): 

Since for any positive integer u, 

U 

IGLu(IFq)1 = II (qU _ qi-l), 

i=l 
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we have 
n 
fI(qn _ qi-1) 

IG(d, n)(lFq)1 = d i=l n-d 
qd(n-d) fI (qd - qi-1) fI (qn-d _ qi-l) 

i=l i=l 

Now it is easy to calculate zeta fundions of Grassmannian varieties. 

Example 5.5.1. For G(3, 5) defined over lFq , we have 

IG(3 5)(lF )1 = (q5 - 1)(q5 - q)(q5 - q2)(q5 - q3)(q5 - q4) 
, q q6(q3 _ 1)(q3 _ q)(q3 _ q2)(q2 _ 1)(q2 _ q) 

= 1 + q + 2q2 + 2q3 + 2q4 + q5 + q6, 

hence 

fol' any positive integer r. Sa 

00 Tr 
Z(G(3, 5), T) = exp(L(1 + { + 2q2r + 2q3r + 2q4r + q5r + q6T)-;:) 

i=l 

1 

For the automorphism group of G(d, n) over a algebraically closed field L, we have the 

following result ([10], p.122, [29])1 : When n =1= 2d or 2d = n =.2, AutdG(d, n)) = 

PGLn(L). When n = 2d and n =1= 2, [AutL(G(d,n)): PGLn(L)] = 2 and so PGLn(L) 

is a normal subgroup of Auh(G(d, n)) with index 2. In our case, from (5.5) we 

conclude that for n =1= 2d or 2d = n = 2, there are no non-trivial forms of G(d, n). 

l ln the pro of ([10], p.122), the author ignors the special cascn = 2d = 2, in which 
G(d -l,n) = G(0,2) = {O}. 
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When n = 2d and n =1- 2, we have the following exact sequence: 

Let Gk = Gal(kjk), then the sequence, 

is exact. Since H 1(G k , Zj2Z) ~ Zj2Z, G(d, n) has at most one non-trivial form. 

5.6 Fermat Hypersurfaces 

A Fermat hypersurface J~ over a field k is a smooth projective variety defined by 

xr + X; + ... + X~ = 0, 

for sorne positive integers n, r ~ 2. Clearly srnoothness requires char(k) t r. It is 

obvious that 

where /Lr l Sn is the wreath product of the group /Lr of r-th roots of unit y in k and 

syrnmetry group Sn ([3]). So an forms of ~ over k is classified by H 1(G k , /Lr l Sn), 

where Gk = Gal(kjk). 

Brünjes proves the following two results (for the definition of étale algebra, see the 

Appendix): 
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Proposition 5.6.1 ([:3], p.HG). J{l(G k ,/.Lr ~ Sn) can be identified by the following 

set: 

{(L, x) 1 L is an étale algebra of degree nover k, x E LX} / "', 

where'" is an equivalence relation defined as follows: (L, x) rv (L', x') if and only if 

there is a k-isomorphism cp : L ~ L, an element y E LX and an element 'P E Autk(L) 

such that 

Proposition 5.6.2 ([3], p.12:3). Let c E J{l(Gk,/.Lr ~ Sn) which by proposition 5.6.1 

corresponds ta a pair (L, x) for some étale algebra of degree nover k and some 
m 

element x E LX. Let L = rr Li for some finite field extension Li of k in k with 
i=l 

degreeni, i = 1,2, ... ,m. Also let x = (Xl,X2""'Xm ) withxi EL;, i = 1,2, ... ,m. 

For each Li (i = 1,2, ... , m), choose a k-basis el,i, e2,i,· .. , eni,i of Li, then the .J~(c), 

the Fermat equation.J~ twisted by c is given by 

m 1 ni 

~(b) = LTrL;/k(~(~= ej,iXj,ir), 
i=l ~ j=l 

sending constants in Li to their traces in k. 

As an example, we give the forms of .J~ over k = lF q' Let v be any generator of lF;2' 

Let [, = v~ and 6 = [,2. Define 

6 E (P)2, 

6 (j. (P)2. 

Then there are two possibilities (char( k) =1= 3 because of smoothness): 
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1. k has has the third root of unit y, i.e, q == l(rnod 3), then ïFqjlFq-forms are 

exactly the following twisted equations: 

• ~~((lFq x lFq, (1, 1))) = Xf + X~, 

• ~~((lFq x lFq, (1,5))) = Xf + 5X~, 

• ~~((lFq x lFq, (1,52))) = Xf + 52 X~, 

• ~~((lFq x lFq, (5,5))) = 5Xf + 5X~, 

• ~~((lFq x lFq, (5, (F))) = c5Xf + c52 X~, 

• ~~((lFq x lFq, (52, c52))) = 52 Xf + c52 X~, 

• ~~((L8, 1)) = 2Xf + 6c5X1Xi, 

• ~~((L8, v)) = TrIFq2/IFq(V)X{ + 3TrIFq2/IFq(V/')X;X2 + 3c5TrIFq2/IFq(V)XIXi + 

8TrIF 2/IF (v/' )X?, q q 

• ~~( (L8, v2)) = TrIFq2 /IFq (v2)X{+3TrIFq2/IFq (v2/, )Xl X 2+35TrIFq2/IFq (V2)X1Xi+ 

c5TrIF 2/IF (v2/,)X~. 
q q 

2. k does not contain the third root of unit y, i.e. q == 2(mod 3), then ïFqjlFq-forms 

are exactly the following twisted equations: 

• ~~((lFq x lFq, (1, 1))) = Xf + X~, 

• ~~((L8, 1)) = 2Xf + 6c5X1Xi, 

• ~~( (L8 , v)) = TrIFqz/IFq (v )Xf + 3TrIFq2/IFq (v/' )X; X 2 + 35TrIFq2/IFq (v)X1Xi + 

c5TrIF q2/IFq (v/' )X~. 

[3] also gives sorne examples on how to calculate the zeta functions of twisted Fermat 

equations in the case of lFq contains the r-th root of unity. The calculation is based 

on the fact that for hypersurfaces, only middle cohomology is non-trivial. 
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Lemma 5.6.3 (Hard Lefschetz theorem (Delignt') 2 )). Let X be a smooth projective 

hypersurface X of dimension n - 2 over a finite field k, then for any d E {a, 1, ... n-

3, n - 1, n, . .. , 2(n - 2)}, 

80 we have 

d == l(mod 2), 

d == O(mod 2). 

det(l - Fr;TIHtt(X, Qc)) = {1 d 

1- q'iT 

d = l(mod 2), 

d == O(mod 2), 

for any d E {a, 1, ... n - 3,n -l,n, ... ,2(n - 2)}. Hence 

1 
Z(X, T) = Q(T)((-l)n+l) II 1 _ qdT' 

dE{O,1, ... ,n-2} 
#n22 

where Q(T) = det(l - Fr;TIH~-2(X, Qc)). 

2 Deligne proved it in general catie. 
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CHAPTER 6 
Schemes 

According to D. Eisenbud and J. Harris ([7], p.81), an arithmetic scheme X is a 

scheme isomorphic to Spec A for sorne commutative ring A that is finite1y generated 

(as a ring) over Z. When X is an arithmetic scheme, the zeta function attached to X 

is defined as (2.4) and converges abso1ute1y when the rea1 part of sin (2.4) satisfies: 

Re(s) > dim X. 

We have the following resu1t ([22], p.84): 

Theorem 6.1.1. ((X, s) can be analytically continued in Re(s) > dim X - ~ as a 

meromorphic function. Suppose further X ta be irreducible with a generic point x 

and let A;(X) be the residue field of x. Then 

• Ifchar(A;(x)) = 0, the onlypole of((X,s) in Re(s) > dimX-~ is ats = dimX 

and it is a simple pole . 

• Suppose char(A;(x)) = p for some prime number p. Let q be the highest power 

of p su ch that IFq C A;(X), then all poles of ((X, s) in Re(s) > dim X - ~ are 

the points 

2mri 
dim X + -1 -, nEZ, 

ogq 

73 
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and all such poles are simple. 

The following result is important([22], p.85): 

Theorem 6.1.2. Suppose X and Y are schemes offinite type over Z and f: X ---+ Y 

is a morphism. Denote the set of closed points in Y by Y and the fibre X x y tl,(y) 

of f over y E Y by X y . Then 

((X, s) = II ((Xy, s). 
yEY 

In particular, if X is a smooth scheme of finite type over the ring of integers a of a 

number field, a is a Dedekind domain and so every non-zero prime ideal p in a is a 

closed point in Spec 0, hence 

((X, s) = II ((Xp, s). 
pESpec 0, p;"'O 

[6] shows that if X is proper and fiat over Spec Z and its generic fibre X Xz Q 

is smooth, then X has good reduction at aH but a finite number of prime numbers, 

and the factor for the primes of the good reduction in the zeta function attached to 

X is 
2d 

II II det(l - p-sFr;IH~t(X Xz Qp, QC))(-l)i+1, 
i=O good 

reduction 
at p 

where dis the dimension of X. 

Example 6.1.3. Let k be a number field, and E/k be an elliptic curve. For any 

finite place v at which E has good reduction, the reduction of E at v, Ev can be 
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considered defined over kv, the residue field of k at v, which is finite. Hence the zeta 

function of Ev/kv is 

where kv,n is the field extension of kv with degree n in a fixed algebraic closure of kv· 

This zeta function is a rational function: 

Let Lv(T) = 1 - avT + qvT2. Extend Lv(T) to the case of bad reduction by ((25j, 

p.360) 

1 - T E has split multiplicative reductive reduction at v 

Lv(T) = 1 + T E has non-split multiplicative reduction at v 

1 E has additive reduction at v. 

Then for any kind of finite place v, define the Hasse- Weil zeta function at v of Ev 

zs 

Define the L-series of E / K to be 

finite place v 

Define the global zeta function ((E/k, s) to be 

((E/k, s) = II Z(Ev, q;;S) 
finite place v 
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Then it is easy ta see ((E/k, s) can be expressed by Dedekind's zeta function (~l k 

and L-series of E/k: 

where (k(S) is the Dedekind's zeta function of k given by 

finite place v 

6.2 Forms 

Based on the definition of an étale form of an X-scheme Y, where X is a fixed 

scheme, the main results in this section are the Theorem 6.2.4 and Theorem 6.2.5, 

which assert that when both X and Y are affine, there exists an injective map from 

the set of equivalence classes of affine étale forms of Y into the Cech cohomology 

Hl (XétJ Aut(Y Xx - )), and when X = Spec k for sorne perfect field k, and Y is any 

(not necessarily affine) scheme, Hl(Gk , Aut(Y Xk k)) ~ j{l(Xét , Aut(Y Xk - )). 

6.2.1 Étale Forms 

This section uses concepts like flatness, faithful flatness, and étale morphism. Sec 

the Appendix for their definitions and general references. 

In the language of schemes, a variety V defined over k implies V is a Spec k-scheme. 
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A variety V' defined over k is a K/k-form of V means V' Xk K 9:! V Xk K as K-

schemes for sorne finite separable field extension K / k, i.e. V and V' are isomorphic 

over sorne base extension. Such point of view leads to the concept of forms of a 

scheme. 

As an example, consider the two affine Spec Z-schemes Spec Z[x, yJ/ (y2 - x2) and 

Spec Z[x, yJ/(y2 + x2). As Z-algebras, Z[x, y]/(y2 + x2) ;t Z[x, y]/(y2 - x2) because 

y2 _ x2 is reducible in Z[x, y] while y2 + x2 is irreducible in Z[x, yJ. But clearly 

(Z[i]) [x, y]/(x2 - y2) ~ (Z[i]) [x, y]/(x2 + y2) over Z[i]. On the other hand, as Z[iJ-

algebras, 

and 

Rence as Spec Z[i]-schemes, 

Spec Z[x, y]/ (y2 - x2) x Spec Z[i] ~ Spec Z[x, yJ/ (y2 + x2) x Spec Z[i]. 

Since Z[i] is a free Z-module, Z[i] is a fiat Z-module. Rence for any prime ideal p 

in Z[i], Z[i]p is a fiat Zpnz-module. Here p n Z = j-l(p), where j is the canonical 

inclusion map j : Z "-t Z[i]. So the induced map j* : SpecZ[i] -t SpecZ is a fiat 

morphism (Theorem 3 in the Appendix). Clearly j* is surjective. 

It is a well-known fact in algebraic number theory that for any number field K, 

there exists at least one prime number p, such that (p) in Z is ramified in the ring 

of integers OK of K. So j* is not an unramified morphism because Z[i] is the ring 

of integers of Q(i). Finally it is natura.l that a form of a scheme should be defined 

locally as usually happened in schemes. For a variety V defined over a field L, a 
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form of V looks like to be defined globally, but this is because Spec L contains only 

one point as a topological space. The discussion above provides a motivation to the 

following definition: 

Definition 6.2.1. ([7], p.204) Let S be s scheme and let X be a scheme over S. 

A scheme Y over S is a form of X if for any point sES, we can find an open 

neighborhood Us of s in S, a scheme Ts and a fiat surjective morphism fs : Ts -t Us 

su ch that as Ts-schemes, 

where the morphism from Ts to S is the composition of fs and the canonical open 

embedding of Us into S. 

From the definition, to prove an X -scheme yi is a form of an X -scheme Y, we first 

have to find an open covering {Ui 1 i E 1, Ui is an open set of X} of X, where l is an 

index set and for each i E 1, a scheme Ti and a fiat surjective morphism fi : Ti -t Ui . 

Compared to the definition of a manifold M of dimension n, in which M locally 

looks like ~n, it is natural to require Ti be "similar" to Ui in sorne sense. One way 

to see the similarity is to look at a morphism f : X -t Y, where X and Y are two 

smooth varieties defined over a algebraically closed field F. For the similarity of the 

two varieties, we at least should require f induce an isomorphism on tangent spaces 

for any closed point of X. This is equivalent to f being an étale morphism ([19], 

p.32). Another point is that in the definition 6.2.1, fs maps Ts (which itself is open) 

onto an open subset Us of S, and an étale morphism automatically satisfies this 

condition because any étale morphism is an open map ([19], p.14). Such requirement 

of similarity leads us to a special case of a Grothendieck topology, the étale site X ét 

over X. That is, we add an extra condition of unramification on each li, i.e. that 
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each Ji besides being fiat must also be unramified and locally of finite type, then to 

prove yi is a form of Y over X, it is enough to find a covering 

(6.1) 

in X ét , such that Y x x Ti ~ yl X X T, as Ti-schemes for each i El. 

Based on the discussion ab ove , l give a restricted definition of a form of X -scheme 

y) which 1 caU an étale form. 

Definition 6.2.2. Let X be a scheme and X ét be the étale site in the sense of 

Grothendieck. Let Y be an X -scheme. Then an X -scheme yi is an étale form of Y 

if there exists a covering {T, ~ Xli E I} in Xét, where l is some index set, su ch 

that for each i El, 

as T, -schemes. If yi is affine, yi is also called an affine étale form of Y (over X). 

6.2.2 Forms and Cech cohomology 

From now on, forms and affine forms mean étale forms and affine étale forms respec­

tively. Our aim is to relate forms with Cech cohomology. The following standard 

result is needed in the se quel and its proof can be found in e.g. [27], p.l04. 
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Theorem 6.2.3. If <p: A ~ B is a faithfully fiat ring homomorphism and M is an 

A-mod'uZe, then the following sequence is exact: 

where o:(m) = m 01 for any mE M and (3(m 0 b) = m 0 b ® 1 - m 01 ® b for any 

mE M and b E B. 

Similar to the definition of non-abelian Galois cohomology, Milne defines the first 

Cech cohomology for sheaves of (not necessarily commutative) groups on X ét ([19], 

p.122). 1 will extend Milne's idea to define directly the Cech cohomology iI1(Xét , §) 

for any contravariant functor § from X ét to the category of groups G. This is done 

as follows: 

First, for any open set U ~ X in X ét , denote §(U ~ X) by just §(U) for conve-

nience. Let 
rJ 

~ = {Uj ~ X 1 j E J} 

be an étale covering of X, where J is sorne index set. Define Uij = Ui X X Uj for any 

i, j E J. U nder this fixed ~, a cocycle (Cij) is defined as Cij E § (Uij ) such that 

on Uijk for any i,j, k E J via the built-in maps §(Uij ) ~ §(Uijk ), §(Ujk ) ~ 

Let Z(~ / X, §) be the set of all cocycles defined above. Define a relation "rv" 

in Z(~/X,§) as follows: for any (Cij) and (dij ) in Z(~/X,/#)) (Cij) rv (dij ) if and 

only if there exists Wi E §(Ui ), such that dij = WiCijWjl on Uij . Clearly (Cij) rv (Cij) 
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and (Cij) rv (d;]) implies (dij ) rv (Cij). Suppose (Cij) rv (dij ) and (dij ) rv 

Z(~ / X, §), then there exist Wi, 'l/Ji E §(Ui ) such that 

and 

So 

81 

(e') in 1-] 

l.e. (Cij) rv (eij). Renee "rv" is an equivalence relation. Consequen:tly, we can define 

the first Cech cohomology fIl (~/ X ét , §) with respect to a given étale covering ~ 

to be 

1')'. 

Let ~/ = {U; ~ X 1 j E J}, where J is an index set, be another covering in X ét . 

Define ~ < ~/ if there is a map a- : J ---t l and a map Vj : Uj ---t Ua(j) for each j E J, 

such that {j'y = {ja(j) 0 Vj, i.e. the following diagram is commutative: 

The partial order < defined above is directed. This is because according to the prop­

erties of X ét , ~ Xx ~/ ~ {S Xx T 1 S E ~, T E ~/} is also a covering and clearly 

~ < ~ X X ~/ and ~/ < ~ X X ~/. 

With respect to this partial order, the first Cech cohomology fIl (XétJ §) is defined 
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to be 

fIl (Xét , §) = ~ fII(1&' / X ét , §), 
'6',< 

where 1&' runs through aU coverings in X ét . 

Let Y be an X-scheme. Define a contravariant group functor Aut(Y Xx -) from X ét 

to the category of groups as foUows: for any open set U ~ X in Xét, Aut(Y Xx -) 

maps U to Aut(Y Xx U), the automorphism group of Y Xx U as U-schemes, and for 

any morphism U ~ V in X ét , Aut(Y xx-) maps h to Aut(Yxxh) : Aut(Y Xx V) -> 

Aut(Y Xx U) induced by the composition U ~ V -> X: for any 1/ E Aut(Y Xx V), 

we have an automorphism 1/# induced by 1/: 

1/# : Y Xx V Xv U -> y Xx V Xv U, 1/# = 1/ X lu, 

where lu is the identity map on U, and note that V Xv U ~ U. In particular, 

suppose h is an isomorphism h: U ~ V over X, then for any 1/ E Aut(Y Xx V), 

# lxh v (Ixh)-l 
1/ : Y X X U ---+ y X X V --t Y X x V ) Y X x U, 

~ ~ ~ 

and hence 

1/# = (1 X h) -1 0 1/ 0 (1 X h), 

Le. 

(6.2) 

(6.2) will be used to prove Theorem 6.2.5. 

Define an equivalence relation rv as foUows: let X be a scheme and Y be an X-

scheme. Let X -schemes Y1 and Y2 be for ms of Y, then define YI rv Y2 if there is an 

isomorphism f : YI ~ Y2 as X -schemes. It is obvious rv is an equivalence relation. 
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Now we will prove the two main results of this section: 

Theorem 6.2.4. Let X be an affine scheme and let Y be an affine scheme over X. 

Let 1Y be the equivalence classes of affine X -forms of Y with respect ta the equivalence 

relation rv defined above, then there is an injective map 

(6.3) 

where f[1(Xét , Aut(Y Xx -)) is induced by taking the direct limit of (6.4) with respect 

ta all étale coverings '(j. 

Proof. Suppose we are given an affine X-form yi of Y relative to a cover 

'(j = {Ii ~ Xli E J}, 

where l is an index set. Then for each i, we have an isomorphism 'l/Ji over T( 

Rence for any i,j E I, 'l/J;l 0 'l/Jj is an isomorphism of Y Xx Tij over Iij, where 

Tij =Ti Xx Tj . Denote 'l/Ji- 1 
0 'l/Jj by Cij' 

For any i,j, k E I, let Iijk = Ti Xx Tj Xx Tk. Then via canonical projection maps 

Pij : Tijk -7 Iij, Pik : Iijk -7 Iik and Pjk : Iijk -7 Tjk , clearly Cjk 0 Cij = Cik in Tijk . 

Rence (Cij) is a cocycle in f[l('(jjXét , Aut(Y Xx -)). 

Suppose there is another isomorphism 'l/J~ : y X x Ii ~ yi X X Ti for each i E I, then 

let Ài = 'l/J~-1 0 'l/Ji, which is an automorphism of Y Xx Ii, Le. Ài E Aut(Y Xx Ii), 
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= (1/J: ° Ài)-l ° (1/Jj ° Àj) 

\ -1 0/,'-1 0/,1 \ 
=/\ o'/-'i ° '/-'j OAj 

\ -1 1 \ = Ai ° cij ° Aj. 

Hence [(Cij)] = [(c~j)] which implies (Cij) does not depend on the choice of 1/Ji. 

A similar argument shows that [Cij] is also independent of the choice of yi up to 

isomorphism. Let Y /'t' be the set of equivalence classes of affine for ms of Y over X ét 

with respect to the fixed cover 't' in X ét , then we have a well-defined map: 

(6.4) 

Let YI and 12 be two affine forms of Y with respect to the same given cover 't' such 

that Yi and 12 give the same class of cocycles. This means we have isomorphisms as 

Ti-schemes <Pi : Y Xx Ti ~ Yi Xx Ti and CPi : Y Xx Ti ~ Y2 Xx Ti for each i E l 

such that [(<pi I 
0 <pj)] = [(cpi 1 ° CPj)]. Then there exists hi E Aut(Y Xx Ti) such that 

hence 

(6.5) 

Each CPi ° hi ° <pi 1 
, denoted by (Ji, gives an isomorphism as Ti-schemes: 

(6.6) 

(6.5) shows 

(6.7) 
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which is true even if i = j. Henee we have a set of isomorphisms 

such that (6.7) holds for any i, j E J. 

Since each scheme can be covered by open affine subscheme in the usual sense, any 

open immersion is étale and the composition of any two étale morphisms is étale, as 

a result, we can assume each ~ is affine, i.e. ~ = Spec Bi for sorne ring Bi. 

Sinee Yi, Y2 and X are aIl affine, we can let Yi = Spcc Al, Y2 = Spec A2 and 

x = SpecB for sorne rings Al, A2 and B respectively. So YI XxTi = Spec (Al ®BBi) 

and Y2 Xx ~ = Spec (A2 ®B Bi) for each i E J. AIso, sinee X is an affine scheme, and 

any affine scheme is quasi-compact and any étale homomorphism is an open map, 

we can assume J is a finite set. 

Sinee the morphism f3i : YI X X Ti ~ Y2 X X ~ is an isomorphism as ~-schemes, 

we have the following commutative diagram: 

Spec (Al ®B Bi) ___ f3_~ ___ ) Spec (A
2 

®B B;) 

~ ~ 
Spec (Bi) 

which is equivalent to the following commutative diagram: 

(6.8) 

where f37 is the corresponding ring homomorphism which induces the seheme mor-

phism f3i : Yi Xx ~ ~ Y2 xx~. 
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Let the ring homomorphism 5f : B -. Bi correspond to the morphism 5i : Spec Bi -. 

Spec B. Because of (6.8), we have for any b E B, 

This implies f3t is a B-algebra isomorphism if Al ®B Bi and A2 ®B Bi are regarded 

as B-algebras and consequently, we have a B-algebra isomorphism 

iEI iEI 

where B-algebra structure of niEI Bi is defined by 

(5f)iEI : B -. II Bi' 
iEI 

Both Al ®B Bi and A2 ®B Bi are also Bi-algebras and (6.8) gives for any bi E Bi, 

Hence f3t is also a Bi-algebra homomorphism. 

Since the set {Spec Bi ~ Spec B 1 i E I} is an étale covering of X = Spec B, as 

sets, we have 

U Spec Bi = Spec B. 
iEI 

This implies the map Spec (niEI Bi) -. Spec B = X induced by (5i)iEI is surjective, 

hence the corresponding ring homomorphism (5f)iEI : B -. niEI Bi is faithfully fiat. 

Consequently, by base extension, we have the faithfully fiat ring homomorphism: 

1 ® (5f)iEI : A2 ®B B -. A2 ®B (II Bi)' 
iEI 
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This implies 1 ® (O-r)iEJ is injective. Rence it can be regarded that 

A2 ®B B C A2 ®B (II Bi). 
iEI 

P. Assume #1 = 1. Then (6.7) gives 

87 

(6.9) 

where the /31 at the left hand side arises from the base change Al ®B BI ta Al ®B 

BI ® B BI via a ® b f--7 a ® b ® 1, while the (JI at the right hand side arises from the 

in Al and sorne bu, b12 ,···, bll in BI, then 

Le. 

n n 

~ all ® bIl ® 1 = ~ aIl ® 1 ® bIl , 

l=l 1=1 

n 

~(all ® bIl ® 1 - aIl ® 1 ® bIl ) = O. 
l=l 

We have already shown the ring homomorphism ot : B ---+ BI is faithfully fiat, hence 

from Theorem 6.2.3, 
n 

Lall ® bIl E Al ®B 1, 
1=1 

where Al @s 1 is defined to be the set {a ® 11 a E Al}. So 
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2°. Let #1 = 2. Then we have isomophism: 

(3i{ x (31f : A2 ®B (BI x B2) ~ (A2 ®B BI) X (A2 ®B B2) -=:, 

(Al ®B BI) X (Al ®B B2) ~ Al ®B (BI X B2). 

Similarly, (6.7) gives 

88 

where (31 x (32 on the two sides has the similar interpretation as that given to (31 in 

then (6.7) gives 

n n 

I:: aIl ® (bIl , b21 ) ® (1,1) = I:: aIl ® (1,1) ® (b11 , b21 ), 

1=1 1=1 

Le. 
n 

~(all ® (b ll , b21 ) ® (1,1) - aIl ® (1, 1) ® (bIl , b21 )) = o. 
l=l 

Since (8i{,81f): B ---+ BI X B2 is faithfully fiat, from Theorem 6.2.3, 

n 

I:: aIl ® (b ll , b2l ) E Al ®B (1,1) = {a ® (1,1) 1 a E Ad, 
l=l 

Le. 

((3i{ X (31f)(A2 ®B (1,1)) CAl ®B (1,1). 

3°. For any finite set l with #1 = m, since the ring homomorphism 

(8#)iEI : B ---+ II Bi 
iEI 
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is faithfully fiat and 

with the similar interpretation as that given to (6.9) and (6.10). Similar to 1° and 

2°, we can prove the isomorphism 

iEI iEI 

satisfies 

#I=m #I=m 

Since (f3f)iEI is also a B-algebra isomorphism, we have 

Henee we have an injective ring homomorphism 

By symmetry, we also have an injective ring homomorphism 

Henee 

{J'-

80 the 'Tf'&' in (6.4) is injective. Let <t?' = {Tj -.!..... X 1 j E J}, where J is an index set, 

be another covering in X ét such that ct' < ct". Henee. there is a map CT: J -+ land 

a map Vj : Tj -+ Ta(j) for each j E J, such that 

(6.11) 
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Suppose we are given an X-form y of Y with respect to~, i.e. y Xx ~ ~ y Xx ~ 

as Ti-schemes for each i E J. Because of (6.11), wc have for any j E J, 

y Xx T; ~ Y Xx T; xr"(j) TCT(j) ~ Y Xx T; xr"(j) TCT(j) ~ Y Xx T; 

as T; schemes. So y is also an X-form of Y with respect to ~'. So we have 

ry = lliEY /~. (6.12) 
'tt,< 

Since for each covering ~ in X ét , 'I}'tt : y /~ -+ fil (~/ X ét , Aut(Y Xx -)) is injective, 

we have an injective map '1} induced by 'I}'(5< 

'1} : ry = limY /~ -+ limiIl(~ / X ét , Aut(Y Xx -)) = iI1(Xét, Aut(Y Xx - )). (6.13) 
---t ---t 
'tt,< 'tt,< 

o 

We can obtain more results if X in Theorem 6.2.4 is Spec k, where k is a perfect 

field (e.g. a number field or a finite field) and E be a scheme (not necessarily affine, 

e.g. an elliptic curve) over k. Note that Spec k has only one point as a topological 

space, and hence E' is a form of E over X ét if and only if we have an étale covering 

{T:2.. Speck} such that E Xk T ~ E' Xk T. From Theorem 8 in the Appendix, we 

can assume that T = SpecK' , where K' is a finite separable field extension of k. So 

if E' is a form of E over Spec k, there is a finite separable field extension K' / k, such 

that E' X k K' ~ E X k K' as K'-schemes. But since k is perfect and K' / k is a fini te 

separable extension, there exists a field K such that K ~ K' ~ k and K/k is a finite 

Galois extension. Clearly the following diagram is commutative: 

(6.14) 
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where h is the canonical inclusion map. This in turn gives the following commutative 

diagram: 

Bpec K ~ Bpec K' (6.15) 

h#l ~ 
Bpeck 

where each h# is indueed by the corresponding h in (6.14). Clearly each h# is 

étale because all field extensions Kil k, KI k and KIK' are finite and separable. 

Because of (6.15), we have E' Xk K ~ E Xk K a::; K-schemes. Conversely, sup­

pose we have a k-scheme E' and a finite Galois field extension KI k such that 

E' Xk K ~ E Xk K as K-schemes, then since Klk is a finite Galois field exten­

sion, the morphism Bpec K --+ Spec k induced by the inclusion map from k to K is 

étale. Hence E' is a form of E over Spec k. So E' is a form of E over Spec k if and 

only if there exists a finite Galois field extension KI k such that E' x k K ~ E x k K 

as K -schemes. 

Now let E be a scheme (e.g. a quasi-projective variety) over k and Klk be a fi­

nite Galois field extension with Galois group G = Gal( KI k). By abuse of notation, 

write fIl (KI Xét. Aut(E Xk -) to denote fIl (Spec KI X ét , Aut(E Xk - )). Recall that 

here X = Spec k for sorne perfect field k. We have ([2]): 

(6.16) 

as K-algebras, where Kg is an isomorphic copy of K for each 9 E G. Henee there 

exists an isomorphism (r 

a: Il SpecKg ~ SpecK XSpeck SpecK. 
gEG 

Sinee Kikis a finite Galois extension, Spec K is an étale covering of X = Spec k. 

Let [(c)] be an element in fIl (KIXét, Aut(E Xk -)) with a representative (c) E 
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Z(Kj X ét1 Aut(E Xk - )), then c E Aut(E Xk K Xk K). From (6.16), 

where U means disjoint union. So 

gEG 

~ E xk(Il Spec Kg) 
gEG 

c:,! Il E X k Kg, 
gEG 

Aut(E Xk K Xk K) ~ II Aut(E Xk Kg). 
gEG 

(6.17) 

(6.18) 

Renee c can canonically be identified with the map c# : G --+ Aut(E Xk K) defined 

by c#(g) = c!Aut(EXkK9)' 'l/g E G. By definition, the element c also satisfies the 

condition 

co c = c, (6.19) 

on Ex kK x kK x kK, where the second c on the left hand side acts on Ex kK x kK x kK 

via the projection from E Xk K Xk K Xk K to the first, third and forth component; 

the second c on the left hand side acts via the projection from E Xk K Xk K Xk K to 

the first, second and third component; and the c on the right hand side acts via the 

projection from E Xk K Xk K Xk K to the first, second and forth component. From 

(6.16), as K-algebras, 

K 0k K 0k K ~ K 0k (II Kg) ~ II K(g,h) , 
gEG g,hEG 

where K(g,h) = K. Renee by abuse of notation, there also exists an isomorphism (j: 

(j: Il Spec K(g,h) ~ Spec K XSpeck Spec K XSpeck Spec K, 
g,hEG 
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and similarly we have: 

E Xk K Xk K Xk K ~ Il E Xk K(g,h)' 
g,hEG 

Consider the following diagram: 

do 

Ug,hEG Spec K(g,h) ____ d_1 
_____ • U9EG Spec Kg 

d2 

~lq ~ ~lq 
Spec K XSpeck Spec K xSpeck Spec K ~ Spec K XSpeck Spec K 

P2 --

93 

(6.20) 

(6.21) 

where Pl (l = 0, 1,2) is defined as follows: let KI, K 2 .. . , Kn be sorne field extensions 

of field k, then Pi (i = 0, 1, ... ,n - 1) is defined to be the standard projection map: 

Pi :SpecKl XSpeck SpecK2 XSpeck'" XSpeck SpeCKHI XSpeck'" XSpeck SpecKn-t 

-SpecKl XSpeck SpecK2 XSpeck'" XSpeck SpeCKHI XSpeck'" XSpeck SpecKn , 

where S~+l means to omit Spec KHI; do, dl and d2 are defined as follows: for 

each (g, h) E C xC, 

do = g* : Spec K(g,h) -t Spec Kh, 

where g* is the isomorphism Spec K -t Spec K induced by the ring isomorphism 

9 : K -t K, dl is the identity map from Spec K(g,h) to Spec Kgh' and d2 is the iden­

tity map from Spec K(g,h) to Spec Kg. 

It is shown in [19], p.100, that the diagram in (6.21) is commutative for each pair 

(di,Pi), i = 0,1,2. Apply Aut(E Xk -) to (6.21). Consider the pair (Po, do). As we 

have discussed, any element f E Aut(ExkU9EG Spec Kg) ~ I1
9

EG Aut(ExkSpec Kg) 

can be identified with the (continuous) map f# : C -t Aut(E Xk SpccK) by 

f#(g) = fIAut(EXk,Kgl" Fix any 9 E C, then for any hE C, sinee do is an isomorphism 
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from SpeCK(g,h) to SpecKh, from (6.2) we see that for each f#(h), do induces an 

element d~f#(g, h) in Aut(E Xk K(g,h») by d~f#(g, h) = g*j#(h), which is, byour 

convention, denoted by gf#(h). Similarly, we have that d'U#(g, h) = j#(gh) and 

Hence the first c on the left hand side of (6.19) acts on Ilg,hEG E Xk K(g,h) by 

(c#(g))g,hEG, the second c on the left hand side of (6.19) acts on Ilg,hEG E Xk K(g,h) 

by gc#(h), and the c on the right hand side of (6.19) acts on Ilg,hEG E Xk K(g,h) by 

(c#(gh))g,hEG. Hence (6.19) gives 

(6.22) 

So c# E Zl(G, Aut(E Xk K)). Suppose we have [(c)] has another representative (c') 

in Zl (Spec KjXét , Aut(E Xk -)), then c rv c', Le. there is w E Aut(E Xk K), such 

that on E Xk K Xk K, 

c' = w-1 
0 COW, (6.23) 

where the second w on the right hand side acts on Ex k K x k K via the projection of 

E XkK XkK to the first and third component, and the first w acts via the projection 

of E x k K x k K to the first and second component. As expected, the following 

diagram is commutative ([19], p.100): 

do 

IlgEG Spec Kg dl Spec K (6.24) 

~j" ~~ ~l" 
Spec K x Spec k Spec K Pl Spec K --

for each pair (do, Po), where for each 9 E G, 

do = g* : Spec Kg --+ Spec K, 
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and dl is the identity map from Spec Kg to Spec K. Using similar argument as above 

one can easily see that the first W on the right hand side of (6.23) is (W)9EC and the 

second W in (6.23) is (gW)9EC. So (6.23) implies 

which is equivalent to say c'# f"V c#. Clearly the above argument can be reversed be­

cause c' and c'# can be canonically identified. Henee we have a well-defined injective 

map f: 

Now we prove the surjectivity of f. Let [Il is an element in GI(G, Aut(E Xk K)) with 

representative 1 E ZI(G, Aut(E XA; K)), then 1 can be identified with (f(g))9EC. 

Since (6.18) is an isomorphism, f canonically corresponds to a unique element j in 

Aut(E Xk K Xk K). If we can prove J E Z(Spec Kj X ét , Aut(E Xk - )), then clearly 

Hf) = 1· But since (6.17) and (6.20) are isomorphisms and diagrams in (6.21) and 

(6.24) are commutative, reversing the argument used to prove (6.22) gives 

- - -
fol = l, 

on EXA;KxA;KxA;K, henee f E Z(Spec Kj X ét , Aut(ExA;- )). From the isomorphism 

in (6.18), which maps the identity map on E Xk K XA; K to identity map on each 

E Xk Kg, it is obvious that f maps the neutral element in fIl (KjXét , Aut(E Xk -)) 

to the neutral element IJl(G, Aut(E XA; - )). Hence 

as pointed sets. 
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For any finite separable field extension F j k, since k is a perfect field, there always 

exists a finite Galois extension K j k such that k c F c K, therefore we have 

lim iI1(FjXét , Aut(E Xk -)) 
---7 

Flk finite 
separable 

lig; iI1(KjXét , Aut(E Xk -)) 

Klk finite 
Galois 

~ lim H1(Gal(Kjk), Aut(E Xk K)) 
---7 

Klk finite 
Galois 

lig; Hl (Gal(Kjk), Aut(E Xk k)Gal(k/K») 
K/k finite 

Galois 

where Gk = Gal(kjk). In particular, if E is a quasi-projective variety over k 

which is perfect, the set of equivalence classes of kjk-forms of E is classified by 

H 1(Gk' Aut(E Xk k)), so we have a bijection between the set of equivalence classes 

of kjk-forms of E and fIl (Xét , Aut(E Xk - )). The conclusion of the above argument 

is the following result: 

Theorem 6.2.5. Let E be a scheme over· a perfect field k and let X = Spec k. Then 

we have that E' is a form of E over X ét if and only if there exists a finite Galois 

extension K of k such that 

and 

If E is a quasi-projective variefy over k, there exists a bijection between the set of 

equivalence classes of forms of E over X ét and fIl (Xéb Aut(E Xk - )). 
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Bence for a variety E over a perfect field k, the definition of forms of E based on 

étale site coincides that given in the previous chapters. 

Example 6.2.6. Let X = Spec A for some ring A and G~ be the additive group 

scheme over X. Let GLn be the covariant functor S t-+ GLn(r(S, Os)) for any 

scheme s. Then Aut(G~ Xx -) = GLn. 

When A is a local ring, iI1(Xét , GLn) = 0 ([19], p.124). This implies there are 

no non-trivial affine forms of G~ over x. 

Another special case is n = 1, then GL1 = Gm, which is the multiplicative group 

scheme. A version of Hilbert's Theorem 90 ([19], p.124) gives: 

where Pic( X) is the Picard group of X. For the general discussion of Picard group, 

see e.g. [11], II.6. If A is a unique factorization domain, PicX = 0 ([16], p.273), and 

consequently there are no non-trivial affine forms of Ga over x. 

Example 6.2.7. Given a scheme S, the set of isomorphic classes of S-forms of the 

projective space IP's for ALL positive integers n is characterized by the Brauer group 

of S, denoted by Br(S) ([7], p.205). Br(S) is the gcncmlization of the Emuer group 

of a field L. When S = Spec L, Br(S) = Br(L) ~ H 2 (Gal(U / L), (Ur), where U 

is the separable closure of L. For the details of Brauer grov,p of a scheme, see [19], 

chapter IV. 
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Let S be Spec L for some field L. We have shown that if L is a finüe field, then 

Br(L) is trivial. It can also be shown the following cases: ([23], p.162-163) 

• Br(QŒb) is trivial. 

• The Bmuer group of any field extension of tmnscendencc degree lover any 

algebraically closed field is trivial. 

• L = IR, the field of real numbers, we have Br(lR) ~ 7lj271, whcre the non-zero 

element in 7lj271 corresponds to variety 

• L is a local field (complete with finite residue field), then Br(L) ~ Qj71. 



Appendix A 

1. Flatness and faithful flatness 

The reference is [17], p.17-26. 

Definition 1. Let B be an A-module. B is called a fiat A-module if for any injective 

A -module homomorphism f : M -+ N, the induced B -module homomorphism 

is also injective, where idB is the identity map on B. 

Theorem 2. Let A and B be rings with ring homomorphism f : A -+ B, then B is 

fiat over A if and only if Bp is fiat over Af-l(P) for any P E Spec B. 

Theorem 3. Let rp : A -+ B be a fiat ring homomorphism, then the followings are 

equivalent: 

a) M mf->m01) M ®A B is injective for any A-module M. 

b) If N ®A B = 0 for some A-module N, then N = O. 

c) Let f : M -+ N be a map of A-modules. Then if f ® idB : M ®A B -+ N ®A B 

is injective, f is also injective. 
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Definition 4. Let 'P : A --7 B be a fiat ring homomorphism. We say 'P is faithfully 

fiat if'P satisfies the equivalent conditions of Theorem 3. 

2. Étale morphisms 

The reference is ([19], chapter 1). Let S be a scheme. Denote by 03,s the stalk 

at point sES and denote by ms the maximal ideal of 03,s. 

Definition 5. Let X and Y be schemes and let f : y --7 X be a morphism which 

is locally of finite- type. Let y E Y and x = f (y). f is said to be unramified at y if 

mx ·Oy,y = my and Oy,y/my is a finite separable field extension of Ox,x/mx. f 'is 

said to be unramified if it is unramified at aU points in Y. Here mx . Oy,y is defined 

by the map Ox,x --7 OY,y induced by f. 

Definition 6. Let X and Y be schemes and f : y --7 X be a morphism. f is said 

to be fiat if for any point y E Y, the induced map OX,J(y) --7 Oy,y is fiat. 

Definition 7. Let X and Y be schemes and f : Y --7 X be a morphism which is 

locaUy of finite-type. f is called to be étale if it is fiat and unramified. 

Theorem 8 ([1], p.1l5). Let k be a field and X be a scheme. Then a morphism 

f : X --7 Spec k is an étale morphism if and only if X = il~=l Spec ki for some .finite 

separable field extensions k1, k2 , •.. kn of k. H ere il means disjoint union. 
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Definition 9. Let F be a field. An étale F -algebra L is an F -algebra and is isomOT­

phic to a finite pmduct FI x F2 X ... x Fm as F -algebras, wheTe Fi (i = 1,2, ... ,m) 

is a finite separable field extension of k. The degTee of L is its dimension dimFL as 

an F -vectoT space, i. e. 

dimFL = [FI : FJ + [F2 : FJ + ... + [Fm : F]. 

It is clear the definition of étale algebra is consistent with that of étale morphism. 

3. Étale Site 

A good introduction to site is [26J, Chapter l, II. A site is a generalization of the 

notion of a topological space. 

Definition 10 (Grothendieck). A Site 'I is a category T and a set C each element 

of which is called a coveTing and is a set of mOTphisms in T: 

wheTe l is some index set, such that fOT any mOTphism <p : V ---* U in T, the fibeT 

pmduct Ui x uV exists in T fUT uny 'i El. C must also satisfy the following condilions: 

• FOT any isomoTphism X ~ Y in T, {X ~ Y} E C . 

• FOT any element {Ui ~ U 1 i E I} E C and any morphism <p : V ---* U in T, 

{Ui Xu V ---* Vii E I} E C. 
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• Let {Ui :!2. U 1 i E I} be an element in C. For each i E l, let {Vij ~ Ui 1 j E Ii} 

be a covering. Then {Vij ~ U 1 i E I,j E Ii} E C. 

Definition Il ([26], p.86). Let X be a scheme. Denote by Étl X the category of 

X -schemes in which an object (also called an open set) is an étale morphism Y -+ X 

for some scheme Y, and a morphism between two objects YI -+ X and Y2 -+ X is a 

morphism 'P: Yi -+ Y2 such that the following diagram is commutative: 

X 

Define a site X ét , called the étale site of X, as Jollows: 

• The underlying category T of X ét is Ét 1 x. 
• A covering is a set of morphisms {Yi :!2. Y 1 i E I} over X in T su ch that 

Y = UiEI'Pi (Yi). 

Definition 12. Let'I be a site with underlying category T. Let Ab be the category 

of abelian groups. A presheaf on 'I with values in Ab is a contravariant functor 

§: T -+ Ab. 

Definition 13. Using notations in Definition 12, § is called a sheaf if § is a 

presheaf and for every covering {Ui :!2. U 1 i E I} in 'I, the following sequence is 

exact: 

iEI i,jEI 
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