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Neither the wind nor the flag, but your mind, 

is the truth of the motions of a flag in wind. 

by Master Hui Neng, 

the Sixth Patriarch 

of Chinese Chan Buddhism 

January 8, A.D. 676 
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Many "simple" things are fraught with mystery. 

Consider a flag: Why does it flap, 

instead of streaming straight in a steady breeze ? 

Five centuries after the Scientific Revolution swept the Western world, 

scientists surely can explain the flapping of flags, right? 

No, they can't - not yet. But they're working on it. 

by Keay Davidson, 

Chronicle Science Writer 

©an^tancisco Chronicle 

January 21, 2002 
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Abstract 

This thesis studies the dynamics of two-dimensional cantilevered flexible plates 

subjected to axial flow and proposes a new energy-harvesting concept, the flutter-mill, 

utilizing the flutter motions to generate electrical power. 

The nonlinear model of the cantilevered flexible plate is developed using the 

inextensibility assumption. The panel method, in particular the unsteady lumped 

vortex model associated with a dynamic vortical wake, is used for calculating the 

aero/hydro-dynamic loads acting on the plate. The investigation of the dynamics of 

this system is conducted systematically in the multiparameter space involved, in order 

to give a comprehensive picture of the global dynamics of the system. The influence 

of various factors on the dynamics of the system are discussed, including the length of 

the upstream rigid segment, the material damping and the viscous drag. Moreover, 

the dynamics of the system in a variety of modified configurations, i.e., with the 

gravitational force taken into account, with parallel solid walls, an additional spring 

support, an additional concentrated mass, an oscillating angle of incidence in the 

undisturbed flow, and two identical parallel plates, is also studied. 

The energy transfer between the cantilevered flexible plate and the surrounding 

fluid flow is examined. Based on the analysis of energy transfer, the concept of a 

flutter-mill, which utilizes the self-induced vibrations of a cantilevered flexible plate 

in axial flow to generate electrical power is proposed. The performance of this device 

is preliminarily evaluated and compared to other wind-energy converters. Design 

considerations of the flutter-mill are summarized in the light of the dynamics of the 

system, in both the basic configuration and various modified configurations. 

Finally, experiments with cantilevered flexible plates in axial flow are conducted 

in a vertical-type water tunnel. The experimental observations are compared with 

the simulation results based on the present theory. 
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Sommaire 

Cette these traite de la dynamique des plaques bidimensionnelles flexibles en 

porte-a-faux dans un ecoulement axial et propose un nouveau concept, le moulin 

flottant, qui utilise le flottement de le plaque pour la production du courant electrique. 

Le modele non-lineaire de la plaque en porte-a-faux est developpe en utilisant 

la condition d'inextensibilite. Pour ce qui est du fluide, le modele de tourbillous 

ponctuels associes a un sillage vortical dynamique est employe pour calculer les 

charges aero/hydro-dynamiques sur la plaque. La recherche est systematiquement 

conduite dans un espace comprenant de multiples parametres afin de donner une 

image complete de la dynamique du systeme. Les influences de divers facteurs sur 

la dynamique du systeme sont discutees, y compris la longueur du segment rigide 

amont, la dissipation du materiau de la plaque et de la trainee visquense. En plus, 

la dynamique du systeme dans une variete de differentes configurations a ete etudiee, 

i.e., considerant la force de la gravite, la friction, l'ajout d'un ressort, on d'une masse 

concentree additionnelle, un angle d'incidence oscillatoire, et deux plaques paralleles 

identiques. 

Le transfert d'energie entre la plaque flexible en porte-a-faux et le flux de fluide 

environnant est examine. Base sur l'analyse du transfert d'energie, on propose le 

concept d'un moulin flottant, qui utilise les vibrations auto-entretenues d'une plaque 

flexible en porte-a-faux dans un ecoulement axial pour la generation d'electricite. Le 

design de ce dispositif est evalue d'une facon preliminaire. 

En conclusion, des experiences avec de plaques flexibles en porte-a-faux dans un 

ecoulement axial dans un tunnel hydrodynamique ont ete realisees. Les observa­

tions experiment ales sont comparees aux resultats de simulation bases sur la theorie 

actuelle. 
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Statement of Contributions 
to Original Knowledge 

This thesis studies the dynamics of two-dimensional cantilevered flexible plates in 

axial flow, of which the main contributions to original knowledge can be summarized 

as follows. 

• This is the most comprehensive investigation to date on the dynamics of can­

tilevered flexible plates in axial flow. The dynamics is systematically studied 

in the multiparameter space; various factors influencing the dynamics are ex­

amined in detail. The simulation results based on the present theory have 

been compared with previous theoretical predictions and experimental ob­

servations; the present theory captures the principal attributes of the global 

dynamics of the system and achieves a better agreement with experimental 

observations than previous theories. 

• The discrepancy between theoretical predictions and experimental observa­

tions are discussed in detail, in particular the type of the instability (subcrit-

ical or supercritical) of the system. When a von-Karman-type wake street is 

taken into account in association with the dynamic wake behind the plate, it 

was shown for the first time that the dynamics of the system is dependent on 

initial conditions, and that a hysteresis phenomenon can be predicted with 

the present theory in the vicinity of the critical point, similar to that observed 

in previous experiments. 

• The dynamics of the system in a variety of modified configurations, i.e., with 

the gravitational force taken into account, with parallel solid walls, an addi­

tional spring support, an additional concentrated mass, an oscillating angle of 

incidence in the undisturbed flow, and the case of two identical parallel plates, 

has been studied for the first time. Rich dynamics is observed and various 

new phenomena are found. For example, a stronger constraint is found to 
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lead to a less stable system, when an additional linear spring support is added 

to somewhere along the plate. 

• The energy transfer between the cantilevered flexible plate and the surround­

ing fluid flow, along the length of the plate and in terms of various vibration 

modes, has been studied; it was found that the fluid always does negative 

work on the plate at the most leeward segment of the plate. 

• Based on the studies of the dynamics of the system, a new energy-harvesting 

concept, the flutter-mill, is proposed, utilizing the flutter motions of can­

tilevered flexible plates in axial flow to generate electrical power. 

• For the first time, experiments of cantilevered flexible plates in axial flow 

have been conducted in a vertical-type water tunnel, and the experimental 

observations were compared with the predictions obtained using the present 

theory. 
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Chapter 1 

Introduction 

1.1. The problem and motivation 

Why and how does a flag flutter? 

What can one expect from the flutter motions of a flag? 

Although the flapping motions of a flag in wind is such a trivial everyday phe­

nomenon, it has been challenging the wisdom of human beings from ancient times. 

In A.D. 676, just before his inauguration as the the Sixth Patriarch of Chinese Chan 

Buddhism, Master Hui Neng run into two young monks at the gate of Faxing Temple 

who were arguing about the flapping motions of a flag: one ascribed the flag motions 

to the wind; while, the other one insisted that the wind was caused by the flag. To 

settle the argument, Master Hui Neng spoke out one of his most famous Chan state­

ments: neither the wind nor the flag, but your mind, is the truth of the motions of a 

flag in wind. 

This thesis aims to give some answers to the why-how-what questions through a 

systematic investigation on the dynamics of cantilevered flexible plates subjected to 

axial flow. Although it has a very simple configuration, the flag flutter problem is in­

deed a difficult topic in the study of fluid-structure interactions, in which a deformable 

structure with certain mass and stiffness (for example, the flexible plate studied in 



1.1. THE PROBLEM AND MOTIVATION 

this thesis), the fluid flow surrounding the structure and the wake behind the struc­

ture have to be considered as inseparable parts of an integrated system. When the 

flow velocity is low, the plate remains in its original flat state; any disturbance to the 

system is attenuated. However, when the flow velocity grows and exceeds a critical 

value, the plate loses its stability; flutter takes place. 

The earliest study of the flapping motion of flag can be found in the work by 

Lord Rayleigh (1879), dating back to the nineteenth century. Although its theoretical 

worthiness has attracted scientists to work on this fundamental problem for over one 

hundred years, pure curiosity is definitely not the only source of the effort devoted 

thereto. The momentum of the studies also originates from interests in, see Fig. 1.1, 

the human snoring problem caused by the vibrations of the soft palate (Huang, 1995; 

Auregan and Depollier, 1995; Balint and Lucey, 2005; Tetlow et al., 2006), the sheet 

flutter observed in the operation of printing presses and other manufacturing processes 

involving travelling webs (Yamaguchi et al., 2000a,b; Watanabe et al., 2002a,b; Wu 

and Kaneko, 2005), the design of the flexible control surface attached to an airplane 

wing (De Breuker et al., 2006), the design of energy-harvesting devices (Allen and 

Smits, 2001; Taylor et al., 2001), the swimming pattern and propulsion efficiency of 

aquatic animals (Lighthill, 1969; Katz and Weihs, 1978; Wolfgang et al., 1999; Pedley 

and Hill, 1999; Triantafyllou et al., 2000; Miiller, 2003; Alban and Michel, 2004), 

and many others, including the strip stabilizer/decelartor of cluster bomblet/rocket-

dispersed grenades (Auman and Dahlke, 2001) and the advertising streamers towed 

by aircraft (Hoerner, 1958), as shown in Fig. 1.2. 

As stated by Pai'doussis (2004, Chapter 10), indeed, the dynamics of plates in 

fluid flow is a huge topic. In this thesis, the flag flutter problem is studied through an 

idealized model as a cantilevered flexible plate in axial flow. That is, the structure is 

considered to be a flexible homogenous rectangular plate of finite length. The plate 

is clamped at its upstream edge; all the other edges are free. The fluid passes over 

both surfaces of the plate in the direction from the clamped leading edge to the free 

trailing edge; no cross-flow is considered. Finally, the plate is very thin and very 

pliable; hence flutter is expected at low flow velocities. Even working with such a 

2 
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(a) The human snoring problem 

studied by Huang (1995) 

(b) The paper flutter problem studied 

by Watanabe et al. (2002a,b) 

'• J !« 

Hflff 

(c) The flexible control surface studied by De Breuker et al. (2006) 

(d) The energy-harvesting eels 

studied by Taylor et al. (2001) 

i i j i l I i i » « ii » 

(e) The eel motion studied 

by Lighthill (1969) 

FIGURE 1.1. The study of cantilevered flexible plates in axial flow originated 
from various practical applications. 

considerably simplified system, the flag flutter problem demonstrates its difficulties 

and distinguishing characteristics from other problems of plates in fluid flow in two 

aspects: the large amplitude of the motion, which may be of the order of a fraction 

of the length of the plate, and the dynamic wake behind the structure. 
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1 , Si: 

(a) BLU-3 cluster bomblet 

(WIKIPEDIA, 2007) 
(b) Banner towed by an aircraft 

(Hempels Aviation, 2007) 

FIGURE 1.2. Other applications of cantilevered flexible plates in axial flow. 

Upstream rigid segment 

Original flat position 

Flexible section 
(deformed position) 

(b) Horizontal configuration (c) Hanging configuration 

FIGURE 1.3. Three arrangements of cantilevered flexible plates in axial flow: 
(a) vertical configuration, (b) horizontal configuration and (c) hanging con­
figuration, with the gravitational force, respectively, in the negative Z, neg­
ative Y, positive X direction. 

As shown in Fig. 1.3, cantilevered flexible plates in axial flow may have vertical, 

horizontal or hanging configurations. How the gravitational force acts on the plate 

is the only difference among them. The geometrical characteristics of the plate are 

the length of flexible section L, width B and thickness h (h <C L for a thin plate). 

Normally, there is a rigid segment of length L0 as part of the clamping arrangement 

at the upstream edge. The other physical parameters of the system are: the plate 

material density p? and bending stiffness D = Eh3B/[12(l — u2)] (in the case of 

a two-dimensional plate D = Eh3/[12(1 — u2)]), where E and v are, respectively, 

4 
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Young's modulus and the Poisson ratio of the plate material, the fluid density pF , 

and the mean undisturbed flow velocity U. The plate may be called a flag, a sheet, 

or specifically a two-dimensional plate, when the aspect ratio M = B/L is large. 

Conversely, it may be called a strip when M is small. Historically, the terms flag 

and strip were frequently used to refer to a plate-like structure with perfect flexibility 

(i.e., D —>• 0). However, these terminologies are interchangeable with plate when the 

bending stiffness, no matter how small, is taken into account. 

Magnets 

' ' ' " \ 
^g A flexible web \ 

Conductor w i l ing 

FIGURE 1.4. A schematic diagram of flutter-mill: a new energy-harvesting 
concept utilizing the flutter motions of cantilevered flexible plates in axial 
flow to generate electrical power. 

The motivation of this thesis is two-fold. First, keeping in mind the why and 

how questions stated at the beginning of this thesis, the behaviour of cantilevered 

flexible plates in axial flow, both the onset of instability and the post-critical vibra­

tions, is systematically investigated in various parameter spaces of the fluid-structure 

interaction system; the purpose is to obtain a comprehensive, though by no means 

complete, picture of the dynamics of the system and a further insight into the flutter 

mechanism. A variety of factors affecting the dynamics of the system are taken into 

account, including the length of the upstream rigid segment, the material damping, 

the viscous drag and the gravitational forces in the case of the system being in the 

horizontal or hanging configuration. Moreover, the dynamics of the system with ad­

ditional features, i.e., the system with parallel solid walls, with an additional spring 
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support, with an additional concentrated mass, with a small oscillating component 

in the upstream mean flow, and multiple parallel plates, are examined. Second, the 

energy transfer between the cantilevered flexible plate and the surrounding fluid flow 

is studied; based on the theoretical work, a new energy-harvesting concept utilizing 

the flutter motions of plates subjected to axial flow, as illustrated in Fig. 1.4, i.e., 

"the flutter-mill" (borrowing the terminology from wingmill coined by Adamko and 

DeLaurier (1978)), is proposed. The performance of the flutter-mill is preliminar­

ily evaluated, at this stage, without extensive optimization in the multiparameter 

space of the system. However, design considerations in the light of the dynamics of 

cantilevered flexible plates in axial flow, which may be in the basic plain configura­

tion or in modified versions (for example, with an additional spring support and/or 

concentrated mass), are summarized. 

The rapid advances in numerical techniques and computational facilities defi­

nitely contribute a lot to the current vigorous studies in fluid-structure interaction 

problems, more particularly, the recent resurgence of interest in the flapping flag prob­

lem. During the preparation of this thesis, some commercial software products, such 

as ANSYS (2006, Version 10.0) and ADINA (2006), have made available functional 

modules for coupled fluid-structure interaction problems. However, the theme of this 

thesis is the global dynamics of the system in question in the multiparameter space, 

instead of the case study of a specific system with a fixed set of parameters or the de­

velopment of a state-of-the-art solver for the fluid-structure interactions. Therefore, 

regarding the solution technique aspect, a relatively simple model and the resulting 

effective numerical/computational approaches are developed in this thesis to produce 

physically meaningful simulation results using ordinary personal computers. 

1.2. Literature review 

1.2.1. What causes the flutter motions of a flag in wind? Flag flutter 

was explained by Lord Rayleigh (1879) as the growth of the instability developed 
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at the interface between two heterogeneous continua moving in parallel with suf­

ficient shear velocity, i.e., the Kelvin-Helmholtz instability (Chandrasekhar, 1961). 

Argentina and Mahadevan (2005) argued that the lack of a differential velocity pro­

file across the flag and the finite flexibility and length of the flag result in the failure 

of the application of Kelvin-Helmholtz instability. However, a velocity difference of 

the fluid flow across the flag does exist when the system is somewhat perturbed; also, 

the finite flexibility and length of the flag may make the problem more complicated 

but this does not preclude the possibility of the Kelvin-Helmholtz instability. 

The waving motions of a flag may be induced by the vortices shedding from an 

upstream bluff body, say the flagpole, as in the cases studied by Allen and Smits 

(2001) and Miiller (2003). That is, the instability of the system is studied as a 

vortex-induced vibration problem (Allen and Smits, 2001). One may postulate that 

the instability of a flag in wind is due to the wake of the structure itself. Because the 

flag has a finite length, a von Karman wake street forms beyond the trailing edge of 

the flag when the flow velocity is below the critical flow velocity and the flag is still in 

its static flat state (Taneda, 1958; Zhang et al., 2000). With increasing flow velocity, 

the strength of the wake vortices grows, and instability of the system is thus caused. 

However, no evidence has been found yet that the instability of the flag is caused by 

the unsteady aero/hydro-dynamics in the wake. On the contrary, in the experiments 

conducted by Kornecki et al. (1976), in which a rigid splitter plate was placed behind 

a flexible plate in axial flow with different clearances to the trailing edge of the plate, 

no significant change in the critical flow velocity was observed. 

Pressure fluctuations in the turbulent boundary layer may be another possible 

explanation to the flag flutter problem (Dowell, 1975). In the review papers by Car­

penter and Garrad (1985, 1986) on the hydrodynamic stability of flow over Kramer-

type compliant surfaces, it is concluded that both a Tollmien-Schlichting instability 

and the so-called flow-induced surface instability, and the interaction of these two 

categories of instabilities, may be the underlying mechanism. 

The flag flutter has also been regarded and hence extensively studied as an 

aero/hydro-elastic phenomenon, i.e., the interaction of the outer flow and a solid 
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body, with a certain number of degrees of freedom. That is, the nature of the flag 

flutter problem is akin to the classical aero/hydro-elastic topics of airfoil flutter (Dow-

ell et a l , 1989; Fung, 1993) and plate/panel flutter (Dowell, 1975; Paidoussis, 2004). 

The underlying instability (flutter) mechanism is, as Dowell (1975) stated: the motion 

of the solid itself creates significant fluctuations in the fluid loads which in turn mod­

ify the motion of the solid. In this thesis, the study of the dynamics of cantilevered 

flexible plates in axial flow is conducted in the vein of aero/hydro-elasticity theories; 

a review of previous work relevant to the current research will be presented later. 

Strictly speaking, the exact mechanism of a waving flag in wind is still an open 

question. Maybe the best statement summarizing the extensive efforts contributed to 

this deceptively simple everyday phenomenon is that made by Davidson (2002): Five 

centuries after the Scientific Revolution swept the Western world, scientists surely 

can explain the flapping of flags, right? No, they can't - not yet. But they're working 

on it. 

1.2.2. Cantilevered flexible plates in axial flow. Plate flutter in fluid flow 

has been studied for a long time. An early monograph on this topic was published 

by Dowell (1975). A recent review is also available in one of the books by Paidoussis 

(2004, Chapter 10). In the literature review that follows, it is very interesting to find 

that the past 10 years have witnessed a resurgence in the study of cantilevered flexible 

plates in axial flow. 

Taneda (1968) investigated flag flutter in a series of carefully conducted experi­

ments; his work may be the earliest one on flags and strips in the hanging configu­

ration. Datta and Gottenberg (1975) conducted similar experiments on strip flutter 

and tried to give theoretical predictions of the critical flow velocity Uc in terms of 

strip thickness and length; the strip was modelled as a cantilevered beam, and slender 

wing theory (Katz and Plotkin, 2001) was used in the evaluation of the aerodynamic 

loads. Interesting experiments on hanging filaments, a single one or two identical ones 

in parallel, in a flowing soap film were conducted by Zhang et al. (2000); important 

observations were made on the evolution of the wake vortices and its correlation to 
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the stability of the system. Hanging strips were recently restudied by Yadykin et al. 

(2001) using a nonlinear beam model based on the inextensibility condition (Semler 

et al., 1994) and slender wing theory for the aerodynamics; the gravitational force 

was considered in the theoretical model, but its influence on the system dynamics 

was omitted. The latest work on strip flutter in the hanging configuration was under­

taken by Lemaitre et al. (2005), who concentrated on the possible independence of 

the critical flow velocity Uc of strip length if the latter is sufficiently large, as observed 

in their experiments; a linear beam model and slender wing theory were used in their 

theoretical analysis, and the aforementioned phenomenon was attributed to the effect 

of the gravitational force. 

In the hanging configuration, a major source of axial tension is due to gravity. In 

the vertical and horizontal configurations, however, the effects of gravity are normally 

neglected, and so the two arrangements in Figs. 1.3(a) and (b) may be considered to 

be identical. 

Kornecki et al. (1976) may have been the first to study cantilevered flexible plates 

in axial flow having a vertical/horizontal configuration. They used a linear beam 

model for the structure and Theodorsen's theory (Theodorsen, 1935; Bisplinghoff 

et al., 1955) for the aerodynamics. The influence on the critical flow velocity Uc and 

frequency fc of the circulatory and non-circulatory parts of the aerodynamic forces 

was discussed and correlated to their own experimental results. An extension of the 

theoretical work of Kornecki et al. (1976) was made by Shayo (1980) who considered 

plates of finite width and also three-dimensional fluid flow surrounding the plate. 

Cantilevered flexible plates in axial flow were investigated by Huang (1995), 

Auregan and Depollier (1995), Balint and Lucey (2005) and Tetlow et al. (2006) 

for the purpose of describing, and suggesting treatments for, human snoring caused 

by flutter of the soft palate. Huang (1995) developed an analytical model using 

Theodorsen's theory combined with a linear beam model to predict the critical flow 

velocity Uc and frequency /c; with a special treatment for the time history of the 

wake vortices, a time-domain analysis was made possible. Experiments were also 

conducted by Huang (1995) and compared with their own theoretical predictions. 
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Auregan and Depollier (1995) worked with a linear beam model and developed the 

expression for fluid loads using the assumption that the fluid mass is conserved along 

the whole length of the passageway between the plate undergoing deformations and 

the channel walls. It should be noted that, although the system studied by Auregan 

and Depollier (1995) represented a very narrow channel flow, the fluid was still con­

sidered to be inviscid. Both Balint and Lucey (2005) and Tetlow et al. (2006) coupled 

a linear beam model with a two-dimensional Navier-Stokes solver; the former work 

used a prescribed inlet flow velocity, and the latter one defined the pressure difference 

between inset and outlet. Parallel solid walls were naturally taken into account in 

the work of Balint and Lucey (2005) and Tetlow et al. (2006) with the usage of the 

Navier-Stokes solver. A similar work involving the parallel solid walls was conducted 

by Howell et al. (2006), in which a linear beam model and the panel method (Katz 

and Plotkin, 2001) were used for the plate and the channel flow, respectively; al­

though fluid flow was assumed to be inviscid and incompressible (potential flow) in 

this work, it was found that reducing the channel size would result in a higher critical 

flow velocity Uc-

Guo and Paidoussis (2000) examined the problem in question in their work on 

plates in axial flow with different upstream/downstream structural boundary condi­

tions. They used a linear beam model and obtained the fluid loads through a direct 

solution of the potential flow surrounding the plate, in which the channel walls were 

considered as boundaries of the fluid domain. The work of Guo and Paidoussis (2000) 

was recently extended by Eloy et al. (2007); in their studies of rectangular plates with 

various aspect ratios Al in open flow (without the parallel solid walls), a linear beam 

model was still adopted for the plate with a finite spanwise dimension. Eloy et al. 

(2007) concluded that the plate with a smaller aspect ratio Ai (i.e., a narrow and 

long plate) would have a higher critical flow velocity, which correlated with the ex­

perimental observations made by Souilliez et al. (2006). 

Cantilevered plates in axial flow were studied by Yamaguchi et al. (2000a,b) and 

Watanabe et al. (2002a,b) in order to obtain a better understanding of sheet flutter 

phenomena, widely observed in the operation of printing presses and paper machines. 
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Both groups of researchers separately conducted a large number of experiments to 

reveal the relation between the critical flow velocity Uc and certain system parameters. 

In their theoretical work, both Yamaguchi et al. (2000a) and Watanabe et al. (2002b) 

adopted a linear beam model for the structure. However, Yamaguchi et al. (2000a) 

used a linearly varying vortex model together with a shedding wake to solve the 

lifting surface problem; Watanabe et al. (2002b) used Theodorsen's theory. Moreover, 

Watanabe et al. (2002b) also coupled their structural model with a two-dimensional 

compressible Navier-Stokes solver to obtain several reference results for their analysis. 

The sheet nutter problem was recently studied by Wu and Kaneko (2005) using a 

linear beam model and leakage flow theory (Pai'doussis, 2004, Chapter 11) for the 

fluid loads. Moreover, aiming to reduce or eliminate the undesirable sheet flutter, 

feedback control schemes working on the plate and/or the fluid flow were, respectively, 

investigated by Doare et al. (2006) and Watanabe and Koyama (2006). 

Tang et al. (2003) conducted experiments and used a nonlinear structural model, 

making use of the inextensibility condition, to study cantilevered plates in axial flow. 

They used a vortex lattice model (Anderson, 2001) to calculate the aerodynamic lift 

over the plate. It should be noted that in the theoretical work by Tang et al. (2003), a 

compact system was developed using model reduction techniques, and it was directly 

used to study the system dynamics. Moreover, in the calculation of the pressure 

difference across the plate, the vibration velocity of the plate was omitted. The 

work by Tang et al. (2003) was theoretically extended by Attar et al. (2003) to take 

into account nonlinearities in the vortex lattice model by considering the interaction 

between individual bound/wake vortices. 

More investigations on the instability of cantilevered flexible plates in axial flow 

can be found in the work of Argentina and Mahadevan (2005), Shelley et al. (2005) 

and De Breuker et al. (2006). Argentina and Mahadevan (2005) investigated the 

flutter mechanism of cantilevered plates in axial flow using a linear beam model and 

a simplified analytical model based on Theodorsen's theory for the fluid flow. Shelley 

et al. (2005) conducted experiments in water flow and predicted the flutter boundary 

by means of a linear beam model and the localized excitation theory (Crighton and 
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Oswell, 1991) for the fluid loads. Finally, De Breuker et al. (2006) proposed the 

concept of an adaptive wing for micro-aerial vehicle applications, consisting of a 

flexible control surface attached to the rigid wing; the stability of the rigid-flexible 

wing was studied using a linear beam model and Theodorsen's theory for calculating 

the fluid loads. 

1.2.3. Other relevant work. The investigations on cantilevered flexible 

plates in axial flow cannot be isolated form the other plate flutter problems with dif­

ferent configurations; they share, to a large extent, the same theoretical concerns and 

study methodologies. Some of the early work of plate/panel flutter was concerned 

with the dynamics of space vehicle and missile skins (Dowell, 1975), particularly in 

supersonic flow; this work was recently reviewed by Epureanu et al. (2004a,b). To 

confine our interests to subsonic axial flow, on the one hand, the plate may be rigid; 

this leads to a bulk of researches on airfoil/wing flutter (Bisplinghoff et al., 1955; 

Bisplinghoff and Ashley, 1962; Dowell et al., 1989; Fung, 1993), which has been, and 

still is, under extensive investigation; the coupling between the pitching and plunging 

motions of an airfoil/wing may cause dynamic instability of the system and thus lead 

to flutter motions. On the other hand, the flexible plate may have various geometrical 

configurations and/or edge constraints; for example, Miles (1956) and Kornecki (1978) 

examined the instability of plates of infinite length in axial flow; the flag flutter prob­

lem was studied as a half-infinite membrane in axial flow by Sparenberg (1962); the 

trailing-edge flutter problem was investigated by Chang and Moretti (2002) for plates 

clamped/tensioned at the side-edges and clamped at the leading edge; the flutter of 

sails, the so-called luffing problem, was studied by Greenhalgh et al. (1984), Newman 

(1987) and Newman and Low (1991); if the plate does not have any constraint at all 

its edges, the free falling paper problem has been studied by Bejan (1982) and An­

derson et al. (2005); and, the flutter of cantilevered plates in spanwise flow has been 

investigated by Ye and Dowell (1991) and Tang et al. (1999a,b). Moreover, although 

not covered in this thesis, it should be pointed out that the dynamics of cantilevered 

flexible plates in axial flow has a close relation to the swimming pattern and propul­

sion efficiency of aquatic animals as one can find from the work by Lighthill (1969), 
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Katz and Weihs (1978), Wolfgang et al. (1999), Pedley and Hill (1999), Triantafyllou 

et al. (2000), Miiller (2003) and Alban and Michel (2004). 

It should be mentioned that the problem of cantilevered flexile plates in axial 

flow can be otherwise placed in the broad category of slender structures in axial 

flow (Pai'doussis, 1998, 2004), which also covers pipes conveying fluid, and cylinders 

and shells subjected to axial flow. In particular, one may find that quite a few aspects 

of the work conducted in this thesis can find counterparts in the work by Semler (1991, 

1996), Semler et al. (1994), Pai'doussis and Semler (1994), Wadham-Gagnon et al. 

(2007), Pai'doussis et al. (2007) and Modarres-Sadeghi et al. (2007) for cantilevered 

pipes conveying fluid and Pai'doussis et al. (2002), Lopes et al. (2002), Semler et al. 

(2002) and Modarres-Sadeghi et al. (2005) for cantilevered cylinders subjected to 

axial flow. 

1.2.4. Energy-harvesting. Flutter is not always an unfavourable phenome­

non; it can be utilized to do useful work, for example, electricity generation. The oil 

crisis in the mid-1970s encouraged the pursuit of alternative sources of energy; many 

designs of energy-harvesting devices utilizing the flutter motions of airfoils/wings 

came into being at that time; some of the designs are presented in Fig. 1.5. 

The idea of an oscillating-wing windmill (the so-called wingmill), as shown in 

Fig. 1.5(a), was proposed by Adamko and DeLaurier (1978) and McKinney and De-

Laurier (1981); a prototype of this wind energy converter was developed and tested. 

When this kind of device is properly designed so as to achieve a — TT/2 phase dif­

ference between the plunging and pitching motions, Ly and Chasteau (1981) have 

demonstrated that the efficiency is equivalent to that of the vertical axis wind tur­

bine (Darrieus-type) (Manwell et al., 2002). The studies on the wingmill continued, 

and a patent (Lee, 2004) was granted in 2004. In particular, as shown in Fig. 1.5(b), 

Jones and Platzer (1997, 1999) conducted theoretical studies as well as experiments 

with a wingmill design similar to that of McKinney and DeLaurier (1981). In the de­

sign of McKinney and DeLaurier (1981), an entirely mechanical mechanism is used to 

couple the plunging and pitching motions of the wing; while, as shown in Fig. 1.5(d), 
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(a) The wingmill proposed by 

McKinney and DeLaurier (1981) 

(b) The flapping-wing power 

extraction device proposed by 

Jones and Platzer (1999) 
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(c) The oscillating-wing micro-hydropower generator proposed by Jones et al. (2003) 
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(d) The flapping-wing power 

generator proposed by 

Isogai et al. (2003) 

(e) The energy-harvesting eel 

proposed by Allen and Smits (2001) 

FIGURE 1.5. Various concepts of energy-harvesting utilizing the flutter mo­
tions of structures in fluid flow. 

Isogai et al. (2003) proposed a design with the wing elastically supported for the 

plunging motion and driven by a electric motor with prescribed frequency and am­

plitude for the pitching motion. In the design of Isogai et al. (2003) power is supplied 
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to the active pitching motion, and the plunging branch of the combined motion is 

used to extract energy from the airstream; it was claimed that the power gained was 

as high as one-hundred times of the power supplied. The fundamental investigations 

on the performance of the design proposed by Isogai et al. (2003) was recently con­

ducted by Matsumoto et al. (2006). Finally, as shown in Fig. 1.5(c), Jones et al. 

(2003) considered two wings in the tandem arrangement, and demonstrated through 

water tunnel tests the feasibility of power extraction from water flows at speeds as 

low as 0.4 m/s. 

Unlike the wingmill, which aims to compete with conventional wind turbines, 

energy-harvesting eels, as shown in Fig. 1.5(e), were proposed by Allen and Smits 

(2001) and Taylor et al. (2001) as an electricity source to power small, remotely 

located, wireless sensors. In the design of energy-harvesting eels, a film made of 

piezoelectric polymer (i.e. the eel) is put in the wake generated from an upstream 

bluff body; this device converts the mechanical energy of the wake-induced vibrations 

to electrical power. A patent has been filed by Carroll (2002) for the concept of 

energy-harvesting eels; and the project is still under way with the goal of building a 

prototype capable of generating 1 watt electrical power in a 1 m/s water current. 

1.3. Organization of the thesis 

The work conducted for this thesis is incorporated into six chapters, as illus­

trated by the organizational diagram shown in Fig. 1.6, as well as the present chapter 

(Introduction) and the last chapter (Conclusion and Future Work). 

In Chapter 2, we focus on the model of two-dimensional cantilevered flexible 

plates in axial flow. The nonlinear equation of motion of the plate is developed 

using the inextensibility assumption, and the panel method is used for calculating 

the fluid loads acting the plate. Some specific topics regarding the model of the 

fluid-structure interaction system are discussed. The detailed derivation of the plate 

model based on the inextensibility assumption can be found in Appendix A. Moreover, 

the model of the system developed without using the inextensibility assumption is 
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FIGURE 1.6. The organizational diagram. 

discussed in Appendix B. The model of the system is nondimensionalized and various 

nondimensional parameters of the fluid-structure interaction system are identified; in 

Appendix C, the values of these nondimensional parameters are calculated for a real 

system for reference. 

In Chapter 3, we summarize the solution methods utilized in this thesis. The 

analytical model of the system is discretized, and convergence tests with respect 

to various numerical parameters of the numerical model of the system are presented. 

Moreover, in this chapter, preliminary simulation results are compared with published 

experimental observations for the purpose of validating the model developed. 

In Chapter 4, we study the dynamics, both the onset of instability and the post-

critical behaviour, of cantilevered flexible plates in axial flow set up in the basic 

configuration. The dynamics of the system are examined in a multi-parameter space; 

the influence of each individual nondimensional parameter of the system is discussed 

in detail. The simulation results obtained using the present theory are compared 
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with previous theoretical predictions and experimental observations; some findings 

obtained through this comparison are summarized; in particular, the influence of the 

wake on the instability of the system is further discussed in Appendix D. 

In Chapter 5, modified versions of the basic configuration of the system are stud­

ied; as shown in Fig. 1.6, these new features include the cases of the system with 

gravity, with parallel solid walls, with an additional spring support, with an addi­

tional concentrated mass, with a small oscillating component in the fluid flow, and 

with two identical plates in parallel. As new features are introduced to the system in 

the basic configuration, the model of the system is accordingly updated, and new pa­

rameters of the system are identified. The influences of these new parameters on the 

dynamics, both the onset of instability and the post-critical behaviour of the system, 

are examined. 

In Chapter 6, we return to the system in the basic configuration and investi­

gate the energy transfer between the cantilevered flexible plate and the surrounding 

fluid flow. The dynamics of the system is reviewed from the point of view of en­

ergy transfer. Moreover, based on the analysis of energy transfer, we propose a new 

energy-harvesting concept, which utilizes the flutter motions of cantilevered flexible 

plates in axial flow to generate electrical power. The performance of the proposed 

energy-harvesting device is preliminarily evaluated and the design considerations are 

summarized in the light of the dynamics of the system in either the basic configuration 

or various modified configurations discussed in Chapters 4 and 5, respectively. 

In Chapter 7, we discuss the experiments conducted with the closed-type vertical 

water tunnel in the Fluid-Structure Interactions Laboratory at McGill University; 

simulation results pertinent to the experiments are also presented and compared with 

experimental observations/measurements. The preparation of the experiment, includ­

ing the refurbishment work carried on the water tunnel, is summarized in Appendix 

E as a documentation for future use. 

Finally, in Chapter 8, we summarize the work conducted in this thesis and outline 

possible future work. 
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Chapter 2 

Modelling 

2.1. Introduction 

In this chapter, the model of two-dimensional cantilevered flexible plates in axial 

flow is developed. The system is assumed to be set up in its basic configuration, 

i.e., the vertical configuration as shown in Fig. 1.3(a). The effect of the gravitational 

force is neglected. Moreover, the plate is assumed to be placed in an unconfined 

fluid flow. Modified versions of this basic configuration, including the systems in 

either horizontal or hanging configuration (see Figs. 1.3(b) and (c)), with parallel 

solid walls, with an additional spring support, with an additional concentrated mass, 

with a small oscillating component in the undisturbed flow and with two identical 

parallel plates, one at a time, will be discussed in Chapter 5. 

As mentioned in Chapter 1, the two principal distinguishing characteristics of 

cantilevered flexible plates in axial flow are: (i) the large amplitude of the post-

critical flutter and (ii) the dynamic vortical wake beyond the trailing edge of the 

plate. Therefore, the model developed herein should account for these two features 

in the ensuing investigation of the stability and the post-critical behaviour of the 

system. Moreover, for the purpose of an extensive study of the system dynamics in 

various parameter spaces, the model has to be very efficient for results of reasonable 

accuracy to be obtained. 



2.2. EQUATION OF MOTION OF THE PLATE 

In this chapter, the nonlinear equations of motion of the two-dimensional can-

tilevered flexible plate are developed using the inextensibility assumption, and an 

unsteady lumped-vortex model associated with a dynamic vortical wake is utilized 

for evaluating the fluid loads acting on the plate. Moreover, some specific questions 

regarding the model of the fluid-structure system are discussed. 

It should be mentioned that the equations of motion of the cantilevered flexible 

plate can also be developed without using the inextensibility assumption; that is, the 

plate is supposed to be extensible, as it should be. The derivation of the equations 

of motion of extensible plates is summarized in Appendix B. However, as one can 

ascertain in Appendix B, considerable difficulties are encountered in the solution of 

the extensible equations of motion; no stable limit cycle oscillations (flutter) can be 

obtained using the conventional solution methods that we have found to be fruitful 

for the inextensible plates, as discussed in Chapter 3. Under these circumstances, 

in this thesis (and as is almost universally done by others), the investigations on 

the dynamics of cantilevered flexible plates in axial flow are largely based on the 

inextensible model of the flexible plate. 

2.2. Equation of motion of the plate 

uzk 

u 

u 

o 
B 

X 

FIGURE 2.1. A cantilevered flexible plate in axial flow. 

As shown in Fig. 2.1, a two-dimensional thin plate (B —> oo and h <C L) can 

be considered as a classical Euler-Bernoulli beam with deflections only in the X-Y 

plane; any effect of rotatory inertia or shear deformation is assumed negligible and 

hence neglected. Specifically regarding the clamped-free configuration, the level of 
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strains inside the beam is assumed to be very low; however, the deflections may be 

quite large. 

Large amplitude static-deflections/vibrations of cantilevered flexible beams and 

plates, as well as other slender structures in axial flow, such as cylinders and pipes 

modelled as cantilevered flexible beams, have been for a long time and are still a 

topic attracting extensive attention; recent reviews in this aspect can be found in 

two successive doctoral theses, by Arafat (1999) and Malatkar (2003). In previous 

work, cantilevered beams undergoing large deformations were assumed to be either 

inextensible or extensible in regard of the total length of the beam centreline. How­

ever, it is interesting to find that the inextensibility assumption was used in almost 

all dynamic analyses, excepting the work by Cveticanin et al. (1995) who studied the 

parametric excitation/instability of Beck's problem (Elishakoff, 2005); see the theses 

by Arafat (1999) and Malatkar (2003) and the relevant references reviewed therein, 

the work by Pai and Lee (2003) on various nonlinear dynamics of cantilevered beams, 

the work on cantilevered flexible plates in axial flow by Yadykin et al. (2001) and 

Tang et al. (2003), the work on cantilevered pipes conveying fluid by Semler (1991), 

Semler et al. (1994) and Wadham-Gagnon et al. (2007), and the work on cantilevered 

cylinders in axial flow by Lopes et al. (2002). In other words, extensibility has only 

been considered in static problems; see, for example, the work using the finite-element 

method with either an updated-Lagrangian or total-Lagrangian formulation by Bathe 

and Bolourchi (1979), Saje (1990), Libai (1992), Pai et al. (2000) and Nanakorn and 

Vu (2006), to name just a few. 

Using the inextensibility assumption, the equation of motion of the plate is ob­

tained as (see Appendix A for details): 

pphW + D (l + a^-j [W"" (1 + W2) + 4W'W"W" + W"3] 

+ pphW I (w'2 + WW} dS - pphW" I f (w'2 + WW\ dS dS 

= Fh - W'FD + W" I FD dS, (2.1) 

Js 
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2.2. EQUATION OF MOTION OF THE PLATE 

V -\f W'2dS, (2.2) 

where, as shown in Fig. 2.1, W and V are, respectively, the transverse and longitudinal 

displacements of the plate; S is the distance of a material point on the plate from 

the origin, measured along the plate centreline in a coordinate system embedded in 

the plate; FL and F® are, respectively, the transverse and longitudinal fluid loads 

acting on the plate; a is the material damping coefficient, assuming a Kelvin-Voigt 

model (Snowdon, 1968). The overdot and the prime, respectively, represent temporal 

and spatial derivatives, i.e., d{ )/dt and d( )/dS. Note that both Eq. (2.1) and 

Eq. (2.2) are accurate to 0(e3), where e is the label for small quantities and it is 

assumed that W and W ~ 0(e). The associated boundary conditions are (see 

Eqs. (A.25), (A.27), (A.32) and (A.37)) 

W(S = 0,t) = W'(S = 0,t) = W"(S = L,t) = W'"(S = L,t) = 0. (2.3) 

It should be mentioned that an one-dimensional equation of motion of the plate, 

i.e., Eq. (2.1), is obtained using the inextensibility assumption; Eq. (2.2) is used to 

recover the two-dimensional deformed shape of the plate in the fixed X-Y coordinate 

system, which is essential in the aero/hydro-dynamics model of the system. One 

can see in Eq. (2.2) that the longitudinal displacement V(S) is consistently negative 

along the length the plate whenever W(S) ^ 0. Moreover, when flutter takes place, 

the frequency of the longitudinal displacement is always twice that of the transverse 

displacement. It should be noted that, whenever the frequency of the system is 

mentioned in this thesis, we refer to the frequency of the transverse displacement. 

Moreover, utilizing the relationship V = - J^ (w'2 + W W ' ) dS (i.e., Eq. (A.18)), 

Eq. (2.1) may be rewritten as 

pPhW + D{1 + a^-) \W"" (1 + W'2) + 4W'W"W'" + W"3] - (TW')' = FL, (2.4) 

where T is the tension in the plate, defined by 

's 
T= f {FB-pPhV)dS. (2.5) 

Js 
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2.2. EQUATION OF MOTION OF THE PLATE 

That is, although the plate is assumed to be inextensible, tension still exists in it, orig­

inating from the fluid load as well as the inertia force of the plate in the longitudinal 

direction. 

Using nondimensional variables defined as 

X Y V W S t 

L' y V V L' V y/pphH/D' 

,JpphL* a FL FD 

where /* and / are, respectively, the nondimensional and dimensional vibration fre­

quencies of the system, Eqs. (2.1) through (2.3) become 

w + (l + a-^) [w"" (1 + w'2) + Aw'w"w'" + w"3] w •. 

r'S /•! f />S 

+ W' ' f (w'2 + w'w') ds - w" [ f (w'2 + w'iv') ds 
Jo Js Uo 

ds = /eff, (2.7) 

1 fs 

v = - - w'2ds, (2.8) 
2 Jo 

w(s = 0, T) = w'(s = 0, r) = w"(s = 1, r) = w'"{s = 1, r ) = 0, (2.9) 

where the overdot and the prime, whenever they are present in a nondimensional 

equation, represent d( )/dr and d( )/ds, respectively; the effective force /eg- acting 

on the plate is defined by 

/eff = VUR
2 (fL - W'fD + W" J /D ds\ . (2.10) 

In the nondimensionalization, the length of the flexible section of the plate has been 

used as the length scale and the characteristic time of free vibration of the plate as 

the time scale, i.e., the solid time scale 

Note that there is another time scale, the fluid time scale, defined as 

TF = ±. (2.12) 
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2.2. EQUATION OF MOTION OF THE PLATE 

The ratio of these two time scales is the reduced flow velocity (de Langre, 2002) 

u* = Tr=
ULvf- (2'13) 

Normally, when £/R ̂ > 1, i.e., l/Tg <C 1/Tp, it can be assumed that the response of 

the fluid flow due to the deformation of the plate is much faster than the plate motion 

itself; therefore, it is not necessary to take into account time-lag effects (McCroskey, 

1982). Moreover, of major importance is the mass ratio fj, defined by 

Both the reduced flow velocity UR and the mass ratio fj, characterize the inter­

action between the fluid and the structure, and the Cauchy number Gy representing 

the ratio of the fluid force to the solid force (de Langre, 2002) is defined by 

CY = 1MB2 = g ^ - (2.15) 

Moreover, another frequently used parameter in the study of unsteady aero/hydro­

dynamics is the reduced frequency, which can be defined by 

_ 27T/* _ 27T/L 

^ - - ^ - - - c T - (2-16) 

Eq. (2.7) has both geometrical and inertial nonlinearities, respectively coming 

from the nonlinear curvature (see Eq. (A.21)) and the longitudinal deformation of the 

plate. Through theoretical analysis as well as experiments of parametric excitations 

longitudinally applied to the fixed end of a cantilevered beam, Anderson et al. (1996) 

found that: for the fist mode, the geometrical nonlinearity, which is of the hardening 

type, is dominant; while, for the second and higher modes, the inertial nonlinearity, 

which is of the softening type, becomes dominant. Tang et al. (2003) also theoretically 

examined the effects of individual nonlinearities involved in Eq. (2.7) using harmonic 

excitation transversally applied at the trailing edge of the plate. Their tests were 

conducted in the vicinity of the second natural frequency, and it was observed that 

the geometrical and the inertial nonlinearities are, respectively, of the hardening and 
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2.3. THE AERO/HYDRO-DYNAMICS MODEL 

the softening type; moreover, when both types of nonlinearities were considered, the 

overall effect is of the softening type. 

2.3. The aero/hydro-dynamics model 

r!+1 «th bound vortex 
' at(XV;,7v,.). 

«'th collocation point 
at(XCi,7Cj). 

FIGURE 2.2. The panel method applied to a cantilevered flexible plate in 
axial flow. 

As for the aero/hydro-dynamics part of the model for a two-dimensional can­

tilevered flexible plate in axial flow, because the plate is very thin and flexible, the 

flow velocity U is supposed to be low enough when flutter takes place for the fluid 

to be assumed to be incompressible. Also, for simplicity, the flow can initially be 

considered to be inviscid; however the effect of viscosity will be incorporated in the 

longitudinal fluid load JFD empirically as a surface viscous force. Under these condi­

tions, the panel method, in particular the unsteady lumped-vortex model (Katz and 

Plotkin, 2001), is used to predict the aero/hydro-dynamics, as illustrated in Fig. 2.2. 

The flexible section of the plate is evenly divided into N panels, each of length 

As = 1/7V. Individual panels are put on the deformed contour of the plate centreline. 

The bound vortices, 71 through 7JV, together with the instantaneously formed wake 

vortex 7JV+I at a given instant, say time step k + 1, are obtained from the following 
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equations: 

« 1 1 

« 2 1 

aN1 

1 

a12 •• 

a22 •• 

aN2 •• 

1 •• 

• &IN 

• «2iV 

• QfjviV 

1 

«1,JV+1 

Ot2,N+l 

®N,N+1 

1 

7 i 

72 

IN 

IN+I 

rhsi 

rhs2 

rhs N 

r 

(2.17) 

where the influence coefficients a^ and the right-hand-side [rhsj,7*]T are given by 

(Ud ~ VVj) sin a,i + {-xCi + xVj) cos on 
Qij — 

Vi 

2TT [(yCi - VVj)2 + (xCi - XVJ)2] 

Wwi)sinctj + 
UR 

JOWi I COSCtj, 

AT 

7 
rfc+1 = E-rf-

(2.18) 

(2.19) 

(2.20) 
i = l 

In Eq. (2.17), 7i,i=i,2,- ,JV and 7JV+I are, respectively, the strengths of the bound vor­

tices 1^=1^,...,JV and the latest wake vortex I\vi normalized by UL. In Eqs. (2.18) 

and (2.19), (x,y)a and (x,y)yi are, respectively, the coordinates of the bound vortex 

and the collocation point on the zth panel (X, Y)a and (X, Y)yi normalized by L; 

(v, U>)WJ is the wake-induced flow velocity at the ith collocation point (V, W)^i nor­

malized by the undisturbed flow velocity U. In Eq. (2.20), the superscript k + 1 

represents the current time step; it has been dropped for clarity in Eqs. (2.17) 

through (2.19). 

The plate is supposed to be initially held in place with a slightly deformed shape. 

It is then released, and fresh wake vortices are formed and shed off the trailing edge 

of the plate. The latest wake vortex is assumed to be born on the prolongation of the 

last panel (note that the plate is assumed to be of zero thickness in the aero/hydro­

dynamics model) and to have a longitudinal clearance of 0.25C/R,AT from the trailing 

edge of the plate, where AT is the nondimensional time step. For simplicity, it is 

assumed that the movement of each individual wake vortex is not affected by the 
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2.3. THE AERO/HYDRO-DYNAMICS MODEL 

bound vortices or the other wake vortices. Therefore, they travel downstream with 

the same velocity as the undisturbed flow; the longitudinal distance between two 

neighbouring wake vortices is always URAT (i.e., U At normalized by L, where At is 

the dimensional time step). 

The shape of the wake street is shown in Fig. 2.2, and it has a wavy form. In 

previous studies, slender wing theory (a localized excitation theory) was often utilized, 

and the wake was explicitly neglected when considering low aspect ratio plates (i.e., 

Ai <gi 1), e.g., by Datta and Gottenberg (1975), Yadykin et al. (2001) and Lemaitre 

et al. (2005). Wake effects were not considered, either in the direct solution of the 

potential flow problem by neither Guo and Pa'idoussis (2000) or Eloy et al. (2007), nor 

in the studies of Shelley et al. (2005) based on localized excitation theory (Crighton 

and Oswell, 1991). On the other hand, Theodorsen's theory was adopted by Kornecki 

et al. (1976), Shayo (1980), Huang (1995), Watanabe et al. (2002a), Argentina and 

Mahadevan (2005), and De Breuker et al. (2006), and a flat wake on the extension 

of the plate neutral plane was considered to satisfy the Kutta-Joukowski condition 

at the trailing edge of the plate. A vortex sheet model and a vortex lattice model 

were respectively used by Yamaguchi et al. (2000b) and Tang et al. (2003); in their 

implementation, the wake was constrained to be along the plate neutral plane. An 

improvement was made by Attar et al. (2003); a vortex lattice model was again used 

and the wake vortices were considered to be free to move in the local flow field. 

As shown in Fig. 2.2, the truncated wake street is assumed to have a normalized 

longitudinal length Zw (̂ w = L-w/L), and the total number of wake vortices iVw can 

be determined by Nw = Lw/(UAt) = IW/(URAT) (taking the closest integer). Thus, 

the wake-induced flow velocity at the ith. collocation point is calculated by 

JVW 

_ \^j^j_ yd ~ y™j 
W* jr[ 2lT (Vci - VWJ)2 + (xCi - xWj)

2' 

_ ^ ^ 7Wj — Xa + Xy/j 
Wl jri 27r (vet - ywj)2 + (xCi - xWj)

2' 

(2.21a) 

(2.21b) 
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where 7WJ and (x, y)wj are, respectively, the strength and coordinates of the j t h 

wake vortex I V j normalized by UL and (X, ^Ow, normalized by L. 

When discrete vortices 71 through 7AT+I are available at the current time step, 

the pressure difference Api ( i.e., APi normalized by ppU2) at the iih panel, can be 

calculated by the following expression (Katz and Plotkin, 2001): 

(2.22) 

Consequently, the distributions of the lift /LJ and the inviscid drag /DJ over the ith 

panel are obtained by 

(fu, fm) = Api(cosai, sine*;). (2.23) 

Note that, in Eq. (2.22), the pressure difference Ap across the plate is dependent on 

not only the time rate change of the total strength of all bound vortices, but also the 

undisturbed flow velocity, the wake-induced flow velocity and the vibration velocity 

(in both transverse and longitudinal directions) of the plate. 

Eq. (2.23) gives the drag resulting only from the pressure difference across the 

plate; it is an inviscid drag. In this thesis, a nondimensional drag coefficient Cx> is 

used for the drag acting on the plate due to the viscous effects of the fluid flow, i.e., the 

effective drag caused by viscous stresses acting on the plate surfaces (both the upper 

and lower surfaces) and/or flow separation. An additional uniform distribution of 

longitudinal force given by PFU2CV is thus assumed to act on the plate for simplicity, 

and the term / D i in Eq. (2.23) becomes 

fDi = APi sin ai + Cv. (2.24) 

2.4. Dimensional analysis 

It is necessary to carry out a dimensional analysis (de Langre, 2002) to identify 

the nondimensional parameters in various aero/hydro-elastic models developed in this 

thesis. To this end, the problem of a two-dimensional cantilevered flexible plate in 

Api = - — + 1 + UWi 1 COS CKj + — 
UR J \UR 

wwi sinaij 
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axial flow in its basic configuration is stated as 

F{D/h3, pP, L, h- pF, U; t, W, V) = 0, (2.25) 

where, in the fluid-structure interaction system, physical variables D, pp, L and h 

belong to the structure; pp and U are fluid flow parameters; and t, W and V are 

shared by both the structure and the fluid flow. Some explanations are necessary for 

the statement made in Eq. (2.25). First, the fluid flow is assumed to be incompress­

ible and inviscid so that only the mass density of the fluid pp and the (undisturbed) 

flow velocity U are taken into account. Second, the bending stiffness of the plate is 

D = Eh3/[12(1 — u2)], where Young's modulus E and the Poisson ratio v (a nondi-

mensional quantity regarded as a fixed constant in the current analysis) belong to the 

properties of the plate material; therefore, the term D/h3 is used in the statement 

to eliminate the involvement of the plate thickness (a geometrical parameter) in D. 

Third, the current problem is a dynamic one, and the time variable t is included in 

the statement. Fourth, both the transverse and longitudinal displacements W and 

V are considered, although V is solely dependent on W when the plate is assumed 

to be inextensible. Fifth, the other features of the system in the basic configuration, 

i.e., the upstream leading segment L0, material damping coefficient a and the vis­

cous drag PFU2CJ), are not considered in the statement because the corresponding 

nondimensional parameters (l0, a and CD) can be otherwise introduced to account 

for them. Finally, in the various modified configurations of the system (see Chapter 

5), additional nondimensional parameters can accordingly be determined as the case 

may be. 

TABLE 2.1. The dimensions of the physical variables of the system 

[kg] 
[m] 

N 

D/h3 

1 
-1 
-2 

pp L 
1 0 
-3 1 
0 0 

h 
0 
1 
0 

pF 

1 
-3 
0 

u 
0 
1 
-1 

t W V 
0 0 0 
0 1 1 
1 0 0 

It can be found in Eq. (2.25) that there are nine physical variables, and the 

rank of the dimensional analysis matrix, as shown in Table 2.1, is calculated as 

three. According to the Buckingham IT-theorem (White, 2003), there should be six 
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nondimensional parameters to describe the system. However, through the scheme 

denned in Eq. (2.6), only five are available, i.e., r, w, v (denned in Eq. (2.6)), UR 

(defined in Eq. (2.13)) and [i (defined in Eq. (2.14)); there is a deficit in the number of 

required nondimensional parameters. This deficit problem can be resolved by either 

adding a new nondimensional parameter or eliminating one independent physical 

variable from Eq. (2.25). 

A supplementary nondimensional parameter accounting for the ratio of the length 

of the flexible plate L to the plate thickness h, i.e., the length-to-thickness ratio £, 

may defined as 

C = \ (2.26) 

It follows that the mass ratio [i and the reduced flow velocity [7R can be otherwise 

rewritten as 

A* = ^ = A (2-27) 
PP h pP 

and 

UR = UI.J& = U^^fK = C,/i2<W)yf !7, (2.28) 

where D = Eh?/[l2(l — u2)] has been utilized, and v is regarded as a fixed constant. 

Therefore, the system is prototyped as 

F(T,W,V,II,UR,0 = Q- (2-29) 

Another way to resolve the deficit in the number of nondimensional parameters is 

to reduce the independent physical variables. It is noticed that the physical parameter 

h does not appear in the aero/hydro-dynamics model of the system, where the thin 

plate is assumed to be of zero thickness. Therefore, it is normally regarded that 

the plate thickness h is not an independent variable when the plate is assumed to 

be inextensible; and, the variables D/h3 and pp are, respectively, replaced by the 

combined ones D (the bending stiffness of the plate) and p?h (the mass per unit area 
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of the plate). That is, the system is prototyped as 

T{D, PPh, L; pF, U; t, W, V) = 0, (2.30) 

or in terms of nondimensional parameters as 

T(T,W,V,H,UR) = 0. (2.31) 

Finally, it should be mentioned that when the plate is supposed to be extensible, 

as is the case in Appendix B, the motion of the plate is governed by two equations: 

one for the longitudinal displacement V and the other for the transverse displacement 

W, respectively; an additional nondimensional parameter, i.e., the length parameter 

X — EhL2jD (see Eq. (B.51)), is naturally recognized in the nondimensionalization 

process applied to the equations of motion. 

2.5. Discussion concerning modelling 

2.5.1. Two-dimensional or three-dimensional. In this thesis, we study 

the dynamics of two-dimensional cantilevered flexible plates in axial flow. It is sup­

posed that the plate width B is infinite, i.e., the aspect ratio yR —» oo; both the plate 

and the fluid flow surrounding the plate are thus two-dimensional. Although three-

dimensional flutter was reported by Taneda (1968), its existence de facto became 

significant only when the plate flapped wildly at relatively high flow velocities. On 

the other hand, it was observed in the experiments by Datta and Gottenberg (1975), 

Kornecki et al. (1976), Huang (1995), Auregan and Depollier (1995), Yamaguchi et al. 

(2000a), Yadykin et al. (2001), Watanabe et al. (2002b), Tang et al. (2003), Shelley 

et al. (2005), Lemaitre et al. (2005) and Souilliez et al. (2006) for the systems in 

either the vertical or the hanging configuration that the spanwise deformation of the 

plate was very small, at least at the critical point where flutter takes place and for a 

considerable range of flow velocity beyond the critical point; the experimental obser­

vations thus show that the two-dimensional assumption for the plate is reasonable. 

On the other hand, the fluid flow should be considered as three-dimensional to take 
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into account the side-edge effects (Katz and Plotkin, 2001) and the spanwise variation 

in the fluid loads when the plate width is finite, especially when the value of Ai 

is moderate or less than 1, which is true in all previous experiments; therefore, the 

two-dimensional axial flow surrounding a two-dimensional plate is indeed an idealized 

model of the real physical system. 

In previous theoretical work on cantilevered flexible plates in axial flow, the plate 

was considered as a two-dimensional structure by all researchers excepting Shayo 

(1980), who took into account the spanwise deformation of the plate and also solved 

the three-dimensional aero/hydro-dynamics of the system using small perturbation 

theory (Dowell and Hall, 2001). Moreover, the case of two-dimensional plates in three-

dimensional flow was considered by Tang et al. (2003) and Eloy et al. (2007) using 

the vortex lattice model and the direct solution of the potential flow, respectively; 

the pressure difference at a fixed chordwise location was thus obtained by averaging 

its spanwise distribution according to a certain prescribed profile. 

2.5.2. Linear theory versus nonlinear theory. In this thesis nonlinear 

equations of motion are developed for the cantilevered flexible plate to account for 

the post-critical flutter with large amplitudes. On the other hand, the lumped-vortex 

model itself for the aero/hydro-dynamics is linear; however, nonlinearity is introduced 

when the wavy form of the dynamic vortical wake, which is correlated to the motion 

of the plate, is taken into account in the model. 

In previous work, nonlinear structural models were considered by Yadykin et al. 

(2001) and Tang et al. (2003); all the other researchers used linear models for the 

cantilevered flexible plate. As for the aero/hydro-dynamics, the models based on 

Theodorsen's theory (Kornecki et al., 1976; Huang, 1995; Watanabe et al., 2002a; 

Argentina and Mahadevan, 2005; De Breuker et al., 2006), the slender wing theory 

(Datta and Gottenberg, 1975; Yadykin et al., 2001; Lemaitre et al., 2005), the vortex 

sheet theory (Yamaguchi et al., 2000b) as well as the vortex lattice theory (Tang 

et al., 2003) with the wake confined on the neutral plane of the plate, the boundary 

element theory (Howell et al., 2006), the localized excitation theory (Shelley et al., 
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2005), the mass conservation theory (Auregan and Depollier, 1995), and the direct 

solution of the potential flow problem (Guo and Paidoussis, 2000; Eloy et al., 2007) 

are linear ones. Nonlinear models for the aero/hydro-dynamics were considered in the 

work by Attar et al. (2003) using the vortex lattice theory, Wu and Kaneko (2005) 

using leakage flow theory (which was based on simplified Navier-Stokes equation with 

specific assumptions for leakage flow), and Watanabe et al. (2002a), Balint and Lucey 

(2005) and Tetlow et al. (2006) based on Navier-Stokes solvers. 

Using linear models, the problem in question was usually transformed into an 

eigenvalue problem, and a frequency-domain analysis ensued in the investigation of 

system stability (Datta and Gottenberg, 1975; Kornecki et al., 1976; Auregan and 

Depollier, 1995; Guo and Paidoussis, 2000; Watanabe et al., 2002a; Shelley et al., 

2005; Argentina and Mahadevan, 2005; Lemaitre et al., 2005; Eloy et al., 2007; De 

Breuker et al., 2006). Linear models were also solved in the time-domain by Huang 

(1995), Yamaguchi et al. (2000b), Wu and Kaneko (2005) and Howell et al. (2006) in 

the study of the system stability. Note that no information about the post-critical 

behaviour of the system can be obtained when using linear models. 

In the work by Watanabe et al. (2002a), Balint and Lucey (2005) and Tetlow 

et al. (2006), in which the linear structural model was coupled with a nonlinear 

Navier-Stokes solver, corresponding analyses were conducted in the time-domain for 

the system stability; these studies were not extended to the post-critical domain, 

possibly due to the heavy computational load. Finally, both stability and the post-

critical behaviour of the system were studied, through a time-domain analysis, in 

the work by Wu and Kaneko (2005) with a linear structural model and a nonlinear 

aero/dyhro-dynamics model, by Yadykin et al. (2001) and Tang et al. (2003) with a 

nonlinear structural model coupled with a linear aero/hydro-dynamics model, and by 

Attar et al. (2003) with both nonlinear structural and nonlinear aero/hydro-dynamics 

models. Unfortunately, in the work by Attar et al. (2003), the effect of using a 

nonlinear aero/hydro-dynamics model is not discussed in detail. 
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2.5.3. Material damping. Material damping is considered in the models of 

cantilevered flexible plates in axial flow for two purposes: first, this is an inherent 

property of all materials, which provides a way for dissipating energy pumped into 

the plate from the fluid flow; and second, this gives a chance to examine the effect of 

dissipation on the system stability, which may be rather complicated in a continuous 

non-conservative system such as a cantilevered flexible plate in axial flow (Ziegler, 

1977; Paidoussis, 1998; Sugiyama and Langthjem, 2007). It should be mentioned 

that in previous work by Tang et al. (2003), Balint and Lucey (2005), Howell et al. 

(2006) and Tetlow et al. (2006), viscous damping proportional to the velocity of the 

plate (i.e., w) was considered; however, this treatment is fallacious in that such a 

damping mechanism should have already been included in the aero/hydro-dynamics 

part of the model if one considers the plate and the fluid flow as an integrated system. 

2.5.4. Fluid flow surrounding the oscillating plate and the vortical 

wake. The fluid is assumed to be incompressible and inviscid in this thesis; 

the boundary layer and the flow separation phenomenon are not considered in the 

aero/hydro-dynamics model of the system. It has been noticed in previous experi­

ments (for example, see the flow visualization snapshots in Fig. 2.3) that the boundary 

layer is rather thin and the flow separation is not significant even when the plate flut­

ters. In fact, the occurrence of flow separation may be delayed by the oscillations of 

the flexible plate (Carpenter and Garrad, 1985, 1986). 

It can be seen in Fig. 2.3(a) that a von Karman vortical wake street is formed when 

the plate remains stretched straight (Zhang et al., 2000), where the wake vortices are 

organized in two parallel rows: each row consists of vortices of the same sign; but the 

vortices belonging to different rows are of opposite signs. It should be emphasized that 

the existence of the von Karman vortical wake street will not destroy the stable static 

state of the plate when the flow velocity is below the critical point. On the other hand, 

when the flow velocity exceeds the critical point and/or the initial disturbance made 

to the plate is sufficiently large, flutter takes place, and the von Karman vortical wake 

street is replaced by another vortical wake street with a wavy form; just as Zhang 
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FIGURE 2.3. The dynamics of cantilevered flexible plates in axial flow, the 
fluid flow surrounding the plate and the dynamic vortical wake. The pictures 
taken by Zhang et al. (2000, Fig. 2): (a) the filament stretched straight in 
the flow, (b) the flutter state, and (c) the trajectory of the free end. (d) The 
picture taken by Watanabe et al. (2002b, Fig. 13): the fluid flow surrounding 
a fluttering plate. 

et al. (2000) observed in their experiments, the successive small eddies produced by 

a single stroke of the plate are of the same sign, as shown in Fig. 2.3(b). 

When flutter takes place, the wavy form of the vortical wake street can be cap­

tured by the unsteady lumped-vortex model and the associated time-stepping scheme 

for the generation of wake vortices, as illustrated in Fig. 2.2; similar models have been 

used extensively for studying the airfoil/wing flutter problem, for example, the work 

by Katz and Weihs (1978), Jones and Center (1996), Jones et al. (1996) and Katz 

and Plotkin (2001). However, it should be noted that the von Karman vortical wake 

street and the transition from such a wake pattern to the wavy form cannot be stud­

ied using the current aero/hydro-dynamics model. The evolution of the vortical wake 

from one pattern to another, in conjunction with the dynamics of the cantilevered 

plate, is very interesting but still a mystery; no theoretical work has been done on 

this aspect before, although it is believed that this phenomenon has a close relation 

to the onset of flutter. 
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2.5.5. Unsteady Kutta-Joukowski condition. The Kutta-Joukowski con­

dition is well established for steady cases, although it is something of a mixture of 

physical interpretation and mathematical manipulation; this condition claims the con­

tinuity of fluid load and flow velocity at the tailing edge of a streamlined structure. 

Based on the Kutta-Joukowski condition (as well as the thin airfoil approximation), 

Theodorsen's theory and various other theories using singularity representations for 

the lifting surface are developed. However, as indicated in the work by McCroskey 

(1982), Crighton (1985) and Prederiks et al. (1986), the applicability of the Kutta-

Joukowski condition to unsteady cases is still a controversial fundamental topic in the 

study of unsteady aero/hydro-dynamics, and the situation becomes more complicated 

in aero/hydro-elastic problems. 

In this thesis, because the panel method, i.e., the lumped-vortex model, has been 

used for the aero/hydro-dynamics part of the problem, the Kutta-Joukowski condition 

at the trailing edge of the plate is automatically satisfied; using the present model, 

the pressure difference across the plate diminishes at the trailing edge of the plate. 

Nevertheless, the justification of the Kutta-Joukowski condition lies in that it has 

been and still is commonly used in unsteady problems, at least for the cases where 

the trailing edge separation is not significant and the reduced frequency is moderate 

(Jones and Platzer, 1997; Katz and Plotkin, 2001). 

2.5.6. Drag and the tension in the plate. Regarding its importance, the 

drag acting on the plate may be the weakest part of the model developed in this thesis 

for cantilevered flexible plates in axial flow. 

The literature on hydro/aero-dynamic drag acting on oscillating flexible plates is 

surprisingly scant, although as early as 1930 Fairthrone (1930) tested the drag data for 

advertising streamers towed by aircraft. Hoerner (1958, Section 3-25) discussed the 

drag acting on flapping flags and attributed it to flow separation; however, insufficient 

data were made available to give a solid support to the conclusion that the drag is 

dependent on the length-to-width ratio and the weight per unit area of the flag. 

Taneda (1958) also believed that the major part of the drag acting on the plate was 
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caused by flow separation as he observed a significant jump in drag accompanying the 

onset of flutter. Levin et al. (1997) carefully conducted a large number of experiments 

to measure the drag acting on flapping ribbons in the vertical configuration (see, 

Fig. 1.3(a)); it was concluded that the drag coefficient decreases as the length-to-width 

ratio and the weight per unit area of the ribbon increases, and that it decreases with 

increasing flow velocity in the higher velocity range; note that the conclusion by Levin 

et al. (1997) about the trend with respect to the length-to-width ratio is contrary to 

Hoerner's (1958). Recently, Auman and Dahlke (2001) studied the drag of various 

ribbons attached to rocket-dispersed grenades and extended the observations of drag 

acting on oscillating cantilevered flexible plates to the high subsonic and supersonic 

ranges. More experimental data were recently made available by Carruthers and 

Filippone (2005), who confirmed the conclusions of Levin et al. (1997). Moreover, 

Carruthers and Filippone (2005) also reported the dependence of the drag on the 

planform area, the surface roughness and the bending stiffness of the flag. 

It should be mentioned that the source of the drag acting on oscillating plates 

is not limited to the fluid flow. Moretti (2003, 2004) studied the chordwise tension 

in flapping flags and correlated it to the dynamics of the flag, i.e, the mode, the 

amplitude and the frequency of the flapping motion; it was proposed that the tension 

dynamically induced by the centrifugal force may be more important than that caused 

by viscous effects. Note that the theory of dynamically induced drag can be used to 

explain some of the phenomena observed by Levin et al. (1997) and Carruthers and 

Filippone (2005); for example, the dependence of the drag on the length-to-width 

ratio and the weight per unit area of the flag. 

Regardless of the other factors, what we are specially concerned with is the drag 

caused by viscous effects of the fluid flow, including flow separation phenomena and 

the boundary layer. As discussed earlier in this chapter, even when flutter takes 

place, flow separation should not be sufficiently significant so as to affect greatly the 

level of drag; in this aspect, the longitudinal contribution of the pressure difference 

across the plate, i.e., the inviscid drag in the model developed in this thesis, quite 

possibly accounts for the increase. As for the boundary layer effect, one approach 
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for taking into account viscous drag in the model is to use a Blasius-type solution 

(White, 1991), for either the laminar or the turbulent first approximation 

(see the work by Datta and Gottenberg (1975) and Yadykin et al. (2000)). However, 

it has been found through extensive tests in this thesis and confirmed by the work of 

Lemaitre et al. (2005) that the viscous drag calculated using a Blasius-type solution 

has a negligible effect on the system dynamics, as will be seen in Chapter 4. 

It is very difficult to include the drag, no matter whether it is a viscous drag or 

a dynamically induced drag, in the analysis of the dynamics of cantilevered flexible 

plates in axial flow. Empirical models are impossible either, because experimental 

data available up to date are for the time-averaged total drag measured at the up­

stream clamped edge; no information about time-dependent drag along the plate 

length is available. Under these circumstances, in this thesis (see also the work by 

Watanabe et al. (2002a)), it is assumed that the drag due to viscous effects is evenly 

distributed along the plate, with a fixed value of drag coefficient Co; we can thus 

study viscous effects on the system dynamics by investigating the influence of the 

parameter Cx>. Finally, it should be mentioned that it may be possible to take into 

account the viscous effects using viscous-inviscid interaction techniques (Lock and 

Williams, 1987) or Navier-Stokes solvers (e.g., see the work by Visbal and Gordnier 

(2004)); however, the heavy computational load involved in these methods precludes 

their use in the current comprehensive investigation on the dynamics of cantilevered 

flexible plates in axial flow in various parameter spaces, which is the main subject of 

this thesis. 

2.6. Summary on modelling 

It can be seen in this chapter that the dynamics of cantilevered flexible plates in 

axial flow is indeed a challenging problem. Some aspects of this problem, for example 

the large amplitude vibrations of a cantilevered beam and the unsteady aero/hydro­

dynamics with moving boundaries are currently attracting extensive attention and 

research effort. The model developed in this thesis may be better regarded as a 
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shortcut solution which needs further improvement; although it is relatively simple 

and comes into place with considerable limitations, as one will see in the chapters 

that follow, the present model to some extent indeed captures successfully most of the 

inherent physics of the fluid-structure interaction system under investigation with ac­

ceptable time consumption and computational expense. Moreover, the current model 

also has the advantage of convenience in lending itself to modification or elimination 

of certain parts of the model in order to examine their consequence, which therefore 

gives us a unique opportunity to examine various factors influencing the system dy­

namics and to develop further insights into the mechanisms underlying its dynamical 

behaviour. 
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Chapter 3 

Solution Methods and Preliminary 

Validation of the Model 

3.1. Introduction 

In this chapter the solution methods for the models of cantilevered flexible plates 

in axial flow developed in Chapter 2 are summarized. The lumped-vortex model 

for the aero/hydro-dynamics part of the fluid-structure interaction system does not 

need a discretization process; while the equations of motion of the plate are dis-

cretized using the traditional Galerkin expansion (Bishop and Johnson, 1979). The 

resulting nonlinear ordinary differential equations for the plate are coupled with the 

lumped-vortex model. There are various numerical parameters in the discretized 

aero/hydro-elastic model of the system; the convergence of simulation results with 

respect to these numerical parameters is tested. Some special treatments applied in 

the solutions are discussed in detail. Moreover, preliminary simulation results are 

compared with published experimental observations for the purpose of validating the 

fluidelastic model developed. 

3.2. The Galerkin expansion 

The nondimensional equation of motion of an inextensible cantilevered flexible 

plate and the associated boundary conditions are, respectively, given in Eqs. (2.7) 



3.2. THE GALERKIN EXPANSION 

and (2.9), which can be discretized using the conventional Galerkin method. To do 

this, the transverse displacement of the plate w is expanded as 

M 
W (S> T) = Yl 1rn{r)^)m(s), ( 3 .1 ) 

m=l 

where M is the number of modes utilized in the analysis, qm{r) is the generalized 

coordinate, and (f>m(s) are the in vacuo eigenmodes of a linear cantilevered beam 

defined by 

<Pm(s) = [cosh(f3ms) - cos(/5ms)] - qm [sinh(/?ms) - sin(/?ms)], (3.2) 

where f3m is the dimensionless eigenvalue associated with the eigenmode </>m(s), and 

qm is defined by 

= cosh(/3m) - cos(/?ro) 
sinh(/?m) - sin(/3m)' 

Both qm and j3m are known sets of constants. Note that the normal modes of the 

nonlinear equation of motion defined in Eq. (2.7) can be calculated exactly; it has 

been shown by Hsieh et al. (1993) and Nayfeh et al. (1995) that, in the case no 

material damping, they are very close to the linear modes defined in Eq. (3.2). 

It should be mentioned that the values of <;m are very close to unity for higher-

order modes (say, m > 8), and that the evaluation of <f>m(s) according to Eq. (3.2) 

with a numerical scheme of finite significant-figure precision loses accuracy due to 

round-off errors. To avoid this numerical problem, Eq. (3.2) should be rewritten in 

an alternative form as follows (Tang, 2003): 

sinh(/3m) + sin(/3m) 

x {[cosh(/3ms) sinh(^m) - cosh(/3m) sinh(/?ms)] 

- [cos(Pms) sinh(/3m) + cos(/?m) sinh(/?ms)] 

+ [cosh(pms) sin(/?m) + cosh(/3m) sin(/?TOs)] 

- [cosh(pms) sin(/?m) - cos(/3m) sin(/3TOs)]} . (3.4) 
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3.2. THE GALERKIN EXPANSION 

Substituting Eq. (3.1) into Eq. (2.7), multiplying both sides by </>j, and then 

taking the integration from s = 0 to s — 1, one obtains a set of nonlinear ordinary 

differential equations in terms of qi as follows 

9 X ' - - ' ~ (3.5) q\ + [ 1 + a-g- ) (AM + Bimniqmqnqi) + Cimniqm (qnqi + qnq\) = /*. 

where Einstein's scientific notion has been used (i.e., repeating indices denote sum­

mations), and the range of all indices i, m, n and I is from 1 to M. The generalized 

load fi is given by 

fi= 4>ife$ds. (3.6) 
Jo 

Moreover, the numerical constants A^ Bimni and Cimni are defined by 

Ai = A4, 

'imnl 

(3.7) 

(3.8) - ^ 
JO 

CimnX = J M^j* (jtj^ ds- J Ml J (jy^dc) dV ds. (3.9) 

Integrating by parts and utilizing Eq. (A.22), one can prove that 

/ M™ i or^^)dv ds 

= -J |^C J (jy^'i^) dr]}ds + l M»(/V„#dc) ds, 
(3.10) 

where < fa \fg (Jjj7 <fi'n<fi'i d£) dr\ \ = 0 has been used. Therefore, the expression for 

Cimni
 c a n be simplified to 

Cimni = 4>i$m / ( / M\dC,\ drj ds. (3.11) 

Note that Cimni — Cmini — Cimin according to Eq. (3.11). It should be mentioned 

that the size of these numerical constants may be very large; for example, Cimni 

contains the number 20 736 when M = 12. Therefore, these numerical constants are 

precalculated and then loaded into the simulation code. 
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3.3. The Houbolt method 

Eq. (3.5) can be rewritten as 

q\ + Cimniqmqnqi + a Aft + a {B%mni + Binmi + Bunm) qmqnqi 

+ Cimniqmqnqi + A?i + Bimniqmqnqi — 
fa. (3-12) 

To formulate a stable, accurate and efficient time-integration scheme for the solution 

of Eq. (3.12) is by no means a trivial task, due to the nonlinear inertial terms (Semler 

et al., 1996). The Houbolt method (Houbolt, 1950; Semler et al., 1996) seems to be 

the most suitable for obtaining reliable simulation results. Having been proved to be 

unconditionally stable (Johnson, 1966), the Houbolt method is based on the following 

two multistep backward finite-difference approximations at time step k + 1: 

(3.13a) 
V 4 aak~j+2 n nk+l -u \ k+1 

1i A T 2 AT2 

V 4 hok~J+2 h nk+l 4- \ k+1 

Qi - AT ~ AT2 ' JO.IODJ 

where 0^=1,2,3,4 = ( 2 , - 5 , 4 , - 1 ) and 6jj=i,2,3,4 = (11/6 , -3 ,3 /2 , -1 /3) are coeffi­

cients for the fourth-order scheme of the Houbolt method, and AT is the time step. 

Substituting Eqs. (3.13a) and (3.13b) into Eq. (3.12), a set of nonlinear equations for 

the unknown qk+1 are obtained, namely 

A<?i + Eimniqmqnqi + Fimni\2mqnqi + Cimniqm {qnX\i + A2nA2i) + A3J = AT fa, (3.14) 

where the superscript k + 1 has been dropped for clarity; the time-dependent coeffi­

cients Aij, A2i and A33, at time step k + 1, are defined by 

Aif+1 = X > ^ + 2 , A2f
+1 = £ > g * - ' + 2 , A3f

+1 = A ^ 1 + ATaA^; (3.15) 
3=2 3=2 

and the numerical constants D,, Eimni and Fimni are defined by 

Di = ax + {AT2 + ATab^A, (3.16) 

Eimnl = {AT2 + ZArabJBirnm + (<n + b\)Cimnl, (3.17) 
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Fimni — Ara (Bimni + Binm\ + Bunm) + b\ (Cunm + Cinmi). (3.18) 

Note that, although the time step AT, the material damping coefficient a and the 

coefficients of the Houbolt method ai and &i are involved in their definitions, the 

values of D{, Eimni and Fimn\ do not vary with time. 

The subroutine DLSARG provided by IMSL (Visual Numerics Inc, 1998) is used 

to solve Eq. (3.12); when fa at the current time step k + 1 is regarded as a known, 

the Jacobian of Eq. (3.14) can be calculated according to 

J»ij = UiUij v x&ijmn r J-Jimjn "T" -£->imnj) Qrn Qn ' \"imjn i i'imnj) "^2m Qn 

+ {Cijmn + Cimjn) Qm Aij + Cijmn\2m A2 n . ( 3 . 1 9 ) 

To start the solution of Eq. (3.12), initial conditions should be set. Usually, it 

is assumed that qf=0 and qf=0 are prescribed at time instant r = 0. Therefore, it 

is necessary to solve q^~ '~ and 5j~~ , _ . The scheme adopted in this thesis is to 

solve q\ from a modified version of Eq. (3.12) with ft = 0, as follows: 

= - [Atf + Bimniqk
mqk

nq\ + aA^f 

+ & {Bimni + Binmi + Bunm) qmqnqi + Cimniqmqjli \ • (3.20) 

Hence, q^~l and q\_1 are calculated using 

qtl = q\- $AT, qtl = # - # 4 r ; (3.21) 

this process can be repeated once again to obtain q\ 2 and q\ 2 
i 

3.4. The solution schemes 

In this thesis, the structural model and the aero/hydro-dynamics model are not 

fully coupled: as illustrated in Figs. 1.6 and 3.1(a), the structural model generates 

the deformed shapes and vibration velocities of the cantilevered flexible plate to be 
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1 
time step k 

The motion of the plate 
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Plate shape and velocity 
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The fluid dynamics 
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Fluid loads 
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(a) Scheme without subiteration 

time step k 
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The motion of the plate 
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Plate shape and velocity 
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The fluid dynamics 
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FIGURE 3.1. Two solution schemes. 

(a) Phase plane plot, u=0.2 (b) Phase plane plot, n=0.6 
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F I G U R E 3.2. The simulation results obtained by using or without using the 
subiteration scheme. The time step used is AT = 0.001. 

used in the aero/hydro-dynamics model; while the latter calculates the fluid loads 

for the structural one. Note that the fluid loads are regarded as constants in the 

solution of the equation of motion of the plate. As illustrated by Fig. 3.1(b), one can 

also use a subiteration scheme to eliminate the lagging between the solutions of the 
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structural model and the aero/hydro-dynamics model. In particular, at each time 

step, the subiteration is carried out to drive the variation in the generalized load fa 

(see Eq. (3.6)) to a prescribed small value. However, as shown in Fig. 3.2, it is found 

through extensive tests that the subiteration scheme is not necessary when the mass 

ratio \i is small, say fi < 0.6, if the parameters of the system are properly chosen and 

the time step is sufficiently small. 

Another important issue involved in the solution is that, when /i > 0.6, the solu­

tion may become unstable, even when using the subiteration scheme. This difficulty 

can be overcome by using the added-mass compensation method (Belanger et al., 

1995). A virtual added-mass is defined by 

MA = PAPFL, (3.22) 

where /5A is the nondimensional virtual added-mass coefficient. To apply the added-

mass compensation method, an additional constant inertia term MAW is added to 

both sides of Eq. (2.1). Theoretically, the value of (5A will not influence the solution 

result; in this thesis, (5A = 0.5 is consistently used. 

It should be noted that, with the added-mass compensation, the nondimensional 

equation of motion of the plate Eq. (2.7) becomes 

(1 + 0Ati) w+(l + a-pj [w"" (1 + w'2) + Aw'w"w'" + w"3] 

+ w' (w'2 + w'iv') ds -w" / (w'2 + w'ib') ds ds = /eff, (3.23) 
Jo Js LA) J 

where the effective force /eff (refer to Eq. (2.10)) is defined by 

7eff = V-UR2 ( 7 L - w'fD + w" J fD ds^j + pAfiw. (3.24) 

It follows that in the solution the generalized load /j (see Eq. (3.6)) should be ac­

cordingly changed to 

fi= f hJevds. (3.25) 
Jo 
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Moreover, the numerical constant A (see Eq. (3.16)) and the time-dependent coeffi­

cient A3i (see Eq. (3.15)) should, respectively, be accordingly renewed as 

A = (1 + PAfi)ai + (AT2 + ArabJAi, 

A3f
+1 = ( l+^AM)A l i

f c + 1 + AraAX^1. 

(3.26) 

(3.27) 

3.5. Convergence tests 

(a) Panel number N (b) Mode number M 

T3 

-0.25 

ii 

0.00 

(c) Time step Ax 

0.25 -0.25 0.00 

(d) Wake length L 
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<™ Ax=0.0025 
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M Ax=0.0005 

0.25 

0.25 

0.25 

FIGURE 3.3. The convergence tests presented by means of phase plane plots 
for the following numerical parameters: (a) the number of panels N, (b) the 
number of Galerkin modes M, (c) the time step AT, and (d) the length of 
truncated wake street Z\v The system parameters are: p, = 0.2, UR = 10, 
Zrj = 1, OL = 0.004 and CD = 0. The reference set of numerical parameters is: 
N = 200, M = 6, AT = 1.0 x 10~3 and lw = 40. 

There are four numerical parameters that arise form the discretization of the 

model of cantilevered flexible plates in axial flow: the number of panels iV, the length 

of the truncated wake street lw, the number of Galerkin modes M and the time step 

AT. Note that iV and ^w come from the aero/hydro-dynamics model; M comes from 

the structural model; AT is the same for both models. The convergence of simulation 
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FIGURE 3.4. The convergence tests presented by means of phase plane plots 
for the following numerical parameters: (a) the number of panels N, (b) the 
number of Galerkin modes M, (c) the time step AT, and (d) the length of 
truncated wake street ly/. The system parameters are: \i = 20, UR = 9.487, 
lo = 0.01, a = 0.004 and Cv = 0. The reference set of numerical parameters 
is: N = 400, M = 8, AT = 5.0 x 10~5 and Zw = 10. 

results with respect to these four numerical parameters is examined, as shown in 

Figs. 3.3 and 3.4, for two different values of mass ratio \x. 

The convergence of the simulation results depends on the value of mass ratio \x of 

the system. It is found that when \i < 0.6, as shown in Fig. 3.3 for the case \i = 0.2 

as an example, satisfactory convergence can be achieved with N = 200, M = 6, 

AT — 1.0 x 10~3 and Zw = 40. However, when /i > 0.6, for convergence the values of 

the numerical parameters should be chosen as N = 400, M = 8, AT = 5.0 x 1 0 - 5 and 

l-w = 10, as shown in Fig. 3.3 for the case fi = 20 as an example. As compared to the 

convergence tests presented in Fig. 3.3 for /i = 0.2, one can see in Fig. 3.4 that when 

/i increases to fj, = 20, more panels are necessary in the aero/hydro-dynamics model 

of the system, while the truncated length of the wake Z\y becomes less important. 

Moreover, as fj, increases, it is interesting to note that the increase of the number of 
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Galerkin modes is moderate, in contrast to the increase in the number of panels. That 

is, when higher-order modes become significant in the dynamics of the cantilevered 

flexible plate, the required value of the number of panels N for convergence should 

be considerably increased in order to accurately predict the fluid loads acting on the 

plate. 

3.6. Preliminary validation of the model 

The preliminary validation of the model is carried out through comparisons be­

tween simulation results obtained using the present theory with specific parameter sets 

and the corresponding published experimental observations. It can be seen in Fig. 3.5 

that the present theory can well predict the vibration modes of the cantilevered flexi­

ble plate for various systems with different values of mass ratio JJL. Moreover, as shown 

in Table 3.1, the critical reduced flow velocity [7RC and the critical flutter frequency /* 

predicted by the present theory agree with experimental measurements made by Ko-

rnecki et al. (1976) much better than with their own theory. Note that, in this thesis, 

the dynamics of the system is studied in the time-domain; therefore, the values £/RC 

and /* presented in Table 3.1 for the present theory are obtained through examining 

the time histories, as shown in Fig. 3.6. 

TABLE 3.1. A test for the present theory 

/* 

*0 

a 

CD 

uRc 
/c* 

Present theory 
0.232 
1.125 
0.002 

0.8 
8.78 
3.2 

Kornecki et al. (1976) 
Experiment Theory 

0.232 0.232 
1.125 not considered 

not available not considered 
not available not considered 

8.77 5.84 
3.26 3.22 

It should be mentioned that, in the comparisons presented herein, the parame­

ter sets used in the numerical simulations are not exactly identical to those of the 

corresponding previous experiments. For example, as shown in Table 3.1, in the ex­

periment by Kornecki et al. (1976), no information about the material damping a and 
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(h) 

FIGURE 3.5. The vibration modes at various values of mass ratio /x pre­
dicted by the present theory and observed in previous experiments: (a, c, 
e, g, i) predicted by the present theory; (b, d, f, h, j) observed in previous 
experiments, (a, b) For the system with a small \x studied by Tang et al. 
(2003), /i = 0.30; (c, d) for the system with a small /z studied by Souil-
liez et al. (2006), fi — 0.68; (e, f) for the system with a medium fi studied 
by Souilliez et al. (2006), /x = 1.8; (g, h) for the system with a medium fj, 
studied by Watanabe et al. (2002b), ji = 2.7; (i, j) for the system with a 
large /x studied by Watanabe et al. (2002b), fj, = 35.7. 

the viscous drag C D acting on the plate was available; nevertheless, a = 0.002 and 

C D = 0.8 have arbitrarily been used in the numerical simulations with the present 

theory, and this achieves an excellent agreement between the theoretical prediction 

and the experimental observations in terms of [/RC and /*, which do depend indeed 
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FIGURE 3.6. The onset of flutter detected through time histories for the 
studied by Kornecki et al. (1976). The other system parameters are: \x = 
0.232, l0 = 1.125, a = 0.002 and CD = 0.8. 

on the values of a and Cr>. The excellence of this agreement may be fortuitous; how­

ever, it can be concluded through the comparisons between simulation results and 

previous experimental observations that the present theory is capable of capturing 

the inherent properties of the dynamics of cantilevered flexible plates in axial flow. 

The influence of various control parameters on the system dynamics will be further 

discussed in Chapter 4. 
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Chapter 4 

The Dynamics of the Basic Configuration 

4.1. Introduction 

In this chapter, we systematically study the dynamics of cantilevered flexible 

plates in axial flow in the vertical configuration as shown in Fig. 1.3(a), i.e., the 

basic configuration. The influence of various nondimensional control parameters (in 

contrast to the numerical parameters discussed in Chapter 3) on the dynamics of 

the fluid-structure interaction system, not only the onset of flutter but also the post-

critical behaviour, are investigated in detail using the numerical model developed in 

Chapters 2 and 3. In particular, when the plate is assumed to be inextensible, these 

nondimensional control parameters are: the mass ratio fi, the reduced flow velocity 

C/R, the length of the upstream rigid segment l0, the material damping coefficient a 

and the viscous drag coefficient C-Q. 

Moreover, the theoretical predictions of the system dynamics obtained using the 

present theory are compared with previous theoretical results as well as experimental 

observations; it can be seen in this chapter that the present theory indeed captures 

the principal properties of the global dynamics of the system and achieves a better 

agreement with experimental observations than previous theories. 



4.2. ONSET OF FLUTTER AND POST-CRITICAL VIBRATIONS 

Finally, the dynamics of the system in the basic configuration discussed in this 

chapter can also be regarded as the benchmark for the dynamics of the system with 

modified configurations, which will be addressed in Chapter 5. 

4.2. Onset of flutter and post-critical vibrations 

There are five nondimensional control parameters in the fluid-structure interac­

tion system: /i, C/R, IQ, a and C-Q. When the other control parameters are fixed, the 

system dynamics with respect to C/R is shown in Figs. 4.1 and 4.2 for (i = 0.2 and in 

Fig. 4.3 for /x = 2.0. 

When the mass ratio of the system is fj, = 0.2, it can be seen in Fig. 4.1(a) that 

the critical reduced flow velocity is [/RC = 9.92; [7RC is also referred to in short as 

the critical point in this thesis. When [/R < C/RC, the plate remains in the stable 

flat state; any small disturbance to the system is attenuated. Flutter occurs when 

UR > URC. With increasing [/R, the flutter amplitude increases monotonically, as 

shown in Figs. 4.1(a) and 4.3(a). For the case /i = 0.2, as shown in Fig. 4.1(b), 

the flutter frequency first decreases, and then somewhat recovers at large £/R. The 

decrease in flutter frequency with increasing UR is qualitatively contrary to what 

is observed in previous experiments by Taneda (1968), Watanabe et al. (2002b), 

Tang et al. (2003) and Shelley et al. (2005). This discrepancy may be attributed 

to the absence of a proper model for the (viscous) drag acting on the oscillating 

plate; further investigation on this aspect will be conducted later in this chapter. It 

should be mentioned that the dynamics of the system depends on the value of fi. For 

example, when fi = 2.0, as seen in Figs. 4.3(a) and (b), the critical point is located at 

[/RC = 10.88 and the overall flutter frequency is higher than for fi = 0.2. Moreover, 

when /j, = 2.0, the flutter frequency predicted using the present theory monotonically 

increases in a stepped fashion with increasing C/R. 

The time histories, phase plane plots and modes of the post-critical vibrations 

of the case yu. = 0.2 at £/R = 9.95 and 13.78 are shown in Figs. 4.1(c) through (h). 

Moreover, for the same case, i.e., ji = 0.2, the system dynamics at a intermediate 
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FIGURE 4.1. The instability and post-critical vibrations of cantilevered flex­
ible plates in axial flow. The parameters of the system are fj, — 0.2, IQ, = 0.01, 
a = 0.004 and CD = 0. 

reduced flow velocity UR — 11.83 is presented in Fig. 4.2. It is observed in Figs. 4.1(c) 

and (e) that when C/R is close to [7RC, the transient is very long; the flutter amplitude 

is relatively small; and, the system dynamics is almost linear. Note that the behaviour 

of the system at a UR close to URC, i.e., the long transient together with the small 

amplitude, may explain the small amplitude oscillations preceding the large amplitude 

flutter observed in the experiments conducted by Tang et al. (2003). 

For the specific case of /J, = 0.2, the modal form of the oscillation involves trav­

elling waves (no stationary nodes) of roughly second-beam-mode shape; there is a 
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FIGURE 4.2. The post-critical vibrations of cantilevered flexible plates in 
axial flow with the consideration of longitudinal displacements. The param­
eters of the system are /J, = 0.2, C/R, = 11.83, Zn = 0.01, a = 0.004 and 
CD = 0. 

quasi-node located at about three-quarters of the plate length. Here, the beam mode 

refers to one of the linear modes of a cantilevered beam as denned in Eqs. (3.2) 

and (3.3); and, the term second-beam-mode shape means that the beam modes up to 

the second one, as compared to the higher modes, are significant in the vibrations of 

the plate. The second-beam-mode shape can clearly be observed at low £/R, as shown 

in Fig. 4.1(g), where the nutter amplitude and the corresponding longitudinal dis­

placements are relatively small. It can be seen in Figs. 4.1(g), 4.2(e) and 4.1(h) that, as 

C/R, increases, the quasi-node becomes less distinct, while the vibration modes remain 

qualitatively the same. As shown in Fig. 4.4, a further observation of the vibration 

modes can be made in terms of the magnitudes of individual generalized coordinates 

<7i, which is defined in Eq. (3.1). It can be seen in Fig. 4.4 that the ratios of the gen­

eralized coordinates of the higher modes to that of the first mode, in terms of their 

magnitudes max(|^ |) , are 1 : 1.18 : 0.0236 : 0.00392 and 1 : 0.606 : 0.0381 : 0.00981, 
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FIGURE 4.3. The instability and post-critical vibrations of cantilevered flex­
ible plates in axial flow. The parameters of the system are /J, = 2.0, Zn = 0.01, 
a = 0.004 and CD = 0. 

respectively, for the cases C/R = 9.95 and C/R = 13.78. That is, the first two beam 

modes are dominant in both cases, and the vibration of the plate thus exhibits a 

pronounced second-beam-mode shape. It should be noted that the vibration modes 

also depend on the value of /i; a third-beam-mode shape is observed in the vibrations 

of the plate when [i = 2.0, as shown in Fig. 4.3(d). 

The time history and phase plane plot of the longitudinal displacements of the 

plate tip are, respectively, shown in Figs. 4.2(c) and (d); as expected, it can be seen 

that the longitudinal displacement is always negative and the frequency of the longi­

tudinal vibration is twice that of the transverse vibration, as always. The locus of the 

plate tip exhibits a figure-of-eight shape as shown in Fig. 4.2(f), which was clearly 

observed before in the experiments by Zhang et al. (2000) (see also Fig. 2.3(c)). An­

other important conclusion that can be drawn from Fig. 4.2 is that the magnitudes 

of the transverse and longitudinal displacements, when observed in the fixed X-Y 
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FIGURE 4.4. The time histories of the generalized coordinates qt. The pa­
rameters of the system are n = 0.2, IQ = 0.01, a = 0.004 and CD = 0. 

coordinate system, are of the same order; for the present case, one can find that 

max (| w(s = 1) |) = 0.418 and max(| v(s = 1) |) = 0.250. It can further be seen in 

Fig. 4.2(f) that the maxima of the longitudinal and transverse displacements arise 

almost concurrently in the vibration, while the minimum of the longitudinal displace­

ment does not occur simultaneously as that in the transverse displacement. 

From the bifurcation diagrams shown in Figs. 4.1(a) and 4.3(a), respectively for 

fj, = 0.2 and \i = 2.0, it is seen that the present theory predicts a supercritical 

bifurcation, leading to flutter. In experiments, however, flutter is more likely to occur 

in a subcritical manner (Zhang et al., 2000; Watanabe et al., 2002b; Tang et al., 2003; 

Shelley et al., 2005). It should be emphasized that all theories to date fail to capture 

this characteristic; they all predict a supercritical bifurcation. Normally, a subcritical 

bifurcation is accompanied by the hysteresis phenomenon; two stable states of the 

system (Zhang et al., 2000) may co-exist in a certain range of C/R in the bifurcation 
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4.2. ONSET OF FLUTTER AND POST-CRITICAL VIBRATIONS 

diagram. In other words, the system dynamics in this range of [/R depends on initial 

conditions. To this end, the influence of initial conditions on the system dynamics 

has been extensively examined, as shown in Fig. 4.5 for some of the tests: from very 

small initial deformations to relatively large ones, as well as from initial deformations 

in a single mode to those of combined modes. In regard to both the onset of flutter 

and the post-critical behaviour, no dependence of the system dynamics on initial 

conditions has been observed. 

a) Phase plane plot 

ii 
CO 
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(b) Flutter frequency 
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(c) Time history, initial conds. (i 
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FIGURE 4.5. The system dynamics with various initial conditions: (i) q\ = 
-1.0 x 1CT2; (ii) gg = 2.0 x 10"5; (iii) cjg = -5.0 x 10"2; and, (v) q% = 
—5.0 x 10~2 and q® = 1.0 x 10~2. The parts of the initial conditions not 
specified are all zeros, i.e., qf — 0 and qf — 0. The parameters of the system 
are /x = 0.2, UR = 10.95, l0 = 0.01, a = 0.004 and CD = 0. 
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4.3. ON SOME ISSUES OF THE PRESENT THEORY 

4.3. On some issues of the present theory 

4.3.1. The longitudinal displacements. The longitudinal displacements 

of the plate were neglected in all previous theoretical studies on the dynamics of 

cantilevered flexible plates in axial flow. In this thesis, the longitudinal displacement 

v is calculated according to Eq. (2.2), and the longitudinal deformations and velocities 

of the plate are taken into account in the calculation of the aero/hydro-dynamic loads 

(see Eqs. (2.18), (2.19), (2.21b) and (2.22)). 
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FIGURE 4.6. The comparison of two models: (i) the model adopted in the 
present theory; (ii) the model neglecting the longitudinal displacement. The 
parameters of the system are ji = 0.2, IQ = 0.01, a = 0.004 and CD = 0. 

The dynamics of the system obtained using (i) the original model adopted in the 

present theory, and (ii) a modified model, which neglects the longitudinal deforma­

tions and velocities, are shown in Fig. 4.6 for the case of \x = 0.2. It can be observed 

in Fig. 4.6(a) that the two models predict the same critical point £/RC; however, the 

onset of flutter predicted by model (i) is in such a manner that the curve in the bifur­

cation diagram, in the immediate vicinity of the critical point, is much steeper than 

that obtained using model (ii). Without considering the longitudinal displacements 

in the model, the flutter amplitude still increases with increasing [/R; but, at a fixed 
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[/R, model (ii) predicts a smaller flutter amplitude than model (i). Although the vi­

bration amplitudes predicted by the two models are different, as shown in Figs. 4.6(c) 

and (d), the vibration modes are qualitatively similar. In Fig. 4.6(b), one can find 

that the flutter frequency predicted by model (ii) monotonically decreases as UR is 

increased. Moreover, when £/R < 11.18, model (ii) predicts higher flutter frequencies 

than model (i); but this relation is reversed when [/R > 11.40. It should be noted 

that all the results from here on are with the longitudinal displacement taken into 

account. 
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FIGURE 4.7. The relationship between the longitudinal and transverse dis­
placements at various C7R. The parameters of the system used are /x = 0.2, 
l0 = 0.01, a = 0.004 and CD = 0. 

The longitudinal displacements of the system at various £/R are studied in Fig. 4.7 

in terms of the ratios of the minima and maxima of the longitudinal displacements 

at the trailing edge of the plate to the corresponding maxima of the transverse dis­

placements, i.e., the values of min(|w(s = l)|)/max(|iu(s = 1)|) and max(|t>(s = 

l)|)/max(|it;(s = 1)|), respectively. It can be seen in Figs. 4.7(b) and (c) that as U-& 

approaches the critical point C/RC, both ratios become increasingly small. That is, 

the longitudinal displacements become less important in the system dynamics when 
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[/R is close to [7RC; this observation may explain why the models with or without the 

consideration of the longitudinal displacements predict the same critical point. 

4.3.2. The model of the vortical wake. The system dynamics has been 

studied using two wake models: (i) the model adopted by the present theory, and 

(ii) a refined model; results are presented in Fig. 4.8. In the present theory, the wake 

vortices are assumed to be shed off from the trailing edge of the plate and then move 

downstream with the undisturbed flow velocity. Obviously, in a better model of the 

vortical wake, i.e., model (ii), one can assume that the latest wake vortex, when it 

is shed off from the plate, has the same velocity as the trailing edge of the plate; 

and, the specific wake vortex will then move downstream with the local flow velocity, 

which is determined by the undisturbed flow velocity and the induced flow velocity by 

all the bound vortices as well as all the other wake vortices. It should be emphasized 

that considerable computational loads are involved in the calculation of the local 

flow velocity. For example, when the parameters used are lw = 40, AT = 0.001 

and C/R = 10.95, the number of wake vortices can be approximately calculated as 

iVw = IW/U-RAT = 3 640. Therefore, the calculation of the induced flow velocity by 

all the other wake vortices at the instantaneous location of the current wake vortex 

need 3640 manipulations; and, 3 640 x 3 640 manipulations are required for all the 

wake vortices. 

It can be seen in Figs. 4.8(a) through (d) that the system dynamics in terms of the 

time history and the vibration modes obtained using wake models (i) and (ii) are very 

close to each other. For example, the flutter amplitude and frequency predicted using 

wake model (i) are, respectively, 0.3294 and 2.7; the corresponding quantities when 

using wake model (ii) are, respectively, 0.3008 and 2.6. Moreover, it is found that 

these two wake models predicted the same critical point at URC — 9.92. Therefore, it 

can reasonably be concluded that the performance of wake model (i) is equivalent to 

wake model (ii), although the former is a considerably simplified version of the latter. 

It should be noted that all the results from here on are obtained with wake model (i). 
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FIGURE 4.8. The system dynamics obtained using two wake models: (i) the 
model adopted by the present theory, where all wake vortices are assumed 
to move downstream with the same velocity as the undisturbed fluid flow; 
(ii) the wake model where each individual wake vortex moves downstream 
with the local flow velocity. Note that the distributions and strengthes of 
the wake vortices are, respectively, presented in subfigures (e,f) and (g,h) for 
a specific time instant r = 20. The parameters of the system are fi = 0.2, 
C/R = 10.95, lo = 0.01, a = 0.004 and Co = 0. The numerical parameters 
relating to the generation of the vortical wake used in the simulations are 
AT = 0.001 and lw = 40. 

As shown in Figs. 4.8(e) and (g), when using wake mode (i), the vortical wake 

has a wavy form, not only in terms of the distribution but also in terms of the 

strength of individual wake vortices. When examining the wavy form of the vortical 

wake in conjunction with the vibrations of the plate, one can find that the wake 
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vortices generated by a single stroke of the plate are of the same sign, as observed 

in the experiments conducted by Zhang et al. (2000). When the wake model (ii) is 

considered, as shown in Figs. 4.8(f) and (h), the wavy form of the vortical wake is still 

visible, although it becomes less distinct due to the accumulation of wake vortices in 

some regions. 

4.4. T h e influence of IQ, a and C D 

The effect of varying the length of the upstream rigid segment IQ and the material 

damping coefficient a on the system dynamics is shown in Figs. 4.9 and 4.10. 

(a) Flutter amplitude (b) Flutter frequency 

5 0.0 

FIGURE 4.9. The influence of IQ on the system dynamics. The other param­
eters of the system are JJL = 0.2, £/R = 10.95, a = 0.004 and CD = 0. 

When the rigid segment is short, disturbances in the flow due to plate motion 

and the associated wake affect the flow upstream; i.e., the upstream flow cannot be 

treated as a steady uniform flow. As shown in Fig. 4.9(a), when IQ is small, say IQ < 5, 
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FIGURE 4.10. The influence of lo, a and CD on the critical point ?7RC at 
various values of mass ratio /i. 

significant changes occur in the flutter amplitude with small variations of lo- However, 

it can be seen in Figs. 4.9(b) through (f) that , excepting the flutter amplitudes, the 

other aspects of the post-critical behaviour of the system (i.e., the flutter frequency, 

the time history and the modes) are not sensitive to the variations in lo. 

The critical point URc also depends on the value of lo. In particular, as shown 

in Fig. 4.10 for the case fi = 0.2, URc = 9.20 when l0 = 1.0; while URc = 9.92 

when l0 = 0.01. When l0 is sufficiently large, the dependence of the system dynamics 

on it becomes unimportant; eventually, the dynamics converges to that of the case 

lo = co. It is also found that the influence of l0 on the system dynamics becomes less 

important when the mass ratio fj, is large, as shown in Fig. 4.10. For example, for 

the case n = 20.0, URc = 8.71 when l0 = 0.01; while, URc = 8.89 when l0 = 1.0. It 

should be emphasized that the dependence of the system dynamics on the mass ratio 

fi exhibits a rather complicated pattern. For a specific case of //, the critical point 

URc may either increase or decrease as the value of lo become larger. For example, it 

can be observed in Fig. 4.10 that the critical point URc of the case lo = 1.0 is higher 

than the case Zo = 0.01 in the ranges 0.7 < /J, < 1.5 and \i > 3.0; while, in the other 

ranges of fi, a longer rigid segment lo results in a lower critical point URc. 
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FIGURE 4.11. The influence of a on the system dynamics. The other pa­
rameters of the system are /j, = 0.2, IQ = 0.01 and CD = 0. 

As shown in Fig. 4.11(a), the system becomes more stable with increasing value of 

material damping a; for example, C/RC = 8.26 and 9.92 when a = 0.001 and a = 0.004, 

respectively. At a fixed value of J7R beyond the critical point [/RC, it can be seen in 

Fig. 4.11(b) that the flutter amplitude decreases as a increases. However, one can 

see in Figs. 4.11(c) through (g) that the post-critical dynamics of the system (the 

flutter frequency, the time history and the vibration modes) with different values of 

a is qualitatively the same. 

When taking into account the viscous drag C D , as shown in Fig. 4.12(a), the 

system becomes more stable and the flutter amplitude decreases with increasing C D at 

a fixed value of C/R beyond the critical point [7RC. It was measured in the experiments 
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FIGURE 4.12. The influence of CD on the system dynamics. The other 
parameters of the system are ji — 0.2, in = 0.01 and a = 0.004. 

conducted by Taneda (1968) that the value of the total aero/hydro-dynamic drag 

(i.e., the summation of the inviscid drag and the viscous drag denned in Eq. (2.24)), 

if evaluated in terms of an equivalent drag coefficient CD, was about 0.07 before nutter 

took place and it jumped to about 1.0 at the critical point, but this very large jump 

was never explained (perhaps it involved also the resolved inviscid drag). Omitting 

the viscous drag will considerably underestimate the value of the critical point. In 

particular, one can obtain from Fig. 4.12(a) that {7Rc = 9.92 when CD = 0; while 

[/RC = 11.08 when CD = 0.8. As shown in Figs. 4.12(b) and (c), at a fixed value 

of the reduced flow velocity C/R = 11.83, the vibration modes of the the two cases, 
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4.4. THE INFLUENCE OF l0, a AND CD 

which have different values of viscous drag (CD = 0.1 and 0.8, respectively), are quite 

similar. 

Another important role of the viscous drag CD, as shown in Fig. 4.12(d), is to 

increase the flutter frequency; this is expected, because the tension in the plate is 

related to the viscous drag CD according to Eqs. (2.5) and (2.24). It is noticed that 

when a system is studied with a fixed value of CD and when CD > 0.2, the flutter 

frequency of the system monotonically increases with increasing [/R,; this trend agrees 

with previous experimental observations (Taneda, 1968; Watanabe et al., 2002b; Tang 

et al., 2003; Shelley et al., 2005). However, when CD < 0.2, this trend cannot be 

observed; see the curves for CD = 0 and CD = 0.1 in Fig. 4.12(d). 

It has been shown in Figs. 4.9(b) and 4.11(c) that varying l0 and a has little 

effect on the flutter frequency; but CD does have a significant effect. As shown in 

Fig. 4.12(e), the flutter frequency at the critical point is /* = 2.75 when CD = 0; it 

grows monotonically to /* = 3.15 when CD = 0.8. Moreover, as shown in Fig. 4.12(f), 

the flutter frequency /* at a fixed value of [/R beyond the critical point [7RC also 

increases considerably with increasing CD- However, it is noticed that, when CD is 

fixed, the flutter frequency may be invariant or even decrease with increasing £/R, 

as shown in Fig. 4.11(d). This observation suggests that the value of CD should 

be dependent on the flutter amplitude: the larger the UR, the larger is the flutter 

amplitude (see Fig. 4.1(a)), and the larger the value of CD. 

In previous work, Blasius-type solutions have been used by Datta and Gottenberg 

(1975) and Yadykin et al. (2000) as a first approximation to the viscous drag FD* 

acting on the plate (White, 1991), 

(4.1) 
1.328pF^2Rex for a laminar boundary layer, 

0.054pF^2Rex_1 for a turbulent boundary layer, 

where the variable Reynolds number Rex is defined by 

Rex = R e ^ l ± i (4.2) 
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In Eq. (4.2), Re is the Reynolds number denned with the length of the flexible plate 

L, i.e., Re = UL/up, where up is the kinematic viscosity of the fluid. Therefore, when 

taking into account F D * and setting Cr, — 0, Eq. (2.24) becomes 

fDi = Apt sin a» + < 
1.328[Re(£o + £ci)] f° r laminar boundary layer, 

0.054[Re(Zo + Xa)]~~ f° r turbulent boundary layer. 
(4.3) 

(a) Phase plane, cases (1) & (2) (b) Phase plane, cases (1) & (3) 
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(c) Phase plane, cases (1) & (4) 
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FIGURE 4.13. The influence of the viscous drag, modelled using the Blasius-
type solutions, on the system dynamics. With CD = 0, the drag considered 
is composed of: (i) the inviscid drag; (ii) the viscous drag modelled using the 
Blasius-type solution for the laminar boundary layer; and (iii) the viscous 
drag modelled using the Blasius-type solution for the turbulent boundary 
layer. The cases tested are as follows. Case (1): only (i) is considered; case 
(2): the summation of (i) and (ii) is considered; case (3): the summation of 
(i) and (iii) is considered; case (4): only (ii) is considered; and case (5): only 
(iii) is considered. The parameters of the system are /x = 0.2, C/R = 10.25, 
a = 0.004 and in = 0.01. For the calculation of the viscous drag modelled 
using the Blasius-type solutions, Re = 5 x 105 is used (see Appendix C for 
the value of Re). 

The influence of the viscous drag modelled using the Blasius-type solutions on 

the system dynamics is studied in Fig. 4.13. It can be seen in Figs. 4.13(a) and (b) 

that, with such a model, no matter whether the formula for the laminar boundary 

67 



4.5. ON THE HYSTERESIS PHENOMENON 

layer or the turbulent boundary layer is used, the system dynamics is almost the 

same as without taking the viscous drag into account. On the other hand, as shown 

in Figs. 4.13(c) and (d), if one considers only the viscous drag (modelled using the 

Blasius-type solutions) but otherwise omits the inviscid drag, the system dynamics is 

significantly different. It is therefore concluded that the viscous drag modelled using 

the Blasius-type solutions according to Eq. (4.1) have negligible effects on the system 

dynamics, at lease for the modest value of ji in these calculations. 

4.5. On the hysteresis phenomenon 

Hysteresis phenomena have repeatedly been reported in previous experimental 

observations conducted by Zhang et al. (2000), Watanabe et al. (2002b), Tang et al. 

(2003) and Shelley et al. (2005). In general, it has been observed that flutter takes 

place in an abrupt manner: once the flow velocity reaches a critical point, vibration 

develops suddenly with a large amplitude. On the other hand, when the plate is 

already in vibration and the flow velocity is gradually reduced, the plate may return 

to rest at another critical point, lower than the former one. Therefore, a hysteresis 

loop is formed; i.e., the bifurcation leading to flutter is subcritical. This hysteresis 

phenomenon also implies that the dynamics depends on initial conditions; two stable 

states coexist between the lower and the upper critical points. 

As already remarked, no existing theory is capable of predicting subcritical dy­

namic behaviour for the flow-induced flutter. Clearly, this must be due to either a 

systemic weakness in all the theoretical models, or because a particular aspect of all 

(or virtually all) experiments, is not taken into account in the theoretical models. 

In all experiments, the plate is of course three-dimensional. Thus, the theoretical 

assumption that the flow is two-dimensional ignores all edge-effects, e.g. edge-vortices, 

the overall effect of which may not be negligible; there may indeed be a phase lag be­

tween their generation and the plate motion. Also, most of the aero/hydro-dynamics 

models employed are linear, and the observed hysteresis may be due to fluid nonlin-

earities. However, simulations using Navier-Stokes solvers (Watanabe et al., 2002a; 
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Balint and Lucey, 2005; Tetlow et al., 2006) have not shown any hysteresis effects 

either; still, this may have been insufficiently explored. 

On the purely experimental side of things, it is noted that all experiments have 

been conducted in a wind or water tunnel; yet, the effect of confinement was not 

considered. Furthermore, this effect is not a straightforward blockage when the plate 

is fluttering. Recently, for the problem of vortex-induced vibrations of an oscillating 

cylinder (in cross flow), Prasanth et al. (2006) have shown that a blockage of 5% as 

compared to 1% has a profound effect on the dynamics - affecting lock-in and the 

existence of hysteresis; but both 1% and 5% are normally considered small! Clearly, 

this is not a static effect of increasing the effective flow velocity around the cylinder, 

but a more profound effect on the vortical dynamics. In the case of the plate, the 

amplitudes of motion are larger at the trailing edge than for the cylinder, and so also 

is the dynamic blockage; hence this effect could well be more pronounced. Another 

possibility is that, due to quasi-ubiquitous imperfections, spanwise bending would 

stiffen a plate in experiments prior to the onset of flutter, but such bending could be 

partly ironed out at post-critical flows, thus generating a hysteresis. 

In the remarkable experiments conducted by Zhang et al. (2000), it has been ob­

served that the onset of the flutter of a cantilevered plate in axial flow is accompanied 

by the evolution of the vortical wake from a von Karman type to an undulating one. 

To demonstrate how a hysteresis might occur due to vortical effects, we have investi­

gated (as a preliminary exercise) the effect of adding a steady von-Karman-type vortex 

street to the undulating wake vortices shed at the trailing edge of the plate while in 

motion. As shown in Fig. 4.14, it is assumed that Tv = UL for small motions (when 

W(S = L)/L < 0.02) and Tv = 0 for larger motions (when W{S = L)/L > 0.02), 

where Ty is the strength of a single von Karman wake vortex. The geometry of the 

von Karman wake street is set as Sy/L = 0.1 and Dy/L — 0.02 (refer to the exper­

imental observations made by Taneda (1958) and Zhang et al. (2000)), where Sy is 

the distance between two successive vortices in the same row and Dy is the distance 

between either of the two vortex rows to the neutral plane. It should be mentioned 

that the distance between two successive von Karman wake vortices Sy is normally 
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much larger than that of two successive vortices belonging to the undulating wake 

UAt, as shown in Fig. 4.14. As the first vortex (the latest one) in the undulating wake 

street has a longitudinal clearance of Q.2hUAt to the trailing edge of the plate, the 

distance between the first vortex of the von Karman wake street and the trailing edge 

of the plate is supposed to be 0.55V- Moreover, as the strength of each individual 

vortex in the undulating wake depends on the magnitudes of the deformations and 

velocities of the plate at the time instant when it was generated, the strengths of the 

vortices in the von Karman wake street are assumed to be a fixed quantity Ty = UL 

(or in the nondimensional form jy = Fy/(UL) = 1) whenever the deformation of the 

plate is small; that is, when the amplitude of the plate vibrations is small, the von 

Karman wake is dominant. 

Sy ^ 
5» Boundary layer 

Theplate 

L \A 

JyA 

0.5S\ Dy 

Dy 

-TV '"Tx 

'W 
V̂ 

von-Karman wake vortices 

Dy 

Xw.(t) 

Undulating wake vortices 

-r-
-€> 

• • 

UAt 

FIGURE 4.14. An illustration of the superposition of the von Karman vor­
tical wake street and the flutter wake street. 

When superimposing the von Karman wake street onto the undulating vortical 

wake, the dynamics of the system is shown in Fig. 4.15, demonstrating that a hys­

teresis may be obtained. It can be seen in Fig. 4.15(a) that , as compared to the 

results presented in Fig. 4.5, the system dynamics depend on the initial conditions 

when 9.92 < 17R < 10.95. When UR < 9.92, no matter what initial condition is used, 

the system is stable. When 9.92 < J7R < 10.95, as shown in Figs. 4.15(b) and (c) for 

the case L/R < 10.49, when the initial disturbance imparted to the plate is relatively 
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large, flutter takes place; while, when a very small initial deformation of the plate is 

used for the simulation, the system is still stable. With further increasing J7R and 

when UR > 10.95, the dependence of the system dynamics on the initial conditions 

disappears; although the transient may be different, as shown in Figs. 4.15(d) and 

(e), the properties of the obtained stable limit cycle oscillations using two different 

initial conditions are exactly the same. 

0.6 
(a) Bifurcation diagrams obtained using diffemet initial conditions 

i ' i ' i ' i 

M Initial conds. (i): q^O, dq/dx=0, except q.,=-1.0x10~2 

*—* Initial conds. (ii): q^O, dq/dx=0, except q,=-1.0x10"5 

i^o /;\ i i — -i A na ICs. (i), UR=11.06 

0 5 10 15 20 

(d) Time history, ICs. (i), UR=11.83 

5 10 

(e)Time history, ICs. (ii), UR=11.83 

-0.5 

FIGURE 4.15. The bifurcation diagram of the system with the additional 
consideration of a von Karman wake obtained using two different sets of 
initial conditions: (i) q\ — -1 .0 x 10~2; and (ii) q\ = —1.0 x 10~5. The 
other parts of the initial conditions not specified are all zeros, i.e., qf^i = 0 
and q® = 0. The other parameters of the system are fj, = 0.2, IQ = 0.01, 
a = 0.004 and CD = 0. 
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It should be emphasized that the mechanism discussed here of superimposing a 

von Karman wake street to the undulating vortical wake is non-physical, and only 

exploratory from the phenomenological point of view. In particular, both the vortex 

strength and the geometrical pattern used for the von Karman wake street are arbi­

trarily determined and the evolution of the wake from the von-Karman-type to the 

undulating-type cannot be accounted. However, it is very interesting to find the wake 

beyond the trailing edge of the plate has a profound effect indeed on the dynamics of 

the system, as has been observed in the experiments by Zhang et al. (2000). 

4.6. Dynamics of the system with various [i 

In Fig. 4.16, we examine the flutter boundary in terms of the mass ratio p. The 

flutter boundaries predicted by other theories by Huang (1995), Guo and Paidoussis 

(2000), Yamaguchi et al. (2000b), Watanabe et al. (2002a), Shelley et al. (2005) 

and Argentina and Mahadevan (2005) for two-dimensional plates and by Eloy et al. 

(2007) for plates with the aspect ratio Al = oo (i.e., two-dimensional plates) as well as 

M = 1, as well as the corresponding experimental data published by Kornecki et al. 

(1976), Huang (1995), Yamaguchi et al. (2000a), Watanabe et al. (2002b), Tang et al. 

(2003) and Souilliez et al. (2006) are all presented. One can see from Fig. 4.16 that, 

from a viewpoint of global dynamics of the system, the flutter boundary predicted by 

the present theory agrees very well with experimental measurements (excepting the 

abnormal data published by Watanabe et al. (2002b)). Moreover, further examina­

tion of Fig. 4.16 reveals that the present theory achieves better agreement with the 

experimental data than that achieved by other theories. 

In Fig. 4.16, C/R/V is used as the ordinate, which can be written as U^/fj, = 

[(p?hfl2/{p¥D
l/2)]U (or, UR/n = [pP

3 / 2pF _ 1£~ 1 / 2 /V 1 2 ! 1 - v2)\ U i f t h e expres­

sion for D is substituted therein). Moreover, the mass ratio \i can be written as 

[pp/(pp/i)]£. Therefore, Fig. 4.16 actually reveals the relation between the critical 
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FIGURE 4.16. The flutter boundary of cantilevered flexible plates in axial 
flow: theoretical predictions and experimental measurements from various 
sources. Note that AR denotes the aspect ratio Al. For the results obtained 
using the present theory, the parameters of the system are: IQ = 0.01, a — 
0.004 and CD = 0. 

flow velocity Uc and the plate length L, the most controllable parameter in experi­

ments, when the other physical parameters (pp, pp, h and D) of the fluid-structure 

system are fixed. 

All the theoretical and experimental data presented in Fig. 4.16 clearly indicate 

the same trend for the flutter boundary: when the plate is short (say JJL < 1), Uc 
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is very sensitive to L; while, when the plate is sufficiently long (say /J, > 4), Uc is 

almost a constant, varying very gradually with changing L. In general, Uc decreases 

with increasing L. However, within the range 1.0 < /J, < 1.2, there is a local rise and 

then subsidence in Uc as L increases; a subtle transition in the flutter mode shape 

occurs in this interval (refer to Figs. 4.18(c) and (d) to see the difference between the 

vibration modes when fi = 1.1 and /J, = 1.2). 

Another important observation that can be made in Fig. 4.16 is that the differ­

ences in the flutter boundaries obtained using various theories are quite large for short 

plates (/j, < 1). Gradually and monotonically, this difference is diminished as L is 

increased, and all theories converge towards one another for long plates (/J, > 4). The 

same phenomenon can also be observed regarding the agreement between experimen­

tal data (excepting those by Watanabe et al. (2002b)) and theoretical predictions. As 

for the large scatter in the experimental data shown in Fig. 4.16, we attribute this to 

the difficulty encountered in setting up the experiments. Moreover, the plates used 

in different experiments have different aspect ratios, different lengths of upstream 

rigid segment, different levels of material damping, and the experiments themselves 

have been carried out in different wind or water tunnels with different geometries; all 

these factors will cause variations in Uc. Nevertheless, it is very interesting to notice 

that most theoretical predictions are in better agreement with most experimental 

data when //. is large. This implies that all the possible factors mentioned above have 

much less influence on the stability of the system when the plate is long. For example, 

one can show that the vortical wake beyond the trailing edge of the plate indeed has 

less influence on system stability for long plates than it does for short plates; see 

Appendix D for details. 

It should be emphasized that Fig. 4.16 reveals inherent properties of the global 

stability of cantilevered flexible plates in axial flow. Both the trend of a single flut­

ter boundary and the relation between different ones (no matter whether they be 

theoretical or experimental) are neither distorted by scale factors in the axes used 

nor qualitatively changed by other factors that influence the system dynamics (i.e., 

the length of upstream rigid segment l0, the material damping coefficient a and the 
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viscous drag coefficient Cp>). The actual values of the scale factors [pp/(pph)] and 

[(pphf^/ippD1/2)] for the experimental data of Kornecki et al. (1976), Huang (1995), 

Tang et al. (2003) and Souilliez et al. (2006) are listed in Table 4.1; the absence of 

the other studies (Yamaguchi et al., 2000a; Watanabe et al., 2002b) from the Table 

is due to the lack of published information which would have enabled calculation of 

these scale factors. Although the scale factors for L and Uc may not always be close 

to unity nor be the same for individual experiments, it is easy to check that they 

will not qualitatively change the key properties of the nutter boundaries shown in 

Fig. 4.16. 

TABLE 4.1. The values of pF/(pPh) and (P P / I ) 3 / 2 / (PF£> 1 / 2 ) in various experiments 

Experiments by 

Kornecki et al. (1976) 
Huang (1995) 

Tang et al. (2003) 
Souilliez et al. (2006) 

pPh 
(kg/m2) 

1.343 
0.142 
1.108 
0.2 

PF 
(kg/m3) 

1.226 
1.226 
1.226 
1.226 

D 
(N-m) 

8.47 x 10"1 

7.29 x 10~4 

3.83 x 10"1 

6.15 x 10"3 

ppf(pph) 
(in"1) 

0.913 
8.634 
1.107 
6.31 

(s/m) 
1.397 
1.616 
1.50 
0.93 

It should be mentioned that Lemaitre et al. (2005) have recently also reported 

that Uc is insensitive to L for long plates, in their work on hanging plates in axial 

flow (i.e., with gravity in the positive X direction of Fig. 2.1); they attributed the 

observed trend to the axial tension caused by the distributed weight of the plate. 

However, for all the theoretical analyses and experiments presented in Fig. 4.16, both 

the plate and the upstream support are vertical (i.e., the gravity is in the negative 

Z direction of Fig. 2.1); therefore, the gravitational force needs not to be taken into 

account in these studies, and is hence neglected. 

If, instead of U-Rc/p one plots URC versus p (refer to Fig. 4.10), neither the global 

trend for a single flutter boundary nor the correlation between different ones as de­

scribed in the foregoing would be discernible. Therefore, a discussion of the global 

properties of a flutter boundary has to be conducted in terms of dimensional param­

eters Uc and L in a U^c/p versus p plot. The scale factor [pF/(pph)] for different 

systems is not always the same, and a system with a larger p does not necessarily 

correspond to a longer plate than another system with a smaller p. However, for a 
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specific system of which the physical parameters pp, h and p-p are fixed, p is directly 

proportional to L. In particular, in light of the flutter boundary predicted by the 

present theory, one can consider that a plate is long when p > 4, and that it is a 

short one when p < 1. 

Along the flutter boundary shown in Fig. 4.16, the flutter frequencies / * at various 

values of p have been obtained and presented in Fig. 4.17. Similar to Fig. 4.16, 

the purpose here is to reveal the relation between fc and L when the other physical 

parameters (pP , pp, h and D) of the system are fixed; therefore, Fig. 4.17 uses f*/p2 = 

[(pp/i)5 /2 /(pF
2D1 / , 2)]/ c as ordinate, and p is written as \p$/(pph)]L. It can be seen in 

Fig. 4.17 that /* has the same trend as Uc in Fig. 4.16: / c is very sensitive to L for short 

plates, and it is almost invariant for long plates; fc generally decreases as L increases, 

but there is a local rise and then subsidence for 1.0 < p < 1.2. The experimental 

measurements of the frequencies at the flutter boundary made by Kornecki et al. 
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* * Present theory, l0=1 
• Experimental data of Kornecki et al. (1976) 
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FIGURE 4.17. The flutter frequencies of the system along the boundary of 
instability in terms of mass ratio p. The data obtained in the experiments 
by Kornecki et al. (1976), Huang (1995) and Tang et al. (2003) are also 
presented. The other parameters of the system are: a — 0.004 and CD = 0. 
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(1976), Huang (1995) and Tang et al. (2003) are also presented in Fig. 4.17; it can 

be seen that the present theory agrees with experimental observations, surprisingly 

perhaps, very well indeed. It should be noted that, due to the difference in the 

normalization methods used and the lack of exact values for the physical parameters 

of the system, the experimental results obtained by Yamaguchi et al. (2000a) and 

Watanabe et al. (2002b), as well as all the previous theoretical predictions for /c , 

cannot be included in Fig. 4.17. 

Vibration modes of the system with different values of //, obtained at the corre­

sponding critical points URC, are shown in Fig. 4.18. It is seen that, for a fixed fx, the 

vibration modes of the system at different post-critical flow velocities are qualitatively 

similar, although the vibration amplitude and some other aspects (for example, the 

location and girth of the quasi-node) may vary. As already shown in Fig. 3.5 for the 

purposes of validation of the present theory, when comparing these vibration modes 

FIGURE 4.18. Vibration modes of the system with different values of mass 
ratio /J, obtained at the corresponding critical points URC. The other param­
eters of the system are IQ = 0.01, a = 0.004 and C*D = 0. 
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with the experimental observations by Tang et al. (2003) for \x — 0.30, by Souilliez 

et al. (2006) for (JL = 0.68 and fi = 1.8, and by Watanabe et al. (2002b) for // - 2.7 

and /i = 35.7, good agreement is found. It can be seen from Fig. 4.18 that, as [i 

increases more and more, higher-order beam modes participate in the dynamics and 

they become increasingly significant. It is also interesting to see that a pure first-mode 

flutter never happens for any value of fi; cf. Pai'doussis (2004). 
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Chapter 5 

The Dynamics of Modified Configurations 

5.1. Introduction 

In this chapter, the dynamics of cantilevered flexible plates in axial flow in vari­

ous modified configurations is investigated. The results obtained may be regarded as 

addenda to the dynamics of the basic system (i.e., the plain plate in a vertical config­

uration, as shown in Fig. 1.3(a)) extensively studied in the preceding chapters. When 

one considers modified configurations of the basic one, new system parameters are 

introduced; it is of interest to examine the effect of these parameters on the dynamics 

of the system, not only the onset of instability but also the post-critical behaviour. 

Moreover, as one can see in Chapter 6, some of the modified configurations of the 

system are closely related to the design of a flutter-mill discussed therein. 

We first consider a plate in an arrangement such that the gravitational force must 

be taken into account; that is, for the system in either the horizontal configuration 

or hanging configuration, as shown in Figs. 1.3(b) and (c), respectively. Then, as 

all previous experiments of cantilevered flexible plates in axial flow were conducted 

in a wind tunnel or water channel, the presence of parallel solid walls on either 

side of the flexible plate is considered in the calculation of fluid loads acting on the 

plate, and the influence of the parallel solid walls on the dynamics of the system 

is investigated. Also, if an additional linear or nonlinear spring support is installed 

on the cantilevered flexible plate, of variable spring stiffness and location along the 
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length of the plate, the dynamics of the system with this new feature is investigated. 

Similarly, the dynamics of the system with an additional concentrated mass of varying 

magnitude and at different locations along the length of the plate is also studied. 

Finally, we also investigate the case where there exists a small oscillating component in 

the undisturbed flow, in particular a small oscillating angle of incidence with respect to 

the leading edge of the cantilevered plate; the influence of this oscillating component 

on the system dynamics is examined. The final modified system investigated is the 

case of two identical cantilevered flexible plates aligned parallel to each other in axial 

flow. 

When a modified configuration of the system is under investigation, the effects 

of the new system parameters have to be studied together with those shared with 

the basic configuration, i.e., /i, C/R, lo, a and C-Q. It should be noted that we by no 

means intend to cover all the possible combinations of these parameters. Instead, the 

investigations carried out in this chapter focus on the influence of the new parameters 

(one at a time) on the system with, in most cases, a small value of mass ratio /j, and a 

fixed reference set of lo, a and CD- The main reason for doing so is that, for a system 

with a large value of /J,, the computational load is too heavy to obtain sufficient 

simulation results for meaningful analysis; besides, as one can see in Chapter 6, the 

design of a flutter-mill is more likely to be based on a system with a small mass ratio 

fi. 

5.2. With gravity 

The effect of gravitational forces should be taken into account when one exam­

ines the dynamics of a cantilevered flexible plate in axial flow in the horizontal or 

hanging configuration, as illustrated in Figs. 1.3(b) and (c), respectively. All realistic 

problems that have been modelled as cantilevered flexible plates in axial flow are 

actually in either the horizontal configuration (for example, the flexible control sur­

face studied by De Breuker et al. (2006)) or the hanging configuration (for example, 

the human snoring problem studied by Huang (1995) and the paper flutter problem 
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studied by Watanabe et al. (2002b,a)); the vertical configuration is indeed a rather 

artificial case, which is deliberately adopted in both theoretical/experimental studies 

to simplify matters by eliminating the influence of the gravitational force. 

No previous publications can be found for the horizontal configuration, although 

the importance of gravity is manifested in the design of a flexible control surface 

proposed by De Breuker et al. (2006). Taneda (1968), Datta and Gottenberg (1975), 

Auregan and Depollier (1995) and Zhang et al. (2000) conducted experiments for sys­

tems in the hanging configuration; while Datta and Gottenberg (1975) and Auregan 

and Depollier (1995) omitted the gravitational force in their theories, although they 

did compare the theoretical predictions to their own experimental observations. Yadykin 

et al. (2001) modelled the gravitational force in their theoretical work, but did 

not analyze its influence on the system dynamics. Hanging strips were experimen­

tally/theoretically studied by Lemaitre et al. (2005); they found that the variation of 

the critical flow velocity becomes small when the plate (strip) is sufficiently long. 

5.2.1. Equation of motion. In this thesis, we regard the horizontal and 

hanging configurations as modified cases of the basic configuration, i.e., the vertical 

configuration (see Fig. 1.3(a)). The gravitational force is, respectively, taken into 

account as an additional force component in the lift for the horizontal configuration, 

and in the drag direction for the hanging configuration. Therefore, the third line of 

Eq. (2.1) becomes 

FL - W'FD + W" f FDdS- FG (5.1) 
Js 

for the horizontal configuration, and 

Fh - W'(Fv + FG) + W" f (FD + FG) dS (5.2) 
Js 

for the hanging configuration. In Eqs. (5.1) and (5.2), FG is the distribution of the 

gravitational force along the length of the plate, and is defined by 

FG = (PP - Pw)hg, (5.3) 
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where the buoyancy force of the fluid has been considered, and g is the gravitational 

acceleration. 

Using the nondimensionalization scheme defined in conjunction with Eq. (2.6), 

Eqs. (5.1) and (5.2), the new versions of the third line of Eq. (2.7) become 

pUK
2 (fL - w'fD + w" J /D d^j - 7G (5.4) 

for the horizontal configuration, and 

pUK
2fL - w'(pUK

2fD + 7 G) + w" J (p,UK
2fo + 7 G ) ds (5.5) 

J s 

for the hanging configuration. In Eqs. (5.4) and (5.5), 7G is the gravity parameter 

defined by 
(pp ~ pF)hgL3 12(1 - u2)(pP - pF)gL3 

7 G = D = Eh* ' ( 5-6 ) 

which accounts for the ratio of the gravitational force to the restoring force of the 

plate. 

TABLE 5.1. The mass ratio and gravity parameter of the system 

L(m) 
0.181 
0.452 
1.81 
9.03 

h(m) 
3.9 x 10~4 

3.9 x 10"4 

3.9 x 10-4 

3.9 x 10"4 

l* = = [pF/(pph)]L 
0.2 
0.5 
2 
10 

7G = = [(PP ~ PF)gh/D]L* 
0.1670 
2.610 
167.0 

2.088 x 104 

To determine the value of the gravity parameter, the experiments conducted by 

Tang et al. (2003) are considered (see Appendix G for details); supposing that only 

the plate length L varies, one obtains the corresponding values of /J, and 7G as listed 

in Table 5.1. It should be noted that, when the parameters pp, pp, h and D of the 

system are fixed, the mass ratio p is proportional to L; while, the gravity parameter 

7G is proportional to L3. 

5.2.2. Dynamics of the system in horizontal configuration. When the 

system is set up in the horizontal configuration, the influence of the gravitational 

force on the stability of the system is first examined using the parameters listed in 
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Table 5.1. It can be seen in Table 5.2 that the system in the horizontal configuration 

generally has a higher critical point U-&* than its counterpart £/RC for the vertical 

configuration. Moreover, when the mass ratio // is small (i.e., the plate is short), 

the gravity parameter 7Q is also small and thus the influence of the gravitational 

force is small. However, as the value of 7Q increases very quickly with increasing L, 

for systems with a relatively large value of [i (i.e., the plate is relatively long), the 

gravitational force has a significant effect on the system dynamics. For example, when 

[i = 2, the values of the critical point of the system in the horizontal and vertical 

configurations are, respectively, U-R* = 11.88 and URc = 10.89; the variation is as 

large as 9.09%. 

TABLE 5.2. The influence of the gravitational force on the stability of the 
system in the horizontal configuration 

fl 
0.2 
0.5 
2 

7G 

0.167 
2.610 
167.0 

UR*C 

9.92 
6.95 
11.88 

UKc (UR*C - UKc) /URc 

9.92 0% 
6.91 0.58% 
10.89 9.09% 

When [x — 0.2, the dynamics of the system in the horizontal configuration is 

studied in Fig. 5.1, where the gravity parameter used is 7G = 2.5 (considerably larger 

than 7G = 0.167 in Table 5.2). It can be seen in Figs. 5.1(a) and (b) that the plate is 

buckled, by the effect of gravity alone, when [7R = 0; it remains buckled for all values 

of C/R until the onset of flutter. Note that, when £7R is close to zero, say £/R = 0.02 

as shown in Fig. 5.1(b), one actually obtains the static deflection of the cantilevered 

flexible plate without flow. It is found that the shape of the buckled plate is always 

of the first beam mode for this case. With increasing C/R, the amplitude of the 

static deflection decreases; that is, the plate is elevated by the aero/hydro-dynamic 

lift. Obviously, the buckled form of the plate is defined by the balance among the 

gravitational force, the restoring force and the aero/hydro-dynamic lift achieved for 

the buckled shape of the plate. As C/R is increased further, nutter takes place; the 

critical reduced flow velocity is (7R* = 9.98, as obtained from Fig. 5.1(a), which is a 

little higher then [7RC = 9.92 for the vertical configuration. Moreover, it is interesting 

to find that the flutter occurs directly from the buckled state; a stable flat state 
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(a) The bifurcation diagram (b) Blucking states 

(c) Small amplitude flutter, UR=10.48 (d) Large amplitude flutter, UR=13.42 
0.6 i—.—.—i—.—i—.—.—.—.—i 0.6 

3 0.0 

-0.6 

S 0.0 

0.0 0.5 
x 

1.0 
-0.6 

FIGURE 5.1. The dynamics of the system in the horizonal configuration. 
The other parameters are: JJ, = 0.2, Zrj = 0.01, a = 0.004, CD = 0 and 
7G = 2.5. 

does not occur. Finally, when U-R exceeds the critical point, the nutter amplitude 

increases with increasing C/R. Due to the influence of the gravitational force, the 

vibration modes of the system in the horizontal configuration are not symmetric with 

respect to the mean flow axis. However, for the case of a small /i investigated here, 

the gravity effect is rather small; and the vibration modes in Figs. 5.1(c) and (d) are 

very similar to those in Figs. 4.1(g) and (h). 

As one can see in Table 5.1, the value of the gravity parameter 7Q (being pro­

portional to L3) increases very quickly as /i (being proportional to L) increases. The 

dynamics of the system in the horizontal configuration with \x — 2 and 7G = 167 are 

shown in Fig. 5.2. The dynamics of the system with large values of /x and 7G are 

qualitatively similar to that shown in Fig. 5.2 for small values of /i and 7Q. From 

the bifurcation diagram shown in Fig. 5.2(a), the critical value of C/R in this case 
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(a) The bifurcation diagram 
0.15 

0.10 

0.05 

0.00 

-0.05 

-0.10 

(b) Blucking states 

(c) Small amplitude flutter, UR=12.04 (d) Large amplitude flutter, UR=13.2 

-0.1 

FIGURE 5.2. The dynamics of the system in the horizonal configuration. 
The other parameters are: // = 2, Z0 = 0.01, a = 0.004, Cx> = 0 and 
7G = 167.0. 

is C/R* = 11.88, which is considerably larger than C/RC = 10.89 for the vertical con­

figuration. When Un > £/R*, nutter takes place. As shown in Figs. 5.2, the flutter 

amplitude increases with increasing C/R, and the vibration modes of the system are 

strongly asymmetric. The buckled states of the plate for C/R < £/R* are shown in 

Fig. 5.2(b). It is very interesting to see that , when [/R approaches to [7R* from be­

low, the plate is buckled in the second beam mode, in contrast to the case shown 

in Fig. 5.1(b) where the plate buckled with a predominantly first-beam-mode shape. 

Moreover, in this case also, the deflection of the plate is diminished with increasing 

£/R. But as the amplitude of the buckling decreases, its shape becomes more com­

plex, with the appearance of a third-beam-mode component. Corresponding to this 

behaviour, in the bifurcation diagram of the amplitude of the plate tip versus [/R 
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in Fig. 5.2(a), the curve first goes up and then somewhat drops with increasing UR 

before the onset of nutter. 

It should be mentioned that , unlike the case shown in Fig. 5.1 for /j, — 0.2 and 

7G = 2.5 where the static deflection of the plate as UR —> 0 can be obtained, for the 

case ii = 2 and 7 G = 167 shown in Fig. 5.2, the present theory fails when UR < 8.94. 

Moreover, the present theory does not work for the case fi = 10 and 7G = 2.088 x 104. 

5.2.3. D y n a m i c s of the s y s t e m in the hanging configuration. When 

the system is set up in the hanging configuration, the effect of the gravitational force 

is equivalent to an additional drag. Again, the parameters listed in Table 5.1 are used 

to examine the influence of the gravitational force on the stability of the system in 

this configuration. The results are given in Table 5.3. It can be seen in Table 5.3 

that the system in the hanging configuration generally has a higher critical point UR* 

than its counterpart ?7RC for the vertical configuration. When fj, is small, 7G is also 

small and thus the influence of the gravitational force is small. While, for the system 

with a relatively large /i, the gravitational force has a significant effect on the system 

dynamics. For example, when fi = 2, one obtains UR* = 15.66, and the difference 

between UR* and URc is large (43.8%). 

TABLE 5.3. The influence of the gravitational force on the stability of the 
system in the hanging configuration 

V 
0.2 
0.5 
2 

7G 

0.1670 
2.610 
167.0 

UR*C 

9.93 
7.01 
15.66 

URc (UR* - URc) /URc 

9.92 0.202% 
6.91 1.45% 
10.89 43.8% 

The influence of the gravitational force on the post-critical dynamics of the system 

in the hanging configuration is further studied in Figs. 5.3 and 5.4 for the two cases: 

H = 0.2 and 7G = 2.5; and, // = 2 and 7G = 167. It can be found in Fig. 5.3 that 

when the values of fj, and 7G are small, the influence of the gravitational force is also 

small (as compared to the dynamics of the system in the vertical configuration shown 

in Fig. 4.1); while, as shown in Fig. 5.4, the effect is quite significant (as compared 

to Fig. 4.3) for the system with large values of \x and 7G- Moreover, for a system in 
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0.6 
(a) The bifurcation diagram (b) Vibration modes, UR=11.83 

n 
(0 ^ 0.0 
x 
CO 
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-0.6 
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" " YG=° 
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10 12 

<: 0.0 

14 

FIGURE 5.3. The dynamics of the system in the hanging configuration. The 
other parameters are: JJL = 0.2, 1$ — 0.01, a — 0.004, Co = 0 and 7Q = 2.5. 

(a) Bifurcation diagram (b) Flutter frequency 

FIGURE 5.4. The dynamics of the system in the hanging configuration. The 
other parameters are: [i = 2, IQ = 0.01, a = 0.004, CD = 0 and 7G = 167. 

the hanging configuration, since the gravitational force contributes to the total drag 

acting on the plate and thus always increases the tension in the plate, one can expect 

the system in the hanging configuration to have higher flutter frequencies than its 

counterpart in the vertical configuration, as shown in Fig. 5.4(b). 
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5.3. With parallel solid walls 

All previous experiments with cantilevered flexible plates in axial flow (Taneda, 

1968; Datta and Gottenberg, 1975; Kornecki et al., 1976; Huang, 1995; Auregan and 

Depollier, 1995; Yamaguchi et al., 2000a; Zhang et al., 2000; Watanabe et al., 2002b; 

Tang et al., 2003; Shelley et a l , 2005; Lemaitre et al., 2005; Souilliez et al., 2006) 

were conducted in a wind tunnel or water channel. The presence of the parallel solid 

tunnel/channel walls of course affects the dynamics of the system; and this influence 

depends on the the distances between the upper/lower walls to the neutral plane of 

the plate, i.e., Hi and H2 as shown in Fig. 5.5. The effect of the parallel solid walls 

was usually neglected in previous theoretical studies (Datta and Gottenberg, 1975; 

Kornecki et al., 1976; Shayo, 1980; Huang, 1995; Yamaguchi et a l , 2000b; Yadykin 

et al., 2001; Watanabe et al., 2002a; Tang et a l , 2003; Attar et a l , 2003; Argentina 

and Mahadevan, 2005; Shelley et al., 2005; Lemaitre et al., 2005; De Breuker et al., 

2006; Eloy et al., 2007) except in the work by Auregan and Depollier (1995) who 

assumed conservation of mass for the fluid flow between the plate and a channel wall, 

Guo and Paidoussis (2000) who analyzed the system on the basis of a direct solution 

of the axial channel flow, Wu and Kaneko (2005) with a leakage flow model, Balint 

and Lucey (2005) and Tetlow et al. (2006) who utilized Navier-Stokes solvers for the 

viscous channel flow, and Howell et al. (2006) who adopted the boundary-element 

method taking into account the parallel solid walls. 

FIGURE 5.5. A cantilevered flexible plate in axial channel flow. 
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0 a positive vortex of unitary strength 

0 a negative vortex of unitary strength 
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(a) The upward mirroring process. 

Y^-{2H2+Yy) 

(b) The downward mirroring process. 

FIGURE 5.6. A schematic diagram of the mirroring process. 

5.3.1. Model l ing and solut ion m e t h o d . In this thesis, we incorporate 

the parallel solid walls into the basic configuration of the system, i.e., the vertical 

configuration shown in Fig. 1.3(a), using the mirroring process (Mateescu, 1995), as 

illustrated in Fig. 5.6. Regarding the lumped-vortex method and the associated wake 

model discussed in Chapter 2, when a parallel solid wall is present, each individual 

original bound/wake vortex should be considered together with its mirror images. 

As shown in Fig. 5.6(a), taking the upward mirroring process for example, when a 

vortex of unit strength is located at Y0 = Yy, the first mirror image with respect to 

the upper wall will be located at Y\ = 2H\ — Yy, and this mirror vortex itself will 

have a mirror image with respect to the lower wall at Yi — —(2Hi + 2H2 — Yy); the 

strengths of the first and second images are, respectively, —1 and 1. Therefore, the 

mirror image at Yi can be treated as a new original vortex; and further levels of the 

upward mirroring process can be continued. Taking into account the original vortex 

and its images obtained through both the upward and downward mirroring processes, 

the influence coefficient defined by Eq.( 2.18) becomes 
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(Vd ~ Vvj) sin oti + (-xCi + xyj) cos on 
HJ 2?r [(yCi - Vvj)2 + (xCi ~ XVJ)2] 

_ y^v {yCi - [2hi + 2{k - l)(hi + h2) - yy3] } sin a, + (-xCi + xVj) cosa, 

*=i 2TT {{yci - [2/ii + 2(fc - 1)(/M + /i2) - Wj] }2 + (set - ^v,)2} 

v^> {2/Cj + [2A;(/ii + /i2) - Vvj] } sin a, + (-xCi + xVj) cos at 

fc=i 27r J {yCi + [2/cOi + /i2) - Vvj] Y + (xCi - xvj)2j 

y ^ {yci + [2fea + 2(fc - l)(fei + fo2) + yvj] } sinai + (-xCi + gy3-) cos a, 

*=I 2TT {{yci + [2/12 + 2(fc - l)(/ii + /i2) + Wj] }2 + (xci - xvj)2} 

^ {?/Ci - [2fc(/ii + /i2) + t/vj] } sin an + (-xCi + xWj) cos a* 

fe=i 27r J {yci - [2fc(/ii + h2) + yVj] } 2 + (xCi - ^Vj)2} 

(5.7) 

where NM is the number of levels of mirroring process, and hi = Hi/L and h2 = H2/L 

are, respectively, the nondimensional distances of the upper/lower parallel solid walls 

to the neutral plane of the plate, normalized using the length of the flexible plate L. 

A new numerical parameter NM has been introduced in Eq. (5.7); the convergence 

tests with respect to this parameter are shown in Fig. 5.7. The convergent value of 

]VM depends on the values of hi and h2. As shown in Fig. 5.7, when hi = h2 > 5, 

Nu = 2 can be used to get good convergent simulation results; while ATM = 10 and 

NM = 40 should be used, respectively, for hi = h2 = 2 and hi = h2 — 1. It should 

be noted that the dependence of the convergent value of Nyi on the values of hi and 

h2 is actually determined by the distances of the bound/wake vortices to the parallel 

walls. That is, when the amplitude of the plate vibration is large and the bound/wake 

vortices approach one of the two solid walls, a larger value should be considered for 

Nu- On the other hand, when the plate is studied at the flutter boundary where the 

vibration amplitude is small, the convergent values of ATM mentioned above become 

safer. 
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(3)^=^=10 (b) h1=h2=5 
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<*> NM=5 
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w NM=40 
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5 

FIGURE 5.7. Convergence tests of the number of levels of mirroring process 
NM for various hi and /i2- It is assumed that h\ = h^- The other parameters 
are: /z = 0.2, £/R = 10.95, Z0 = 0.01, a = 0.004, and CD = 0. 

The new system parameters hi and h2 are used for examining the influence of 

parallel solid walls on the dynamics of the system; it is assumed that hi = h^ that 

is, the mid-plane of the channel coincides with the neutral plane of the plate. In this 

thesis, a lumped-vortex model associated with a simplified wake model is used for the 

aero/hydro-dynamics part of the system; neither the interaction between individual 

wake vortices nor the interaction between the original bound/wake vortices and their 

mirror images has been taken into account. Therefore, in the current quasi-steady 

analysis (see Chapter 2), only the cases with hi = h<2 > max(«j) are investigated; i.e., 

it is assumed that no contact of the deformed flexible plate with either of the parallel 

solid walls takes place. 

5.3.2. Influence of parallel solid walls. The influence of the parallel solid 

walls on system stability and post-critical dynamics is shown in Figs. 5.8 and 5.9. 
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FIGURE 5.8. The influence of the parallel solid walls on system stability. 
The convergent values of Nu used for hi — h2 = 10, 5, 3.5, 2, 1.5, 1 and 
0.5 are, respectively, 2, 2, 5, 10, 10, 20 and 20. The other parameters are: 
H = 0.2, l0 = 0.01, a = 0.004, and CD = 0. 

It can be seen in Fig. 5.8 that the influence of the parallel solid walls on system 

stability is small when hi = h2 is large. In particular, when hi = h2 = 10, [/RC = 

9.92, which is identical to the unconfined flow case (i.e., the basic configuration with 

hi = h2 = oo). However, as hi = h2 decreases, the value of [/RC becomes smaller; 

it is found that URc = 9.9, 9.87, 9.74 and 9.01 for hi = h2 = 2, 1.5, 1 and 0.5, 

respectively. That is, the presence of the parallel solid walls has a destabilizing effect; 

this effect becomes more significant when hi — h2 < 1. It should be mentioned that, 

although not shown in Fig. 5.8, the decreasing trend of [/RC with decreasing value of 

hi = h2 continues for hi = h2 = 0.1; a preliminary simulation with NM — 20 (without 

confirmation by convergence tests) identifies a critical point well below C/RC = 9.01 

obtained for the case hi — h2 — 0.5. 

Recall that the values of the critical point [/RC observed in previous experiments 

(where the value of hi = h2 is usually around 1, see Appendix C for details) is normally 

larger than the corresponding theoretical predictions, as one can bee in Fig. 4.16. 

Therefore, the destabilizing effect of the solid walls does not aid in explaining the 

discrepancy between experimental measurements and theoretical predictions. 
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Little previous work can be found regarding the influence of the parallel solid walls 

on the dynamics of cantilevered flexible plates in axial flow, and the conclusions made 

in various studies conducted by different authors are somewhat controversial. Auregan 

and Depollier (1995) studied a system with very small mass ratios (0.015 < ji < 0.023) 

and narrow channels (0.04 < h\ = h2 < 0.2); a destabilizing effect of the parallel 

solid walls was found and confirmed by their own experimental observations. Wu and 

Kaneko (2005) worked on a system with n = 0.14 and leakage flow (2.0 x 10~3 < hi — 

h2 < 2.25 x 10-3); it was found that the parallel solid walls had a stabilizing effect. 

Howell et al. (2006) investigated a system with fi = 0.42, and two cases hi = h2 = 0.5 

and 0.05 were considered; it was reported that the latter case has a higher critical 

point, i.e., the presence of the parallel solid walls has a stabilizing effect. As indicated 

by Paidoussis (2004, Section 7.5), when the confinement (i.e., the size of the channel) 

becomes very small, inviscid theories have to be replaced by viscous theories. Note 

that, both the present theory (with CD) and that of Auregan and Depollier (1995) 

assume that the fluid is inviscid; while the theories of Wu and Kaneko (2005) and 

Howell et al. (2006) (respectively using a leakage flow model and a Navier-Stokes 

model) are inherently viscous ones. Therefore, a general assessment of the influence 

of the parallel solid walls on the system stability is: when h\ = h2 is relatively large, 

inviscid theories can be used, and a destabilizing effect can be observed; while, when 

h± = h2 is very small, viscous theories should be used and the parallel solid walls have 

a stabilizing effect. 

As shown in Fig. 5.9, the confinement by parallel solid walls will result in higher 

amplitude of plate vibrations at any fixed I7R beyond the critical point; the smaller 

the value of hi = h2, the larger is the flutter amplitude. However, as one can see in 

Fig. 5.9, the post-critical dynamics of the system is qualitatively the same, regardless 

the value of hi = h2; this can also be confirmed by the excellent agreement between 

the vibration modes observed in experiments (with parallel solid walls) and those 

predicted for the system in the basic configuration (ignoring the presence of the 

parallel solid walls) using the present theory (see Fig. 3.5). 
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(a) Bifurcation diagram 

12.5 

(b) Phase plane, no walls, UR=10.49 (c) Phase plane, h,=h2=1, UR=10.49 

to 

(d) Vibration mode, no walls, UR=10.49 (e) Vibration mode, h,=h2=1, UR=10.49 
0.4 i . . . . 1 . . . . 1 0.4 

FIGURE 5.9. The influence of the parallel solid walls on the post-critical 
dynamics of the system. The other parameters are: /z = 0.2, IQ — 0.01, 
a = 0.004, and CD = 0. 

It can also be seen in Fig. 5.9 that the presence of the parallel solid walls does 

not change the nature of the bifurcation point; it is still of the supercritical type. 

Various initial conditions have been tested at the flutter boundary; no dependence 

of the critical point URC on initial conditions is found. Moreover, we also consider 

a small misalignment between the neutral plane of the plate and the mid-plane of 

the channel, which may easily happen in an experimental set-up. In particular, the 

case with hx = 0.95 and hi = 1-05 has been studied. It is found that the value 

of URC so obtained is almost identical to the case with hi = /i2 = 1; moreover, 

the system stability is still independent of initial conditions. Therefore, it can be 

concluded that the subcritical bifurcation observed in experiments is not caused by a 
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blockage effect (Prasanth et al., 2006). However, it should be emphasized that such a 

conclusion from a relatively simple incompressible and inviscid aero/hydro-dynamics 

model, which may not fully be able to reveal the complicated interactions among the 

plate, the fluid flow and the parallel solid walls, is not totally reliable. 

5.4. With an additional spring support 

FIGURE 5.10. A cantilevered flexible plate with an additional spring support 
in axial flow. 

5.4.1. Equation of motion. A schematic diagram of a cantilevered flexible 

plate with an additional (linear or cubic) spring support in axial flow is shown in 

Fig. 5.10, where Ss is the location of the spring, Fs = -KLW(SS) -KCW(SS)
3 is the 

spring force acting the plate, and K^ and KQ are the stiffnesses of the linear spring 

or the cubic spring, as the case may be. When the vibration amplitude is large, 

the longitudinal displacement of the plate, V, becomes important. In this thesis, 

the additional spring support is assumed to be able to move longitudinally with the 

plate; only transverse spring forces are considered. Therefore, the equation of motion 

of the plate is identical to Eq. (2.7). However, instead of Eq. (2.10), the effective force 

acting on the plate should be calculated by 

/eff = VUR
2 (fL - w'fD + W".j fD ds] + fSS(s - SS), (5.8) 

where Ss = Ss/L is the location of the additional spring support normalized by the 

length of the flexible plate L. The nondimensional spring force /s is given by 

/s = ^Fs = -kLw - kcw\ (5.9) 
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5.4. WITH AN ADDITIONAL SPRING SUPPORT 

where, k]_, and kc are, respectively, the nondimensional stiffnesses of the linear and 

the cubic spring, defined by 

L4 L6 

kh = -pKu kc = -pKv, (5.10) 

which represent the ratios of the spring forces to the restoring force of the plate. 

5.4.2. D y n a m i c s of t h e s y s t e m wi th an additional linear spring sup­

port . When a linear spring support is added, the plate may lose stability stati­

cally (buckling or divergence instability) rather than by nutter. Stability diagrams 

of a cantilevered flexible plate in axial flow with an additional linear spring support 

at ss = 1 a n d ss = 0.8 are shown in Figs. 5.11 and 5.13, respectively. It is clear that 

the system dynamics is dependent not only on the stiffness but also on the location 

of the spring. 

30D0 

100 

FIGURE 5.11. Stability diagram of a cantilevered flexible plate in axial flow 
with an additional linear spring support at the plate trailing edge, i.e., ss = 
1. The system parameters are: \x = 0.2, IQ = 0.01, a = 0.004 and Co = 0. 
The spring force is given by /s = —ki,w(s = 1). 

When the linear spring support is located at Ss = 1> it can be seen in Fig. 5.11 tha t 

the plate loses stability through flutter at various values of C/R, provided k^ < 59; the 

loss of stability through divergence (buckling) when k\, > 59. For kj, < 59, the value 

of C/RC increases with increasing spring stiffness. On the other hand, when k^ > 59, 

U-RC decreases as kj, increases. However, with further increase in fcL, C/RC converges to 
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5.4. WITH AN ADDITIONAL SPRING SUPPORT 

a constant C/R = 11.30, as shown in the inset of Fig. 5.11. This observation implies a 

clamped/simply-supported plate in axial will lose stability through buckling (Dowell, 

1975; Pa'idoussis, 2004) at [7RC = 11.30 for the particular values of /i, lo, a and CD = 0 

used in the calculations (see the caption of Fig. 5.11), since the linear spring support 

is equivalent to a simple support when &L —>• oo. 

As shown in Fig. 5.11, when &;L > 59, the plate may develop flutter at higher 

values of £/R, beyond the onset of buckling. It can be shown that all the limit cycle 

oscillations observed in the flutter region are of the symmetric type. At a given value 

of &L, the flutter amplitude grows with increasing £/R. The plate cannot develop 

divergence (buckling) again, beyond the flutter threshold in this range of &L-

The three sable states (i.e., stable flat state, static buckling and limit cycle oscil­

lations) of a cantilevered flexible plate in axial flow with an additional linear spring 

support at the plate trailing edge are shown in Fig. 5.12 for the case k^ = 70. It is of 

interest to see in Fig. 5.12(b) that the overall effect of the distributed fluid load /L 

is indeed a lift, which balances the point spring force applied on the plate at SL = 1> 

although the upstream part of the deformed plate shape has a negative angle of in­

cidence in the axial flow. Moreover, due to the presence of the spring support, the 

vibration modes shown in Fig. 5.12(c) becomes more complicated as compared to 

those shown in Figs. 4.1(g) and (h) for the system in the basic configuration. 

As shown in Fig. 5.13 for the case of the additional linear spring support at 

Ss = 0.8, the plate loses stability through nutter when ki, < 193. For a range of 

&L around k^ = 193, divergence may succeed nutter at higher C/R. On the other 

hand, when &L > 193, the primary instability is buckling; nutter never takes place, 

no matter how large U-& is. Again, only symmetric limit cycle oscillations are found 

in the flutter region; at a fixed value of fcL, the flutter amplitude increases as C/R 

increases. 

A very interesting phenomenon that can be observed in Fig. 5.13 is that the 

system with an additional linear spring support mounted at Ss = 0.8 loses stability 

at a lower critical reduced flow velocity URC when 0 < &L < 106 than when k^ = 0. 
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5.4. WITH AN ADDITIONAL SPRING SUPPORT 

(a) Time history, UR=14.14 
8e-07 

(b) Flat state, UR=14.14 

FIGURE 5.12. The dynamics of a cantilevered flexible plate in axial flow with 
an additional linear spring support at the plate trailing edge, i.e., ss = 1. 
The system parameters are: \x = 0.2, IQ = 0.01, a = 0.004 and CD = 0. The 
spring force is given by /s = —ki,w(s = 1), where ki, = 70. 
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FIGURE 5.13. Stability diagram of a cantilevered flexible plate in axial flow 
with an additional linear spring support at ss = 0.8. The system parameters 
are: fj, = 0.2, IQ — 0.01, a = 0.004 and CD = 0. The spring force is given by 
fs = -kLw(s = 0.8). 
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5.4. WITH AN ADDITIONAL SPRING SUPPORT 

In fact, when 0 < kj, < 56, the value of [/RC decreases as &L increases. A similar 

stronger-constraint/less-stable phenomenon has been observed in cantilevered pipes 

conveying fluid (Chen, 1971; Pai'doussis, 1998), where the pipe may become buckled 

when an additional support is applied at a point somewhere in the downstream part 

of the pipe. Similarly to the system considered in this thesis, the cantilevered pipe 

with an additional spring support may lose stability by either divergence or flutter, 

depending on the location and the stiffness of the spring. This and other strange 

phenomena have been found to arise in such "circulatory nonconservative" systems 

according to the classification of Ziegler (1977) (see also the discussion regarding 

this topic in Pai'doussis (1998)). However, this is the first time that the stronger-

constraint/less-stable phenomenon has been observed for the onset of flutter in plate 

dynamics. 

(a) Stability diagram of various ss (b) An enlargement of the block in (a) 

Flutter 

Flat state 

Fiat state 

:0.5, using coarse grid of kL 
:0.5, using fine grid of kL 

_ J i i i i i 

0 100 200 300 400 ' " ' ' l70 180 190 200 210 

FIGURE 5.14. The stronger-constraint/less-stable phenomenon: stability 
diagrams of a cantilevered flexible plate in axial flow with an additional 
linear spring support at various locations. The system parameters are: 
fj, = 0.2, Zrj = 0.01, a — 0.004 and CD = 0. The spring force is given 
by /s = -kLw(s = ss). 

The stability diagrams of the system with an additional linear spring support 

at various locations are shown in Fig. 5.14(a). The stronger-constraint/less-stable 

phenomenon can be observed for the cases ss = 0.5 through ss = 0.8, but not for 

I U . T 

10.3 

-in o 
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the other cases (i.e., ss = 0.4, 0.9 and 1); and the most remarkable case is s s = 0.7, 

where a minimum value of J7RC is predicted to occur at A;L ~ 170. Note that, when the 

system is in the basic configuration without the additional spring support, the plate 

loses stability in the second-beam-mode shape; it is speculated that the additional 

spring support located at a point close to the quasi-node of the vibration modes of 

the plate (see Figs. 4.1(g) and (h)) may aid the plate to choose the second beam mode 

for the instability. When the location of the additional spring support lies closer to 

the upstream clamping constraint, i.e., when ss < 0.5, the stability diagram will not 

be a smooth curve; an S-shaped curve, as shown in Fig. 5.14(b), may be observed. 

5.4.3. Dynamics of the system with an additional cubic spring support. 

The system exhibits richer dynamics when the additional spring support is a cubic 

one. Two bifurcation diagrams are shown in Figs. 5.15 and 5.17 for the cubic spring 

support located at 5s = 1 and ss = 0.8, respectively. It is again found that the 

dynamics of the system depends on the location of the spring, as in the case of a 

linear spring support. 

As shown in Figs. 5.15(e) and (f), when the additional cubic spring support is 

at the trailing edge, the plate first loses stability through flutter at C/RC = 9.9247; 

symmetric limit cycle oscillations take place beyond this critical point, as shown in 

Fig. 5.15(a) for £/R = 14.14, the amplitude of which grows as [7R increases. The 

symmetry of the limit cycle oscillations is broken when the reduced flow velocity 

reaches £/R = 14.8997, as shown in Fig. 5.15(b) for UR = 15.81. It can be shown that, 

whenever a solution of asymmetric limit cycle oscillations is obtained, there must exist 

the other asymmetric one, in the origin-symmetry sense, in the phase plane plot (or 

in the axis-symmetry sense with respect to w = 0 in the bifurcation diagram). The 

asymmetric limit cycle oscillations experience a series of period-doubling bifurcations, 

which take place at UR = 16.5831, 16.8701, 16.9381 and 16.9536. As an illustration, 

Figs. 5.15(c), (g) and (h) show the period-2 limit cycle oscillations at C/R = 16.73, 

period-4 at C/R = 16.93 and period-8 at C/R = 16.954, respectively. As shown in 

Fig. 5.15(d), large amplitude period-4 limit cycle oscillations may be observed in a 

small region around [/R = 16.89. 
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(a) UR=14.14 (b)UR=15.81 (c)UR=16.73 (d)UR=16.89 
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(f) An enlargement of the block in (e) 
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FIGURE 5.15. The dynamics of a cantilevered flexible plate in axial flow with 
an additional cubic spring support at the plate trailing edge, i.e., ss = 1. 
The system parameters are: \i = 0.2, IQ = 0.01, a = 0.004 and CD = 0. The 
spring force is given by /s = —kcw3(s = 1), where fee = 1000. 

A further period-doubling bifurcation seems to occur at UR = 16.9570; be­

yond this point, the dynamics becomes more chaotic than periodic, as shown in 

Fig. 5.15(i) for (7R = 17.03. According to these period-doubling bifurcation points, 

a series of Feigenbaum numbers (Moon, 1992; Pai'doussis, 2004) can be obtained: 

<5p = 5.87, 4.22, 4.39 and4.56, which trends to converge towards the universal value 

of 4.6692, indicating that a period-doubling route to chaos has been followed. This 
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(a) Time history, UR=15.81 (b) Power spectrum, U =15.81 

-0.25 

FIGURE 5.16. Time histories and power spectra of the dynamics of a can-
tilevered flexible plate in axial flow at various values of £/R for the sys­
tem studied in Fig. 5.15. The system parameters are: /J, = 0.2, Zo = 0.01, 
a = 0.004 and CD = 0. An additional cubic spring support at ss = 1 has 
been considered; the spring force is given by /g = —kcw3(s = 1), where 
kc = 1000. 

period-doubling process can also be seen in Fig. 5.16, where the time histories and 

the power spectra of the dynamics at various values of UR are presented. The region 

of chaotic motion (as shown in a typical case in Fig. 5.15(j) as well as in Figs. 5.16(k) 

and (1) for UR = 17.89) is between UR = 16.96 and UK = 18.71; the very high 

low-frequency content in Fig. 5.16(1) is particularly indicative of chaos. 
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Finally, when UR > 18.71, the chaotic motions disappear all of a sudden; the 

plate becomes statically buckled. With increasing UR, the tip amplitude of the buck­

led plate increases. It is interesting to see in Fig. 5.15(e) that the locus of increasing 

tip amplitude in the buckling region looks like the continuation of that in the re­

gion of symmetric limit cycle oscillations between UR = 9.9247 and UR = 14.8997; 

this observation suggests the possible existence of (unstable) solutions in the interval 

14.8997 <UR< 18.71. 

Figs. 5.17(a) and (b) show the bifurcation diagram in terms of UR when the 

additional cubic spring support is located at s$ = 0.8. It can be seen in Fig. 5.17(a) 

that the system loses stability still through nutter, but in this case very abruptly, at 

URC = 9.92. After the primary bifurcation, the system develops symmetric limit cycle 

oscillations, as shown in Fig. 5.17(c) as well as in Figs. 5.18(a) and (b) for UR = 14.14, 

before a secondary bifurcation takes place at UR = 15.33; beyond this point, the 

limit cycle oscillations become asymmetric (see Fig. 5.17(d) for UR = 17.32). In the 

region of period-1 asymmetric limit cycle oscillation (i.e., 15.33 < UR < 17.86), it is 

interesting to see that, with increasing UR, the nutter amplitude of the plate trailing 

edge decreases and the contour of the fluttering plate becomes narrower, as shown in 

Fig. 5.17(a) as well as in Figs. 5.18(d) and (f). 

A series of period-doubling bifurcations take place at UR = 17.86, 18.49 and 

18.74; asymmetric limit cycle oscillations of various periods are shown in Figs. 5.17(e) 

through (g). A region of chaotic motions can be found when 18.81 < UR < 19.62, as 

shown in Fig. 5.17(h) for UR = 19.49. However, as UR is increased further, regular 

limit cycle oscillations re-emerge; another period doubling route to chaos can be 

observed in the region 19.62 < UR < 21.10, as shown in Figs. 5.17(i) through (k), 

respectively, for period-2 motions at UR = 20.74, period-4 at UR = 20.95 and period-8 

at UR — 21.02. The main region of chaos is observed for 21.10 < UR < 23.45 (see 

Figs. 5.17(1) and (m) for UR = 21.21 and 21.91, respectively); there is a periodic 

window between UR = 22.36 and UR = 22.56, as illustrated in Fig. 5.17(n) for UR = 

22.47. Finally, the plate becomes statically buckled at UR > 23.45, as shown in 

Fig. 5.17(a) as well as in Figs. 5.18(g) and (h) for UK = 24.90. 
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FIGURE 5.17. The dynamics of a cantilevered flexible plate in axial flow 
with an additional cubic spring support at «s = 0.8. The system parameters 
are: fi — 0.2, lo = 0.01, a = 0.004 and Cr> = 0. The spring force is given by 
/ s = -kcw

3(s = 0.8), where kc = 6000. 

The static buckling states of the cantilevered flexible plates at high reduced flow 

velocities C/R observed in Figs. 5.15 and 5.17 are summarized in Fig. 5.19. Although 

the two cases studied have different values of kc, which affects the amplitude of the 
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(a) Time history, UR=14.14 (b) Vibration modes, UR=14.14 
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FIGURE 5.18. Time histories and vibration modes of a cantilevered flexible 
plate in axial flow at various values of UR for the system studied in Fig. 5.17. 
The system parameters are: /j, = 0.2, Zn = 0.001, a = 0.004 and CD = 0. An 
additional cubic spring support at ss = 0.8 has been considered; the spring 
force is given by /s = —kcw3(s = 0.8), where kc = 6000. 

deformations, one can still see the influence of the location of the additional cubic 

spring support, Ss, on the buckled shapes. As shown in Fig. 5.19(a), when s s = 1> 

as C/R increases, the deformation amplitude everywhere along the whole length of 

the plate increases. While, as shown in Fig. 5.19(b), when ss = 0.8, the deformation 

amplitude of the plate between the clamped support and the additional spring support 

grows as [7R is increased, but it decreases at locations beyond the spring support; 

therefore, a quasi-node (not an exact node due to the longitudinal deformations of 

the plate) can be observed at the point of attachment of the spring. 
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FIGURE 5.19. Static buckling states of the cantilevered flexible plates at 
high reduced flow velocities C/R observed in Figs. 5.15 and 5.17. 

5.5. With an additional concentrated mass 

5.5.1. Equation of motion and solution method. When there is an 

additional concentrated mass m^ located at Su on the plate, as illustrated in Fig. 5.20, 

one can obtain the equation of motion of the plate following the procedure discussed in 

Appendix A; wherever the term p-ph is present, it should be replaced by p-ph-\-mx8{S— 

SM)- Therefore, accounting for the additional concentrated mass, the nondimensional 

equation of motion, Eq. (2.7), becomes 

[1 + °MS(S - sM)} w + (l + a | - ) [w"" (1 + w'2) + Aw'w"w"' + w"3] 

+ [1 + (?M5(S - sM)] W' I (w'2 + w'w') ds 
Jo 

w" / [1 + crM6(s - sM)} / (w'2 + w'ib') ds 
Js Uo 

ds = /eff, (5.11) 

where the nondimensional concentrated mass parameter <TM is defined by 

C M = p?hV 
(5.12) 

representing the ratio of the additional concentrated mass to the mass of the plate 

itself (in the sense of the per-unit-width mass); sM (0 < sM < 1) is the nondimensional 
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location of the additional concentrated mass, which is normalized using the length of 

the flexible plate L, i.e., sM = Su/L. 

FIGURE 5.20. A cantilevered flexible plate in axial flow with an additional 
concentrated mass. 

When the additional concentrated mass is located at the tailing edge of the plate, 

sM = 1, and Eq. (5.11) becomes 

[1 + auS(s -l))w + (l + a^-) [w"" (l + w'2) + 4w'w"w'" + w"3] 

+ [1 + aM5(s - 1)] w' / (w'2 + w'w') ds 
Jo 

/•l r rs "| /-I 
- w" / / (W2 + w'w') ds ds - auw" / (w'2 + w'w') ds = /eff. (5.13) 

Js Uo J JO 

However, when the additional concentrated mass is located somewhere along the 

plate rather than at the tailing edge, i.e., 0 < SM < 1, it is more convenient to rewrite 

Eq. (5.11) as 

[1 + aM5(s - sM)} w + {l + a^-) [w"" (1 + w'2) + Aw'w"w'" + w"3] 
dr 

+ [1 + aM5(s - sM)} w' / (w12 + w'w') ds - w" / (w'2 + w'w') ds 
JO Js Uo 

ay[w" JQM (W'2 + w'w') ds when s < % , 
/eff + 

ds 

(5.14) 
when s > SM-
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Applying the same Galerkin expansion as used in Chapter 3 to Eq. (5.13) or Eq. (5.14), 

one obtains 

q\ + crM(/>i(sM)<Pm(sM)qm + f 1 + a— J (Aft + Bimniqmqnqi) 

+ CfZiQm(qnqi + qnqi) = fr, (5-15) 

where, Cfm^ and /"ew are, respectively, the new versions of the numerical constant 

Cimni and the generalized force /*; they are, respectively, defined by 

{ VM{Gimni — Himni) when sM = 1, 

VMlimni when 0 < sM < 1, 
(5.16) 

0 when SM = 1, 

/few = fi+ { aMJimniqm (qnqi + qnq\) when 0 < sM < 1 ands < sM, (5.17) 

0 when 0 < Su < 1 and s > SM-

In Eqs. (5.16) and (5.17), the numerical constants Gimni, Himni, Iimni and Jimni are 

defined by 

Gimnl = U^Wmi)) ( <f>'n<t>\ds, (5.18) 

Himni = (J M'mds\ (J Mds) , (5.19) 

hmnl = 0J(SM)0TO(SM) / 4>'n<}>'lds, (5.20) 
70 

Jimni = Q < & C ds\ (J*" < # , # ds\ . ( 5 .21 ) 

Note that in the evaluation of fQ (f>i<j)'mds in Eqs. (5.19) and (5.21), the following 

expression (Paidoussis, 1998, Chapter 3) can be used: 

I 
1 ..n, W^-AQ)]/[(-l)i+j-(A/^)2] when i ^ j , 

\(pj ds = ^ (5.22) 
/5JQ(2 - P^ when i = j , 

where the constants $ and q are defined in conjunction with the eigenmodes of a 

linear in vacuo cantilevered beam (see Eqs. (3.2) and (3.3)). 
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Substituting these formulae of the Houbolt method, i.e., Eq. (3.13b), into Eq. (5.15), 

one obtains 

A f t + ^M<MsM)0m(sM)(ai<7m + A i m) + E^nlqmqnqx + QnQl 

+ CZliqm(qnMi + Mn^i) + hi = AT2fr, (5.23) 

where the numerical constants Ef^ and Ff^ are, respectively, the new versions of 

E{mn\ and Fimni according to the renewal of Cimni involved, that is 

C I i = (AT2 + '6Arab1)Bimnl + (a, + b\)C?Zi, (5-24) 

Ffmni — Ara (Bimni + Binmi + Bunm) + bx (Canm + Cf^). (5.25) 

5.5.2. Dynamics of the s y s t e m wi th an addit ional concentrated mass . 

The influence of an additional concentrated mass, corresponding to various values 

of ayi at different locations % , on system stability is studied. It can be seen in 

Fig. 5.21(a) that a small additional concentrated mass au = 0.01 at a variety of 

locations along the plate has a different effect on the critical point. When there is no 

additional concentrated mass, i.e., the case su = 0 which is equivalent to the basic 

configuration, C/RC = 9.92. When su < 0.4, the value of [7RC decreases slightly with 

increasing sM- When 0.4 < SM < 0.7, £/RC grows with increasing values of SM and 

reaches the maximum [7RC = 9.97 at SM = 0.7. Beyond this maximum point, £/RC 

decreases again, more rapidly this time, as su further increases; finally, the minimum 

URC = 9.70 is observed when the additional concentrated mass is located at the 

trailing edge of the plate, i.e., SM = 1-

When the additional concentrated mass is placed at su = 0.75 or SM = 1 while 

<7M is varied, the flutter boundaries obtained are, respectively, shown in Figs. 5.21(b) 

and (c). It can be seen in Fig. 5.21(b) that, when sM = 0.75, the value of C/Rc 

increases monotonically from [7RC = 9.92 with crM = 0 to [/RC = 12.96 with au = 1. 

When SM = 1, the relation between [/RC and CTM becomes more complicated. In 

particular, as shown in Fig. 5.21(c), £/RC decreases significantly with increasing <TM 

when 0 < <JM < 0.1. However, for 0.1 < <rM < 0.2, the variation in [7RC is negligibly 
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(a) Flutter boundary, cM=0.01 
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FIGURE 5.21. The influence of an additional concentrated mass on the sys­
tem stability. The other parameters of the system are /J, = 0.2, Zn = 0.01, 
a = 0.004 and CD = 0. 

small, and a plateau is formed where URC = 8.70 . As au is increased further, the 

trend for E/RC is reversed; and, finally C/RC = 10.04 when erM = 1. 

The underlying mechanism of the pattern of the flutter boundary in terms of the 

value of crM presented in Fig. 5.21(c) for the system with an additional concentrated 

mass located at the trailing edge of the plate (i.e., SM = 1) is not yet fully understood. 

However, as shown in Fig. 5.22, when examining the vibration modes of the plate 

along the flutter boundary in Fig. 5.21(c), one can find that, when the value of O"M is 

small, say <TM < 0.2, the mode shapes of the plate shown in Figs. 5.22(a) through (e) 

are qualitatively the same as that of the basic configuration shown in Fig. 4.1(g). In 

particular, as shown in Fig. 4.4, these vibration modes are a combination of the first 

and second beam-mode shapes. In contrast, when cru > 0.3, as shown in Figs. 5.22(f) 

through (h), the vibration modes are solely determined by the second-beam-mode 

shape, in that a quasi-stationary node becomes more prominent. 

It has been observed in Fig. 5.21(a) that a small additional concentrated mass 

<TM = 0.01 located at sM = 1 significantly reduces the value of critical point; moreover, 
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FIGURE 5.22. The vibration modes of the systems with various additional 
concentrated masses located at the trailing edge of the plate. Note that the 
vibrations modes are obtained at the corresponding critical point of each 
individual case. The other parameters of the system are /i = 0.2, IQ = 0.01, 
a = 0.004 and CD = 0. 

as shown in Fig. 5.23, it will also affect the manner of the onset of the flutter and 

the post-critical dynamics of the system. It can be seen in Fig. 5.23(a) that , as 

compared to the bifurcation diagram of the system in the basic configuration, flutter 

takes place in a more abrupt manner; and, once the critical point is exceeded, the 

flutter amplitude is rather large. This phenomenon may imply the occurrence of 

a subcritical bifurcation instead of a supercritical one. That is, an imperfection in 

the distribution of mass along the plate length may account for the abrupt onset of 

flutter, which is commonly observed in experiments but cannot be captured by the 

present theories (neither by any other theory). 
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(a) Bifurcation diagram 
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(d) Poincare map, UR=10.37 (e) Poincare map, UR=10.49 (f) Poincare map, UR=10.95 

(g) Phase plane, UR=10.37 (h) Phase plane, UR=10.49 (i) Phase plane, UR=10.95 
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FIGURE 5.23. The dynamics of the system with a small concentrated mass 
located at the trailing edge of the plate, i.e., <TM = 0.01 and SM = 1. The 
other parameters of the system are fi = 0.2, Zn = 0.01, a = 0.004 and Cp = 0. 
Note that the Poincare maps (Moon, 1987) are obtained by simultaneously 
recording the position and the velocity of the trailing edge of the plate with 
w(s = 0.5) = 0 as the controlling event. 

With the small additional concentrated mass O"M = 0.01 located at SM = 1, sym­

metric limit cycle oscillations can still be observed at higher U-R, beyond the critical 

point (7Rc = 9.70, as shown in Figs. 5.23(b), (d) and (g) for the case C/R = 10.37 for 

example. Note that the nutter amplitude of the system with an additional concen­

trated mass is significantly larger than that of the system in the basic configuration, 

even though O"M is so small (<TM = 0.01). As C/R increases further and exceeds the 
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point C/R. = 10.43, chaos takes place, as shown in Figs. 5.23(e) and (h) for the case 

C/R = 10.49 where chaotic motions start to emerge, and in Figs. 5.23(f) and (i) for 

the case C/R = 10.95 where the dynamics of the system is fully chaotic. 
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FIGURE 5.24. The occurrence of the spurs observed in Fig. 5.21. The pa­
rameters of the system are CTM = 0.01, SM = 15 M = 0-2? ^k = 10.95, 
Zn = 0.01, a = 0.004 and CD = 0. 

A conventional route to chaos cannot be identified from the bifurcation diagram 

of Fig. 5.23(a) for the system with a small additional concentrated mass at the trailing 

edge of the plate. Closer examination of the system dynamics regarding the onset of 

chaotic motions reveals that the rear part of the plate may whip forward, as illustrated 
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by the two deformed shapes of the plate shown in thicker lines in Fig. 5.23(c) for the 

vibration modes of the system at C/R = 10.49; corresponding spikes in the phase plane 

plot can be observed in the blocked region in Fig. 5.23(h). The spikes in the phase 

plane plot can be more clearly observed in the two blocked regions in Fig. 5.23(i) for 

[/R, = 10.95; the occurrence of one of these spikes is carefully studied in Fig. 5.24, 

where the time history, a section of phase plane plot and the vibration modes of 

the system are presented. It can be seen in Fig. 5.24(b) that a spike occurs, at the 

point of the intersection of segments (1) and (2) in the section of the phase plane 

plot. Note that, segments (1) through (3) can also be identified in Figs. 5.24(a) and 

(c) through (f); no spike-like phenomena are observed in the time history and the 

vibration modes. That is, the spikes are likely not caused by numerical errors, as no 

corresponding jump or discontinuity is found in the time history and the vibration 

modes. Instead, as one can see from Figs. 5.24(c) and (d), the spike is caused by a 

jerk in the motion when the trailing edge of the plate is close to its local maximum 

amplitude (in positive sense for the specific spike studied in Fig. 5.24). That is, 

the small variations in the vibration modes are accompanied by large changes in the 

vibration velocity. Finally, it should be mentioned that the wrapped-around mode 

shapes predicted by the present theory may not be physically entirely correct in terms 

of modelling of the fluid flow in this case; nevertheless, the analysis herein provides 

a very interesting case of chaotic motions in conjunction with complex evolutions of 

the mode shapes of the system. 

5.6. With a small oscillating incidence angle 

One may already have noticed that the flapping motions of a real flag in wind is 

dynamically much richer than those predicted by the model of cantilevered flexible 

plates in axial flow in the basic configuration (see Chapter 4); it is therefore of interest 

to study the dynamics of the system when the undisturbed flow has some kind of an 

unsteady component, specifically a small oscillating component. For example, as 

shown in Fig. 5.25, the undistributed flow is considered to be not exactly parallel 

to the neutral plane of the plate (as compared to Fig. 2.1); although the velocity 
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of the undisturbed flow is still U, the angle of incidence between the plate and the 

undisturbed flow has the magnitude av and the frequency fau. 

FIGURE 5.25. A cantilevered flexible plate in axial flow with a small oscil­
lating incidence angle. 

5.6.1. Modelling. With a small oscillating incidence angle, the undistributed 

flow velocity can be decomposed into two parts in the fixed X-Y coordinate system 

as shown in Fig. 5.25, i.e., 

ux = cos [ay cos (27r/* T) ] in the x direction, 

uy = sin [off/cos (27r/* r)] in the y direction, 
(5.26) 

where ux and uy are, respectively, the flow velocity components in the x and y di­

rections normalized by U; f*v = fauTs (refer to Eq. (2.6)) is the nondimensional 

frequency of the oscillating incidence angle normalized using the solid time Ts de­

fined in Eq. (2.11). 

It follows that, when calculating the fluid loads, Eqs. (2.19) and (2.22) should 

respectively be modified to take into account both ux and liy CIS 

rhsj = (-j- -ux- vyji) sin a{ + [-j--uy- wWi J cos ah (5.27) 

Avi = 
Vj Wi 

+ Ux + 1>Wj ] COS CKj + ( — Uy — Wy/i ] Sin Q!j 
As 

i d , ^ 

URdr 
(5.28) 

o = i 
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It should be emphasized that a simplified model of the vortical wake behind 

the cantilevered flexible plate, as discussed in Chapters 2 and 4, is adopted in this 

thesis. In the current investigation on an oscillating incidence angle, it is assumed 

for simplicity that the magnitude of the incidence angle a.u is so small that each 

individual wake vortex, once it is shed off the trailing edge of the plate, still moves 

downstream with the velocity of the undisturbed flow as if the angle of incidence were 

steady (zero). 

5.6.2. Dynamics of the system when /* = 0. Using the model developed 

for cantilevered flexible plates in axial flow with a small oscillating angle of incidence, 

it is convenient to first examine the dynamics of the system with /* = 0, i.e., a fixed 

small angle of incidence. It should be mentioned that the current case may find its 

application in the design of the flexible control surface attached to a rigid wing (De 

Breuker et al., 2006), as illustrated in Fig. 1.1(c), where the cantilevered flexible plate 

is not always parallel to the undisturbed flow. 

It can be seen in Fig. 5.26(a) that, as compared to the system in the basic 

configuration, the plate first buckles at low reduced flow velocities U-R before flutter 

takes place at a sufficiently high UR, in the sense that a static deformation of the 

plate is found to arise. In the present case of a small incidence angle a\j = 5°, the 

critical reduced flow velocity is found to be C/RC = 9.87, which is slightly below the 

critical point of the case au = 0° (i.e., the system in the basic configuration, when 

^Rc — 9.92). As shown in Fig. 5.26(b), before the onset of flutter, the amplitude of 

the static buckling grows as C/R increases; and the plate deforms in the first beam 

mode (see Chapter 4). On the other hand, when £/R > C/RC, the vibration modes of the 

system, shown in Figs. 5.26(c) and (d), are found to be qualitatively the same as those 

of the system in the basic configuration (see Figs. 4.1(g) and 4.2(e)). However, in the 

current case, the vibration of the plate is not symmetric with respect to its neutral 

plane; instead, the buckling component can be observed in the vibration modes. 

5.6.3. Dynamics of the system with a small oscillating incidence angle. 

When /* T̂  0, rich dynamics of the system can be observed. The influence of 
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(a) The bifurcation diagram 
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FIGURE 5.26. The dynamics of a cantilevered flexible plate in axial flow 
with a fixed small incidence angle, where a\j — 5° and /* = 0. The other 
parameters of the system are: JJL = 0.2, IQ = 0.01, a = 0.004 and CD = 0. 

a,\j is studied in Fig. 5.27, in which the magnitude of the incidence angle is o.u = 5° 

and the frequency is swept from / * = 0 to / * = 20.0. Note that the reduced flow 

velocity UR used in the frequency sweeping is UR = 8.94, which is about 10% below 

the critical point of either the case where there is a fixed incidence angle of a\j — 5° 

(as seen in Fig. 5.26(a), URC = 9.87) or the case where the system is in the basic 

configuration (i.e., the case of otu = 0° and / * = 0, of which [7Rc = 9.92). 

In Fig. 5.27(a), resonance phenomena in the frequency-response of the system 

can be observed. If the vibration amplitude of the system is evaluated at the tailing 

edge of the plate, i.e. the point s — 1, three local peaks can be found at / * = 1.15, 

2.8 and 9.4. However, when observed at the mid-length point of the plate s = 0.5, 

the first two peaks shift to / * = 0.95, 2.81, respectively; moreover, the third peak 

disappears. It is evident that the primary resonance of the system occurs at / * = 2.8 
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FIGURE 5.27. The vibration amplitudes of a cantilevered flexible plate in 
axial flow with a small oscillating incidence angle, where a\j = 5° and the 
value of /* is swept from 0 to 12.0. The other parameters of the system 
are: [i = 0.2, <7R = 8.94, l0 = 0.01, a = 0.004 and CD = 0. 

(or, / * = 2.81 in terms of the amplitude at s = 0.5), where the plate vibrates 

with quite a large amplitude. The pattern of the frequency-response shows that an 

external excitation (Thomsen, 1997), i.e., the small oscillating incidence angle of the 

undisturbed flow, has been applied to the system. However, it should be noticed 

that, although the oscillation of the incidence angle is an external mechanism, the 

undisturbed flow and the plate are two inseparable parts of an integrated system; the 

118 



5.6. WITH A SMALL OSCILLATING INCIDENCE ANGLE 

aero/hydro-dynamic forces caused by the fluid flow (with a small oscillating angle of 

incidence) depend on the motions of the plate. Therefore, it does not make sense 

to talk about the natural frequency of the plate without taking into account the 

fluid flow. Under these circumstances, one cannot expect the secondary resonances 

of the system to be related to the primary one via an integer relationship (either 

subharmonic or superharmonic). In particular, in the current case, the secondary 

resonances of the system can be found at /* =1.15 and 9.4 in terms of the amplitude 

at s = 1, and the ratios to the primary resonance of /* = 2.8 are, respectively, 0.4107 

and 3.357. 

The dynamics of system is shown in Figs. 5.27(b) through (e) for the case /* = 

2.8; one can see that the vibration of the plate, at the primary resonance point, 

is very similar to that of the system in the basic configuration, shown in Fig. 4.1. 

Additionally, it is found that the system vibrates with only one frequency which is 

exactly the same as the excitation frequency, i.e., /* . 

The vibration modes of the system at various values of /* are shown in Fig. 5.28, 

where the deformed shapes of the plate are normalized by the maximum amplitude 

it can reach (not necessarily at s = 1 or s = 0.5). It is interesting to see that 

the vibration modes of the plate depend on the frequency of the oscillating angle of 

incidence. When /* is small, the plate vibrates in the first beam mode; however, 

beam modes of higher order participate in the vibration and become increasingly 

important in the dynamics as /* increases. Moreover, when the first and second 

beam modes are dominant in the dynamics of the system, the maximum amplitude 

of the plate takes place at s = 1; while, when beam modes of higher order become 

important, the maximum amplitude is observed somewhere in the middle part of 

the plate. It should be remarked that the complexity of these vibration modes of 

cantilevered flexible plates in axial flow with a small oscillating angle of incidence, as 

shown in Fig. 5.28, may give a good explanation for the rich dynamics observed for 

real flags in wind; that is a small unsteady component in the undisturbed flow may 

well be the underlying mechanism. 
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FIGURE 5.28. The vibration modes of a cantilevered flexible plate in axial 
flow with a small oscillating incidence angle, where ajj — 5° and /* has 
various values. The other parameters of the system are: JJL = 0.2, C/R = 8.94, 
l0 = 0.01, a = 0.004 and CD = 0. 

When examining the frequency-response in conjunction with the vibration modes 

of the system, as respectively shown in Figs. 5.27(a) and 5.28, more important ob­

servations with regard to the dynamics of the system can be made. First, since 

the vibration mode of the system changes with varying / * , the resonance points of 

the system depend on the point of observation. For example, the secondary reso­

nance occurs at / * = 1.15 if it observed at the point s = 1, while it is located at 

/ * = 0.95 if the point s = 0.5 is chosen for observing the frequency-response of the 

system. Second, at the primary resonance point / * = 2.8 (or / * y = 2.81 in terms 

of the vibration amplitude at s = 0.5), the plate vibrates in the second beam mode, 

and the frequency-response curve slightly bends to the left, which implies a weak 

softening-type nonlinearity in the fluid-structure interaction system. In contrast, at 

the secondary resonance point / * = 1.15 (or / * = 0.95 in terms of the vibration 
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amplitude at s — 0.5), the frequency-response curve slightly bends to the right; there­

fore, a hardening-type nonlinearity arises when the plate vibrates in the first beam 

mode at low /* . It should be mentioned that investigations on the properties of the 

nonlinearity in a two-dimensional cantilevered flexible plate (modelled using the in-

extensible assumption), instead of the whole fluid-structure interaction system, were 

previously conducted by Anderson et al. (1996) and Tang et al. (2003), and similar 

conclusions to the current ones have been reached (see Chapter 2). Finally, when /* 

is close to zero, the plate vibrates in the first beam mode with an amplitude smaller 

than that of the static buckling state obtained using /* = 0. 

5.7. Two identical plates aligned parallel to each other 

It is of interest to examine the dynamics of cantilevered flexible plates in axial flow 

in the case of a multiple-plates assembly; for example, as illustrated in Fig. 5.29, we 

see two identical plates aligned parallel to each other in axial flow and separated by a 

distance Dp. In the experiments by Zhang et al. (2000), it was observed that the two 

plates may flutter in-phase when Dp is small; while they are locked in out-of-phase 

oscillations for relatively large values of DP. As DP increases further, the coupling 

between the two plates diminishes, and each plate flutters independently. Some of 

these experimental observations were preliminarily confirmed by the theoretical work 

of Farnell et al. (2004), who used a Navier-Stokes solver for the aero/hydro-dynamics 

FIGURE 5.29. Two identical cantilevered flexible plates aligned parallel to 
each other in axial flow. 
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and modelled each flexible plate as a so-called N-tuple pendulum. In the experiments 

of Zhang et al. (2000) and the theoretical work of Farnell et a!. (2004), the two 

plates are actually placed in an axial channel. Instead, in this thesis, the case of two 

cantilevered flexible plates aligned parallel to each other in open (unconfined) axial 

flow is studied. 

5.7.1. Modelling and solution method. The current system involving 

multiple cantilevered flexible plates in axial flow may be categorized as the blade-

blade interaction problem (Yao and Liu, 1998), which concerns the interactions of 

multiple airfoils/wings in either the aligned-in-parallel configuration or the tandem 

configuration. Jones and Platzer (1995) solved their two airfoil in tandem problem 

without considering the impingement of the vortices shed from the upstream airfoil 

upon the downstream one. Improved schemes were developed by Jones and Platzer 

(1997) and Yao and Liu (1998) to prevent any moving vortex from penetrating into 

the body of the (downstream) airfoil of finite thickness. However, in the current 

problem of two thin plates of zero thickness aligned parallel to each other in axial 

flow, it is not necessary to consider the vortex impingement because the vortices shed 

from the trailing edge of either one of the two plates never approaches the other plate. 

As shown in Fig. 5.29, it is assumed that the two identical cantilevered flexible 

plates originally lie along the X1 and X2 axes, respectively; the distance between 

X1 and X2 is DP, or dp when normalized using the length of the flexible plate L. 

The fixed X-Y coordinate system is based on the first plate, coinciding with the X1-

Y1 system. The two plates have the same equation of motion, namely Eq. (2.7) in 

the nondimensional form (see Chapter 2), except that the transverse displacements 

of the second plate w2(s) include a fixed constant part dp. As for the aero/hydro­

dynamics part of the system, following the scheme utilized by Yao and Liu (1998), 

the bound vortices and the latest wake vortices of both plates are simultaneously 

solved, regarding the satisfaction of the Kutta-Joukowski condition and the respect 
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of Kelvin's theorem for either plate, from 

A M A1-2 

A2-1 A2-2 

R1 

R2 
(5.29) 

where, Am 'n (m = 1,2, n = 1, 2) is the matrix of influence coefficients of plate n to 

plate m, which is defined by (refer to Eq. (2.17)) 

^ m i , n i ^TTII,TI2 

®m2,ni "m2, j i2 

C ^ T O J V , " ! ^771^,712 

Om,n Om,n 

^mi,njv ^mi,njv+i 

®m2,riN ^ n ^ n j v + i 

amN,nN ®mN,nN+i 

Jm,n Jrn,n 

(5.30) 

In Eq. (5.30), 5m^n is the Dirac delta, and amunj is calculated by 

(ye? - Wj) sina1^ + {-xcT + %v]) cosa\ 
ar 

(5.31) 

In Eq. (5.29), V m (m = 1,2) is the vector consisting of the bound vortices 7 

(i = 1, 2, • • • , N) and the latest wake vortex 7™+1 of plate m, and R m is the right-

hand-side vector of plate m; they are, respectively, defined by 

m 
i 

where 

V™ = (7r ,72
m , --- , 7 M + i ) x , 

R m = ( rhs r , rha? > . . . > rh S ^7* m ) 1 , 

rhs™ = (-i- - 1 - TJW™) s inaf + - ^ - w w f ) cos of, 

JV 

1 — / j l i 

(5.32) 

(5.33) 

(5.34) 

(5.35) 
i = l 
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In Eq. (5.34), (v, w)v/™ is the wake-induced flow velocity at the zth collocation point 

of plate m, which should be calculated by 

{v,w)Wi =2^2^ 
n = l j'= 1U 2* (ycr-y^)2 + (xcT-xw]Y 

(5.36) 

that is, the wakes of both plates should be considered in the calculation of the wake-

induced flow velocity (v, w)-w™. 

When the distribution of the discrete vortices on each plate is available, the 

pressure difference across plate m can be calculated by (refer to Eq. (2.22)) 

Apr = - ^- + 1 + vwf + vvf J cos aT+ijj-- ww. m wTf I sin a; 

+ ^ ( E ^ l . URdr 

As 

(5.37) 
o = i 

and then Eq. (2.23) is used to calculate the fluid loads f\™ and /D™ acting on plate m. 

Note that, in Eq. (5.37), the wake-induced flow velocity (v, u>)w™ should be calculated 

according to Eq. (5.36), and the flow velocity induced by the bound vortices on the 

other plate n, i.e., (v,w)r™, which is calculated by 

7v7- [Va - V\j, —xci + ^Vj) 
(v, w)Ti ^ ^ ^ _ ^ 2 + ^ _ x ^ (5.38) 

should also be considered. 

FIGURE 5.30. Two identical cantilevered flexible plates aligned parallel to 
each other in axial flow with virtual spring connections. 
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Besides the original model developed for two identical cantilevered flexible plates 

aligned parallel to each other in axial flow, an in-phase model is also considered. That 

is, as shown in Fig. 5.30, two virtual spring connections are taken into account, and 

the lift force acting on plate m should be calculated by 

Ju=fI?±kL(wi-w1-dP)6(a-al)±kL(v?-w1-dP)6(8-4), (5.39) 

where fcL is the nondimensional stiffness of the spring (of the linear type, see Eq. (5.10) 

for the definition); ss' are the locations of the spring connections. Note that, the 

"+" sign is used when m = 1; while, the "—" sign when m = 2. 

The consideration of the virtual spring connections is supposed to force the two 

plates to always oscillate in-phase. When they indeed oscillate in-phase, the distance 

between the two plates everywhere along the whole length of the plates is exactly dp, 

and w2 — wl — dp = 0. That is, no spring force acts on the plates. The value of 

the spring stiffness should be sufficiently large in order to avoid the influence of the 

springs on the dynamics of the system. In the current investigation, ki, = 1.0 x 106 

is used; refer to the dynamics of the cantilevered flexible plate with an additional 

spring support studied in Figs. 5.11 and 5.13, where much smaller values of &L are 

considered. Moreover, the number and locations of spring connections are determined 

by the dynamics of a single cantilevered flexible plate in axial flow as studied in 

Chapter 4. When the mass ratio \i of the single-plate system is small, say n < 0.6, 

the plate vibrates in the second beam mode and a quasi-node can be observed at 

about three-quarters of the plate length (see Figs. 4.1(g) and (h)). Therefore, two 

virtual connections can be respectively placed at s s = 1 and s§ = 0.75. 

5.7.2. Dynamics of the system with two identical plates aligned-in-

parallel. The flutter boundaries of the system with two identical plates aligned 

parallel to each other, respectively obtained using the "original" model (without con­

straining springs) and the in-phase model (with springs), are presented in Fig. 5.31(a). 
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It can be seen that the system oscillating in-phase is always more stable than the sys­

tem oscillating out-of-phase, as the original model predicts a nutter boundary below 

the one obtained using the in-phase model. 

(a) Flutter boundary 

14 

12 

10 

In-phase, dp=1, UR=10.95 
0.5 

(b) Bifurcation diagrams, dp=1 

0 ;=: 

0.0 f 

2 3 
d„ 

(c) With in-phase ICs, dp=1, UR=10 

-0.5 

Original model 
— a ln-phase model 

Regiontfe Region II VReg ion III 

9.0 9.5 10.0 10.5 11.0 11.5 
U„ 

(d) With out-of-phase ICs, dp=1, UR=10 

FIGURE 5.31. The instability boundary and the bifurcation diagram of 
two identical cantilevered flexible plates aligned parallel to each other in 
axial flow. The in-phase initial conditions are: q{ ' ~ = —1.0 x 10~2, 
q^l ~ = 0 and q\' ' ~ = 0 . The out-of-phase initial conditions are: 

1 . 0 x l 0 - 2 , ^ 2 f = ° = 0 a n d ^ 2 ; f c = 0 0. The ^ f c =° = - 1 . 0 x 1 0 - 2 , ^ = 0 , „ i # 1 

other parameters of the system are: /J, = 0.2, lo = 0.01, a = 0.004 and 
CD = 0. 

When dp is small, the stability of the system depends on the separation distance 

of the two plates; the smaller the value of dp, the more significant is its influence. 

On the other hand, when dp = 5, no difference can found between the original model 

and the in-phase model, as well as between the models of the two-plate system and 
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the model of the system in its basic configuration (i.e., a single plate) in that all of 

them predict the same critical reduced flow velocity at [/RC = 9.92. 

One can also see in Fig. 5.31(a) that, as compared to the system in the basic 

configuration, with decreasing values of dp, the two-plate system becomes increasingly 

less stable when it is oscillating in the out-of-phase modes; while, on the contrary, 

increasingly more stable in the in-phase modes. It should be mentioned that the two 

plates vibrating out-of-phase can be viewed as a case of a single plate in the presence 

of ground, with the ground surface coinciding with the mid-plane of the two plates, 

i.e., the y = dP/2 plane; the other plate is just the mirror-image of the first one 

with respect to the ground surface. With ground effects (Mateescu, 1995), a larger 

aero/hydro-dynamic load (lift) can be expected; and, the plate becomes less stable. 

It should be emphasized that the spring connections considered in the in-phase 

model are virtual ones; no spring forces act on the plates when the plate vibrates 

in-phase because the separation distance between the two plates are always dp (the 

original lengths of the springs). Through extensive tests, it is found that in-phase 

solutions cannot be obtained using the original model. Moreover, if while working 

with the in-phase model of the system the virtual spring connections are broken 

in the middle of the simulation after a stable in-phase solution has already been 

achieved, one finds that the dynamics of system (in-phase oscillations) is altered and 

finally converges to the dynamics of the system obtained by using the original model 

(out-of-phase oscillations). As shown in Fig. 5.31(b), two bifurcation diagrams are 

obtained using (i) the original model and (ii) the in-phase model. Because the spring 

connections considered are virtual ones, the in-phase model is indeed identical to the 

original model when the two plates vibrate in-phase. Therefore, the two bifurcation 

diagrams shown in Fig. 5.31(b) can be viewed as a combined one for the system with 

two plates. That is, the in-phase state of the system is the unstable branch (denoted 

by the dashed-line) of its dynamics, which cannot be predicted by the original model, 

but which can nevertheless be captured with the aid of the virtual spring connections 

(i.e., using the in-phase model). 
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FIGURE 5.32. The time history of two identical cantilevered flexible plates 
parallel-aligned in axial flow at critical point. The other parameters of the 
system are: fj, = 0.2, Zn = 0.01, a = 0.004 and CD = 0. The in-phase initial 
conditions used are the same as those defined in the caption of Fig. 5.31. 

Both the original model and the in-phase model are studied with various initial 

conditions, either in-phase or out-of-phase. With out-of-phase initial conditions, the 

virtual springs in the in-phase model become effective, and after the transients have 

died out, in-phase vibrations result, as expected. On the other hand, without the 

virtual springs, the original model always predicts out-of-phase vibrations, no matter 

what initial conditions are used, as shown in Figs. 5.31(c) and (d) for C/R = 10. It 
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is of interest to observe in Fig. 5.31(d) that the two plates always vibrate out-of-

phase if they are started with out-of-phase initial conditions. In contrast, as shown 

in Fig. 5.31(c), when in-phase initial conditions are used, the two plates gradually 

reorganize the phase relationship between them and at last out-of-phase vibration 

results; a longer transient, as compared to the dynamics shown in Fig. 5.31(d), can 

be observed in Fig. 5.31(c) due to the phase reorganization. 

The evolution of the phase relationship between the two plates can be seen more 

clearly in Fig. 5.32, in the case of dp = 3 and Up, = 9.9, obtained by means of the 

original model with in-phase initial conditions. Note that, when dp = 3, the critical 

points of original model and the in-phase model are, respectively, Upc = 9.87 and 

9.95. These two critical points are very close to each other in that the coupling 

between the two plates is attenuated for the value of dP involved. For the results 

of Fig. 5.32, the reduced flow velocity Up is close to the critical point; as one can 

see in Fig. 5.32(a), there is a long transient as expected. At the beginning, since 

in-phase initial conditions have been used (see the caption of Fig. 5.31), the two 

plates vibrate in-phase with the same amplitude, as shown in Fig. 5.32(b). Moreover, 

because Up = 9.9 is below the in-phase critical point, the vibration amplitudes of both 

plates decrease. As time elapses, a phase difference between the two plates emerges 

and grows, as shown in Fig. 5.32(d). During the process of phase reorganization, the 

vibration amplitudes of the two plates are different. Additionally, as the vibration 

amplitude of one plate decreases with time, that of the other one increases. A close 

examination of Fig. 5.32(d) reveals that the transition from in-phase motions to out-

of-phase motions is not achieved at one stroke from 0 to ir in terms of phase difference. 

For example, a significant phase difference can be observed for 42 < r < 43 and 53 < 

r < 54, while the two plates vibrate almost in-phase for 47 < r < 48. Nevertheless, 

when a sufficiently long time has elapsed, the two plates at last vibrate out-of-phase 

(a phase difference of IT) with the same amplitude, as shown in Fig. 5.32(c). Moreover, 

because the current Up, is larger than the out-of-phase critical point, the vibration 

amplitudes of both plates grow (note that the time histories of Fig. 5.32(a) show that 

the system is still in a transient state). 
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(a) Time history, original model (b) Time history, in-phase model 
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FIGURE 5.33. The post-critical behavior of two identical cantilevered flexi­
ble plates parallel-aligned in axial flow. The parameters of the system are: 
dp = 1, /x = 0.2, UR = 10.95, l0 = 0.01, a = 0.004 and CD = 0. 

The post-critical dynamics of the two-plate system are studied in Fig. 5.33 for 

dp = 1 and C/R, = 10.95, where both the original model and the in-phase model 

predict stable limit cycle oscillations. As one can observe in Figs. 5.33(a) and (b), the 

amplitude of the out-of-phase vibrations is larger than that of the in-phase vibrations. 

This is because the value of the out-of-phase critical point is smaller than the in-phase 

one, as shown in Figs. 5.31(a) and (b). When vibrating in-phase, the dynamics of 

either of the two plates is exactly the same, except that the transverse displacements 

of plate 2 have a constant part dp; moreover, either plate undergoes symmetrical 

vibrations with respect to its own neutral plane. On the other hand, when the two 
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plates vibrate out-of-phase, the dynamics of either plate is the mirror image of the 

other one. However, as one can see in Figs. 5.33(a), (c) and (e), as well as more clearly 

in Figs. 5.31(c), the vibrations of either plate are not symmetrical with respect to its 

own neutral plane; a small buckling in the direction away from the other plate can 

be observed superposed on the limit cycle oscillations. Regardless of the difference 

discussed above, one can see in Fig. 5.33 that the dynamics of the two-plate system, 

obtained with either the original model or the in-phase model, is qualitatively the 

same in terms of the time history, nutter frequency and vibration modes. Moreover, 

as compared to the system in the basic configuration (a single plate) shown in Fig. 4.1, 

the dynamics of either of the two plates in Fig. 5.33 is qualitatively the same. 

(a) Instability boundaries (b) Instability boundaries 

\ 
\ ® 

\ ^ 
Out-of-phase flutter 

\ 
Observations made in this direction 

\ 

Stable, stretched straight 

Stable, stretched straight 

0.0 0.1 0.2 0.3 
dp 

0.4 0.5 0.0 0.1 

The instability boundary of in-phase modes 
The instability boundary of out-of-phase modes 

FIGURE 5.34. The sketches of the instability boundaries of the work 
by Zhang et al. (2000) and Farnell et al. (2004). 

It is of interest to compare the results obtained with the present theory with pre­

vious experimental observations (Zhang et al., 2000) and theoretical predictions (Far­

nell et a l , 2004). In the work by Zhang et al. (2000) and Farnell et al. (2004), both 

in-phase vibrations (without the aid of the virtual springs) and out-of-phase vibra­

tions were reported; and, from their published data, two possible sets of bifurcation 

diagrams can be sketched as shown in Figs. 5.34(a) and (b), respectively. That is, 

with a fixed value of UR (as Zhang et al. (2000) and Farnell et al. (2004) did in their 
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work), in-phase vibrations are first observed when the separation distance dp is small, 

while the two plates are locked in out-of-phase vibrations when dP exceeds a relatively-

larger value. Although not explicitly specified by Zhang et al. (2000) and Farnell et al. 

(2004), it is not likely that the two-plate system, with a fixed value of dp, remains 

in the stretched-straight state at higher values of [/R and that it undergoes flutter 

at lower ones. Therefore, the sketch of bifurcation diagrams shown in Fig. 5.34(b) 

can be excluded. Under these circumstances, one can conclude from the sketch of 

the bifurcation diagrams in Fig. 5.34(a) that the system oscillating out-of-phase is 

more stable than the system oscillating in-phase, which is completely opposite to 

the observations made in this thesis. The underlying mechanism of this qualitative 

difference may be very complicated; however, a possible explanation is that, in the 

present computations, the fluid flow is supposed to be inviscid and the two plates 

are in unconfined axial flow. In the experiments conducted by Zhang et al. (2000) 

and the theory of Farnell et al. (2004), which was based on a Navier-Stokes solver, 

however, both viscosity and confinement are naturally in place in the experiments 

or taken into account in the analytical model. Moreover, the size of the channel in 

the work by Zhang et al. (2000) and Farnell et al. (2004) is indeed small, say, not as 

large as 1 when normalized by the plate length; this lateral width is fixed when the 

separation distance between the two plates is altered. Therefore, the viscosity of the 

fluid and the separation between the two plates, as well as between each plate and 

either of the two parallel solid walls, may well have profound and complex influence 

on the dynamics of the system. 
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Chapter 6 

Energy Transfer and Design of 

Flutter-Mill 

6.1. Introduction 

In this chapter, we go back to cantilevered flexible plates in axial flow set up in 

the basic configuration and we investigate the dynamics of the system from the point 

of view of energy transfer between the plate and the surrounding fluid flow. When 

flutter takes place, energy is pumped into the plate from the fluid flow, and this can 

be used as a criterion of the onset of the (dynamic) instability (Balint and Lucey, 

2005). Moreover, when stable limit cycle oscillations are observed in the dynamics of 

the system, balanced states of the energy transfer process, over the whole length of 

the plate and in the time-averaged sense, are attained between the energy extracted 

by the plate from the fluid flow and internal dissipation within the plate. We first 

examine the energy transfer under various flow conditions: with the reduced flow 

velocity £/R well below the critical point C/RC, then around U-RC, and finally above URc. 

The energy transfer, first at various locations along the length of the plate, and then 

in terms of various vibration modes, is studied. 

Based on the analysis of energy transfer, a new energy-harvesting concept, the 

flutter-mill, utilizing the self-induced vibrations (the flutter motions) of a cantilevered 

thin flexible plate in axial flow is proposed. As illustrated in Fig. 6.1, a plate made of 
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flexible material with embedded conductors is placed between two parallel magnetic 

panels. When flutter takes place, the motion of each conductor in the magnetic field 

generates an electric potential difference between its upstream and downstream ends. 

At this stage, the performance of the energy-harvesting device is preliminarily studied, 

without extensive optimization in the multiparameter space of the system. However, 

design considerations in the light of the dynamics of cantilevered flexible plates in 

axial flow, which may be in the basic plain configuration or in modified versions (for 

example, with an additional spring support and/or concentrated mass), are touched 

upon. 

Fluid 
flow 

Y Magnetic panel Conductor (phase 1) 
Conductor (phase 2) 

A flexible web 

X 

Rigid upstream splitter f ^ ^ | | 

Spring (set 1) Spring (set 2) g-

Rigid bar l \ Rigid bar 2 

V H \ 

3 
"2 '5b 

2 

1 iL 
\y Rectifier 1 

Conductor (phase 1) / Conductor (phase 2) 
Current bus 

(a) The layout of the system 

The load 

(b) Wiring scheme 

Rectifier 2 

F I G U R E 6 .1 . A schematic diagram of a flutter-mill. 

6.2. Energy transfer 

6.2.1. The quantities used in the analysis of energy transfer. To study 

the energy transfer between the cantilevered flexible plate and the surrounding fluid 

flow, it is convenient to use the equation of motion of the plate in the form of Eq. (2.4). 

That is, the fluid load /D in the longitudinal direction is incorporated into the tension 
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term in the equation of motion. To this end, the nondimensional equation of motion 

of the plate, i.e., Eq. (2.7), is rewritten as 

— ^ U + (l + a-jjA [w"" (1 + w'2) + 4w'w"w'" + w"3] - (T*w')'\ = /L , (6.1) 

where T* is the nondimensional tension (refer to Eq. (2.5)) in the plate, defined by 

T* = J (/XC/R2/D - v) ds. (6.2) 

Note that v in Eq. (6.2) is the nondimensional longitudinal displacement of the plate 

defined in Eq. (2.8). Moreover, as defined in Eq. (2.24), the longitudinal fluid load /D 

should take into account both the inviscid drag originating from the decomposition 

of the pressure difference across the plate and the viscous drag. 

Prom Eq. (6.1), the nondimensional power P^ of the work done by the transverse 

fluid load /LJ on the ith panel, in the sense of per unit length along the spanwise 

dimension of the plate, can be calculated from 

P^ = [fuAs]w(Si); (6.3) 

and the nondimensional (accumulated) work Wpt on the zth panel from 

W*,= f'{fhAs}w(Si)dT. (6.4) 

Jo 

It follows that, over the whole length of the plate, the nondimensional total power Pp 

and the nondimensional (accumulated) total work Wp can, respectively, be calculated 

by 
JV N 

According to the nondimensionalization scheme defined in Eq. (2.6), the fluid 

load is normalized by ppU2. Moreover, the length of the flexible plate L and the 

characteristic solid time T$ are, respectively, uniformly used as the length and time 

scales of the fluid-structure interaction system. Therefore, the dimensional versions 
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of Pp • and Wpt are, respectively, given by 

PFi = F L ^ ^ ^ 1 - P F t / 2 ! ^ = Pr&J^PSi = Cpi?<, (6-6) 

W 'Fi = | * FLi A S ^ 2 rff = P F C / 2 L
2 ^ . = Cwift, (6-7) 

where the power coefficient £P and the work coefficient £w are, respectively, defined 

by 

CP = P F C / 2 J - ^ , Cw = PFf/2^2. (6.8) 

Using (p and £w> it is straightforward to write the dimensional versions of Pp and 

PF = (PPF, WF = C W % , (6.9) 

Wp as 

respectively. 

In this thesis, the Galerkin method is used in the solution of the equation of 

motion of the plate (see Chapter 3); according to Eq. (3.1), the vibration velocity of 

the plate w(si) can be expanded as 

M 

w(Si, T) = ^ Qm(T)<f>m(Si). (6.10) 
m—\ 

Therefore, substituting Eq. (6.10) into the second of Eqs. (6.5), one can calculate the 

(accumulative) total work \&Fm done by the transverse fluid load /L in terms of each 

individual beam mode <j)m (see Eq. (3.2)), which is defined by 

^Fm = Y, / fhAsq^r^misi) dr. (6.11) 
i=iJo 

It should be noted that, no matter how one evaluates the energy transfer between 

the plate and the fluid flow, in terms of various locations along the the length of the 

plate or various vibration modes, the total work done by the fluid is the same, i.e., 

N M 

W? = E W F i = £ * F m - (6.12) 
i = l m = l 
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Another thing that should be made clear is the determination of the point Sj. In 

this thesis, Sj is chosen at the collocation point of the ith. panel. That is, for example, 

when the number of panels is N = 200 in the numerical simulation and the energy 

transfer at location Si = 0.7 is considered, we actually calculate all the quantities 

relating to the fluid load, the motion of of the plate, the work and the power at the 

collocation point of the 140th panel. 

6.2.2. Energy transfer at various values of C/R. The energy transfer 

between the cantilevered flexible plate and the fluid flow is first examined at various 

values of reduced flow velocity C/R in Fig. 6.2. For a specific system with parameters 

(j, = 0.2, l0 = 0.01, a = 0.004 and Cp, = 0, the dynamics is discussed in detail in 

Chapter 4 (see Figs. 4.1 and 4.2); the critical point of the system is at £/RC = 9.925. 

When C/R < C/RC, any disturbance to the system dies away with time and the plate 

always returns to the static flat state. However, as one can see in Fig. 6.2(a), when 

UR = 9.823 = 99.0%t/Rc, the total work W£ = £JLi W|4 done by the fluid load fh 

is positive; the positive fluid work done on the plate is consumed by the dissipation 

mechanism inside the plate, i.e., the material damping, and the non-conservative 

drag. As time elapses, the vibration amplitude of the system decreases and the 

increase of Wp gradually saturates; that is, the power Pp (or the time derivative 

of Wp) approaches to zero. It is found that when UR is well below [/RC, say C/R = 

8.660 = 87.3%C/RC, Wp is still positive. Nevertheless, when £/R is very low, as is the 

case for C/R = 7.756 = 78.1%C/RC shown in Fig. 6.2(a), Wp becomes negative; that 

is, the effect of the fluid load /L acting on the plate is equivalent to an additional 

damping mechanism. 

When £/R > [/RC, flutter takes place. It can be seen in Fig. 6.2(b) for the case 

[7R = 10 = 100.8%C/RC that Wp is positive and its value continuously grows, as 

compared to the case C/R = 9.823 shown in Fig. 6.2(a). Moreover, as shown in 

Fig. 6.2(c), with increasing [/R, the nutter amplitude of the system increases and 

more work is done by /L-
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FIGURE 6.2. The work done by the fluid load /L at various values of [TR. 

The other parameters of the system are: /x = 0.2, lo = 0.01, a = 0.004 and 
CD = 0. 

It should be noted that the total work done by the fluid load /L , i.e., Wp, is the 

time integral of the power Pp. When the plate vibrates, Pp also oscillates about zero, 

as shown in Fig. 6.3(a); that is, in a cycle of the vibration of the plate, /L does both 

positive work (the energy transferred from the fluid flow to the plate) and negative 

work (the energy transferred from the plate to the fluid). Since Pp is oscillating, 

the plot of Wp versus time is not smooth, as one can see in Fig. 6.3(b) (also in 

Fig. 6.2). The oscillating Pp may be evaluated in terms of the time-averaged power 

PF, for example, the time-averaged power in a cycle of vibration of the system. In 

this thesis, as illustrated in Fig. 6.3(b), we conveniently use the slope of the Wp versus 

time plot, in terms of the line connecting the local maxima (or the local minima), to 

calculate PF. 
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(a) The power of the work done by fL (b) The work done by fL 

w 

-1.5 

FIGURE 6.3. The work done by by the fluid load /L and the associated 
power. The parameters of the system are: JJL = 0.2, C/R = 10.95, Zn = 0.01, 
a = 0.004 and CD = 0. 

It is of interest to examine the slopes of the W£ versus time plots (i.e., the values of 

PF) presented in Figs. 6.2(b) and (c) for the cases UR > J/RC. One finds that, firstly, 

at a fixed value of C/R, as the flutter amplitude grows with time, P F continuously 

increases; when limit cycle oscillations are attained, P F becomes a constant. This 

observation reveals that, with the increase of the flutter amplitude, more energy is 

pumped into the plate from the fluid flow; at the same time, more energy is dissipated 

by the plate. Nevertheless, in the end, a balance between the input energy and the 

dissipation of the plate can be attained, and a constant flutter amplitude of the 

stable limit cycle oscillations is obtained. Secondly, with increasing UR, the flutter 

amplitude grows, so does the value of P F ; that is, at higher [/R, the balance between 

input energy and dissipation is attained at a higher level of energy transfer between 

the plate and the fluid flow. 

6.2.3. Energy transfer at various locations. It has been shown in Chapter 

4 that cantilevered flexible plates in axial flow vibrate in various modes; the points 

at different locations along the length of the plate do not oscillate in phase (as some 

parts of the plate move upwards, and other parts downwards). Moreover, as one can 

see in Fig. 4.18 for various systems with different values of mass ratio fj,, the vibration 
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modes are qualitatively different. Therefore, it is of interest to examine the energy 

transfer between the plate and the fluid flow at various locations along the plate. 

As shown in Fig. 6.4 for a specific system with parameters /J, = 0.2, [7R = 10.95 

( 1 1 0 . 3 % [ / R C ) , IQ
 = 0.01, a = 0.004 and C D = 0, the energy transfer at various 

locations is not the same: energy is pumped from the fluid flow into the plate (positive 

slope of the Wp- versus time plot) at some locations; while it is transferred from the 

plate to the fluid flow (negative slope of the W^i versus time plot) at other locations. 

(a) Vibration modes and fluid work at various locations, |i=0.2, UR=10.95, As=1/200 
0.4 l : 0-4 

5 0.0 

FIGURE 6.4. The work done by the fluid load / L at various locations along 
the length of the plate. The parameters of the system are: fi = 0.2, £/R = 
10.95, l0 = 0.01, a = 0.004 and CD = 0. Note that, N = 200 panels are 
used in the numerical simulation. The energy transfer at 40 locations (every 
5 panels) is recorded and the results at 10 locations (every 20 panels) are 
presented. 
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In particular, for this particular case, W^ is positive at points Sj = 0.025 through 

Si = 0.675; while, it is negative at points Sj = 0.750 through Sj = 1. Note tha t in 

this case, the total work done by the fluid load / L , i.e., the sum of all Wpi along 

the whole length of the plate, Wp = ^2i=1 Wpv is positive, as shown in Fig. 6.4(d). 

The important finding is that , as energy is pumped into the plate at the upstream 

section of the plate, it is transferred from the plate to the fluid flow at the downstream 

section. 

The distribution of the positive/negative W^ depends on the reduced flow ve­

locity C/R. A S shown in Fig. 6.5, for the case with a smaller reduced flow velocity 

UR = 10 = 1 0 0 . 8 % [ / R C (the other parameters, especially the mass ratio //, are the 

same as those of the case shown in Fig. 6.4), of which YliLi ^¥ils s t u ^ positive, Wp- is 

negative at points Sj = 0.025 through Sj = 0.175, positive in the range 0.2 < s$ < 0.75 

and negative at points 0.775 < Sj < 1; note that the energy is still transferred from 

the plate to the fluid flow at the downstream section of the plate. 

' 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
x, s 

FIGURE 6.5. The work done by the fluid load / L at various locations along 
the length of the plate. The parameters of the system are: fj, = 0.2, £/R = 10, 
l0 = 0.01, a = 0.004 and CD = 0. Note that, N = 200 panels are used in the 
numerical simulation. The energy transfer at 40 locations (every 5 panels) 
is recorded. 

An important remark should be made here, particularly. Superficially, the finding 

that energy is lost to the plate in the downstream part may appear to contradict the 

findings of Benjamin (1961), Gregory and Paidoussis (1966) and Paidoussis (1998) 

for a pipe conveying fluid that , for positive work to be done on the plate, the free end 

141 



6.2. ENERGY TRANSFER 

slope and velocity must be in quadrature; i.e., when the slope is negative, the velocity 

of the free end of the pipe must be positive, and vice versa. Thus, emphasis is placed 

on the free end, while here we have shown that the downstream end of the plate loses 

energy uniformly. On closer examination, however, what Benjamin (1961) have found 

is (i) that positive work is done on the system (energy is transferred from the fluid 

to the structure) where there is a curvature, which is in the middle of the structure 

for basically second-beam-mode nutter, (ii) at the downstream end, Coriolis forces 

dominate, resulting in energy loss, and (iii) the second-beam-mode motion results in 

the quadrature relationship between slope and velocity at the free end. Thus, there 

is no contradiction in the basic energy transfer mechanism found here for the plate 

and that for the pipe, as well as that for a cylinder in axial flow (Pai'doussis, 2004). 

The distribution of the positive/negative W^ is also examined for various systems 

with different values of mass ratio //, as shown in Fig. 6.6. It should be mentioned that 

different values of UR are used for individual cases of \x for the purpose of obtaining 

flutter motions; as shown in Table 6.1, for each case of /x, UR is so chosen that it is 

about 10% above the corresponding critical reduced flow velocity URc. It can be seen 

in Fig. 6.6 that the distribution of the positive/negative W^i depends on \i. When 

[i is large, say \i — 2 or /z = 5, higher modes become important in the dynamics 

of the system (see Chapter 4), and the distribution of positive/negative W^i has 

a complicated pattern. However, when /j, — 20, it seems that the pattern of the 

distribution of positive/negative Wp • does not have as many alternations in sign as 

the cases /i = 2 and /J, = 5. Finally, one can see in Fig. 6.6 that, no matter what 

values of ji and UR
 a r e used, the energy is transferred from the plate to the fluid flow 

at the most downstream section of the plate. 

TABLE 6.1. The reduced flow velocities UR used in the examination of en­
ergy transfer of various systems with different values of mass ratio /J, (see 
Fig. 6.6) 

H 0.01 0.5 0.5 2 5 20 
URc 37.08 6.9 6.9 10.78 10.51 8.709 
UR 40.62 7.483 7.746 11.83 11.40 9.487 

{UR-URc)/URc 9.55% 8.45% 12.26% 9.76% 8.47% 8.17% 
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(a) Vibration modes and WF, at various s, 
(1=0.01, UR=40.62,As=1/200 
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(b) Vibration modes and WF, at various s, 
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(c) Vibration modes and WF at various s, 
(1=0.5, UR=7.746,As=1/200 
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(d) Vibration modes and WF, at various s, 
(i=2, UR=11.83, As=1/400 

0.4 , ;^,p,4: 

g 0.0 

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
x, s 

(e) Vibration modes and WF, at various s, 
(i=5, UR=11.40, As=1/400 

0.4 :^p.4: 
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0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
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(f) Vibration modes and WF, at various s, 
(i=20, UR=9.487, As=1/400 

0.4 :^p;.4: 
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FIGURE 6.6." When flutter takes place, the work done by the fluid load / L 

at various locations along the length of the plate. The other parameters of 
the system are: Zn = 0.01, a = 0.004 and Cn = 0. Note that, the number 
of panels N = 200 is used for the cases fi = 0.01 and \i = 0.5; while, for the 
other cases fi = 2, JJ, = 5 and fi = 20, N = 400 is used. The energy transfers 
at 40 locations (every 5 panels in the case of JV = 200 and every 10 panels 
when iV = 400) are recorded. 

It is of special interest to examine the case fj, = 0.5 in that the design of a flutter-

mill may most likely consider such a value of mass ratio. As shown in Figs. 6.6(b) and 

(c), when [/R = 7.483 = 108.45%£/R,C , the energy transferred from the plate to the 

fluid flow at locations 0.1 < Sj < 0.175 and 0.775 < s* < 1; the reverse energy transfer 

direction is found at the other locations. As the reduced flow velocity increases to 
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C/R = 7.746 = 112.26%C/RC, it has only two sections of the positive/negative Wpf. at 

the upstream section 0 < Sj < 0.75, energy is pumped into the plate from the fluid 

flow, while at the downstream section 0.775 < s$ < 1, energy is transferred from the 

plate to the fluid flow. Reduced flow velocities above UR = 7.746 are also examined; 

only two positive/negative sections are observed, although the boundaries of the two 

sections may slightly shift from the point S; = 0.775. 

6.2.4. Energy transfer in terms of individual beam modes. As the 

Galerkin method is used in the solution of the equation of motion of the plate, it 

is convenient to examine the energy transfer between the plate and the fluid flow in 

terms of individual beam modes. 

In Fig. 6.7, the work done by the fluid load /L at various values of UR for a 

specific system with /j, = 0.2 is studied. It can be seen that, at all values of UR, the 

energy transfer between the plate and the fluid flow occurs largely in the first two 

beam modes <f>\ and </>2 (note that the plate vibrates in the second beam mode when 

H = 0.2; see Chapter 4); the magnitudes of $*Fmm>3 are much smaller than those 

of ^ F m m = 1 2 - Moreover, one finds that, at different values of UR, the work done by 

/L in terms of fa is always positive, while for v|/Fm -2 it may be either positive or 

negative. 

As shown in Fig. 6.7(a.l), for the case UR = 7.756 = 78.l%URc, for which 

^2m=i ^ F m is negative (see Fig. 6.2(a)), \I/F1 is negative and \I/F2 is positive; moreover, 

the magnitude of ^/F1 is larger than that of \I/F2. That is, when the energy is pumped 

into the plate in the second beam mode, more energy is transferred from the plate to 

the fluid flow in the first beam mode. It should be mentioned that the plate is forced 

to be deformed in the first beam mode with a small amplitude at the starting point 

of the dynamics, i.e., the initial conditions g° = —1.0 x l O - 2 , ^ ,x = 0 and qf — 0 

are used in the numerical simulation; that is, at the beginning of the motions of the 

plate, there is some energy stored in the plate in the first beam mode. 

For a relatively higher UR, but still below the critical point URC, for example the 

case UK = 9.823 = 99.0%URc shown in Fig. 6.7(b.l), for which YZ,=I * F m becomes 
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FIGURE 6.7. The work done by the fluid load / L in terms of individual beam 
modes. The mass ratio of the system is JJL = 0.2 and various values of £/R 
are examined. The other parameters of the system are: IQ = 0.01, a = 0.004 
and CD = 0. Note that M = 12 modes are used in the numerical simulation, 
and only the results of the first six are presented. 

positive (see Fig. 6.2(a)), it is found that ^ i ls s tiU negative. However, when C/R > 

£/RC, ^ F I becomes positive, as shown in Fig. 6 . 7 ( d ) ; the energy is transferred from 

the fluid flow to the plate in terms of both </>i and (f>2- For higher [/R, as one can see 
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FIGURE 6.8. The work done by the fluid load / L in terms of individual beam 
modes; various cases of the mass ratio fi are examined. The other parameters 
of the system are: l0 = 0.01, a = 0.004 and CD = 0. Note that M = 12 
modes are used in the numerical simulation, and only the results of the first 
six are presented. 

in Figs. 6.7(d.l) and (e.l), ^I remains positive; moreover, both slopes of the Wpx 

and Wp2 versus time plots increase. 

When £/R > C/RC, it is interesting to find in Figs. 6.7(c.3), (d.3) and (e.3) that ^ F 5 

is always positive, but \I/F6 is always negative; note that the magnitudes of \I/F5 and 
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\I/F6 are very small. However, at a relatively higher level of energy transfer, it can be 

seen in Figs. 6.7(c.2), (d.2) and (e.2) that both \&p3 and \I/F4 are negative when C/R is 

just above [7RC; as UR grows, WF4 first becomes positive and then both * F 3 and \&F4 

are positive. 

The energy transfer between the plate and the fluid flow in terms of individual 

beam modes is also studied for the systems with various values of mass ratio fi, as 

shown in Fig. 6.8. Again, different values of reduced flow velocity UR are used for 

individual cases of fj, in order to examine the energy transfer in the fluttering plate; 

the values of UR used are listed in Table 6.1. It can be seen in Fig. 6.8 that, when /j, 

is small, say /i = 0.01 or ji — 0.5, the energy transfer occurs largely in the first two 

beam modes cf>i and cf>2- While, when /J, is large, as for fj, = 2, /i = 5 and [i — 20, the 

magnitudes of the work done by /L in higher beam modes become comparable with, 

or even larger than, those for (pi and 02- For example, as shown in Figs. 6.8(e.l) and 

(e.2) for the case [i = 20 and UR = 9.487, one finds that | * F 3 4 | > | *F 1 > 2 | . 

6.3. Design of flutter-mill 

6.3.1. The conceptual design. It has been shown that, over the whole 

length of the plate and in the time-averaged sense, energy is indeed pumped into the 

plate from the fluid flow when flutter takes place; we can therefore utilize the energy 

extracted from the fluid flow to do useful work, for example as shown in Fig. 6.1 in 

the design of a flutter-mill to generate electricity. 

As quite a few of parameters are involved in the dynamics of cantilevered flexible 

plates in axial flow (see Chapters 4 and 5) as well as in the energy transfer between 

the plate and the surrounding fluid flow, a starting point should be chosen for the 

conceptual design. We first notice that, at different sections along the plate, the en­

ergy transfer may be from the fluid flow to the plate or vice versa. Therefore, the 

conductors embedded in the flexible web (the plate) should be correspondingly ar­

ranged in several sections, or say phases. Too many phases of conductor arrangement 

lead to difficulties in the design of the wiring scheme and the rectifier. To this end, in 
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the light of the vibration modes shown in Fig. 4.18, we consider the system with the 

mass ratio \x < 1, for which the plate vibrates in the second beam mode; hence, only 

two phases of conductor arrangement are necessary. It should be mentioned that, no 

matter whether it is transferred from the fluid flow to the plate at some sections of 

the plate or vice versa at the other sections, the energy ultimately comes from the 

fluid flow. 

In this chapter, we primarily consider a system with the mass ratio JJL = 0.5 and 

use the case with fj, = 0.2 for the purposes of comparison. In the conceptual design 

of a flutter-mill, dimensional parameters may allow us to evaluate the performance 

of the device in a more direct manner; to this end, we consider a plate made of 

aluminium in axial air flow. The reason of considering a metallic plate is that (metal) 

conductors are supposed to be embedded in the web, otherwise made of a very flexible 

material; the properties of this composite plate would be largely determined by those 

of the conductors. The parameters of the two systems with /i. = 0.5 and \x = 0.2 are, 

respectively, listed/calculated in Table 6.2 (refer to Appendix C). 

Some explanation is necessary for the data in Table 6.2. Firstly, since nondimen-

sional parameters are used in all numerical simulations carried out in this thesis, the 

physical parameters of the systems listed in Table 6.2 are actually obtained using a 

reverse approach. In particular, for a aluminium plate in axial air flow, we know the 

properties of the fluid and the plate material; the thickness of the plate h is deter­

mined as h = 0.0005 m and then the length of the plate can be calculated for the case 

ji — 0.5 or ji = 0.2. Secondly, the nondimensional parameters l0 = 0.01, a = 0.004 

and CD = 0 are uniformly used in all numerical simulations; the influences of these 

parameters on the dynamics of the system have already been discussed (see Chapter 

4). It should be noted that, as the same material is considered, the material damping 

coefficients a for both cases [x = 0.5 and \x = 0.2 should be the same. However, the 

nondimensional material damping coefficient a depends on other physical parame­

ters of the system, and the values for the cases /J, — 0.5 and \i = 0.2 are different. 

Therefore, when we use the uniform value a = 0.004 in the numerical simulations, it 

is indeed overvalued for the case \± = 0.5 and undervalued for /i = 0.2. It has been 
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TABLE 6.2. Design data of a cantilevered flexible plate in axial flow with 
the mass ratio ji = 0.5 or /j, = 0.2 

Parameters Plate 1 (fj, = 0.5) 
Physical parameters fixed in the design 

pF 

pP (Al-7505) 
L0 

h 
E 
V 

a 

1.226 
2840 

0.0058 
0.0005 

7.056 x 1010 

0.3 
0.0005 

Physical parameters varied in the design 
L 

Calculated parameters 
D = Eh3/ [12(1 - v2)} 

Ts = y/pphL*/D 
Uc = URcL/Ts 

Mass ratio 
li = pFL/(pPh) 

0.58 

0.8077 
0.4460 

8.97 (URc = 6.899) 

0.5 
Other nondimensional parameters 

a = a/Ts 

lo =
 LQ/L 

cD 

0.001 (0.004 used) 
0.01 

(0 used) 

Plate 2 (// = 0.2) 

1.226 
2840 

0.0023 
0.0005 

7.056 x 1010 

0.3 
0.0005 

0.232 

0.8077 
0.0071 

32.27 {URc = 9.925) 

0.2 

0.070 (0.004 used) 
0.01 

(0 used) 

Unit 

kg/m3 

kg/m3 

m 
m 
Pa 

s 

m 

N - m 
s 

m/s 

shown in Chapter 4 that a larger value of a results in a higher critical point URc; 

that is, at a fixed £/R beyond URc, the flutter amplitude (hence the level of energy 

transfer between the plate and the fluid flow) is underestimated for the case /i = 0.5 

and overestimated for JJ, = 0.2. 

The post-critical dynamics of the system with p, = 0.5, in terms of dimensional 

parameters, are shown in Figs. 6.9 and 6.10; moreover, Fig. 6.10(c) shows the time-

averaged power PF of work done by the fluid load /L at various flow velocities. Note 

that the dynamics of the system with /i = 0.2 has been discussed in detail in Chapter 

4; even so, the dynamics in terms of dimensional parameters and the time-averaged 

power PF for the case /J, = 0.2 are presented in Fig. 6.11, to compare with the case 

(i = 0.5 shown in Fig. 6.10. 

It can be seen in Fig. 6.10(a) that, when the flow velocity U = Uc = 8.97 m/s, 

flutter takes place; the critical point Uc corresponds to the cut-in point of Pp> as 
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(a.1) Time history, 
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FIGURE 6.9. The dynamics of the system with ji = 0.5. The other parame­
ters of the system are: /Q = 0.01, a — 0.004 and Cr> — 0. 

shown in Fig. 6.10(c). With increasing U, the flutter amplitude grows, so does the 

time-averaged power P F extracted from the fluid flow. However, for a cantilevered 

flexible plate in axial flow, when the flow velocity is very high, the plate may vibrate 

wildly in an irregular manner with three-dimensional modes (Taneda, 1968); therefore, 

we normally consider that there is a maximum flow velocity, at which the flutter 

amplitude at the trailing edge of the plate is about 50% of the plate length. To this 

end, a cut-out point can be found in Fig. 6.10(c), where U = 13 m/s, max(W(5 = 

L)) = 0.306 m = 52.76%L and P F = 60.29 Watt/m. If \i = 0.2, one can see in 

Fig. 6.11 that the cut-in point is as high as Uc = 32.3 m/s, and at the cut-out point 

U = 44.8 m/s, max(W(S = L)) = 0.132 m = 56.90%L and P F = 1720 Watt/m. 
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(a) Vibration ampli tude (c) Power of the fluid load fL 
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FIGURE 6.10. The dynamics of the system with /i = 0.5 and the time-
averaged power Pp of the fluid load /L- The other parameters of the system 
are: l0 = 0.01, a = 0.004 and CD = 0. 

As shown in Figs. 6.10 and 6.11, preliminary calculations of the power extraction 

from the fluid flow demonstrate that the proposed flutter-mill is very promising for 

generation of electrical power. If the system is designed to have a mass ratio /x = 

0.5 and plate width B = 0.2 m, such a compact device of the overall dimensions 

length x width x height = 0.58 m x 0.2 m x 0.58 m, where the height is considered as 

twice of the allowed maximum flutter amplitude, can be expected to extract 10 Watt 

power (at U = 12 m/s) from the wind; and, if only 10% of the extracted wind energy 

is ultimately converted to the electrical power, an output of 1 Watt is guaranteed. 

Higher power output can be expected from the system with n = 0.2, which works at 

higher flow velocities. In particular, when \i = 0.2, the power extraction is as high as 

P F = 1 kW/m at U = 40 m/s. 

The working flow velocity of the nutter-mill is relatively high. When \x = 0.5, 

practical power extraction can be expected within the range 10 m/s < U < 13 m/s; 

although the wind speed at this level agrees with the normal design criteria of commer­

cial wind turbines (above 100 kW rated capacity), it is attained only at high elevations 
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FIGURE 6.11. The dynamics of the system with // = 0.2 and the time-
averaged power Pp of the fluid load /L . The other parameters of the system 
are: l0 = 0.01, a = 0.004 and CD = 0. 

above the ground. The problem of the high working flow velocity can alternatively be 

resolved using a concentrator (Manwell et al., 2002). Because the overall dimensions 

of the flutter-mill are small, say length x width x height = 0.232 m x 0.2 m x 0.232 m 

when fi = 0.2 and B = 0.2 m, the wind receiving area is only A2 = 0.0464 m2; there­

fore, it is reasonable to consider a concentrator, as illustrated in Fig. 6.12(a), with a 

large receiving area, say Ai = 1 m2, to substantially increase the flow velocity working 

on the flutter-mill. 

Finally, we consider B = 0.2 m in the conceptual design in order to avoid possible 

difficulties in attaining sufficient strength of the magnetic field between the two mag­

netic panels. However, it should be mentioned that the choice of the plate width does 

not affect the analysis of the energy transfer in terms of energy transfer/power density 

per unit length along the spanwise dimension of the plate. Moreover, as illustrated 

in Fig. 6.12(b), it is easy to design an array of plates to achieve a desired effective 

value of B to satisfy a specific design requirement on power capacity. 
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(a) With a concentrator. (b) With a plate array. 

FIGURE 6.12. The flutter-mill with (a) a concentrator, and (b) an array of plates. 

6.3.2. The performance of the flutter-mill. We first compare the perfor­

mance of the flutter-mill to a real horizontal axis wind turbine (HAWT), in particular, 

the Three-blade Stall Regulated Turbine studied by Burton et al. (2001), in terms of 

electrical power output, as shown in Fig. 6.13. The HAWT has a disk area 227 m2 

and the data for electrical power is collected at the rotational speed 44 rpm. In order 

to make a comparison, we suppose that the flutter-mill has a same wind receiving 

area as the HAWT (227 m2) and accordingly calculate the effective width B of the 

plate. Moreover, in the calculation of electrical power output, we assume that only 

10% of the energy captured by the plate is ultimately converted to electrical power; 

the other 90% of the energy is consumed by the plate for sustaining flutter. It can 

be seen in Fig. 6.13 that when \x = 0.5, the flutter-mill works within the same range 

of wind speed as the HAWT; however, the electrical power output of the flutter-mill 

is not as high as that of the HAWT (about 10%). When it is designed with [i = 0.2, 

the flutter-mill can work at high wind speed and a very high electrical power output 

can be expected; the capacity is much higher than that of the HAWT. 

There are different alternatives for evaluating the performance of a wind energy 

converter (wind turbine, wingmill or flutter-mill) of a certain design or to compare 

the characteristics of various designs; among these approaches, the ratio rj of the 

power Pp actually extracted by the device to the theoretical/idealized power Pi that 

can be extracted from fluid flow is perhaps the most commonly used indicator; P\ is 
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FIGURE 6.13. The performance of the flutter-mill as compared to a real 
HAWT, i.e., the Three-blade Stall Regulated Turbine studied by Burton 
et al. (2001). 

calculated from 

Pi = ^CBAPFU3, (6.13) 

where C B = 16/27 is the Betz limit (Manwell et al., 2002), and A is the disk area in 

the case of a HAWT. It follows that the primary conversion efficiency 

P F 
V- i iC B Ap F [ /3 

(6.14) 

Note that , for a HAWT, the disk area A is 

A = irR-o2, (6.15) 

where R& is the radius of the disk or the length of a blade. However, in the design of 

a flutter-mill, A is redefined as the wind receiving area, calculated by 

A = 2 max ((W(S = L))B, (6.16) 

where W(S = L) is the maximum vibration amplitude of the trailing edge of the 

plate. Moreover, in the design of wingmills proposed by McKinney and DeLaurier 

(1981), Jones and Platzer (1999) and Isogai et al. (2003) (see Figs. 1.5(a), (b) and 

(d)), A is defined as the area swept by the leading or trailing edge of the flapping 
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wing, that is 

A. = H-wB, (6.17) 

where Hw is the maximum distance translated by either the leading edge or the 

trailing edge of the wing when it is undergoing coupled plunging/pitching motions. 

It follows that the efficiency 77 of the flutter-mill can be calculated by 

V = ~FT 
Pi 

PFB = (PPFB 

Pi Pi 

ppUty/D/ipptyPiB 

(1/2) x (16/27) x pFU3 x 2 x max ((W(S = L)) x B 

1.687bL2y/D/(pPhLi)TF 

Umax((W{S = L)) 

1.6875P£ 
[/Rmax(«)(s = 1)) 

(6.18) 

0.50 

0.40 

0.30 

0.20 

0.10 

0.00 

TO Flutter-mill, n=0.5 
^o Flutter-mill, \i=0.2 
M Wingmill by McKinney and DeLauier (1981), a0=25°, h0=6 cm 
AA Wingmill by Isogai et al. (2003), 00=50° 

10 15 20 25 30 
Wind speed (m/s) 

35 40 45 

FIGURE 6.14. The efficiency of the flutter-mill as compared to the wingmills 
proposed by McKinney and DeLaurier (1981) and Isogai et al. (2003). 

In Fig. 6.14, the efficiency of the flutter-mill is compared to the wingmills proposed 

by McKinney and DeLaurier (1981) and Isogai et al. (2003). It can be seen that, when 

[i = 0.5, the working wind speed of the flutter-mill agrees with that of the wingmill; 

the efficiency of the flutter-mill is about 30% of the wingmill. Working at higher 

wind speeds, the flutter-mill with // = 0.2 achieves a relatively higher efficiency at 
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about 40% of the wingmill. However, it should be noted that the performance of an 

energy converter is not fully determined by the primary conversion efficiency rj. In the 

design of a wingmill, an extra mechanism is necessary to couple the plunging/pitching 

motions, and a transmission gear must be used to convert the plunging/pitching 

motions to the rotational motion of the generator; energy loss occurs in all these 

processes. If one assumes that the efficiency of the mechanical transmission of a 

wingmill is about 70%, the actual power generation efficiencies of the flutter-mill and 

the wingmill become much closer. 

The tip speed ratio AT, i.e., the ratio of the rotational speed at the tip of a wind 

turbine blade to the oncoming wind speed, is one of the key parameters in the design 

of a wind turbine in that it determines the effective flow velocity to the blade and thus 

the aerodynamic loads (lift and/or drag), as illustrated in Fig. 6.15(a). In the case of 

a wingmill, although the term tip speed ratio is still used by Jones and Platzer (1999) 

and Isogai et al. (2003), as shown in Fig. 6.15(b), it has a very different meaning 

when it refers to the ratio of the maximum speed of the plunging motion to the wind 

speed. Because the leading edge of the plate in a flutter-mill is always aligned with 

the upcoming air flow and the plate itself is flexible, the parameter AT does not make 

any sense in the design of a flutter-mill. Nevertheless, as shown in Fig. 6.15(c), we 

calculate the ratio of the maximum (transverse) vibration speed at the trailing edge of 

the plate to the wind speed, i.e., the so-called tip speed ratio AT, and put the results 

of the power extraction efficiency of the flutter-mill in Fig. 6.16, which is a duplicate 

of a figure given in Jones and Platzer (1999). Regardless of the different meanings 

of AT for various types of wind turbines, windmills, wingmills and flutter-mills, it 

can be seen in Fig. 6.16 that the efficiency of the flutter-mill is comparable to those 

of the U.S. multi-blade windmill (commonly found on farms in the United States 

to pump water out of ground) and the Dutch four-arm windmill (classically used to 

grind flour). On the other hand, if compared to the wingmills, the efficiency of the 

flutter-mill is similar to the designs by McKinney and DeLaurier (1981) and Jones 

and Platzer (1999), although somewhat lower; but the efficiency of the flutter-mill, 

as well as the efficiencies of the wingmills by McKinney and DeLaurier (1981) and 
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Platzer, 1999), where the efficiencies of the flutter-mills with /j, = 0.5 and 
/x = 0.2 and the wingmill proposed by Isogai et al. (2003) are also included. 

Finally, it should be mentioned that it is not easy to compare the flutter-mill 

with the energy-harvesting eels studied by Allen and Smits (2001) and Taylor et al. 

(2001). However, it is found that the frequency of the wake-induced vibrations of the 

eel is normally very low, say around 1 Hz, and the low strain level in the thin plate 

(i.e., the eel) seriously limits the performance of the piezoelectric materials used for 

generating electrical potentials. It is reported by Taylor et al. (2001) that the goal of 
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their energy-harvesting eel program is to generate lWatt electrical power in about 

1 m/s water flow; anyway, this goal can easily be achieved by the flutter-mill working 

in air flow (see Fig. 6.13). 

6.3.3. Other design considerations. In the light of the dynamics of can-

tilevered flexible plates in axial flow, in the basic plain configuration or various mod­

ified configurations, extensively studied in Chapters 4 and 5, other design considera­

tions can be summarized. The main idea here is to reduce the critical flow velocity Uc 

of the system, so that the flutter amplitude increases at a fixed flow velocity beyond 

the critical point; thus, a higher level of energy transfer can be achieved. 

First, according to the investigations conducted in Chapter 4 on the influence of 

the parameters lo and a, we prefer to use a long upstream rigid splitter ahead of the 

flexible plate and materials with low damping coefficient for the flexible plate (both 

the flexible web and the embedded conductors) so that a lower critical point can be 

achieved. 

Second, as discussed in Chapter 5, when the gravitational force is considered 

in the model, i.e., the system being set up in either the horizontal configuration or 

the hanging configuration, the value of the critical point of the dynamic instability 

(flutter) increases. Therefore, we primarily consider the vertical configuration (i.e., 

the basic configuration) in the design of a flutter-mill. However, if /i is small, as 

shown in Fig. 5.1 for the case /x = 0.2, it has been found that the increase in the 

critical point is very small when the system is in the horizontal configuration; thus, 

the horizontal configuration is also a good choice for the design of a flutter-mill, 

especially in terms of the possible difficulties involved in setting up a flexible plate in 

the vertical configuration. 

Third, the flutter-mill would normally be placed in a container with upstream and 

downstream openings; moreover, when a concentrator is considered, this container is 

indeed necessary. It has been shown in Chapter 5 (see Fig. 5.8) that the presence of 

parallel solid walls decreases the critical point of the system. Therefore, the presence 

of this container poses no problems for the flutter-mill. 
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Fourth, it has been shown in Chapter 5 that the system with an additional spring 

support exhibits rich dynamics. For a system that has a small value of mass ratio \x 

and flutters in the second beam mode, with an additional spring being considered at 

the quasi-node of the vibration (located at about three-quarters of the plate length, 

for example the cases s = 0.8 studied in Figs. 5.14 and 5.17), when the spring is 

of the linear type, one finds from Fig. 5.14 that the critical point of the system 

is considerably reduced; this advantage can be taken into account in the design of 

a flutter-mill. Moreover, if the spring support located at the quasi-node is of the 

cubic type, although the variation in the critical point is negligible, it has been found 

in Fig. 5.17 that flutter takes places in a more abrupt manner and the vibration 

amplitudes/modes have small changes in the range of reduced flow velocity between 

the primary and secondary bifurcations; this can also be considered in the design so as 

to allow an almost constant working condition of the flutter-mill over a relatively wide 

range of flow velocity. On the other hand, if the additional spring support is located 

at the tailing edge of the plate, i.e., the cases s = 1 studied in Figs. 5.11 and 5.15 for, 

respectively, linear and cubic springs, no useful additional features, emerged that can 

be directly utilized in the design of a flutter-mill. However, it should be noted that 

one may consider an additional spring support at the trailing edge of the plate to alter 

the vibration modes and limit the flutter amplitude at the trailing edge of the plate; 

this may be necessary if a compact design of flutter-mill is required. For example, 

when the parallel solid wall is considered and the size of the channel is preferred to 

be small, an additional spring support should be placed at the trailing edge of plate 

to prevent it from touching the parallel solid walls. 

Besides dynamics considerations, the additional spring supports at the quasi-node 

and/or the trailing edge aids in setting up the system in the vertical configuration, 

if this configuration is chosen for the design. It should also be mentioned that, as 

shown in Fig. 6.1, the additional spring supports are supposed to be a part of the 

wiring scheme; however, this arrangement is not necessary when the pairing-plate 

design illustrated in Fig. 6.17 is adopted. 
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Conductor (phase 1) 

Rigid bar 1 Rigid bar 2 

FIGURE 6.17. The pairing-plate design of a flutter-mill and the wiring scheme. 

Fifth, additional concentrated masses at the location of the quasi-node and the 

trailing edge of the plate must be considered in the design of a flutter-mill, as shown 

in Figs. 6.1 and 6.17, in order to accommodate the wires connecting the ends of con­

ductors to form the conductor coils of the upstream/downstream phases, respectively. 

The two spanwise rigid bars shown in Figs. 6.1 and 6.17 are actually treated as addi­

tional concentrated masses in the two-dimensional model of the system as discussed 

in Chapter 5. It has been shown in Fig. 5.21(c) that an additional concentrated 

mass located at the trailing edge of the plate, of the proper magnitude, considerably 

reduces the critical point of the system; this effect is beneficial for the performance 

of the flutter-mill. Moreover, as shown in Fig. 5.22 for the case /J, = 0.2, when the 

magnitude of the concentrated mass located at the trailing edge of the plate is rela­

tively large, say OM = 0.3, the size of the quasi-node becomes small and the second 

beam mode dominates in the dynamics of the system; this characteristic is favourable 

in the arrangement of the upstream/downsteam phases of the conductors. On the 

contrary, as shown in Fig. 5.21(b), with an additional concentrated mass located at 

the quasi-node of the vibration modes (say, s = 0.75), the value of the critical point 

increases with increasing magnitude of the additional concentrated mass; therefore, 
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one should keep the size of the middle rigid bar, i.e., rigid bar 1 shown in Figs. 6.1 

and 6.17, as small as possible. It should be mentioned that, when there is an ad­

ditional concentrated mass, even of small magnitude, located at the trailing edge of 

the plate, the plate may vibrate wildly or even whip forward at relatively high flow 

velocities, as shown in Fig. 5.23; therefore, it is necessary to consider an additional 

spring support at this location to somewhat suppress the vibration amplitude of the 

plate. 

Sixth, the dynamics of the system with a small oscillating incidence angle in 

the undisturbed flow has also been studied in Chapter 5. As shown in Fig. 5.28, it 

was found that the plate may vibrate in higher modes when the frequency of the 

oscillating incidence angle is relatively large; this effect is not useful for the proposed 

flutter-mill. Therefore, one should be careful in the design to avoid high frequency 

unsteady components in the oncoming undisturbed flow, if possible. 
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FIGURE 6.18. The design of a flutter-mill with multiple plates aligned in parallel. 

Seventh, it is desirable to design a flutter-mill with multiple plates aligned in 

parallel, as shown in Fig. 6.18, in order to achieve the maximum performance of 

the device with a compact overall size. The case of two identical parallel plates in 

open axial flow has been studied in Chapter 5. However, as shown in Fig. 5.31, it 
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is found that a lower nutter boundary can only be expected from the out-of-phase 

modes of the two plates; while, when the plates are forced to vibrate in-phase, the 

critical point of the system substantially increases. The out-of-phase modes are not 

wanted in the design of a flutter-mill in that when the separation between the two 

plates is small, the two plates may touch each other at the trailing edges; on the other 

hand, when the separation is large, the consideration of multiple plates does not help 

reduce the overall size of the device. As discussed in Chapter 5, according to the work 

by Zhang et al. (2000) and Farnell et al. (2004), when the plates are placed in channel 

flow, i.e., when parallel solid walls present, the in-phase modes of the two plates may 

become less stable than their out-of-phase counterparts. Therefore, it is reasonable to 

investigate further the design of a flutter-mill with multiple parallel plates combined 

with the consideration of a container; such an arrangement may achieve a better 

performance than the single plate design. 

Finally, it should be emphasized that, although no extensive optimization has 

been undertaken in this thesis in the multiparameter space of the system, we have 

nevertheless been able to outline the design criteria for a flutter-mill in the light of the 

dynamics of cantilevered flexible plate in axial flow, either in the basic configuration 

or in various modified configurations, extensively studied in Chapters 4 and 5. Note 

that the design parameters arising from these design considerations, for example the 

stiffness/location of the additional spring support, the magnitude/location of the 

additional concentrated mass, the separation of the two parallel solid walls and so on, 

should be determined in a more quantitative and extensive manner so as to achieve 

the best performance of the flutter-mill. 
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Chapter 7 

Experiments 

7.1. Introduction 

Experiments with cantilevered flexible plates in axial water flow are discussed 

in this chapter. The experiments were conducted in a closed-circulation vertical 

type water tunnel in the Fluid-Structure Interactions Laboratory at McGill Uni­

versity; an elastomer (silicone rubber) plate has been specially cast for the experi­

ments. Details about the water tunnel and its recent refurbishment, set-up of the 

support fixture and the elastomer plate, flow velocity calibration, casting process for 

making the plate, determination of its material properties, and set-up/calibration of 

displacement-measuring laser system are summarized in Appendix E. 

Previous experiments on cantilevered flexible plates in axial flow can be found 

in the work by Taneda (1968), Datta and Gottenberg (1975), Auregan and Depollier 

(1995), Zhang et al. (2000) and Lemaitre et al. (2005) for the system in the hanging 

configuration (see Fig. 1.3(c)), and by Kornecki et al. (1976), Huang (1995), Yam-

aguchi et al. (2000a), Watanabe et al. (2002b), Tang et al. (2003), Shelley et al. (2005) 

and Souilliez et al. (2006) for the vertical configuration (see Fig. 1.3(a)). All previous 

experiments were conducted in axial airflow, except those by Shelley et al. (2005). 

However, it should be emphasized that, unlike all the other pervious experiments 

in which homogenous flexible plates (filaments in the experiments by Zhang et al. 

(2000)) made from a single material were used, the flexible plate investigated in the 
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water-flow experiments by Shelley et al. (2005) was a "composite" one with copper 

strips glued onto a Mylar sheet, which may be better described as an articulated 

flexible plate. 

In this thesis, experiments on cantilevered flexible plates in axial flow, in a hanging 

configuration, are for the first time carried out in a water tunnel. The experiments 

presented in this thesis are the first phase of a more ambitious and extensive program 

on the same topic. The purpose of this first phase (i) to explore the suitability 

of the system (plates, supports and water tunnel), (ii) to investigate methods of 

measurement, (iii) to obtain enough observations for qualitative description of the 

dynamics of cantilevered flexible plates in water flow, and most importantly (iv) to 

obtain sufficient experimental data at the high values of the mass ratio [i involved 

in these experiments to compare with theory; say for /j, = 80, which is well beyond 

the range of \i studied experimentally by other researchers or theoretically in the 

preceding chapters of this thesis (refer to Figs. 4.16 and 4.17). 

7.2. Experimental observations 

The physical parameters of the system studied in the current experiments are 

listed in Table 7.1 (see Appendix E for details). The maximum effective length of 

the elastomer plate is 240 mm. Pieces of elastomer plate are cut off to yield shorter 

lengths step by step, and five samples are thus obtained with lengths of 240, 150, 120, 

90 and 60 mm. Accordingly, as shown in Table 7.2, the nondimensional parameters 

of the system can be calculated. Because water, instead of air, is used for the current 

experiments, one can see from Table 7.2 that the mass ratio fi is very large, even for 

a plate of moderate length. 

Because the system is set up in a hanging configuration, when the elastomer plate 

is long, as discussed in Chapter 5, the gravitational force has a significant effect on 

the dynamics of the system. As shown in Fig. 7.1(a), it is found that visible flutter 

(i.e., oscillation of substantial amplitude) occurs only at the most leeward segment of 

the elastomer plate (refer to the work by Lemaitre et al. (2005)), while the upstream 
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TABLE 7.1. Physical parameters of the system 

Length of the elastomer plate L Variable 

Length of upstream rigid segment L0 9.17 x 10~2 m 

Plate thickness h 1 x 10~3 m 

Plate width B 7.4 x 10~2 m 

Mass density of the plate material pp 1.137 x 103 kg /m 3 

Young's modulus of the plate material E 3.62 x 106 N /m 2 

Poisson ratio of the plate material v 0.49 

Material damping coefficient (Kelvin-Voigt type) a 4.64 x 10~4 s 

Mass density of the fluid (water) pp 1.0 x 10 3 kg/m 3 

TABLE 7.2. Nondimensional parameters of the system with various lengths 
of the elastomer plate 

Plate length L (mm) 240 150 120 90 60 

Mass ratio /i 211 132 106 79.2 52.8 

Rigid segment length l0 0.382 0.611 0.764 1.02 1.53 

Material damping coefficient a (xlO4) 1.49 3.82 5.97 10.6 23.9 

Gravity parameter 7 G 46.7 11.4 5.84 2.46 0.73 

region is stretched straight. Due to the limitation in the calibration/measurement 

range of the laser distance (displacement) sensor, as shown in Fig. 7.1(b) (see also 

Figs. E.13(a) and E.14(b) for the calibration), the dynamics of the system is only 

recorded with a video for the cases with L ^ 150 mm. On the other hand, the 

maximum flow velocity of the water tunnel is around 4.8 m / s (see the flow velocity 

calibration in Fig. E.10), and the flutter of the elastomer plate with the length L = 

60 mm can only be observed at flow velocities close to the capacity of the water tunnel. 

Therefore, shortening of the plate was stopped at L = 60 mm. 

The experimental observations of the dynamics of the system, with various lengths 

of the elastomer plate, with increasing flow velocity are presented in Figs. 7.2 through 

7.6, which are snapshots picked from the video footage recorded during the exper­

iments. As one can see from these figures, flutter occurs at sufficiently high flow 

velocities for all lengths of the elastomer plate that have been tested. However, it 

is noticed that the nutter amplitudes are very small, and they can be better scaled 

in terms of plate thickness, unlike those observed in previous experiments in air flow 
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(a) Flutter observed at the most leeward (b) The lowest point that the laser 

region of the plate with upstream section system can reach for calibration and 

stretched straight measuring 

FIGURE 7.1. The difficulties in measuring the vibration of a long plate (L = 240 mm). 

where the flutter had a large amplitude (say 20% of the plate length). Another prob­

lem encountered in the experiments is the small but ubiquitous vibration of the whole 

water tunnel caused by the circulation pump, which could be significant when it runs 

at high rpm. Unsteadiness in the water flow is caused by the pump and the vibration 

of the water tunnel, which is confirmed by fluctuations in the reading of the flow ve­

locity, and the trembling of the elastomer plate, observed even at low flow velocities. 

The small flutter amplitudes, combined with unsteady effects in the water flow, result 

in difficulties in the observation and subsequent measurement of the motions of the 

elastomer plate. Nevertheless, the onset of flutter can still be determined within a 

reasonably small range of flow velocities for any given experiment. For example, as 

shown in Fig. 7.2(a) for L = 240 mm, the plate trembles, with high frequency and 

not in any discernible vibration mode, at U = 2.35 m/s; while, as seen in Fig. 7.2(b), 

when the flow velocity is increased to U = 2.61 m/s, flutter with a relatively low 

frequency and readable instantaneous modal shape (visible with the aid of a strobo­

scope) emerges. The "critical points" so identified through experimental observations 

are listed in Table 7.3 and then plotted in Fig. 7.8. 
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(a) L = 240 mm, U = 2.35 m/s (b) L = 240 mm, U = 2.61 m/s 

(c) I, = 240 mm, f7 = 3.16 m/s (d) L = 240 mm, U = 4.60 m/s 

FIGURE 7.2. The dynamics of the elastomer plate L = 240 mm at various 
flow velocities. 

As shown in Fig. 7.7, the onset of flutter for the plates used in the experiments 

can be predicted by the theory developed in this thesis (refer to Section 5.1 of Chapter 

5, neglecting viscous drag); the results are listed in Table 7.3. However, because the 

simulation with a large /i is indeed very time-consuming (measured in days, rather 

than hours, for a single run), only the two cases of L = 90mm and L = 60 mm 

are investigated theoretically. The results of the numerical simulations are listed in 

Table 7.4 and then presented in Fig. 7.8. 

It can be seen in Fig. 7.8(a) that, for the cases L ^ 150 mm, the experimental 

values of the critical flow velocity Uc decrease as L is increased; however, a higher 
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(a) L = 150 mm, U = 2.04 m/s (b) L = 150 mm, U = 2.31 m/s 

(c) L = 150 mm, U = 3.15 m/s (d) L = 150 mm, U = 4.72 m/s 

FIGURE 7.3. The dynamics of the elastomer plate L = 150mm at various 
flow velocities. 

value of Uc has been obtained for the case L = 240 mm than L = 150 mm. It is 

observed in the experiments that spanwise bending, as shown in Fig. 7.9, occurs at 

the leeward region of long elastomer plates, say for L = 240 mm. This phenomenon 

would increase the bending stiffness of the structure and result in a higher critical 

flow velocity. However, as the length of the elastomer plate decreases, the spanwise 

bending subsides gradually; it is still visible for L = 150 mm and L = 120 mm, 

and it becomes negligible for the cases L = 90 mm and L = 60 mm. This observed 

spanwise bending and its variation with respect to the length of the elastomer plate 

may account for the increase in the critical flow velocity for the case L = 240 mm. 
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(a) L = 120 mm, U = 2.78 m/s (b) L = 120 mm, U = 3.17 m/s 

(c) L = 120 mm, U = 3.68 m/s (d) L = 120 mm, U = 4.72 m/s 

FIGURE 7.4. The dynamics of the elastomer plate L = 120 mm at various 
flow velocities. 

The theoretical flutter boundaries predicted by the present theory using the ex­

perimental parameters (for the two cases of L = 90 mm and L = 60 mm) and for the 

systems in the vertical configuration with smaller mass ratios than those investigated 

in the current experiments are also presented in Fig. 7.8. First, as expected, it can be 

seen in Figs. 7.8(a) and (b) that the theoretical prediction underestimates the flutter 

threshold for a specific length of the elastomer plate (note that /i is solely determined 

by L when the other parameters pp, h and pp are fixed), most likely due to the absence 

of viscous drag in the numerical simulations (CD = 0, see Table 7.4). Second, it is of 

interest to find in Fig. 7.8(c) that both the theoretical predictions and experimental 
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(a) L = 90 mm, U = 3.04 m/s (b) L = 90 mm, U = 3.25 m/s 

(c) i = 90 mm, [7 = 4.05 m/s (d) £ = 90 mm, U = 4.74 m/s 

FIGURE 7.5. The dynamics of the elastomer plate L = 90 mm at various flow velocities. 

observations for the system with large values of fi, even though they are obtained for 

the system in the hanging configuration, can approximately be viewed as a contin­

uation of the flutter boundary obtained in Chapter 4 for the system in the vertical 

configuration. The importance of this observation lies in that the extension of the 

flutter boundary to a mass ratio as large as fi = 200 is, for the first time, confirmed 

by the current experiments. It should be mentioned that, although the theoretical 

flutter boundary of the system in either the vertical or hanging configuration can be 

extended to an arbitrarily large value of ji, it is impossible in practice to check the 

theory with experiments in air flow when /i is very large, say /i > 40. In particular, 

as shown in Table 7.5, if a plate made from the same material as the one used in 
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(a) L = 60 mm, U = 4.53 m/s (b) L = 60 mm, *7 = 4.75 m/s 

FIGURE 7.6. The dynamics of the elastomer plate L = 60 mm at various flow velocities. 

TABLE 7.3. The flutter boundaries of the system with various lengths of the 
elastomer plate obtained through experimental observations 

Plate length L (mm) 
Mass ratio \JL 

Lower boundary of Uc (m/s) 
Upper boundary of Uc (m/s) 

240 
211 
2.35 
2.61 

150 
132 
2.04 
2.31 

120 
106 
2.78 
3.17 

90 
79.2 
3.04 
3.25 

60 
52.8 
4.53 
4.75 

Corresponding values of £/RC and £/RC/'JI 

Lower boundary of C/RC 

Upper boundary of [/RC 

(URJ») 

1.49 3.82 5.97 10.6 23.9 
(0.143) (0.124) (0.168) (0.186) (0.275) 

46.7 11.4 5.84 2.46 7.30 
(0.159) (0.140) (0.192) (0.198) (0.288) 

the current experiments is considered for experiments in air flow, in order to obtain 

a mass ratio /x = 79.2 (as the case L = 90mm in the current experiments), one has 

to use a plate as long as 90 m with a thickness of h = 1 mm, or a "plate" as thin as 

1.0 x 10~3 mm for a fixed length of L = 90 mm! 

Moreover, in previous work, the dynamics of the system with a mass ratio \x > 40 

(i.e., beyond the limit of Fig. 4.16) was studied theoretically by Yamaguchi et al. 

(2000b) and Souilliez et al. (2006), and only a single case of ji — 85.2 can be found in 

the experiments conducted by Watanabe et al. (2002b); the results of these theoretical 

predictions and experimental observations are presented in Fig. 7.8(c). It can be seen 

that the trend of the current experimental nutter boundary is again confirmed by the 
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FIGURE 7.7. The dynamics of the system theoretically predicted at the crit­
ical point for the case L = 90 mm. 

TABLE 7.4. Critical points predicted by the present theory using the exper­
imental data for the cases L — 90 mm and L — 60 mm 

Plate length L (mm) 90 60 

Parameters for simulation 

Mass ratio /i 

Rigid segment length IQ 

Material damping coefficient a (x 104) 

Gravity parameter 7G 

Viscous drag coefficient C D 

Simulation results 

7.93 6.88 

8.5 6.5 

79.2 52.8 
1.02 1.53 

10.6 23.9 

2.46 0.73 
0 0 

Critical reduced flow velocity C/RC 

Critical flutter frequency /* 

Corresponding dimensional data 
Critical flow velocity Uc (m/s) 1.65 2.14 

Critical flutter frequency fc (Hz) 19.6 33.7 

theories of Yamaguchi et al. (2000b) and Souilliez et al. (2006), and they agree with 

theoretical predictions much better than the singe data point provided by Watanabe 

et al. (2002b). 
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(a) Flutter boundaries: Uc versus L (b) Flutter boundaries: URc versus u. 
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FIGURE 7.8. The flutter boundaries of the system with various lengths of 
the elastomer plate. Note that the upstream rigid segment has a fixed length 
of L = 91.7 mm in all experiments. Moreover, as for the theoretical flutter 
boundary obtained in Chapter 4, the other nondimensional parameters of 
the system are: l0 = 0.01, a — 0.004 and Co = 0 (refer to Fig. 4.16). 

In the current experiments, for the elastomer plate with a given length, larger 

nutter amplitudes are observed, in general, as the flow velocity is increased. However, 

it is also found that the nutter amplitude could become smaller with increasing flow 

velocity. Moreover, non-instrument-aided observations suggested spontaneous flutter 

173 



7.2. EXPERIMENTAL OBSERVATIONS 

FIGURE 7.9. The spanwise bending observed for a long elastomer plate L = 240 mm. 

TABLE 7.5. Assumed physical data of the system with a large mass ratio 
for putative experiments in air flow 

Mass ratio n 7U2 79.2 
Mass density of the plate pP (kg/m3) 1.137 x 103 1.137 x 103 

Mass density of the fluid (air) pF (kg/m3) 1.226 1.226 
Plate thickness h (mm) 1 1.0 x 10~3 

Plate length L (m) 90 0.09 

at some flow velocities below the "critical point". In the current experiments, in­

stantaneous displacements of the elastomer plate at a point close to the trailing edge 

are measured by the laser distance sensor with a sampling frequency rated at 10 kHz; 

from the recorded time history of displacement data at a specific flow velocity, one 

can obtain the vibration amplitude and spectrum. In particular, the vibration am­

plitudes of the elastomer plate at various flow velocities for the case L = 90 mm are 

shown in Fig. 7.10, and the corresponding vibration spectra are shown in Figs. 7.11 

through 7.13. It should be mentioned that, due to the unsteadiness in the water 

flow, the readings of flow velocity fluctuate during measurement; therefore, the data 

in Fig. 7.10 are locally averaged values for both the flow velocities and vibration am­

plitudes. It can be seen in Fig. 7.10 that the largest vibration amplitude occurs at 

U = 4.06 m/s, while two other peaks can be seen at U = 2.28 m/s and U = 3.02 m/s. 

Two data-fitting curves, a linear one for the points U < 4.06 m/s, and the other 
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one with cubic spline for the points U ^ 4.06 m/s are also plotted in Fig. 7.10; the 

intersection point is found to be located at U = 3.22 m/s. This point is regarded as 

the "critical point", which agrees well with the one found in experimental observa­

tions at U = 3.25m/s shown in Figs. 7.5(a) and (b). Moreover, when U = 3.25 m/s 

the first three peaks of the corresponding vibration spectrum in Fig. 7.12(c) are at 

/ = 16.8 Hz, 15.0 Hz and 20.3 Hz; the highest peak (/ = 16.8 Hz) is not too far 

from the theoretical critical flutter frequency fc = 19.6 Hz shown in Fig. 7.7(c) and 

Table 7.4. 

2 3 
Flow velocity U (m/s) 

FIGURE 7.10. Vibration amplitudes of the elastomer plate at the measure­
ment point and the determination of the critical point for the case L = 
90 mm. 

The underlying mechanism of the multiple peaks in Fig. 7.10 is still an open 

question. A possible reason may be the unsteadiness in the water flow. That is, 

the motion of the plate may be a combination of the self-induced flutter and the 

externally-excited vibration. As has already been shown in Chapter 5 for the sys­

tem with a small oscillating component in the oncoming undisturbed flow, a plate 

may vibrate with significant amplitudes when the frequency of external excitation ap­

proaches the critical frequency fc of the system. It should nevertheless be mentioned 
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FIGURE 7.12. Vibration frequency of the elastomer plate L = 90mm at 
various flow velocities (part 2). 
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FIGURE 7.13. Vibration frequency of the elastomer plate L = 90mm at 
various flow velocities (part 3). 

that the case studied in Chapter 5 is for a system with a small value of /x, in which 

the first two beam modes dominate the dynamics; while in the current case with a 

large mass ratio, as one can see in Fig. 7.7(d), beam modes up to the fourth one are 

important. 

It should also be mentioned that we can use another criterion for the onset of 

flutter, namely the transition from turbulence/unsteadiness-induced random vibra­

tion to coherent periodic oscillation. From Figs. 7.11 and 7.12, we see that this occurs 

at U = 1.92 m/s with a frequency of / = 9.7 Hz and again at U = 2.76 m/s with a fre­

quency of / = 28.9 Hz and also at U = 3.25 m/s with a frequency of / = 16.8 Hz. The 
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intriguing possibility arises that the onset of flutter, albeit with small amplitude, oc­

curs at the first of these ranges of coherent oscillation, which means at Uc = 1.92 m/s. 

The other coherent peaks would then be interpreted to correspond to other modes of 

flutter, with larger amplitude, including the one found by the traditional method of 

Fig. 7.10. What is interesting is that the critical flow velocity would then be lower 

by a factor of two approximately, and thus be quite close to the current theoretical 

prediction shown in Fig. 7.8. Clearly more work is needed: more experiments and 

more sophisticated measurements, perhaps with multiple sensors, before this matter 

and the conjecture made in this paragraph can be fully resolved. 

7.3. Summary 

In this chapter, some experiments with cantilevered flexible plates in axial flow, 

in the hanging configuration, have been presented. Because water flow is used, we are 

able to investigate experimentally the dynamics of the system with very large values 

of mass ratio. The vibration (flutter) amplitudes of the elastomer plates in water 

flow are very small and can be scaled in terms of the plate thickness, instead of the 

plate length as adopted in all previous experiments conducted in air flow. The small 

vibration amplitude of the plate and the unsteadiness in the flow cause a lot diffi­

culties in the experiments and subsequent interpretation of the results. Nevertheless, 

the onset of flutter can be identified as a small range of flow velocities rather than 

a single value for the cases studied, both qualitatively and quantitatively. However, 

no solid information can be obtained from the current experiments as to the nature 

of flutter (supercritical or subcritical) and the post-critical dynamics of the system, 

partly because the amplitudes are so small. The flutter thresholds of the system for 

two chosen cases investigated experimentally are predicted by the present theory; the 

theoretical predictions agree with experimental observations reasonably well. More­

over, a segment of the flutter boundary is defined via the current experiments, which 

agrees with the overall trend of the flutter boundary obtained in Chapter 4 and can 

thus be regarded as an extension of the latter one to the range of large mass ratios. 
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Chapter 8 

Conclusion and Future Work 

8.1. General comments 

In this chapter, we summarize the work done in this thesis on the dynamics of 

two-dimensional cantilevered flexible plates in axial flow and outline possible future 

work. One can see in the organizing diagram of Fig. 1.6 that, in Chapters 2 and 3 of 

this thesis, we have developed the analytical model for the fluid-structure interaction 

system and the corresponding solution method. The dynamics of the system in its 

basic configuration was extensively studied in the multiparameter space in Chapter 

4; the influence of various parameters on the dynamics of the system were discussed 

therein. Then, in Chapter 5, the investigation on the dynamics of cantilevered flexible 

plates in axial flow was extended to cover systems in a variety of modified configura­

tions; the influence of the parameters arising from these new features were discussed. 

The motivation for the work in this thesis was two-fold: one was to improve under­

standing in general; and the other, discussed in Chapter 6, was to propose a new 

concept for an energy-harvesting device (the "flutter-mill"), utilizing the flutter mo­

tions of cantilevered flexible plates in axial flow and based on the analysis of energy 

transfer between the plate and the surrounding fluid flow. Moreover, design consider­

ations for this energy-harvesting device in the light of the dynamics of the system, in 

either the basic configuration or the modified configurations, were discussed. Finally, 
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in Chapter 7, experiments conducted in this thesis were discussed and the results 

were compared to predictions obtained using the present theory. 

This thesis aimed to give a comprehensive, but by no means complete, picture 

of the global dynamics of cantilevered flexible plates in axial flow. Therefore, a 

relatively simple but efficient model has been adopted in the study of the dynamics 

of the system. Refined models should be considered in future work, on the one hand 

to verify the results obtained in this thesis, and on the other hand to overcome the 

limitations of the present theory. Moreover, in the future, an optimization process 

should be considered in order to achieve the best possible performance of the proposed 

flutter-mill; also, a prototype of this device should be built to verify the new energy-

harvesting concept. 

8.2. Summary and conclusion 

In this thesis, a model for studying the dynamics of the cantilevered plate was 

developed using the inextensibility assumption, i.e., assuming that the centreline of 

the plate remains unstretched during deformation. The panel method, in particular, 

the unsteady lumped vortex model associated with a dynamic vortical wake was used 

for calculating the aero/hydro-dynamic loads acting on the plate. The aero/hydro­

dynamics model of the system is discrete per se, while the Galerkin method has been 

used to discretize the governing partial differential equation of the plate. Although 

the equation of motion only accounts for the transverse deformations of the plate, the 

longitudinal deformations can conveniently be recovered utilizing the inextensibility 

assumption. The deformations and vibration velocities in both the transverse and 

longitudinal directions were taken into account in the aero/hydro-dynamics model 

of the system. The simulation results obtained using the fluid-structure interac­

tion model developed in this thesis were first compared with experimental observa­

tions/measurements published by other researchers; it was found that the present 

theory can well capture the inherent characteristics of the dynamics of the system, in 
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terms of the flow velocity and vibration frequency at the critical point and the modes 

of post-critical vibrations. 

Through nondimensionalization of the analytical model, nondimensional param­

eters of the system have been identified; the dynamics of the system was studied in 

the multiparameter space consisting of the mass ratio fi, the reduced flow velocity 

[/R, the length of the upstream rigid segment l0, the material damping coefficient a 

and the viscous drag coefficient C®. 

For a specific system, a critical reduced flow velocity (i.e., the critical point) 

£/RC exists: flutter takes place when [/R, > C/RC; while the plate remains its static 

flat state and any disturbance to the system is attenuated when C/R < [/RC. The 

present theory predicts the onset of the dynamic instability (flutter) in a supercrit­

ical manner, although subcritical onset of flutter is more commonly observed in ex­

periments. The discrepancy between theories (the present theory and all the other 

theories to date) and experiments has been discussed regarding the type of instabil­

ity predicted/observed; in this thesis, an explanation is proposed in regards of the 

correlation between the stability of the system and the evolution of a von Karman 

vortical wake street to a flutter wake street. As for the post-critical behaviour of 

the system, the flutter amplitude of the plate increases with increasing [7R, but the 

vibration modes of the system are qualitatively the same for a fixed value of fi. 

The influence of the parameters IQ, a and CQ on the dynamics has been investi­

gated. It was found that £/RC increases with increasing a; while the variation of [7RC 

with respect to Z0 depends on the value of ji. With a larger value of CD, £7RC grows and 

the flutter frequency at a fixed C/R beyond the critical point increases significantly. 

For a system with a fixed value of /i, the variations of l0, a and CD do not change 

qualitatively the vibration modes of the system. 

Flutter boundaries in terms of \x were predicted using the present theory. In 

order to give a clearer and more physically meaningful representation, the flutter 

boundaries are plotted using [7RC//U as the ordinate. The flutter boundaries obtained 

using the present theory are compared to some of the previous theoretical predictions 
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and experimental observations; the present theory achieves a better agreement with 

experimental observations than previous theories. With the t/ac///. versus \x plots of 

the the nutter boundaries obtained using different theories and experiments, a global 

trend of the flutter boundary could be clearly identified in terms of the dimensional 

critical flow velocity Uc and the dimensional length of the (flexible) plate L when the 

other physical parameters, pp, p-p, h and D, of the system are fixed. In particular, 

when the plate is short (say [i < 1), Uc is very sensitive to L; while, when the plate 

is sufficiently long (say /i > 4), Uc is almost a constant, varying very gradually with 

changing L. In general, Uc decreases with increasing L; however, as L increases, 

local rise-and-then-subsidence phenomena may be observed due to transitions in the 

flutter mode shapes. Another important conclusion made from the comparison of 

the flutter boundaries obtained using various theories and experiments is that: for 

a specific system with only varying length of the (flexible) plate L, when the plate 

is long the various available theories are in good agreement with each other as well 

as with measurements from different experiments; in contrast, for short plates agree­

ment between the various theories and with experiments is relatively poor. Although 

the dynamics of the system has been studied in a multiparameter space and the in­

fluences of various factors affecting the dynamics of the system are interwoven, it is 

demonstrated in Appendix D that the wake has much less influence on the stability 

of the fluid-structure system for long plates than it does for short ones. 

Modified configurations of the system have also been considered, taking into 

account gravitational forces, parallel solid walls, an additional spring support, an 

additional concentrated mass, an oscillating incidence angle of the undisturbed flow 

and two identical cantilevered flexible plates parallel to each other. Rich dynamics 

has been observed for systems in the modified configurations; the influence of the new 

parameters, arising from the various new features, to the dynamics of the system were 

investigated. In particular, these new parameters, in their nondimensional forms, 

include: the gravity parameter 7G when the system is set up in the horizontal or 

hanging configuration, the distances between the neutral plane of the flexible plate 

/ii)2 and the upper/lower parallel solid walls present, the stiffness &L (in the case 
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of a linear spring) or kc (in the case of a nonlinear spring of the cubic type) and 

the location s$ when an additional spring support is considered, the magnitude <TM 

and the location syi when an additional concentrated mass is taken into account, the 

magnitude OLD a n d the frequency fau when the undisturbed flow has an oscillating 

incidence angle with respect to the neutral plane of the plate, and the separation 

distance dp when the system has two identical plates aligned in parallel. It should be 

emphasized that, if not otherwise specified, the investigations carried out in this thesis 

for modified configurations of the basic system are based on a fixed set of parameters, 

i.e., fi = 0.2, l0 = 0.01, a = 0.004 and CD = 0. 

If the system is in the horizontal configuration, the plate was found to statically 

deform under the action of the gravitational force when [7R is small. At a critical 

point URC, which is higher than its counterpart of the basic configuration, flutter takes 

place. Moreover, when C/R > [/RC, the vibration modes are no longer symmetric with 

respect to the neutral plane of the plate. With increasing 7G, the increase in £/RC 

and the asymmetry in the vibration modes become more significant. On the other 

hand, when the plate is set up in the hanging configuration, the gravitational forces 

contribute to the tension in the plate; moreover, higher values of [7RC and higher 

flutter frequencies can be observed, as compared to the corresponding cases of the 

basic configuration. 

When parallel solid walls confine the flow laterally, only the cases of hi = h2 were 

considered in this thesis. In the presence of the parallel solid walls, the critical point 

C/RC of the system was found to be below its counterpart in the basic configuration. 

It was found that £/RC increases as the value of hi = h2 is increased: £/RC is sensitive 

to the size of the channel when hi — h2 < 2; while, it changes slowly as the value of 

hi = h2 is varied when hi = h2 > 2 and finally converges to the critical point for the 

unconfined system when hi = h2 = 10. However, the presence of the parallel solid 

walls does not qualitatively change the vibration modes of the system. 

With the installation of an additional linear spring support, the primary insta­

bility of the system was found to still be of the dynamic type when k-^ is small; while 

the system loses stability through static divergence (buckling) when A;L is sufficiently 
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large. The system dynamics depends on the location of the linear spring support: 

flutter of a plate with a linear spring support at the trailing edge may disappear, 

the plate becoming subject to buckling instead, at a larger value of C/R; if the linear 

spring support is located at Ss = 0.8, the plate may develop flutter after buckling, at 

larger (7R. Only symmetric limit cycle oscillations have been observed in the nutter 

region of the system with an additional linear spring support; the flutter amplitude 

increases with increasing C/R at a fixed value of kL. A stronger-constraint/less-stable 

phenomenon is found for the plate with an additional linear spring support located 

in the interval 0.5 < s$ < 0.8, where the system with /i — 0.2 loses stability through 

flutter. 

A rich spectrum of nonlinear dynamics has been observed for cantilevered plates 

with an additional cubic spring support in axial flow. Beyond the primary insta­

bility of the dynamic type, the system develops symmetric limit cycle oscillations; 

the symmetry is broken at a larger C/R. With further increases in £/R, a series of 

period-doubling bifurcations lead to chaotic oscillations. Finally, when £/R is suffi­

ciently large, the plate becomes statically buckled. The system dynamics with an 

additional cubic spring support also depends on the spring location. With the cubic 

spring support at Ss = 1, a n e a t period-doubling route to chaos can be identified. 

The dynamics becomes more complicated when the cubic spring support is mounted 

at ss = 0.8: the flutter amplitude may decrease with increasing UR; beyond the pri­

mary region of chaotic motions, regular limit cycle oscillations re-emerge and another 

period-doubling route leads to the main region of chaos. The critical point URC of the 

system with an additional concentrated mass depends on the parameters <7M and % . 

When SM — 0.75, URC increases with increasing aM. On the other hand, when SM = 1, 

[/RC first decreases as <7M increases; a plateau is reached in the range 0.1 < 0"M < 0.2. 

With further increase in crM, C/RC grows. This observed trend of URC versus OM, for 

the case of SM = 1, is correlated with the variation in flutter modes of the plate at 

the different values of ffM- Moreover, when SM = 1, it was found that even a small 

value of (7M can significantly alter the dynamics of the system in that the flutter takes 
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place in a more abrupt manner and the rear part of the plate may become wrapped 

forward at relatively high values of C/R,. 

When the undisturbed flow has an small incidence angle with respect to the 

neutral plane of the plate, in particular, a\j = 5° and /* = 0, the plate first becomes 

statically deformed under the action of the fluid loads; then, at a smaller value of £/RC 

than its counterpart in the basic configuration, nutter takes place. The post-critical 

dynamics of the system is the same as that of the basic configuration, except that 

a buckling component can be observed; moreover the vibration modes of the system 

are no longer symmetric with respect to the neutral plane of the plate. When the 

undistributed flow has a small oscillating incidence angle, i.e., /* ^ 0, resonance 

phenomena in the frequency-response of the system can be observed. However, since 

the plate is flexible and the vibration modes of the system vary at different values of 

/* , the locations of the frequency-response peaks depend on the location chosen to 

observe the response amplitude. The pattern of the frequency-response shows that an 

external excitation, i.e., the small oscillating incidence angle of the undisturbed flow, 

has been applied to the system. However, because the undisturbed flow and the plate 

are two inseparable parts of an integrated system and the aero/hydro-dynamic forces 

(with a small oscillating incidence angle) depend on the motions of the plate, one 

cannot be sure to observe subharmonic/superharmonic phenomena in the frequency 

response of the system. 

When the system consists of two identical plates aligned in parallel in axial flow, 

it has been found the the in-phase modes are more stable than the out-of-phase 

modes. As compared to the system in the basic configuration, with decreasing values 

of dp, the two-plate system becomes increasingly less stable in the out-of-phase modes; 

while, on the contrary, it becomes increasingly more stable in the in-phase modes. 

When dp is sufficiently large, the coupling between the two plates diminishes, and 

they vibrate independently. When the value of dP is relatively small, at a fixed C/R, 

the oscillations of the plates in the out-of-phase modes can naturally be predicted 

through numerical simulations; while those in the in-phase modes have to be obtained 

using artificial constraints applied to the system. That is, the two-plate system may 
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have two coexisting states: one is stable in the out-of-phase modes and has a larger 

vibration amplitude; and the other one is unstable in the in-phase modes and has a 

smaller vibration amplitude. No matter whether the two plates vibrate out-of-phase 

or in-phase, the vibration modes of either plate are qualitatively the same as their 

counterparts in the basic configuration. However, the plates undergo symmetrical 

vibrations with respect to the flow axis when they vibrate in-phase. While, when the 

two plates vibrate out-of-phase, the dynamics of either plate is the mirror image of 

the other one; a small buckling in the direction away from the other plate can be 

observed in association with the oscillations. 

The instability and the post-critical dynamics of cantilevered flexible plates in 

axial flow have also been examined by the energy transfer between the plate and the 

surrounding fluid flow, in which the longitudinal fluid load /D is treated as a tension 

term in the plate and only the transverse fluid load /L does work on the plate. When 

flutter takes place, a balance in the energy transfer process is attained between the 

work done by /L and the internal dissipation of the plate. With further increase in 

£/R, both the power of the work done by /L and the internal dissipation grows, and a 

balance in energy transfer is attained at higher levels of exchange rates. Cantilevered 

flexible plates in axial flow vibrate in various modes; the points at different locations 

along the length of the plate do not oscillate in phase. Moreover, for various systems 

with different values of /i, the vibration modes are qualitatively different. Therefore, 

the work done by /L at different locations along the length of the plate is not uniform. 

It was found that that /L does positive work at some sections of the plate but negative 

work at others. The distribution of positive/negative work of /L depend on the value 

of C/R and the vibration modes of the system (and hence the value of p). However, it 

has been found that /L always does negative work at the most leeward section of the 

plate. The energy transfer has also been investigated in terms of individual vibration 

modes of the system; it was confirmed that most of the energy transfer occurs in the 

dominant mode of the dynamics of the system. 

A new concept of energy-harvesting, the flutter-mill, has been proposed in this 

thesis to utilize the flutter motions of cantilevered flexible plates in axial flow, so as 
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to generate electrical power. The conceptual design of the device is closely correlated 

to the dynamics of the system studied in this thesis, both in its basic configuration 

and in various modified configurations. Although a comprehensive optimization has 

not been undertaken, the preliminary evaluation of the performance of the flutter-mill 

shows that, at the very least, it is comparable to that of other wind-energy converters. 

Finally, experiments with cantilevered flexible plates in axial water flow, in the 

hanging configuration, have been conducted and reported in this thesis. This work 

extends our investigation of the dynamics of the system to values of [i as large as 200. 

The experimental observations were compared with the simulation results obtained 

by using the present theory; reasonably good agreement is achieved for the flutter 

boundary and flutter frequency of the system. 

8.3. Future work 

The work conducted in this thesis can be continued and extended in several 

directions. 

First of all, the dynamics of two-dimensional cantilevered flexible plates in axial 

flow has been extensively studied in a multiparameter space. But the current work 

cannot claim to provide a complete picture of the global dynamics of the system. 

Thus, although the influence of a variety of parameters of the system, in both the 

basic configuration and various modified configurations, on the dynamics has been in­

vestigated, it would be worth extending this investigation to ranges of the parameters 

not covered in this thesis so as to further explore the dynamics of the system. 

A relatively simple model has been developed in this thesis to enable a compre­

hensive investigation of the dynamics in the multiparameter space. This model can 

be refined to take into account viscous effects of the fluid flow in a way closer to 

physical reality. To this end, a computational fluid dynamics (CFD) model based 

on the Navier-Stokes equations may be considered in the future. Taking advantage 

of the CFD approach, (i) the characteristics of the fluid flow in the vicinity of the 

plate, (ii) the evolution of the wake, (iii) the influence of parallel solid flow-confining 
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walls, (iv) the coupling of two or more flexible plates in parallel, with or without the 

presence of confining walls, and additionally (v) a new configuration of the system 

with the fluid flow passes only one-side of the plate, can be studied. 

Both the plate and the fluid flow are considered to be two-dimensional in this 

thesis; three-dimensional cases can be studied in the future. This can be conducted 

in two steps. First, one may consider the three-dimensional effects of the fluid flow 

with a plate of finite spanwise dimension, which is still modelled as a two-dimensional 

structure; the variation in the aero/hydro-dynamic loads across the spanwise dimen­

sion of the plate can be investigated in terms of the aspect ratio of the plate. Then, 

real three-dimensional plates can be considered to examine the three-dimensional 

deformations of the plate subjected to a three-dimensional axial flow. 

A particular feature of the dynamics which remained unresolved in this thesis is 

the qualitative discrepancy between theoretical predictions and experimental obser­

vations regarding the nature of the flutter instability of the system. Although flutter 

has been observed in experiments to occur in a subcritical way, all theories to date 

predict supercritical bifurcations. This point can be re-examined with an improved 

analytical model of the system, considering viscous as well as three-dimensional ef­

fects of the fluid flow and three-dimensional deformations of the plate. Moreover, 

the possible correlation between the instability of the system and the evolution of 

the wake behind the plate has been discussed in a preliminary way; this should be 

verified with a refined model. 

One piece of future work which is already taking place is the continuation of 

the experiments described in Chapter 7. More experiments will be conducted, with 

several new cantilevered plates, some with smaller mass ratio fi (heavier plates) to 

merge with some of the available air-flow experimental data. More sophisticated 

measurement techniques need to be implemented, so as to define better the critical 

flow velocity for flutter, even when the amplitude is small and the flutter perhaps 

supercritical. 

189 



8.3. FUTURE WORK 

A new concept of energy-harvesting utilizing the flutter motions of a cantilevered 

flexible plate in axial flow, the flutter-mill, is proposed in this thesis. The performance 

of this energy-harvesting device has been evaluated preliminarily and compared to 

other designs of energy converters. In the future, a comprehensive optimization of 

the design regarding the performance/efficiency should be conducted. A prototype 

should be constructed and tested to verify the feasibility of the new design. Moreover, 

the performance of the device, off-load and on-load (i.e., without/with consideration 

of the induced electromagnetic forces), should be re-evaluated for the detailed design 

of the prototype. 

Finally, due to time constraints, a block of work is omitted in this thesis, i.e., 

the propulsion of actively oscillatory cantilevered flexible plates in axial flow. It 

would be of great interest to investigate the propulsion efficiency of the actively 

oscillating motions of a cantilevered flexible plate and ultimately the active propulsion 

mechanism. The experience gained in this thesis and the tools developed make such 

a study feasible and potentially fruitful. 
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Appendix A 

The Inextensibility Assumption and the 

Equation of Motion for an Inextensible 

Plate 

In this appendix, a two-dimensional cantilevered, originally straight, flexible plate is 

treated as a beam, and its equation of motion is developed using the inextensibility 

assumption. Although similar work can be found in previous work by Semler (1991, 

1996), Semler et al. (1994) and Tang et al. (2003), the inextensibility assumption 

itself and the derivation of the equation of motion are summarized herein to facili­

tate further work. Moreover, some details of the equation of motion that were not 

given sufficient attention before, for example the longitudinal displacement and the 

formulation of the boundary conditions, are discussed. 

A.l . The inextensibility assumption 

FIGURE A.l. A cantilevered flexible plates in axial flow. 



A.2. THE CURVATURE OF THE BEAM 

To illustrate the inextensibility assumption, let P and Q be two distinct material 

points on the beam centreline, as shown in Fig. A.l, and P' and Q1 be the same 

material points after deformation. Let (X, Y) define the position of P in the original 

state of the beam (lying along the X axis and Y = 0), and (x,y) the position of 

the same material point in the deformed state. Then, the longitudinal and transverse 

displacements of the point P are, respectively, denned as V = x — X and W = y — Y = 

y. Denoting by SSo the distance between P and Q, and by SS that between P' and 

Q', then by definition, 

(SS0)
2 = (SX)2 + (5Y)2 = (SX)2, (SS)2 = (Sx)2 + (Sy)2. (A.l) 

Note that SY — 0, since Y = 0 for all material points on the beam. Hence, the change 

of this distance is obtained from 

(5Sf - (SSo)2 = (Sx)2 + (5y)2 - (SXf 
dX \dX 

(SX)2. (A.2) 

For an inextensible beam, SS = SSo = SX, so that 

(dx/dX)2 + (dy/dX)2 = 1, (dx/dS)2 + (dy/dS)2 = 1, (A.3) 

^%y+m\'^ (l+%\\mv=1. {kA) 

or in terms of displacement variables V and W, 

ax) +{w) = 1 ' (1 + 1Q -"-[Js) 

A.2. The curvature of the beam 

As shown in Fig. A.l, 6 is the angle between the tangent of the beam centreline 

and the X axis, and the curvature is defined by 

06 
K~ OS' 

(A.5) 

By the definition of the angle 9, one has 

„ Sx SV + SX ., dV . n Sy SW .. „, 
c o s e = ^ = ̂ - = 1+a7' me = J§~ls- (A'6) 
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It follows that 

_d_ / s in f l \ _ 1 06 _ 1 89 _ d_ ( dW/dS \ 

~8S \ ^ e ) ~ cos2 6~dS ~ (1 + dV/dS)2d~S ~ ~dS \l + dV/dSj ' 

and the curvature K = d6/dS can be expressed as 

(A.7) 

K~ dS~ OS2 V + dSJ 8SdS2~dX2dX dXdX2' ^ ' ' 

Taking the first derivative with respect to S on both sides of Eq. (A.4), one obtains 

dW d2V (dW/dSf (d2W/0S2) 
dS dS2 1 + dV/dS 

Substituting Eq. (A.9) into Eq. (A.8), one obtains 

(A.9) 

d2W/dS2 .. i n , 
K= . ' (A.10) 

^Jl-{dW/dSf 

where the inextensibility assumption, i.e., Eq. (A.4) has been used for replacing (1 + 

dV/dS). 

A.3. The energy method and some preliminaries 

The equation of motion is developed using the energy method (Reddy, 1984), of 

which the variational expression is normally written as 

rt2 rti 
f2 Cdt+ f2 SWdt = 0, (A.ll) 5 

where £ = T — V is the Lagrangian of the system; T and V denote, respectively, the 

kinetic and potential energies of the system, and SW is the virtual work done by the 

forces not included in the Lagrangian. 

The kinetic energy T is given by 

T = ]-pvh I (v2 + W2\ dS, (A.12) 
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and, in the case of an inextensible beam, the potential energy by (Stoker, 1968) 

V -M* dS. (A.13) 

kY A FJSHS 

W(S,t) 

A Y 

V(S,t) 
O 

1 1 

5 5 ^ 

1 

FD(S).&S 

>-
o 

8X 
X 

FIGURE A.2. The virtual work done by the transverse and longitudinal force distributions. 

The virtual work due to the transverse/longitudinal force distributions, i.e., F\, 

and FD as shown in Fig. A.2, is 

W= [ (WFL + VFD)dS. 
Jo 

(A. 14) 

Note that the measurement of the distance along the centreline between a material 

point on the beam to the origin, S, is used for developing the equation of motion. 

One can imagine that the inextensible beam is straightened along the X axis; S 

and X are always identical for a fixed material point on the beam, so do the values 

of SS and SX. It should be emphasized that an inextensible cantilevered flexible 

beam undergoing deformations does have longitudinal displacement, especially when 

the vibration amplitude is large; one must carefully map the forces, i.e., FL(X) and 

FD(X), obtained in the fixed X-Y coordinate system to FL(S) and FD(S) in the 

coordinate system embedded in the beam. 

On the other hand, in some cases, the evaluation of the loads F^ and FD needs 

both values of the transverse/longitudinal displacements W and V. It can be found 

from Eq. (A.4) that V is related to W as 

V'z + 2V = -W 12 (A.15) 
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where the prime denotes d( )/dS. If assuming that the quantity W ~ O (e) is small, 

i.e., W <^ L, one finds that V ~ W2 ~ O (e2) and hence V'2 ~ W4 ~ £>(e4). 

Neglecting higher order terms, one has 

V' = -\w'2 + O (e4) » - ^ ' 2 . (A.16) 

It follows that 

V = - \ [ W'2dS. (A.17) 

It can be seen in Eq. (A.17) that the longitudinal displacement V is always negative, 

i.e., V(S, t) < 0. Differentiating both sides of Eq. (A.17) twice with respect to time, 

one obtains 

V = - ( (w'2 + WW'') dS, (A. 18) 

where the overdot denotes d{ )/dt. 

One can also take the variation of Eq. (A.4) to obtain 

SV' = -W (l + hv12 + O (e4)") SW w -W (l + \W*\ SW. (A. 19) 

It follows that 

SV = - I W'(l + \w,2\ SW dS = -W5W + J W'SW dS, (A.20) 

where [W (1 + W2/2) SW]S=0 = 0 has been used. 

According to Eq. (A. 10), the term K? in Eq. (A. 13) can be rewritten as 

W"2 

= W"2(l + W2 + 0(eA))nW"2(l + W2). (A.21) K2 

VI - W'2 

Finally, it should be mentioned that the important equality 

j g(s)(JSf(r)5ydr\ds = J (J g(r) dr\ f(s)Syds (A.22) 

is frequently used in the application of the energy and variational method, of which 

the proof has been given by Semler (1991). 
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A.4. The boundary conditions 

In the fixed X-Y coordinate system, as shown in Fig. A.l, the boundary condi­

tions of the cantilevered beam are 

W(x = 0, t) = dW(x = 0, t)/dx = 0 (A.23) 

at the clamped end, and 

d2W(x(S = L),t)/dx2 = d3W(x(S = L),t)/dx3 = 0 (A.24) 

at the free end. Note that x ^ L a t the free end due to the longitudinal displacement 

V(S = L). Therefore, when the equation of motion is developed in terms of S in 

a coordinate system attached to the beam undergoing deformation, the boundary 

conditions at both ends should be checked (Wagner, 1965). 

At the clamped end, 

W(S = 0,t)=0 (A.25) 

is naturally guaranteed since S = 0 is identical to x = 0 and W(x = 0) = 0. Moreover, 

because dW(x - 0, t)/dx = 0 (note 6{X = 0) = 0) and 

0 T i r / 0 dWdS . . ^„N 
dw'dx = nsirx'

 (A-26) 

one can also find that 

dW(S = 0,t)/dS = 0, (A.27) 

which has already been used in Eq. (A.20). Note that it has been assumed that the 

term dS/dx in Eq. (A.26) has a finite value, i.e., its inverse 

dx/dS^O. (A.28) 

This additionally imposed condition means that the beam cannot wrap forward or 

have a tangent being vertical to the X axis. Thus, substituting Eq. (A.28) into 
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Eq. (A.3), one gets the inequality 

\dW/dS\ < 1. (A.29) 

The boundary conditions at the free end indicates vanishing of the moment (DK) 

and the shear force (d(DK)/dS), i.e., 

K (S = L) = 0, dK(S = L)/dS = 0. (A.30) 

According to Eq. (A. 10), when K(S = L) = 0, one has 

K(S = L) = 
d2W/dS2 

[yjl- (dW/dSf 
= 0. (A.31) 

S=L 

It follows that 

d*W(S = L,t)/dS2 = 0 (A.32) 

since ^/ l - {dW/dSf ^ 0 according to Eq. (A.29). 

Using another form of the curvature n given in Eq. (A.8), one also has 

~d2Wdx dWd2x~ 
K(S = L) = 

Hence, 

dS2 dS OS OS2 

dW d2x 

- 0 . 
S=L 

dS dS2 = 0, 
S=L 

of which the first derivative with respect to S, is given by 

~dW d3x d2W d2x dWd3x 

~dS2dS2+ dS dS3 
S=L dS dS* 

= 0, 

(A.33) 

(A.34) 

(A.35) 
S=L 

where Eq. (A.32) has been applied. On the other hand, directly taking the first 

derivative of Eq. (A.33) with respective to S gives 

~d3Wdx dW d3x 
dS3 dS dS OS3 = 0. (A.36) 

S=L 

When considering Eqs. (A.35), (A.36) and (A.28) together, one finally arrives at 

d3W(S = L,t)/dS3 = 0. (A.37) 
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Therefore, all the boundary conditions of an inextensible cantilevered flexible 

beam in terms of S, as defined by Eqs. (A.25), (A.27), (A.32) and (A.37), have 

exactly the same forms as they are in the fixed X-Y coordinate system defined by 

Eqs. (A.23) and (A.24). 

A.5. The equation of motion 

It follows from Eq. (A. 12) that 

j \ d t = -Prhf*fo [[-J°(w^ww) dS 

X -W6W + f w" 
Jo 

SWdS + WSW\dSdt, (A.38) 

where VSV + WSW 
*2 

tl 
= 0 has been assumed, and Eqs. (A. 18) and (A.20), respec­

tively, for V and 5V have been utilized. It is convenient to split Eq. (A.38) into three 

parts: 

r*2 rti rL 

5 f2T1dt = -pPh ! 2 [ (WSW) dSdt, 

S f3T2dt = -pPh j 2 [ W I (W12 + WW'} dS SWdSdt, 

rt2 rL 

f2%dt = pph f* f | f (w'2 + WW') dX I W"8WdS 

( (w12 + WW'} dS 

(A.39a) 

(A.39b) 

dSdt 

= pph / W" 
Jt\ JO 

dSUWdSdt. 

(A.39c) 

Note that Eq. (A.22) has been used in Eq. (A.39c). 
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It follows from Eqs. (A. 13) and (A.21) that 

'ti 
5 [2Vdt = l-Dsif2 [ [W"2(l + W2)] dSdt 

Jt% 2 \Jt\ Jo 

= D r [ [W" (1 + W2) + AW'W'W" + W"3] SW dS dt, 
Ju Jo 

(A.40) 

where the boundary conditions, i.e., Eqs. (A.25), (A.27), (A.32) and (A.37), have 

been used to eliminate the terms 

rn £ [W" (1 + W'2) 5W%, [W"2W'5W]Q , [W" (1 + W12)] 6W (A.41) 

arising from integration by parts. 

It follows from Eq. (A. 14) that 

rt2 rt2 rL 

f2 8Wdt= f2 [ FL- W'Fv + W" f FD dS 
Jh Jti Jo L Js . 

where Eq. (A.20) for 5V and Eq. (A.22) have been used. 

SWdSdt, (A.42) 

Substituting Eqs. (A.39a) through (A.40) and Eq. (A.42) into Eq. (A.ll), one 

obtains the equation of motion for the transverse displacement W: 

pPhW + D \W"" (1 + W'2) + AW'W'W'" + W"3] 

+ pphW I (w12 + WW'} dS - pPhW" f J (W2 + WW'} 

= FL- W'Fv + W" [ FD dS, 
Js 

which is a nonlinear equation correct to order O (e3). 

dS 

(A.43) 

When a material damping of the Kelvin-Voigt type (Snowdon, 1968) is considered, 

the bending stiffness of the beam, D, is actually replaced by D(l + ad/dt) (Stoker, 

1968; Semler et al., 1994), where a is the material (viscoelastic) damping coefficient. 
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Therefore, Eq. (A.43) becomes 

pphW + D(l + a | - J [W"" (1 + W'2) + 4W'W"W" + W"3] 

+ pphW f (W'2 + WW'} dS - pPhW" f f (w'2 + W'W'\ dS 

= FL - W'Fjy + W" [ FD 

Js 

>dS. 

dS 

(A.44) 
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Appendix B 

The Equations of Motion for an Axially 

Extensible Plate , Solution Method and 

Preliminary Results 

In this Appendix, we first develop the equations of motion of the cantilevered flexible 

plate without using the inextensibility assumption; that is, the plate is supposed to 

be axially extensible, as it should be. However, in the derivation of the equations of 

motion, it is found that the boundary conditions of the longitudinal and transverse 

displacements are coupled together; an additional assumption about the modes of 

the longitudinal and transverse displacements has to be imposed. Under this circum­

stance, two nonlinear partial differential equations, respectively for the longitudinal 

and transverse displacements, are obtained. Subsequently, the traditional Galerkin 

method based on the assumed modes of the system is utilized, and we thus get a set 

of nonlinear ordinary differential equations, which is then coupled to the aero/hydro­

dynamics model of the system. However, considerable difficulties are encountered 

in the solution of the resulting numerical model; no stable limit cycle oscillations 

(nutter) can be obtained. For flow velocities beyond the critical point, the solution is 

found to be divergent when the vibration amplitudes exceed a certain, still very small, 

value. Nevertheless, convergent solutions can be obtained when the flow velocity is 



B.l. THE EQUATIONS OF MOTION 

below the critical point, and thus we are still able to identify the critical point of the 

system. 

B. l . The equations of motion 

If the plate is considered to be extensible, the nonlinear equations of motion 

of a two-dimensional cantilevered flexible plate, which is still regarded as an Euler-

Bernoulli beam, can be developed either in the curvilinear coordinate system as has 

been done for inextensible beams in Appendix A (see also the work by Bathe and 

Bolourchi (1979), Libai (1992) and Pai et al. (2000)) or in the fixed X-Y coordinate 

system (Saje, 1990; Nanakorn and Vu, 2006). In order to remain generally consistent 

with the equation of motion developed utilizing the inextensibility assumption (see 

Appendix A) and to keep the solution of the full model of the aero/hydro-elastic 

system amenable (i.e., to avoid coordinate-mapping processes in the solution), the 

equations of motion without using the inextensibility assumption are derived in this 

Appendix, following the the work by Modarres-Sadeghi (2006), in the fixed X-Y 

coordinate system. 

B . l . l . Consideration of extensibility and the curvature. When it is 

considered to be extensible, as shown in Fig. A.l, the distances between two material 

points on the beam are, SS and 5X respectively before and after a deformation; note 

that SS 7̂  8X. Therefore, the axial strain along the centreline of the beam can be 

defined by 

e(X) 

It follows that 

SS 

dX 
dS ~~ 

-sx 
sx 

1 

1 + eC 

dS 
dX 

X) 

1 = IFW^W-i- <-»> 

1 + £(X) ^ ( 1 + dV/dXf + (dW/dxf 
(B.2) 
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and 
„ dx dx dX 1 + dV/dX 

cosfl = — = — — = (B.3) 
db dX db ^ + jy/dX)2 + {dW/dXf 

sinfl = - ^ = ^-— = dW/dX (B.4) 
dS dX dS yj{\ + dV/dX)2 + (dW/dXf 

The curvature of the beam is defined by 

_ d0_ _ d6_dX_ _ 1 d8 
K~lS~lxlS~l+e(X)'dX' ^ '* 

Conducting similar manipulations as in Appendix A in terms of the curvilinear coor­

dinate 8, one obtains 

d6 1 f dx d?y d2x dy 

dS (l + e(X))2 \dXdX2 dX2 dX 

Hence, the curvature K, can be calculated by 

1 f dx d2y d2x dy 

(B.6) 

K 
(1 + e{X)f \dX dX2 dX2 dX 

1 

;i+£po)3 

_ dV\d2W d2V dW 
1 + dX / dX2 dX2 dX 

(B.7) 

If one uses the inextensibility assumption (i.e., e = 0) and regards dX and dS to be 

interchangeable, K becomes 

_ / dV\ d?W_ _ <^V_dW_ _ d2W/dS2 

K-{1 + ls)l<p- wis ~ ̂  _ {dW/dSf
 ( • ' 

which is exactly the same as Eq. (A. 10). Note that the following two relationships 

which can be obtained directly from Eq. (A.4), have been used in the derivation, to 

go from Eq. (B.7) to Eq. (B.8). 

B.l .2 . The energy method. Again, as given by Eqs. (A.11) through (A.14) 

in Appendix A, the energy method is utilized to derive the equations of motion of 
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the beam; it should be noted that, when the beam is extensible (i.e., e ^ 0), the 

independent variable is X instead of S, and the potential energy should be calculated 

by (Stoker, 1968) 

V = 
'o 

L n-Ehe2+ l-D{\ + e ) V 
Zi Zi 

dX. (B.10) 

B. l .3 . The boundary conditions. As shown in Fig. A.l, the boundary 

conditions for the transverse and longitudinal displacement fields W(X) and V(X) 

at the clamped end X — 0 can be obtained from geometry, i.e., 

W(X = 0) = 0, V(X = 0) = 0, (B.ll) 

e(X = 0) = 0. (B.12) 

Substituting Eq. (B.12) into Eq. (B.4), one finds that 

dW(X = 0)/dX = 0. (B.13) 

Substituting Eq. (B.13) into Eq. (B.l), one further obtains 

dV(X = 0)/dX = e(0). (B.14) 

It should be noted that dV(X = 0)/dX ^ 0 because e(X = 0) ^ 0. Actually, if there 

is a distribution of longitudinal force FD acting on the beam, as shown in Fig. A.2, 

the stain e at the clamped end may be calculated by 

e(X = 0) = J o
j g ° • (B.15) 

At the free end of the beam, the beam is supposed to be free of any moment and 

shear force, i.e., 

d6(X = L)/dS = 0, d20(X = L)/dS2 = 0. (B.16) 

Because it is generally assumed that dX/dS ^ 0 (i.e., 9{X) < n/2), Eq. (B.16) can 

conveniently be rewritten as 

d6(X = L)/dX = 0, d29{X = L)/dX2 = 0. (B.17) 
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Moreover, from Eqs. (B.3) and (B.4), one has 

dW/dX 
tan0(X) = (B.18) 

1 + dV/dX' 

Taking the derivative of Eq. (B.18) with respect to X once and substituting therein 

Eq. (B.3) for cos 9, one gets 

d6 _ (1 + dV/dX) (d2W/dX2) - (d2V/dX2) {dW/dX) 

dX~ (1 + dV/dX)2 + {dW/dXf ' 

It follows from Eq. (B.17) that 

dV\ d2W d?VdW~ 

(B.19) 

1 + = 0. (B.20) 
X=L dX J dX2 dX2dX 

Note that Eq. (B.20) signifies that the curvature of the beam K(X = L) = 0 according 

to Eq. (B.5). Taking the derivative of Eq. (B.19) with respect to X one more time 

and substituting Eq. (B.20), one further obtains 

dV\ d3W d3VdW~ 
1 + dX / dX3 dX3 dX 

= 0. (B.21) 
J I = L 

It is now clear that, one cannot determine the boundary conditions for either the 

transverse or the longitudinal displacement from Eqs. (B.20) and (B.21); further 

approximations have to be made. To this end, we assume that the transverse dis­

placement W(X), at the free end X = L, has the usual boundary conditions of a 

linear cantilevered beam, which is defined by 

d2W(X = L) d3W{X = L) _ 
dX2 dX3 °' 

Consequently, it can be determined from Eqs. (B.20) and (B.21) that 

d2V(X = L) d3V(X = L) 

(B.22) 

dX2 dX3 

providing that [1 + dV/dX]L is finite and 

= 0, (B.23) 

dW{X = L)/dX ± 0; (B.24) 
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according to Eq. (B.18) for tan#, these two additionally imposed conditions mean 

additionally that 

9(X = L) ^ 0, (B.25) 

which is generally satisfied if no pure first-mode motion is observed in the vibrations 

of the cantilevered beam. 

Finally, if no lumped longitudinal force acts at the free end of the beam, one has 

e{X = L) = 0; (B.26) 

and it follows from Eq. (B.l) that 

1 + 
2 / J T I 7 \ 2 

+ I -TTT I - 1 
dVY (dW\ 
dX) ' \~dXj 

Substituting Eq. (B.24) into Eq. (B.27), one gets 

dV(X = L)/dX ^ 0. 

= 0. (B.27) 

J X=L 

(B.28) 

Moreover, by neglecting the higher-order quantity (dV(X — L)/dX)2, one may get 

an additional boundary condition at the free end of the beam from Eq. (B.27) as 

dV_ 1 fdW\2 

dX + 2\dXJ 
= 0. (B.29) 

X=L 

B.l .4 . The nonlinear equations of motion. Although the beam is exten­

sible, it is assumed that the level of the strain e is very small; one therefore still has 

W ~ G(e) and V ~ 0(e2) (see Appendix A) according to Eq. (B.l), where the prime 

denotes a derivative with respect to X. 

It follows from Eqs. (B.5) and (B.19) that 

de M . 
dX = ( 1 + ^ 

(1 + V')W" - V"W 

(1 + V'f + W'2 

W" - 2V'W" - W'2W" + V'W" - V"W + O (e5), (B.30) 
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and hence 

ri-ixri'2 /2TJ ///2 (1 + e) V = W"2 - 2V'W"2 - 2W'2W"2 ~ 2V"W'W" + O (e5). 

and hence 

£i = V>2 + V'W'2 + ]w'4 + 0(e5) 

Splitting Eq. (B.10) into two parts, one gets 

Vi = 
Jo 

-Ehe2 dX, V: -f 
Jo 

2 ,„2 •D(l + eyK dX. 

Substituting Eq. (B.33) into Eq. (B.34) for Vi, one has 

I Jt! JO 

= -Eh f2 f [{V" + WW") 5V 
Jt! JO 

/**2 1 ( /"*2 fL 

6 Vidt = -Eh5 
Jt! 

rt2 rL 

V'2 + V'W'2 + -WlA 

4 
dXdt 

't! 

+ [ V'W" + V'W + hv'2W" } 5W dXdt, 

(B.31) 

Further, it follows from Eq. (B.l) that 

£ = J (I + V'2) + W'2 - l = V' + \w'2 - \v'W'2 - \w* + O (e5), (B.32) 
* Z Z o 

(B.33) 

(B.34) 

(B.35) 

where the boundary conditions given in Eqs. (B.ll) and (B.13) have been used to 

eliminate the terms 

[V'8V\x=o. \w'2sv 
Zi 

, [V'W'5W]X=0, 
J x=o 

lw'35W 
2 

(B.36a) 
x=o 

arising from integration by parts, which are evaluated at X = 0. At the same time, 

the boundary condition Eq. (B.29) has been invoked to eliminate the terms 

\yw\x=L > \w'2SV 
Z 

, [V'W'SW}X=L, 
X=L 

\w'z8W 
Z 

(B.36b) 
AX=L 
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arising from integration by parts, which are evaluated at X = L and which can 

actually be reorganized during the derivation as 

v + hv'2) sv 
X=L 

w[v' + hv'2) sw (B.36c) 
X=L 

On the other hand, substituting Eq. (B.31) into Eq. (B.34) for V2, one obtains 

t2 rL 

j 2 V2dt = ]-DS J J 2 f \w"2 - 2V'W"2 - 2W'2W"2 - 2V"W'W" dX dt\ 
'ti 

ft2 f-L 

= -D 12 [ [(W"W" + WW"") SV 
Jt! JO 

- 2W'2W"" - V""W'\ SW 

W»» _ sv"'W" - 4V"W" - 2V'W"" - 2W"Z - 8W'W"W"' 

dXdt, (B.37) 

where the boundary conditions given in Eqs . (B.ll), (B.13), (B.22) and (B.23) have 

been used to eliminate the terms 

T'l Z\XTl\X=L HI XMIT~\X=L 
WSW\x^> W"8W]xZo » W"2SV 

X=L 
i-txrii xxxrnx—L 

X=0 
, [vwwrxZv, 

[(V'W")'5W]X
XZL

0 W'W"2SW 

i X = i 

X=L 

X=0 

iixirnx=L 

W'2W"5W 
X=L 

X=Q 

X=L 
{W'2W")SW , [W'W"6V']$Zi, [(W'W")'6V]xZo, 

x=o 
riiMiTiiXfxnx=L \\rii\KTi £-ixrnx=L X=L 

[V"W"SW]^zi, [V"W'SW']*Zo , [(V"W)'5W]xZQ 

arising from integration by parts. 

Moreover, it follows from Eqs. (A. 12) and (A. 14), respectively, that 

5 J2 Tdt = -pPh 12 / (VSV + W8w\ dX dt, 

rt2 rL 

(B.38) 

f2 SWdt= J2 [ (FD5V + FLSW) dX dt, 
Jt\ Jt\ JO 

(B.39) 

(B.40) 

where in Eq. (B.39), VSV + WSW 
ti 

0 has been assumed. 
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/•""*""• 

Substituting Eqs. (B.35), (B.37), (B.39) and (B.40) into Eq. (A.ll), one obtains 

the equations of motion for longitudinal and transverse displacements V and W as 

pphV - Eh (V" + WW) - D (WW" + WW") = FD , (B.41a) 

' T J / " i T^"TI7' i T I / ' 2 T T / " \ I 7~l / TJ /"" O T / ' » T I / « /IT^'/TJ/'" pphW - Eh [ V'W + V"W + -W"W" )+D[ W" - W"'W" - W"W 
" ) + c ( ' 

- 2V'W" - 2W"3 - 8WWW" - 2W'2W" - V""W') = FL , (B.41b) 

both of which are nonlinear with the accuracy up to O (e3). Additionally, when 

considering the material damping to be of the Kelvin-Voigt type (see Appendix A), 

Eqs. (B.41a) and (B.41b) become 

pphV -Eh(l + a | - J (V" + WW") 

- D (1 + a^\ {WW" + WW") = FD, (B.42a) 

pPhW -Eh(l + a^-J (v'W" + V"W + hv'2W") 

+ D(l + a^pj (W" - 3V"'W" - AV"W" - 2V'W" ~ 2W"3 - 8W'W"W" 

- 2W'2W"" - V""W) = FL. (B.42b) 

Note that, as compared to the single equation of motion (i.e., Eq. (2.1)) for the trans­

verse displacement W developed using the inextensibility assumption, Eqs. (B.42a) 

and (B.42b) account for both the longitudinal displacement V and the transverse 

displacement W simultaneously, and eliminate the involvement of nonlinear inertia 

terms. Moreover, it should be emphasized that V'(X = 0, t) = 0 is not a valid 

boundary condition for the longitudinal displacement V; on the contrary, one can 

find that V'(X = 0,t)= (j^FDdX^j / (Eh) (see Eqs. (B.14) and (B.15)). Note also 

that, when the beam is assumed to be inextensible, according to Eq. (2.2) for the 

relationship between V and W and Eq. (2.3) for the boundary conditions of W, one 

finds that V'(X = 0, t) = 0; this is actually an important weak point of the equation 

of motion developed using the inextensibility assumption. 
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B.1.5. Recovery of the equation of motion for inextensible beam. 

We have already shown in Eqs. (B.8) that the expression for the curvature K of 

an inextensible beam can be recovered from an extensible one if the inextensibility 

assumption is invoked. Moreover, one can prove that the equations of motion for an 

extensible beam given by Eqs. (B.41a) and (B.41b) are consistent with that for an 

inextensible one given by Eq. (A.43). 

If one uses the inextensibility assumption (i.e., e(X) = 0) and regards dX and 

dS to be interchangeable, it is straightforward to insert Eq. (A.16) into Eqs. (B.41a) 

and (B.41b) and arrive at 

pphV-D (WW'")' = FD, 

pPhW + DC W" + 2WW'W" + W"3 ) = FT, ! ) = 

(B.43a) 

(B.43b) 

Substituting Eq. (A. 17) for V, Eq. (B.43a) becomes 

pPh f (w'2 + WW') dS = -D {WW")' - FD. (B.44) 

It follows that 

pphW J (W2 + W'W'\ dS = -DW (WW")' - W'FD, (B.45) 

and also 

pphW" f f (W'2 + WW') dS dS = DW'W'W" - W [ FDdS. 
Js 

(B.46) 

Substituting Eqs. (B.45) and (B.46) into Eq. (B.43b), one finally obtains 

pphW + D [W"" (1 + W2) + AW'W'W" + W"3] 

+ pphW f (w'2 + WW'} dS - pphW" ! I (w'2 + WW'} dS dS 
v 0 «/ o L*' 0 

= Fh - W'FD + W" ! FD dS. (B.47) 
Js 

That is, the equation of motion Eq. (A.43) for an inextensible beam is recovered. 
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It should be mentioned that the strain e(X) is normally very small for cantilevered 

flexible thin plates in axial flow, i.e., e(X) PSS 0. It follows that the terms (V" + W'W") 

and (V'W" + V"W + 3W'2W"/2) in Eqs. (B.42a) and (B.42b), respectively, are very 

small quantities and they vanish when e(X) = 0. 

B . l .6 . Nondimensionalization. Using the scheme denned in Eq. (2.6) for 

nondimensionalization, the equations of motion (Eqs. (B.42a) and (B.42b)) and the 

associated boundary conditions (Eqs. (B.ll), (B.13), (B.14), (B.22) and (B.23)) be­

come 

v - X (l + a ^ \ {v" + w'w") -(l + a£\ (w"w"f + w'w"") = (/D)eff, 

(B.48a) 

w - X ( 1 + ot— J ( v'w" + v"w' + -w'2w" ) 

+ ( l + a-jp\ (w"" - 3v'"w" - 4 i /V" - 2v'w"" - 2w"3 - 8w'w"w'" 

- 2w'2w""-v""w') = (fL)e{!, (B.48b) 

with associated boundary conditions 

w{x = 0, r) = w'(x = 0, r ) = w"(x = 1, r) = w"(x = 1, T) = 0, (B.49a) 

v(x = 0, r ) = v"(x = 1, T) = v"\x = 1, r) = 0, (B.49b) 

where the effective longitudinal and transverse forces (fr>)eS and {fi,)eg
 are> respec­

tively, defined by 

(/D)eff = ^£ /R/D, (/L)eff = ^ R / L - (B.50) 

In Eqs. (B.48a) through (B.49b), the overdot and the prime, respectively, represent 

d( ) / 8 T and d( )/dx. Moreover, a new nondimensional parameter, the length param­

eter x-> is introduced, defined by 

x = ^ = 1 2 ( 1 - „ » ) ( £ ) ' ; (B.51) 
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similar to the length-to-thickness ratio £ defined in Chapter 2, x accounts for the 

ratio of the length of the flexible plate to the plate thickness. It should be noted 

that the value of the nondimensional parameter x is normally very large for thin 

cantilevered flexible plates. For example, in the experiments by Tang et al. (2003), 

one has % = 5.11 x 106 (see Appendix C for details). 

B.2. Solution method 

B.2.1. The Galerkin expansion. When applying the Galerkin expansion 

to the equations of motion, Eqs. (B.48a) and (B.48b) for extensible beams, the eigen-

modes of the longitudinal and transverse displacement fields v(x) and w(x) should be 

considered separately. Considering the boundary conditions given in Eq. (B.49a), the 

eigenmodes of a linear in vacuo cantilevered beam defined in Eq. (3.2) are used for 

the w(x) displacement field as comparison functions, where the independent spatial 

variable s should be replaced by x for extensible beams, i.e., 

<f>m(x) = [cosh(/?mx) - cos(/?mx)] - qm [smh{(3mx) - sin(/?mx)], (B.52) 

On the other hand, it is very difficult to find a set of comparison functions for the 

displacement field v(x), satisfying the boundary conditions given in Eq. (B.49b). It 

should be emphasized that one cannot use the eigenmodes of the linearized homoge­

nous version of Eq. (B.48b) (i.e., the differential equation v — xv" = 0 for the longitu­

dinal vibrations of a bar being clamped at x — 0 and free at x = 1) because they do 

not satisfy the boundary conditions defined in Eq. (B.49b). However, through exten­

sive observations and tests, the following set of modes may be regarded as candidate 

comparison functions: 

ipm(x) = [cosh(/?ma;) - cos(/3TOa:)] - qm [smh(Pmx) - sin(f3mx)] + fimx 

= <()m{x) + pmx. (B.53) 
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That is, the modes for v(x) are a modified form of those for w(x). It can be seen in 

Table B.l that ipm(x), as defined in Eq. (B.53), satisfies all the boundary conditions 

given in Eq. (B.49b). 

TABLE B.l. The modes ipm(x) for the v(x) displacement field and the cor­
responding derivatives evaluated at the clamped end and the free end 

ipm(x) and its derivatives clamped end, x = 0 free end, x = 1 

1pm{x) = 4>m(x)+ PmX 

Vm(x) = i W + An 
C(*) = CW 
C(*) = C(*) 

= 0 
7^0 

7^0 

7^0 

7^0 

7^0 

= 0 
= 0 

It follows from Eqs. (B.52) and (B.53) that the V(X,T) and w(x,r) displacements 

may be expanded as 

M M 

v(x, r) = ^ Pm{r)^m(x), w(x, T) = ] P <Jm(r)(f>m(x), (B.54) 
m = l m = l 

where M is the number of modes utilized in the analysis; the same M is used for 

both v(x) and w(x) displacements for simplicity. Moreover, pm(r) and qm(r) are, 

respectively, the generalized coordinates of the v(x) and w{x) displacements. Substi­

tuting Eq. (B.54) into Eqs. (B.48a) and (B.48b), multiplying both sides of these two 

equations by ipi(x) and 4>i(x), respectively, and then integrating from x = 0 to x = 1, 

one gets a set of nonlinear ordinary differential equations in terms of Pi(r) and qj(r) 

as follows: 

MimPm + x ( 1 + a— j [AimPm + Bimnqmqn) + ( 1 + a— J Cimnqmqn = /D i , 

(B.55a) 

q\ + x 11 + aTr 1 + Eimniqmqnqij d_ 
drj 

+ ( 1 + a— J ^Fjft + Gimnpmqn + HimniqmqnqiJ = fLi, (B.55b) 
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where, the numerical constants Aim, Bimn, Cimn, Dimn, Eimnl, Fu Gimn, Himni and 

Mim are defined by 

Aim = ~ ipiip'm dx, 
Jo 

Bimn = ~ AfimK dx, 
JO 

Cimn = ~ tpi {$U>n + M dX, 
JO 

Dimn = ~ I 4>i ( O n + ^mftn) dxi 

Jo 

^ f1 3 
Eimnl = ~ -j$i$m$n$l dxi 

"i = Pi ) 

Gimn = - [ & ( W „ + 4CC + 2CC + C O dx, 
Jo 

Himni = - fc (24>'m(j)'n(f)'l' + %<f>'m(f>^(t>'i + 2<f>'m<//n4>"") dx, 
Jo 

Mim = / tpilpm dx. 

Jo 

Moreover, /DJ and /LJ are given by 

hi= / Wvti&dx, fLi= / <j>i(fL)effdx. (B.65) 
Jo Jo 

It should be mentioned that % is normally very large for thin plates and the values of 

the quantities [Aimpm + Bimnqmqn) and \pimnpmqn + Eimnlqmqnqij are very small. 

Therefore, in order to avoid roundoff errors in the solution, it is not suggested to do 

coefficient combinations for the term qmqn in Eq. (B.55a), and the terms pmqn and 

qmqnqi in Eq. (B.55b). 

B.2.2. The first-order formulation. Eqs. (B.55a) and (B.55b) can be 

rewritten as 

wi-imPm T X \ -"-imPm ' ^imnqm,qn J ~r \Oi Aimpm \ I "imn "T" £>inm I qm^n 

~f~ ^imnqmQn I ̂ imn i ^inm J qmqn fm, (B.66a) 

(B.56) 

(B.57) 

(B.58) 

(B.59) 

(B.60) 

(B.61) 

(B.62) 

(B.63) 

(B.64) 
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Qi + X + Eimniqmqnqij + PrnQn) 

i I *-Jimnl ~T~ •'-'ilnm ~r ^imln J QmQnQl ~r~ I "iQi "T ^imnPmQn i •'^imnlQmQnQl J 

+ a Fitji + Gimn (pmqn + pmQn) + (-f̂ imnZ + -f^nm + HiminJ qmqnqi = /LJ . 

(B.66b) 

Because no nonlinear inertia terms are involved (in contrast to Eq. (3.12)), it is 

convenient to simultaneously solve Eqs. (B.66a) and (B.66b) using the following first-

order formulation: 

M Y - F Y + F , (B.67) 

where the state and force vectors Y and F are, respectively, defined by 

y = [ri,r2,-- , r M ; s i , s 2 , - - - , S M ; g i , 9 2 , - - - ,QM',PI,P2,--- ,PM]T , (B.68) 

^ = [ / L 1 , / L 2 , - - - , / L M ; / D I , / D 2 , - - - , / D M ; 0 , 0 , - - - , 0 ; 0 , 0 , - - - , 0 ] T , (B.69) 

where riti=1A...,M and siti=1>2,...,M are, respectively, defined by 

ft qii Si — Pi (B.70) 

The state matrix M is defined by 

8: j when 1 <i< M, 

Mi-Mj-M when (M + 1) < i < 2M, 

Si-2M,j-2M when (2M + 1) <i< 3M, 

$i-3M,j-3M when (3M + 1) < i < AM, 

0 otherwise. 

(B.71) 
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Moreover, the matrix F accounts for the nonlinearities involved in Eqs. (B.66a) 

and (B.66b), that is 

I X [UimnPmQn i •H'iinnlQmQnQl J ~r \Ot Uimn {smQn ~r PmTn) 

/^ ^ ^ \ -| / ^ ^ ^ \ 
< \ •t-Jimnl < ^ilnm ~T *-'imln I QraQn^l > \"iQ.i i ^imnPmQn ~T~ tlimnlQmQnQl J 

r ^ ^ , / ^ ^ ^ \ 11 
< & "iT% ~T (j'imn \^mQn "T Prn^nj "T I -tlimnl "T -H-Unm ~T~ "-imln J QmQn^l f 

when 1 < i < M, 

I X I -tiirnPm > ^imnQmQn I "T" X® •^•im^m ' I £>imn ' -Dinm 1 QmTn 

~~r(-/imnQmQn ~T~ Oi \ ^imn ~T ̂ inm J Qm^n f 

when (M + 1) < i < 2M, 

r* when (2M + 1) < i < 3M, 

Si when (3M + 1) < i < AM. 

(B.72) 

Finally, Gear's backward scheme (Gear, 1971), in particular the subroutine DIVPAG 

provided by ISML (Visual Numerics Inc, 1998), is used to solve Eq. (B.67). 

Fy Y i = { 

B.3. Preliminary results 

Using the numerical model developed in this Appendix for extensible cantilevered 

flexible plates in axial flow, some preliminary calculations were performed. As shown 

in Fig. B.l(a), it has been found that the time history diverges when the oscillation 

amplitude of the plate becomes relatively large, say w(x = 1) > 0.003. Therefore, 

stable limited cycle oscillations cannot be obtained. The exact reason to the phe­

nomenon is still unknown; however, it is believed that the assumptions made for the 

boundary conditions, i.e., Eqs. (B.22) and (B.23), may be responsible for the prob­

lem. However, as shown in Figs. B.l(b) and (c), when the reduced flow velocity UR 

and the oscillation amplitude w(x = 1) are relatively small, one can still obtain the 

cortical point of the system through examination of the convergence/divergence of 

the time histories. In particular, for the case % = 1 x 106 shown in Figs. B.l(b) and 

(c), the cortical point can be identified to be laying in the range 8.43 < C/RC < 8.45. 
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FIGURE B. l . The dynamics of the system obtained using the extensible 
model. The other parameters of the system are x = 1 x 106, n = 0.3, 
h = 0.01, a = 0.004 and CD = 0. 

Because no limited cycle oscillation can be obtained, a complete convergence 

test can only be conducted in the early transient of the dynamics of the system. 

Convergence tests in terms of the number of modes M and time step AT for the case 

X = 1 x 106 are presented in Fig. B.2. It is found that a relatively good convergent 

simulation can be obtained using M = 10 and AT = 5 x 10~5. 

The flutter boundary in terms of the value of the length parameter x iS presented 

in Fig. B.3. It is of interest tha t over a large range of x, say 102 ^ x ^ 108, the 

flutter boundary is 8.43 < C/Rc < 8.45, which is higher than that obtained using 

the inextensible model of the plate, i.e., URc = 8.276. While for x > 1 x 108, £/RC 

decreases as x increases. It can be seen in Fig. B.3 that , the value of £/RC for the case 

X = 5 x 1010 is well below that obtained using the inextensible model of the plate. 
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FIGURE B.2. The convergence tests of the extensible model with respect to 
the number of modes M and time step AT. The other parameters of the 
system are /x = 0.3, UK = 10, l0 = 0.01, a = 0.004 and CD = 0. 
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FIGURE B.3. The flutter boundary in terms of the length parameter %• The 
other parameters of the system are ji — 0.3, IQ = 0.01, a = 0.004 and CD = 0. 
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Appendix C 

The Nondimensional Parameters : a 

Sample Case 

The dynamics of cantilevered flexible plates in axial flow is examined in this thesis 

with the aid of nondimensional control parameters. Therefore, it is necessary to 

determine the values of these parameters when one compares the simulation results 

obtained using the present theory with experimental observations. To this end, the 

nondimensional parameters calculated according to the system studied by Tang et al. 

(2003) are summarized here. It should be noted that not all information about the 

experiments conducted by Tang et al. (2003) is made available in their publications; 

additional data have to be assumed from other sources. 

In the experiments of Tang et al. (2003), the geometric parameters of the system 

are: length of the flexible plate L = 0.2667 m, length of the leading-edge rigid segment 

L0 = 0.1016 m, plate thickness h = 3.9 x 10_4m and width B = 0.127 m. The plate 

is made of aluminium-7075, with mass density is pp = 2.84 x 103kg/m3; Young's 

modulus is E = 7.056 x 1010 Pa; and, the Poisson ratio is supposed to be v = 0.3. 

The mass density of the air was not given by Tang et al. (2003); it is supposed to 

be pp = 1.226 kg/m3. The experiments were conducted in a wind tunnel which has 

a test-section of dimensions 0.7m x 0.53m (Attar et al., 2003); it is supposed that 

the height of the tunnel, i.e., the dimension in the y-axis direction of Fig. 5.5, is 

0.7 m. Therefore, when the plate is aligned along the centreline of the tunnel, we 
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have H\ = H2 = 0.35 m. No information about the material damping was provided 

by Tang et al. (2003). However, we find that the range of the coefficient of the material 

damping (Kelvin-Voigt type) is 0.0004 —> 0.001 s (Beards, 1996) for aluminium alloy 

material, and thus carefully choose a value close to the lower bound, i.e., a = 0.0005 s, 

for the theoretical analysis in this thesis to avoid unreasonably high nutter thresholds. 

Finally, nutter motions with a frequency around / = 23.5 Hz were observed when the 

flow velocity was 27.5 m/s < U < 29.8 m/s; we use U = 28.5 m/s as a typical flow 

velocity for calculating the relevant parameters. 

Some important quantities that may not be directly used in the investigation of 

the system dynamics are first calculated as follows: 

• the bending stiffness of the two-dimensional plate 

Eh3 

D = 1 2 ( l - ^ ) = ° - 3 8 3 N - m ' ( C J ) 

• the solid time 

• the fluid time 

Ts = \ l ^ = 0.121s, (C.2) 

TF = ^- = 0.00936 s, (C.3) 

• the power coefficient 

£P = pFU2J— = 585.6 watt/m, (C.4) 

• the work coefficient 

£w = pFU2L2 = 70.83 J/m. (C.5) 

The nondimensional parameters can be calculated as 

the mass ratio 

H=f^ = 0.295, (C.6) 
pPh 
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the reduced flow velocity (when U = 28.5 m/s) 

UR = I = VLffi = 12.9, (C.7) 

• 

the reduced frequency (when / = 23.5 Hz) 

/ R =
 ^ R "

 = L 3 8 ' ( C ' 8 ) 

the material damping coefficient (when a = 0.0005 s) 

a = ^ - = - = a = 0.0041, (C.9) 

the length of the leading rigid segment 

Z0 = ^° = 0.381, (CIO) 

the aspect ratio 

/R = 
L 

M=^r = 0.476, (C.ll) 

the length-to-thickness ratio 

C = \ = 683.8, (C.12) 

• the length parameter 

X = ^ = 12(1 - ^2) ( f ) 2 = 5.11 x 106, (C.13) 

• the Reynold number (when the kinematic viscosity of the air vF = 15.11 x 

10"6 m/s2) 

Re = — = 5.03 x 105, (C.14) 

• the distances between the plate and the upper/lower parallel solid walls 

hlt2 = *jf = 1.31, (C.15) 
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the gravity parameter (when the gravitational acceleration g = 9.8 m/s2) 

O P - pF)hgL3 12(1 - u2)(pP - pF)gL3 

7G = 3 ^ - 0.537. (C.16) 
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Appendix D 

The Influence of the Wake on the 

Stability of Cantilevered Flexible Plates in 

Axial Flow 

It has been shown in Chapter 4 (see Fig. 4.16) that, for a specific system with varying 

length of the flexible plate L but fixed values for the other physical parameters (pp, 

PF> h and D), when the plate is long, the various available theories are in very good 

agreement with each other as well as with measurements from different experiments. 

In contrast, agreement between the various theories and with experiments is rather 

poor for short plates. In this Appendix, we aim to correlate these observations to the 

influence of the wake beyond the trailing edge of the plate. It is proposed that the 

wake has much less influence on the stability of the fluid-structure system for long 

plates than it does for short ones. 

It should be mentioned that in this Appendix, the analysis is carried out on 

the flutter boundary; for each case of JJL the dynamics of system is examined at the 

corresponding critical point (7Rc, after a small initial disturbance has been imposed on 

the system. Under these circumstances, the vibration amplitude of the plate is always 

very small. Therefore, the longitudinal deformations of the plate are not substantial, 

and the measured S can be regarded as being identical to the coordinate X in the 

fixed X-Y system. 



D.l. ON THE FLUTTER BOUNDARY 

D.l . On the flutter boundary 

The characteristics of the system along the nutter boundary are studied first. 

Four cases, fi = 0.2 and 0.6 for short plates and fi = 4 and 20 for long plates, 

are selected, and the computed time history, frequency and vibration modes at the 

critical point URC for each /j, are obtained using the present theory; they are shown 

in Figs. D.l and D.2. 
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(a) Time histroy, |x=0.2, UR=9.92 (b) Flutter frequency, |x=0.2, UR=9.92 
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(d) Flutter frequency, n=0.6, UR=6.71 
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(e) Time histroy, u=4, UR=10.15 (f) Flutter frequency, u=4, UR=10.15 
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(g) Time histroy, u=20, UR=8.71 
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(h) Flutter frequency, u=20, UR=8.71 

-4e-05 

FIGURE D. l . The system dynamics (time history and flutter frequency) 
for the chosen values of mass ratio /z. The other system parameters are: 
l0 = 0.01, a = 0.004 and CD = 0. 
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(a) n=0.6, UR=6.71 (b)|x=4, UR=10.15 
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FIGURE D.2. The flutter modes of the system for the chosen values of mass 
ratio \i. The other system parameters are: IQ = 0.01, a — 0.004 and Cr> = 0. 

It should be mentioned that the parameters involved in these simulations, includ­

ing £/R, initial conditions g° (the other parts of the initial conditions are q^i = 0 and 

q® = 0), time step AT and stop-time TE (listed in Table D.l) are not the same for all 

values of [i. First, as C/RC varies with /i, the value of [7RC in each case is different. One 

may notice in Table D.l that the relation between [/RC and /J, exhibits an irregular 
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TABLE D.l. Simulation conditions and results for various cases of /i 

Short plates Long plates 

/x 0.2 0.6 4 20 
Simulation conditions 

UR~C 9.92 6.71 10.15 8.71 
Initial condition gj (xlO5) -1.5 -1.5 -5.0 -1.0 

AT 0.001 0.001 0.0001 0.0001 
rE 10 10 5 5 

Simulation results 
max(|«;(a: = l)|) (xlO5) 1.4 1.6 1.5 1.6 

f* 2.8 2.8 5.2 5.8 
Dominant mode 2nd 2nd 2nd & 3rd 3rd 

pattern (see also Fig. 4.10). In particular, £/RC = 9.92, 6.71, 10.15 and 8.71, respec­

tively, for \x = 0.2, 0.6, 4 and 20; there is not a global trend such as that observed in 

the URC/IJ, versus /i plot of Fig. 4.16. Secondly, the time step AT in each simulation 

is determined by the requirement of convergence (see Chapter 3); it is not necessarily 

the same for different \x. Note that the number of discrete point vortices iVw in a 

fixed length of truncated wake Zw (̂ w = 9 is used in the current study) is related to 

Ar by ATW = IAN I {U At) = IW/(URAT) (taking the closest integer). Finally, as seen 

in Table D.l, different initial conditions and stop times TE are used for different cases 

of \x. The purpose of this is to obtain comparable flutter amplitudes max(|w(x = 1)|) 

for all the values of fi tested, at a time instant close to TE, and consequently to ensure 

that the corresponding wakes have roughly the same strength. Since each simulation 

is carried out with the corresponding [/RC, the time histories (still transient, not quite 

steady-state) in Fig. D.l have a very small growth rate. Values of max(|w(x = 1)|) 

at a time instant close to TE are listed in Table D.l; it can be seen that they are 

approximately the same. 

It can be seen in Fig. D.l that the nondimensional flutter frequency /* at the 

critical point [7RC increases with fi. In particular, as listed in Table D.l, /* = 2.8, 

2.8, 5.2 and 5.8, respectively, for /J, = 0.2, 0.6, 4 and 20. 
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The plate instantaneous shapes at a series of successive time steps for /J, — 0.6, 

4 and 20 are shown in Fig. D.2; each series roughly constitutes a half cycle of the 

oscillation. 

In Fig. D.2, r* is a selected time instant close to TE, such that at this moment 

the plate tip reaches its maximum negative displacement, which is not necessarily 

the same for all values of /i; Z\TR = 0.001 is the nondimensional time step used for 

recording the plate shapes. It can be seen in Figs. D.2 (a) hrough (c) that the plate 

basically oscillates in a second beam-mode shape for fi = 0.6 (and also for /i = 0.2, 

not shown); the third and higher beam-modes contribute a negligible part to the 

vibration. However, the third beam-mode component becomes comparable to that of 

the second beam-mode when JJL = 4, and it becomes the dominant one for [i = 20. 

The local extrema of each deformed plate shape are marked with small circles in 

Fig. D.2; it can be seen that a wave travels downstream for each case of \x. Although 

it is clear in Fig. D.2 that the wave travels with a higher speed for long plates (for 

jj, = 4 and 20) than it does for the short one (/J, = 0.6), the wave travelling speed is 

not significantly different for \x = 4 and 20. 

D.2. The influence of the wake 

Why do theoretical predictions and experimental measurements generally display 

better agreement for long plates than they do for short ones? Although, of course, 

a wake always exists in each individual experiment, there are important differences 

among various theories as to the treatment accorded to the wake behind the plate. 

In particular, Huang (1995), Watanabe et al. (2002b) and Argentina and Mahadevan 

(2005) used Theodorsen's theory Bisplinghoff et al. (1955) or one of its modified 

versions, and considered a wake behind the plate along the neutral plane (Y = 0, see 

Fig. 2.1). Yamaguchi et al. (2000b) adopted the linearly-varying vortex sheet model 

and Tang et al. (2003) used a vortex lattice model for calculating fluid loads; both 

included a wake behind the plate along the neutral plane. Guo and Paidoussis (2000) 

and Eloy et al. (2007) tried direct solutions of the potential flow problem for the 
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fluid part of the system and completely neglected the wake. Shelley et al. (2005) 

applied localized excitation theory (Crighton and Oswell, 1991) without taking the 

wake into account. Finally, the present theory works with the lumped-vortex model 

and considers a wavy wake street. An important conclusion can be reached from this 

compact literature review: that the wake must have but a small influence on system 

stability when the plate is sufficiently long. 
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FIGURE D.3. The instantaneous wake for the chosen values of mass ratio /i, 
which is obtained using the corresponding C/RC. The other system parameters 
are: l0 = 0.01, a = 0.004 and CD = 0. 
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In Fig. D.3, for \i — 0.2, 0.6, 4 and 20, the strength of the discrete point vortices 

7w in the wake is plotted against their longitudinal coordinate xW- The time instants 

for these plots are selected using the same rule as that for determining r* in Fig. D.2: 

i.e., a time instant close to TE is chosen, such that at that moment the plate tip reaches 

its maximum negative displacement. It can be seen in Fig. D.3 that the 7w versus 

Xw plot also has a wavy form. Note that both the Xw-7w wave and the %-j/w wave 

(as illustrated in Fig. 2.2, see also Figs. 4.8(e) through (h)) have the same wavelength 

and phase. In the current study of the flutter boundary, the vibration amplitude 

of the plate is always very small (of the order of 10~5, see Figs. D.l and D.2), i.e., 

max(|j/w|) = max(|w(a; = 1)|) <C 1. Therefore, all wake vortices can be regarded as 

lying along the neutral plane (y = 0) when one calculates the influence of the wake 

on the plate. 

Two factors affecting the influence of the wake on the plate are its vortical strength 

and distribution in space. The strength for a wake consisting of discrete point vortices 

(as obtained using the present theory) should be determined by the number of wake 

vortices JVW in a fixed truncated wake length lw (̂ w = 9 in the current study) and 

the strength of each individual vortex 7W . Without considering the distribution and 

the strength variation of wake vortices in space, one may use iVw x max(|7w|) as a 

rough indicator of the equivalent strength for a wake having a regular wavy form. 

The equivalent strengths iVw x max(|7w|) calculated for individual cases of ji are 

listed in Table D.2. 

TABLE D.2. Equivalent strength of wake vorticity and wake-induced flow 
velocity at XQ = 0.5 

Short plates Long plates 
(j, 02 06 4 20 

JVW (Zw = 9) 907 1341 8867 10333 
1/AW 0.28 0.42 0.5 0.7 

max(lTwl) x 107 6.51 5.26 0.559 0.351 
iVw x maxflTwl) x 104 5.90 (100%) 7.05 (119%) 4.96 (84%) 3.63 (62%) 

ww(x0 = 0.5) x 105 3.22 (100%) 2.97 (92.9%) 0.65 (20%) 0.53 (16%) 
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Also, the wake-induced flow velocity (the downwash) % at a point (x — xo,y = 

0) on the plate can be calculated by 

2n 4-f xWj - x0 

where the distribution of wake vortices in space has been taken into account. The 

calculated %(a;o = 0.5), also listed in Table D.2, can be regarded as an evaluation 

of the influence of the wake on the plate when comparing various cases of [i. 

In Table D.2, the calculated values of N-w x max(|7w|) and W^{XQ — 0.5) are 

expressed as a percentage of those for the reference case of /J, = 0.2. It can be 

seen that the equivalent strengths of the wake, iVw x max(|7w|), for various cases of 

H are similar. In contrast, the wake-induced flow velocity, W\N(XQ = 0.5), decreases 

significantly as \i increases. It is easy to prove that the decrease of % with increasing 

fi is due to the variation of wavelength of the wake Aw as shown in Fig. D.3 and also 

listed in Table D.2 in terms of the wavenumber 1/Aw- For a shorter wavelength Aw 

(i.e., a larger wavenumber 1/Aw), successive effective wake vortices with alternating 

positive and negative signs (refer to Fig. 2.3(c), see also Figs. 4.8(e) through (h)) 

come closer to each other; and thus the wake has a smaller overall influence (in terms 

of u>w) on the plate. Note that Aw is related to /* through 

AW = ^ . (D.2) 

Therefore, as ji increases, the decrease in Aw is actually caused by the increase of the 

flutter frequency /* of the plate. 

When evaluating the influence of the wake on the plate, one has to consider the 

plate motion as well. In Fig. D.4, the plate displacement w(x) and the vibration 

velocity dw(x)/dT along the plate, the wake-induced flow velocity % ( i ) , as well as 

the ratio (dw(x) jdr)/(WW(X)UR) are presented for /j, = 0.2, 0.6, 4 and 20. Note that 

the presence of C/R in the ratio arises from nondimensionalization, i.e., 

dW(X)/dt _ Ldw(x)/(^pPhL4/DdT) _ _1_ / D dw(x)/dr _ dw(x)/dr 
Wy/(X) UwW(x) UL]j pPh Wy/(x) Ww^U^ 
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where W-w(X) is the dimensional wake-induced flow velocity, which is normalized 

using the undisturbed flow velocity U. For each /j,, the time instant for the da ta 

presented is again selected from a point close to TE, and at this moment the plate tip 

should reach its negative maximum displacement, as shown in Fig. D.4(a). 
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FIGURE D.4. The evaluation of the influence of the wake for the chosen 
values of mass ratio ji in terms of the ratio of the vibration velocity of 
the plate to the normalized wake-induced flow velocity. The other system 
parameters are: IQ = 0.01, a = 0.004 and Cx> = 0. 

It can be seen in Fig. D.4(b) that the % ( x ) versus x curves are quantitatively 

similar to each other, and at a fixed point on the plate the magnitude of % ( x ) 

decreases monotonically as /i is increased due to the increase in flutter frequency /*. 
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The plate vibration velocity dw(x)/dr, for all values of fj, under consideration, is 

plotted in Fig. D.4(c). Note that dw(x)/dr is the instantaneous velocity distribution 

along the plate, which is a function not only of the flutter frequency /* but also of the 

vibration mode. In order to examine the influence of the vibration mode, the normal­

ized plate vibration velocities, defined by (dw{x) / dr) / f*, are plotted in Fig. D.4(d). 

It can be seen that, because higher-order modes present in the flutter become more 

important for the systems with larger n, the overall magnitude of (dw(x)/dr)/f* in­

creases with increasing /j,, although the instantaneous plate shapes w{x) for all cases 

of /j, are roughly the same (see Fig. D.4(a)). 

Finally, in Fig. D.4(e), the plots of (dw(x)/dr) j(WWUR) are used for a comparison 

of the influence of the wake on the plate for the cases of /i under consideration. It can 

be observed that, with increasing n, the overall magnitude of (dw(x)/'dr)j'(I%(7R) 

grows significantly. 

TABLE D.3. An evaluation of influence of the wake on system stability and 
the underlying mechanism 

Short plates Long plates 
\x 0.2 0.6 4 20 

X \ww(x)\dx x 106 9.97 (100%) 9.60 (96%) 5.30 (53%) 3.62 (36%) 
/o \^\dxx 105 3.37 (100%) 5.98 (177%) 13.5 (399%) 18.4 (545%) 

J O I J W ^ K S I ^ 0-39(100%) 1.13(292%) 2.41(624%) 6.31(1637%) 

In summary, quantitative evaluations of the wake-induced flow velocity Ww(x), 

the plate vibration velocity dw(x)/dr and the ratio (dw(x)/dT)/(ww(x)U-R), for indi­

vidual cases of ji, in terms of the area enclosed by the curves shown in Figs. D.4(b), 

(c) and (e) and the x axis are listed in Table D.3. It can be seen from the last 

row of Table D.3 that ^ \{dw(x)/dT)/(ww{x)UR)\dx = 0.386, 1.13, 2.41 and 6.31 for 

\i — 0.2, 0.6, 4 and 20, respectively. That is, i % becomes increasingly less important 

than dw(x)/dr with increasing JJL. Note that this trend is caused not only by the 

decrease in J0 \ww(x)\dx but also by the increase in JQ \dw(x)/dr\dx as \x increases, 

as respectively indicated by the first and second rows of Table D.3. 

Furthermore, although it does not reveal the underlying mechanism, the most 

direct way for assessing the influence of the wake on system stability is to find the 

244 



D.2. THE INFLUENCE OF THE WAKE 

TABLE D.4. The influence of wake on the stability of the system with various 
values of \i: the critical points obtained with or without taking into account 
the wake 

Short plates Long plates 
// 0.2 0.6 ~ 4 20 

UKc 9.92 6.71 10.15 8.71 
UR*C 5.71 7.04 10.33 8.21 

I^Rc-^Rcl 4 - 2 1 0.35 0.18 0.50 
\(URc/n)-(UR*/n)\ 21.05 0.58 0.045 0.025 

new critical point UR* with a modified model excluding the wake and to then compare 

it with {7RC obtained with the full model. For each case of fj,, the critical points URc 

and UR* are listed in Table D.4. When /j, grows from 0.2 to 0.6 and then to 4, it can be 

seen that the difference between URc and J7R* decreases. However, \URc — £/R*| = 0.5 

for JJ, — 20 does not follow this decreasing trend. Nevertheless, when the value of 

\(URc/fj) — (C/R*///)| is evaluated, a sharp decreasing trend with respect to /i can 

be observed for all values of /i under consideration. Therefore, when the physical 

parameters pp, h, D and pF of the fluid-structure system are fixed, one can draw the 

conclusion that the wake has a diminishing influence on system stability as the length 

of the plate is increased. That is, the dimensional critical flow velocity Uc for long 

plates is little affected by the wake, whereas this is not true for short plates. 

Regarding the large values of |(C/RC/AO — (%.*//•*)! f°r A* = 0-2 and 0.6, as listed in 

Table D.4, one can also conclude that the wake has an important influence on system 

stability for short plates, the underlying mechanism of which may be illustrated using 

the diagram in Fig. D.5. Note that, for a case of small //, the plate vibrates in the 

second beam-mode (see the curve w(x) for \x = 0.2 in Fig. D.4(a)), and one can 

approximately consider the flexible plate, at a given time instant, as a rigid thin 

cambered airfoil moving upward with a velocity dW/dt, as shown in Fig. D.5, and 

also be subjected to a wake-induced flow velocity Ww- The directions of dW/dt 

and VFw are determined, respectively, in accordance with the signs of dw(x)/dr and 

% ( x ) shown in Fig. D.4 for /i — 0.2. It can be seen in Fig. D.5 that, when Ww is 

equal to or larger than dW/dt (refer to the value of J"0 \(dw{x) / dr) / {wyj{x)UR)\dx 

listed in Table D.3 for JJ, = 0.2), the neglect of Ww will decrease the angle 9 and 
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then increase the effective angle of incidence aeg. It follows that the lift, which would 

destabilize the plate, grows. Therefore, a smaller value of the critical flow velocity 

Uc can be expected, i.e., Uc would be underestimated. It should be emphasized that 

this simple theory can only be used for a very short plate {JJL — 0.2). With increasing 

values of //, the vibration of the plate becomes complicated, and it is not a good idea 

to present the vibrating flexible plate with distributed dW(X)/dt (which may not be 

in phase at different X) and Ww(X) as a rigid airfoil with only one dW/dt and one 

Ww. 

xdW/dt 

-dW/dt 
aeff1 ^ W 

FIGURE D.5. A short plate and the flow conditions. 

TABLE D.5. A short plate studied by Kornecki et al. (1976) 

/* UKc U*? \URc-UR**\ \(Uxc/n)-(UB?/n)\ 
0.232 5.93 0.582 5.32 22.93 

As a supplement to Table D.4, a well-deserved mention should be made the work 

by Kornecki et al. (1976) who studied a system with /x = 0.232. In this work, a full 

model based on Theodorsen's theory was used for predicting the critical point (Unc 

as listed in Table D.5), as well as a quasi-static model neglecting the motion of the 

plate for another critical point (denoted by C/R,** in Table D.5). Note that neglecting 

the motion of the plate, instead of neglecting the wake (refer to Fig. D.5 and the 

discussions in the foregoing) also significantly changes the value of the critical point 

for a short plate. 

D.3. Concluding remarks 

It is well known that a challenging difficulty in the problem of stability of a 

cantilevered flexible plate in axial flow arises from the finite length of the plate; a 

wake exists and affects the system dynamics. However, from a physical point of view, 
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when the length of the plate increases sufficiently so as to approach an infinitely long 

plate, the influence of the wake on the system dynamics should diminish and then 

disappear (recall the much improved agreement for long plates shown in Fig. 4.16, 

between the theoretical predictions of Huang (1995), Guo and Paidoussis (2000), 

Yamaguchi et al. (2000b), Watanabe et al. (2002a), Shelley et al. (2005), Argentina 

and Mahadevan (2005) and Eloy et al. (2007) as well as the present theory). In this 

Appendix, we have studied the influence of the wake on the stability of cantilevered 

plates in axial flow and the underlying mechanisms. 

In order to compare the nutter boundaries predicted/measured by various the­

ories/experiments, the nondimensional mass ratio /J, and reduced flow velocity UR 

are used as parameters. However, as the parameters JJ, and UR share some physical 

elements, a monotonic trend cannot be observed in the URC versus ji plot. To resolve 

this problem, all nutter boundaries are presented in a C/RC//X versus ji plot, in which 

a clear monotonic trend in the relation between the dimensional parameters Uc and 

L is discovered, supposing that the parameters pP, h, D and pF remain fixed. To 

this end, using URc//i as the ordinate in Fig. 4.16 does not just simply represent the 

theoretical/experimental data in a different way (refer to Fig. 9 in Ref. Watanabe 

et al. (2002a), which has been extensively used in other publications); it does reveal 

an intrinsic property of the system, with direct physical meaning. 

Taking advantage of the clear trend in the URC/II versus // plot, a global assess­

ment of the flutter boundaries by various theories and experiments can be made: the 

various theories (no matter whether they consider a wake or not) and experiments 

(where a wake always exists) agree with one another very well for long plates. How­

ever, for short plates, various theoretical predictions and experimental measurements 

exhibit quite large discrepancies. These observations immediately lead to the conclu­

sion that the wake has less influence on system stability for long plates than it does for 

short ones. As we have mentioned in Chapter 4, all influencing factors including the 

length of leading rigid segment, the level of material damping, the aspect ratio (for 

three-dimensional considerations) and so on, have less effect on system stability for 
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long plates than they do for short ones. However, in this appendix, we have focused 

on the influence of the wake and its effect on flutter. 

It should be emphasized that the only conclusion that we have been able to reach 

with confidence is deliberately limited to the different levels of influence of the wake 

on stability, respectively for long and short plates; whether a wake would stabilize or 

destabilize the system is not discussed. Moreover, although quantitative analysis has 

frequently been used, the assessment of the importance of the wake, regarding the 

level of its influence on system stability, is still qualitative. 

To evaluate the influence of a dynamic wake is not an easy task. First, an accu­

rate model of the wake and the unsteady flow conditions surrounding an oscillating 

deformable solid body requires sophisticated and refined knowledge, to a level not 

yet attainable. Second, the influence of various parameters in such a complicated 

system as a cantilevered plate in axial flow are normally interwoven, and they do not 

necessarily have a monotonic/uniform pattern in terms of a specific parameter; this 

fact would make an assessment of the influence of the wake even more complicated. 

However, the observed overall trend of the flutter boundary in Fig. 4.16 is so starkly 

clear that a relatively simple wake model and the associated analytical approach used 

in this Appendix can and do reveal the underlying mechanism of the influence of the 

wake, with a fairly high degree of confidence. 

Through a carefully arranged study on the dynamics of the system along the 

flutter boundary, it is found that longer plates have higher critical frequencies, which 

lead to shorter wavelengths in the wake and consequently to smaller wake-induced 

flow velocities (downwash) on the plate. On the other hand, more higher-order mode 

components are found in the plate vibration at the critical point for longer plates, 

which, in conjunction with the higher critical frequencies, result in higher overall plate 

vibration velocities. Under the combined action of these two factors, the ratio of plate 

vibration velocity and to wake-induced flow velocity becomes higher for longer plates; 

therefore, it can be concluded that for longer plates the wake has a smaller influence. 
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Appendix E 

Preparation of the Experiment 

In this Appendix, we summarize the preparatory work conducted for the experiment; 

this is supposed to be a documentation of the work carried out on refurbishing of the 

water tunnel, calibration of new measurement instruments, making of flexible plates 

and determination of the material properties of the plates. 

E.l . The water tunnel and refurbishment work 

A schematic diagram of the water tunnel used for the experiment is shown in 

Fig. E.l. This water tunnel is of a closed-circulation vertical type. The water inside 

the tunnel circulates by means of pump 1, driven by an SCR(Silicon-Controlled-

Rectifier) variable-speed motor, allowing bulk flow velocities up to 6m/s. The test-

section of the water tunnel consists of a 740 mm long vertical acrylic cylinder channel 

of 205 mm internal diameter. At the top and bottom ends, there are two circular 

plexiglas windows, allowing access to the test-section without removing it. 

Two Venturi flow meters (see valves #17-18 and #19-20 in Fig. E.l for their 

location) were mounted in parallel on the water tunnel. The old measurement sec­

tion included two manometers (see section IV in Fig. E.l), which were, respectively, 

connected to the two Venturi meters. Before the experiment, these two manometers 

were dismounted and replaced by two differential-pressure transducers (Huba-692), 

of which the readings are, respectively, displayed on two controllers (ATR141, used 



E.l. THE WATER TUNNEL AND REFURBISHMENT WORK 

FIGURE E . l . A schematic diagram of the water tunnel in the Fluid-
Structure Interactions Laboratory, Department of Mechanical Engineering, 
McGill University (Hydrodynamics Laboratory, 1998). 

as read-out units). Another pressure transducer (ADZ-SML 10.0) is installed at the 

test-section. This latter transducer monitors the pressure in the water tunnel and is 

connected to a controller (ATR400), which is operated with a prescribed set-point 

and sends a signal to control the opening of the control valve (TR24-SR-T US) in­

stalled on a bypass pipe at the manual water supply valve # 2 4 (see Fig. E. l for its 

location). The components newly installed and the corresponding electrical connec­

tion diagram are, respectively, shown in Figs. E.2 and E.3. Moreover, the controllers 

(two ATR141 and one ATR400) are mounted on a control box, where electrical power 

for the transducers, controllers and control valve is supplied. 

It should be noted that a special fixture, as shown in Figs. E.4 and E.5, is designed 

for mounting the pressure transducer at the test-section, which has a concave surface 

at one end and a pair of differential threads to ensure that the end-surface be flush 
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F I G U R E E .2 . A schematic diagram of new installations on the water tunnel. 
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FIGURE E . 3 . A schematic diagram of the electrical connections. 
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FIGURE E.4 . The assembly drawing of the fixture for mounting the trans­
ducer ADZ-SML 10.0 at the test-section. 

(a) The installation of the pressure transducer (b) The concave end-surface of the fixture 

and the fixture for holding it 

FIGURE E . 5 . The fixture for holding the pressure transducer ADZ-SML 10.0. 

with the circular cross-section internal surface of the test-section upon installation. A 

small hole, in 1 mm diameter, at the centre of the concave end serves as the pressure 

tap, thus avoiding the influence of the flow velocity on the reading of the (static) 

pressure in the water tunnel. 
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E.2. The design and installation of the support fixture 

A support fixture has been designed for clamping the upstream end of a flexible 

plate and holding it in place in the test-section, as shown in Figs. E.6 and E.7. 

Because it is very difficult to remove the test-section from the water tunnel and 

reinstall it repeatedly, the support fixture has a two-part design: a fixed part and a 

removable part. The fixed part is installed in the test-section before the experiment, 

across a diameter, and sits securely in two grooves on the wall of the test-section. 

Alignment is carefully adjusted to ensure that the support fixture (the fixed part) is 

vertically set up in the test-section. On the other hand, the removable part, together 

with the flexible plate attached to it, can enter the test-section through the top access 

window. Therefore, one can change the flexible plate for different experiments without 

removing/re-instailing the test-section. 

FIGURE E.6. The assembly drawing of the support fixture for clamping a 
flexible plate. 

When the removable and fixed parts fit together, they form a straight NACA0012 

wing (Abbott and von Doenhoff, 1959). Note that the nominal chord length of the 

wing is 95 mm, while its trailing edge is chamfered with a relatively large radius, 
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(b) The installation of the fixed part in the 

test-section, viewed from above 

FIGURE E.7 . The support fixture for clamping the plate. 

avoiding a sharp edge. The actual chord length of the wing-shaped supporter is 

91.7 mm, as one can see in Fig. E.6. The gap between the removable and fixed parts 

of the support fixture (wherein the flexible plate would be fitted) is 1.2 mm; when the 

thickness of a flexible plate is less than 1.2 mm, gaskets made from brass sheet can be 

used to fill the gap fully. A flexible plate is first fixed to the removable part with two 

screws. Then the removable part as well as the flexible plate, together, are moved 

through the access-window and matched to the fixed part. Finally, the removable 

part and the fixed part, with a part of the flexible plate sandwiched in the middle, 

are fixed together with three rows of set-screws, as shown in Fig. E.6. 

E.3. Flow velocity measurement calibration 

The reading on the controller ATR141 for the differential pressure transducer 

(Huba-692) connected to the large Venturi meter is calibrated using a Pitot-tube and 

a mercury manometer, as shown in Fig. E.8. Note that only the large flow-path 

(where the large Venturi meter is installed) is used in the experiment; the choke valve 

#22 is always closed in the calibration and future experiments. The Pitot-tube is 

inserted into the test-section through the lower access-window; and its tip is carefully 

aligned with the centreline of the test-section. A mercury manometer is connected to 

the Pitot-tube; from the height of the Hg-column, one can calculate the flow velocity 

(a) The fixed part and the removable part 
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FIGURE E.8. The set-up of the calibration of flow velocity, 

in the test-section according to 

U = W2 (-^- - l ) gHng = 1 5 . 6 9 / ^ , (E.l) 
y \PWater / 

where pHg = 13.546 x 103 kg/m3 and iJHg are, respectively, the density of mercury 

and the height of the Hg-column (m), pwater = 1 x 103 kg/m3 is the density of water, 

and g is the gravitational acceleration. 

Measurements made in the calibrations are presented in Fig. E.9. The water 

circulates by means of Pump 1 (see Fig. E.l), of which the capacity is regulated at 

the rmp control box shown in Fig. E.8. At a fixed level of rmp for Pump 1, eight 

pairs of readings at the ATR141 and the manometer are recorded. A linear line is 

obtained through a curve fit in Fig. E.9. It should be mentioned that the signal range 

of the Huba-692 is from 4.040 mA to 20.0 mA. In the calibration, the range of the 
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FIGURE E.9. The measurements made in the calibration of the reading on 
the ATR141. 

display on the ATR141 is set as from 0 to 160 with the resolution of 0.1; the zero 

point of the reading corresponds to U = Om/s, i.e., the pump being in idle state. In 

Fig. E.9, the manufacturer's calibration line for the transducer Huba-692, in terms of 

the output signal versus the percentage of the capacity range, is also presented; the 

variation in the slope of the current calibration line with respect to the one provided 

by the manufacturer is found to be 11.5%. 

With the data in Fig. E.9, the relationship between the flow velocity and the 

reading of the ATR141 is attained according to Eq. (E.l) ; the results are presented in 

Fig. E.10. Moreover, a curve fit is obtained in Fig. E.10 using a 6th degree polynomial, 

based on which one can convert the readings of the ATR141 to flow velocities in 

experiments (for U > 0 .7m/s) . 

E.4. T h e making of a p la te 

As shown in Fig. E . l l , a special casting module has been designed for making 

highly flexible plates from silicone rubber (Silastic RTV), which consists a aluminium 
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FIGURE E.10. The calibration of the flow velocity. 
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FIGURE E . l l . The assembly drawing of the casting module for making flex­
ible plates from silicone rubber (Silastic RTV). 

base, four aluminium spacers and a plexiglas cover. The dimensions of the plate that 

can be made with this module are 300 mm x 74 mm x 1 mm. The width of the plate 

is limited by the diameter of the top access-window. A part of of the plate of the 
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length 60 mm at one end is used for clamping it in the support fixture; therefore the 

maximum effective length of the plate is 240 mm. 

(a) The liquid silicone rubber, curing agent (b) The plexiglas piston and vacuum pump 

and tools used for mixing 

(c) The casting module (d) The closed casting module with silicone 

mixture inside 

FIGURE E.12. The casting processes. 

The process of casting a plate is shown in Fig. E.l l . First, the liquid silicone 

rubber (Sylgard® 184 Silicone Elastomer Base) and curing agent are mixed with the 

weight ratio 10 : 1 in a container and sufficiently mixed with the aid of a special 

tool. The mixture is then introduced into a plexiglas piston which is later connected 

to a vacuum pump for deaeration. The deaerated mixture in the plexiglas piston is 

slowly poured into the reservoir formed by the base and the four spacers of the casting 

module, avoiding trapping of air pockets in the process. Subsequently, the cover of 

the casting module is placed on the top of the silicone mixture, pressed tightly and 

fixed with the screws to the base. It should be mentioned that a thin oil film should 
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be applied to the contacting surface of the base, the spacers as well as the cover of the 

casting module before pouring in the silicone mixture in order to facilitate the removal 

of the plate from the module. Moreover, the setting time of the silicone mixture is 

30 minutes; the mixing, deaeration and pouring processes should be complected in 

this duration. The module containing the silicone mixture is left alone for 48 hours 

(curing time) before opening the module. 

E.5. The material properties of the plate 

A cylinder made of the same silicone material, the same batch of the silicone 

liquid used for the plate, was recently tested. The cylinder was clamped at one end 

and free at the other one, and it was set up in a hanging configuration. The damped 

natural frequencies of the first three modes of the cylinder were tested (Segala, 2006), 

and the flexural rigidity and the damping coefficients can be determined according to 

the work by Paidoussis and des Trois Maisons (1969, 1971). 

TABLE E.l. Data of the free lateral vibration of a vertically cantilevered 
cylinder (Rinaldi, 2007) 

1st mode 2nd mode 3rd mode 
Damped natural frequency (Hz) 1.123 4.279 10.938 

Circular frequency of oscillation Q (rad/s) 7.056 27.0 68.73 
Logarithmic decrement 5p 0.0492 0.112 0.184 

In particular, as provided by Rinaldi (2007), the data of the free lateral vibration 

(in air) of a cylinder is listed in Table E.l. Moreover, the parameters of the cylinder 

are: length 0.458 m, mass per unit length 0.189 kg/m, outer diameter 15.875 mm 

and inner diameter 6.35 mm. Therefore, the flexural rigidity can be found to be 

EI — 0.011 N • m, where / = 3.038 x 10~9m4 is the second moment of area of 

the cylinder. It follows that Young's modulus of the material can be calculated as 

E = 3.621 N/m2. 

Prom the parameters of the cylinder above mentioned, one can calculate the 

mass density of the silicone material to be 1.137 x 103kg/m3. No direct information 

concerning the Poisson ratio of the silicone material is available. However, from the 
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experience obtained from previous work conducted at the Fluid-Structure Interactions 

Laboratory, it is believed that v — 0.49. Note that the Poisson ratio of natural rubber 

is within the range 0.28 ~ 0.49. 

TABLE E.2. The determination of the value of material damping coefficient 

The value of S-£>/(a* + af2) 
With a*.= 0.041 and a = 0.000449; 
Calculated value of 5r>/(a* + aQ,) 

Error 
With a* = 0.041 and a = 0.000472 t 
Calculated value of <5D/(O* + a^) 

Error 
With a* = 0.039 and a = 0.00046 s 
Calculated value of 5D/(O* + afl) 

Error 
With a* = 0.040 and a = 0.00046 s 
Calculated value of 5n/(a* + afl) 

Error 
With a* = 0.041 and a = 0.00046 s 
Calculated value of 5D/(a* + aO) 

Error 

1st mode 
1.04 

3 

1.134 
9.02% 

3 

1.131 
8.71% 

1.187 
14.12% 

1.159 
11.43% 

1.132 
8.87% 

2nd mode 
2.44 

2.233 
-8.48% 

2.212 
-9.33% 

2.315 
-5.14% 

2.268 
-7.06% 

2.222 
-8 .91% 

3rd mode 
2.84 

2.718 
-4.28% 

2.669 
-6.03% 

2.779 
-2.15% 

2.735 
-3.68% 

2.693 
-5.17% 

In the work by Pai'doussis and des Trois Maisons (1969, 1971), two types of ma­

terial damping were taken into account, and Young's modulus of the material E was 

replaced by E[l + (a*/Q, + a)d/dt], where a* is the material damping coefficient when 

the dissipation is considered to be a hysteretic effect, and a is the coefficient of the 

material damping of the Kelvin-Voigt type. For a specific cylinder, the values of the 

expression S-£>/(a* + afi) can be found in the work by by Pai'doussis and des Trois 

Maisons (1971) for the first three modes of the cylinder; one can thus determine the 

values of a* and a, through a trial and error process, to obtain the closest approxi­

mations to values of the expression for individual modes. The values of a* and a so 

determined, i.e., a* = 0.041 and a — 0.00046 s, are listed in Table E.2. It should be 

noted that only the material damping of the Kelvin-Voigt type, i.e., a = 0.00046 s, is 

considered in this thesis for the model of the plate. 
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E.6. Displacement measurement calibration 

As shown in Fig. E.13, a laser distance sensor MEL-M27 is used for measuring 

the displacement of a chosen point on the the plate. The laser distance sensor is con­

nected, via an electronic unit, to the signal conditioner IMC CRONOS-PL CS-7008; 

and the latter is connected to a computer with a ethernet cable. The output signal 

of laser distance sensor is directly displayed, in terms of distance, on the computer 

with the software provided by the supplier of the signal conditioner. 

(a) The set-ups of the brass "stairs" and the (b) The electronic unit M27 and the signal 

laser distance sensor MEL-M27 conditioner Imc CRONOS-PL CS-7008 

FIGURE E.13. The laser system for displacement measurement. 

The reading of the laser distance sensor is calibrated with the aid of a special 

reference object, i.e., the brass "stairs" shown in Figs. E.13(a) and E.14, of which 

the two dimensions of the two steps are respectively, 27 mm and 62 mm. The output 

signal of the laser distance sensor is affected by the wall of the test-section, the 

water inside the test-section, and the material surface characteristics. Therefore, in 

the calibration, the brass "stairs" device is placed in the test-section and elastomer 

(silicone rubber) strips are glued on the surface of the "stairs" to mimic the plate 

used in the experiment. 

Because the test-section has a circular wall, the first step of calibration is to align 

the sensor and to find the correct calibration position. As illustrated in Fig. E. 13(a), 

the sensor is horizontally moved from left to right and then vice versa, and the readings 

of the sensor, at 12 points on each elastomer strip are recorded. As shown in Fig. E.15, 
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(a) Top-view: the calibration position (b) Side-view: the calibration direction 

FIGURE E.14. The calibration of the displacement measurement. 

a minimum reading can be seen at the position 6 or 7 for each strip; we choose the 

position 7 for calibration and future measurements. The data presented in Fig. E.15 

are obtained after the movement of the laser distance sensor in the calibration process 

has been aligned in parallel to the silicone strips (thus the laser beam is vertical to 

the strips); this alignment is achieved and also confirmed by attaining a probability-

distribution-like for the plot of the readings versus the locations along a strip. It 

should be noted that both the inner and outer surfaces of the plexiglas wall of the 

test-section are somewhat stained/scrached here and there and the plexiglas contains 

micro-fissures, which may account for the abnormal points in Fig. E.15. 

After the correct calibration position has been found, the laser distance sensor is 

vertically moved along the reference object as illustrated in Figs. E. 13(a) and E. 14(b). 

The readings corresponding to three points on each strip are recorded, and the results 

are listed in Table E.3. The calibration results are also plotted in Figs. E.13 in 

conjunction with the data line-fit; the conversion ratio of the reading of the laser 

distance sensor to the actual displacement of the plate is found to be 2.524. 
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FIGURE E.15. The determination of the correct position for calibration. 

TABLE E.3. The results of the calibration of the laser distance sensor 

Strips 1 & 2 Strips 3 & 4 Strips 5 & 6 

Averaged sensor reading (mm) 
Difference of the reading (mm) 

Actual distance (mm) 

62.5 
N/A 
N/A 

37.4 
25.1 
62 

26.2 
11.2 
27 

80 

O Calibration points 
— Data fitting with a linear line 

5 10 15 20 25 
Reading of the laser sensor (mm) 

30 

FIGURE E.16. The calibration of the displacement measurement. 
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