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ABSTRACT

“Blocking” refers to judgments of a moderate contingency being lowered when
contrasted with a strong contingency. The Rescorla-Wagner model and causal model
theory account for blocking through different mechanisms. To examine the predictions
from these two models, seven experiments tested the extent to which “causal scenario™
and “causal order” would influence whether blocking was observed in human
contingency learning tasks. “Causal scenario” was manipulated by contrasting responses
to two causes of one effect or to one cause of two effects; “causal order” was defined as
causes preceding effects or effects preceding causes. The four conjunctions of these two
factors were investigated separately in Experiments 1 to 5. In Experiments 1 and 2, two
causes preceded one effect and two effects preceded one cause, respectively. Blocking
was observed regardless of whether the predictors were causes or effects. In Experiments
3, 4 and 5, participants were presented with one antecedent cue and made separate
predictions about each of the trial’s two outcomes. Blocking was not observed,
irrespective of whether the antecedent cue was a cause or an effect. These initial results
were consistent with the Rescorla-Wagner model. An alternative explanation was that
blocking failed to occur in Experiments 3 to 5 because participants were asked questions
between the predictor and two outcomes. Predicting the outcomes might have implicitly
led participants to monitor them separately and to report on subsets of the data at the time
of judgment. To address this issue, the volunteers in Experiment 6 obssrved the events on
each trial but did not make any predictions about the outcomes. Blocking was observed,
signifying that the intervening questions between the antecedent and consequent cues
constitute an important variable influencing cue competition effects. In Experiment 7, all
four conjunctions of causal scenario and causal order were tested simultaneously.
Furthermore, participants were not asked questions between the antecedent and
consequent events. Blocking was observed in all four conditions, that is, regardless of
causal scenario and causal order. This pattern of results was not anticipated by either the
Rescorla-Wagner model or causal model theory. The implications for associative and
statistical models are discussed.
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RESUME

Le concept du ‘blocking’ fait référence a des jugements d’une contingence
modérée étant atténués losque comparés a une forte contingence. Le modéle Rescorla-
Wagner ainsi que la théorie du modéle de causalité expliquent le concept du ‘blocking’ a
I’aide de mécanismes différents. Afin d’examiner les prédictions de ces deux modéles,
sept expériences ont evalué si le scénario de causalité ainsi que |'ordre de causalité
influencent I'apparition du ‘blocking’ au sein de taches d’apprentissage des contingences
chez des sujets humains. Le scénario de causalité a été manipulé en comparant les
réponses 2 deux causes d’un effet ou a une cause de deux effets; |’ordre de causalité a été
défini en terme de causes précédant les effets ou en terme d’effets précédant les causes.
Les quatre combinaisons de ces deux facteurs ont été€ étudiées séparément dans les
expériences 1 a 5. Dans I'expérience 1, deux causes ont précédé un effet et dans
I’expérience 2, deux effets ont précédé une cause. Le ‘blocking’ a été observé
indépendamment de si les facteurs de prédiction étaient des causes ou des effets. Dans
les expériences 3,4 et 5, les sujets ont ét€ exposés a un avis antécédant et ont fait des
prédictions séparées a propos des deux conclusions de I’essai. Le ‘blocking’ n’a pas été
observé, indépendamment de si I’avis antécédant était une cause ou un effect. Ces
résultats initiaux étaient en accord avec le modéle Rescorla-Wagner. Une explication
alternative était que le ‘blocking’ n’a pas été observé dans les expériences 3 et 5 parce
que les sujets ont été questionnés entre le facteur de prédiction et les deux conclusions.
La prédiction des conclusions a peut-étre implicitement induit les sujets a porter attention
aux conclusions séparément et a se référer a des portions de données au moment du
jugement. Afin d’élucider ce probleme, les participants volontaires dans I’expérience 6
ont observé les événements a chaque essai, mais n’ont fait aucune prédiction a propos
des conclusions. Le ‘blocking’ a été observé, signifiant que les questions posées entre les
avis antécédants et conséquents constituent une variable importante influengant les effets
de compétition des avis. Dans I’expérience 7, les quatre combinaisons du scénario de
causalité et de I’ordre de causalité ont été examinées simultanément. De plus, les sujets

n’ont pas ét€ questionnés entre I’événement antécédant et I’événement conséquent. Le



‘blocking’ a été observé dans toutes les quatre conditions, c’est-a-dire, indépendamment
du scénario de causalité ou de I’ordre de causalité. Ces résultats n’étaient prédits ni par le
modele Rescorla-Wagner, ni par le modéle de causalité. L’'implication de ces résultats au

sein des modeles associatifs ainsi que statistiques est discutée.



INTRODUCTION

It is important for animals and people to accurately process information about
covariation and causal relationships. This knowledge allows them to predict and react to
relationships in the world. Hence, accurate processing of contingencies is essential for
survival, as well as for understanding, predicting, and controlling events that occur in the
surrounding environment. For example. rodents process covariation information when
determining an optimal foraging strategy. Similarly, peopie normally cross a street when
the light is green based on the belief that they are more likely to cross safely when it is
green, as opposed to vellow or red. Furthermore, some people may avoid foods high in fat
if they believe this food will increase their risk of being obese, or they may avoid
smoking cigarettes if they believe that smoking causes lung cancer. Causal reasoning is
also seen in more complex activities such as scientists evaluating which independent
variable is responsible for an experimental outcome or economists determining which
factors caused a recession. These examples attest to the importance and ubiquity of causal
reasoning and demonstrate that contingency plays a prominent role in diverse aspects of

animals’ and people’s lives.

Philosophical Issues

The fundamental question of how people infer causality has been of philosophical
interest since at least the time of David Hume (Fales & Wasserman, 1992; Wasserman,
1990b). In A Treatise of Human Nature, Hume (1946/1739) postulated that causal
relations were deduced solely by sensory experience. For example, he asserts that
“...cause and effect are relations, of which we receive information from experience, and
not from any abstract reasoning or reflexion” (p. 69) and that “... by experience only ...
can [one] infer the existence of one object from that of another” (p. 89). In this book he
outlines a series of assumptions by which causal relationships are deduced from the

environment, and asserts that these assumptions apply both to humans and to animals.



Since both species process causal information for survival, it seems reasonable to
question whether there is a common mechanism.

A central tenet in Hume’s view was his emphasis on contiguity for inferring
causality. He deemed contiguity *...as essential to that of causation” (p. 75). This view
was elaborated in the postulation of spatial and temporal proximity, namely that “the
cause and effect must be contiguous in space and time” (p.173). Apart from contiguity,
however, Hume and others (e.g., Mackie, 1974; Reichenbach, 1956; von Wright, 1974)
have argued that there is a temporal asymmetry between causes and effects. That is,
causes precede effects but effects do not precede causes. Furthermore, causes have
precedence over effects because it is possible to manipulate the cause to aiter the
probability of an outcome, but an outcome can not be manipulated to alter the occurrence
of the cause. Hume labelled this postulate the “priority of time in the cause before the
effect”” (Hume, 1946/1739, p. 76).

A third assumption is that “[t]here must be a constant union betwixt the cause and
effect. 'Tis chiefly this quality that constitutes the relation” (p. 173). However, other
philosophers have considered this notion simplistic. For example, Mackie (1974) has
argued that a causal connection between two events is defined not only as their co-
occurrence, but also on the fact that when the first event does not occur, neither does the
second. This idea has been termed the counterfactual, and experimental evidence suggests
that the ability to reason about it is evident in children as young as 3 to 5 years old
(Harris, German, & Mills, 1996).

Hume’s fourth axiom was that “... the same cause always produces the same
effect, and the same effect never arises but from the same cause” (p. 173). However, a
moment’s reflection reveals that this notion is also simplistic. A cause does not always
produce the same effect because there are other intervening factors in the environment
that can influence what effect the cause produces. For example, aithough rain is important
in determining whether crops will grow, it will not help the crops if the soil is infertile.
Similarly, if there is too much rain, then the crops will also not grow. The second half of

this assumption, that a specific effect arises from only one cause, is also incorrect. This is



because the same effect can arise from a variety of causes. For example, a death by
internal bleeding can be caused not only by a weak vein or artery bursting, but also by a
fatal blow or injury.

The following assumptions are of interest because they complement those
traditionally attributed to John Stuart Mill (1949/1843). Hume's fifth axiom was that
when several causes produce an effect, the causes must have a common quality that
allows them to do so. This notion is similar to Mill’s method of agreement. Sixth, if two
similar objects produce different effects, the difference in the effects arises due to the
property or properties by which the objects differ. This assumption resembles Mill’s
method of difference, which states that if an event occurs in one instance but not another,
the circumstance by which the two instances differ is the cause of the event. Seventh,
Hume states that the presence or absence of one part of the cause is proportional to the
presence or absence of a proportional part of the outcome. This notion is similar to Mill’s
method of residues. The method of residues states that two phenomena are causally
related to one another when one varies with the other.

Hume last assumption is that “an object, which exists for any time in its full
perfection without any effect, is not the sole cause of that effect but requires to be assisted
by some other principle, which may forward its influence and operation.”(p 174 - 175).
This notion implies that although an object might not directly influence an outcome, it
still might be important if it is a necessary condition or if it works in conjunction with
other causes.

An objection raised by Mill (1949/1843) and others (e.g., Hart and Honoré€, 1959;
Mackie, 1974, see also Hilton & Slugoski, 1986) against Hume’s analysis was that causal
events are not evaluated in a vacuum, but instead are evaluated against a point of
reference. That is, to be considered causal, a potential event has to be different from
events that occur merely as part of the background. Kant (1965/1781) also objected to
Hume’s reasoning and postulated that people infer causality by intuitively understanding
that one event causes the second because of the power or energy that the first has over the

second. For example, a pooi cue causes a billiard ball to move because the cue hits the
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ball, transfers energy to it, which causes the ball to move. This notion has been termed

generative transmission (Shultz, 1982).

Sensitivity to Contingency

There are a variety of approaches that can be used to study how people infer
causality. For example, one could test how people are influenced by intervening variables
(Busemeyer, McDaniel, & Byun, 1996), how people reason about complex biological or
engineering systems (White, 1998), or how people assess the relationship between two
continuous variables (Jennings, Amabile, & Ross, 1982; Trolier & Hamilton, 1986). For
brevity and clarity, this thesis will focus on the simplest causal relationship, involving
only one binary cause and one binary effect. This relationship can be summarized in a 2 x
2 contingency table (Figure 1) in which the cause and effect are either present or absent.
In this table, cell A refers to the frequency of the co-occurrence of the cause and effect;
cell B to the cause and the absence of the effect; cell C to the effect in the absence of the
cause; and cell D to the frequency of both the cause and effect being absent. Although
there are various methods of assessing contingency (e.g., phi, chi-squared), the accepted
normative statistic for the relationship between a cause and effect is Ap (Allan, 1980: see
also Inhelder & Piaget, 1958). This statistic is defined as the difference between the
probability of the effect occurring in the cause’s presence and absence, i.e., Ap = p (Effect
| Cause) - p (Effect | No Cause). In terms of the frequencies in Figure 1, Ap = [A / (A+B)]
- [C/ (C+D)]. If Ap equals zero, there is no relationship between the cause and effect. If
Ap is greater than zero, the relationship is positive. And if Ap is less than zero, the
relationship is negative. That is, the cause makes the effect less likely to happen. The
advantages of Ap over the other methods of assessing covariation are 1) it uses ail four
cells in a contingency table and 2} it is unbiased to variations in cell frequency.

Since the focus of this thesis is on the mechanism by which information about

cause-effect relations is acquired, it is important to establish whether people are sensitive

to contingencies. This section will briefly review the literature on this issue and will



Effect No Effect

Cause A B

No Cause C D

Ap = p (effect | cause) - p (effect | no cause)

=(A/(A+B)) - (C/(C+D))

Figure 1. A 2 x 2 contingency table displaying the four possible conjunctions
between a cause and effect. The cell entries represent the frequency

of each type of event, and Ap represents the contingency between
the event and outcome.



describe the conditions under which people tend to make accurate contingency
judgments.

According to Inhelder and Piaget (1958), children as young as 15 are aware of the
concept of contingency and that all four cells are needed to assess covariation. In some
early studies, however, animals were found to be sensitive to contingencies (e.g.,
Hammond, 1980; Rescorla, 1968, 1969), whereas humans were not (e.g., Crocker, 1981
Jenkins & Ward, 1965; Nisbett & Ross, 1980; Shaklee, 1983; see also Peterson & Beach,
1967). For example, when introducing the topic of contingency, Nisbett and Ross state
that people are not only poor at assessing covariation, but also that

a priori theories or expectations may be more important to the perception

of covariation than are the actually observed data configurations. That is, if

the layperson has a plausible theory that predicts covariation between two

events, then a substantial degree of covariation will be perceived, even if it

is present only to a very slight degree or even if it is totally absent.

Conversely, even powerful empirical relationships are apt not to be

detected or to be radically underestimated if the layperson is not led to

expect such a covariation.” (Nisbett & Ross, 1980, pp. 10).
This assertion was derived from early reports demonstrating that people either did not use
the information provided or used sub-optimal strategies when performing covariation
tasks. For example, L.J. Chapman and J.P. Chapman (1967, 1969; see also Golding &
Rorer, 1972) have reported that people are insensitive to valid predictors of events, or
report a correlation between events when there is none. The latter finding has been termed
the illusory correlation. Furthermore, people have been reported to use only cell A
(Smedslund, 1963: however, for a critical review of this study, see Vallée-Tourangeau,
Hollingsworth, & Murphy, 1998), to compare cells A and B (Shaklee & Mims, 1982;
Shaklee & Wasserman, 1986), or to sum cells A and D (Ward & Jenkins, 1965). These
strategies tend to be used when the tasks’ memory demands are high (Arkes & Harkness,
1983; Shaklee & Mims, 1982). The obvious problem with these tactics is that they use
only one or two of the four cells in the table. A more complex strategy involves
comparing the sums of the diagonals (Allan & Jenkins, 1983; Arkes & Harkness, 1983;

Shaklee & Tucker, 1980), for example, comparing the sum of A and C to that of B and D.
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The problem with this technique is that it is biased and hence can lead to errors in
estimates of covariation if one of the totals is much larger than the other.

More recent studies have found that people in general are accurate at judging Ap
(Allan & Jenkins, 1980; Alloy & Abramson, 1979; Baker, Berbrier, & Vallée-
Tournageau, 1989; Dickinson & Shanks, 1985; Dickinson, Shanks & Evendon, 1984;
Shanks, 1986; Wasserman, 1990b), although some systematic biases have been noted.
Participants sometimes use a positive test strategy in which they examine and remember
instances that confirm rather than falsify a relationship between the cause and effect
(Klayman & Ha, 1987, 1989; see also Fischoff & Beyth-Marom, 1983). For instance,
participants rate the presence of the outcome as more important than its absence (Kao &
Wasserman, 1993; Schustack & Sternberg, 1981; Wasserman, Domer, & Kao, 1990; see
also Beyth-Marom, 1982; Crocker, 1982), especially when they expect the contingency to
be positive (Levin, Wasserman, & Kao, 1993). Furthermore, small cell frequencies (.e.,
less than two) tend to be overestimated (Arkes & Harkness, 1983), presumably because
events of low frequency are more available and thus are remembered as occurring more
often than they did (Tversky & Kahneman, 1974). Last, people can discriminate
moderately positive and negative contingencies (Ap = 0.5 and -0.5 respectively) from zero
contingencies (Baker et al., 1989; Dickinson et al., 1984). But for zero contingencies,
judgments of Ap are sometimes influenced by outcome density (Alloy & Abramson,
1979; Baker et al., 1989; Jenkins & Ward, 1965; Vallée-Tourangeau, Hollingworth &
Murphy, 1998; Wasserman & Shakiee, 1984), although this is not a finding that is
consistently replicated (Allan & Jenkins, 1980; Chatlosh, Neunaber & Wasserman, 1985;
Shanks & Dickinson, 1991; Wasserman, Chatlosh, & Neunaber, 1983). Outcome density
is the mean probability of an outcome occurring regardless of whether the cause is present
or absent. For example, Baker et al. (1989) found that a zero contingency was rated as
negative when the outcome density was 0.25 [p (outcome | cause) = p (outcome | no
cause) = 0.25; low density O contingency], but was rated as positive when the outcome
density was 0.75 [p (outcome | cause) = p (outcome | no cause) = 0.75; high density 0

contingency]. Furthermore, Wasserman, Elek, Chatlosh, and Baker (1993; see also Baker,
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Murphy, & Vallée-Tourangeau, 1996) have found that although participants’ contingency
Jjudgments were highly correlated with Ap (r = 0.97), at any particular contingency these
ratings deviated more from Ap as the outcome density decreased. Outcome density
influences not only human contingency judgments, but also influences conditioning in
animal learning experiments (e.g., Benedict & Ayres, 1972; Kremer, 1971, 1974; Kremer
& Kamin, 1971; Quinsey, 1971). For example, levels of conditioning for zero
contingencies are faster as the outcome'’s occurrence increases.

In general, though, the evidence implies that people can be quite good at judging
and discriminating contingencies. Different methods have been proposed to help increase
this accuracy. For example, judgments tend be more accurate when they are presented
with symmetric rather than asymmetric variables (Beyth-Marom, 1982; Trolier &
Hamilton, 1986). An example of a symmetric variable would be a tumor defined as
malignant or benign, whereas an asymmetric variable would consist of the tumor being
either cancerous or not cancerous (Beyth-Marom, 1982). The former variable is
symmetric because it can take on two levels of severity, i.e., extremely severe or less
severe. The latter variable, on the other hand, is asymmetric because a non-cancerous
tumor implies the absence of malignancy. Judgments are more accurate with symmetric
variables, because the outcome is present but to different degrees. In this case,
participants are likely to consider both levels as equally important.

Apart from the type of variable used during experimentation, another means of
increasing accuracy is to ensure that participants understand what the task entails. For
example, Crocker (1982) has argued that participants should be informed of all four
conjunctions of a binary cause and effect when they are asked for their judgment. She has
also asserted that a detailed description of covariation helps clarify what the experimenter
wants the participant to assess (Crocker, 1981). Furthermore, explicitly stating that
contingencies might be positive or negative, and using a rating scale that includes both
positive and negative numbers helps ensure that people will rate positive and negative

contingencies symmetrically (Wasserman,1990b). Informing people that there could be



no relationship between the cause and effect helps them recognize non-contingent
relationships (Peterson, 1980).

Another factor that influences people’s accuracy is the method by which
contingencies are presented. That is, the contingencies can be presented over a series of
trials or in a summary table. Some have argued that judgments are more accurate when
presented in summary table format (e.g., Beyth-Marom, 1982; Ward & Jenkins, 1965;
Wasserman & Shaklee, 1984; Shaklee & Mims, 1982). However, Baker et al. (1989)
found that participants were less accurate when the individual trials were printed on a
questionnaire. More recent reports suggest that acquiring contingencies over trials does
not hinder accuracy, although there are systematic errors. For example, Vallée-
Tourangeau, Hollingsworth, & Murphy (1998) and Kao and Wasserman (1993) reported
that participants are accurate at judging contingencies when they are presented over trials,
although judgments were less accurate and were influenced by outcome density when the
contingency was zero. Similarly, Catena, Maldonado, & Candido (1998) reported
decreases in accuracy as the frequency of giving ratings increased. In summary,
judgments in older studies were worse when contingencies were presented over trials, but
more recent studies show that people can be accurate with this presentation format. Thus,
the argument that participants are considerably worse at assessing covariation when
acquiring contingencies over trials is overstated. Last, it seems reasonable to assumne that
information about ecologically relevant cues is normally acquired through experience
rather than through reference to a summary table. Hence, trial by trial presentation is
more likely to emulate real world causal induction mechanisms.

In summary, although there are sometimes systematic biases, participants can
accurately judge Ap. Unfortunately, this issue is still oversimplified in textbooks of
cognition and decision-making. For example, prominent authors such as Baron (1994)
and Plous (1995) continue to advocate the position that people are poor at assessing

covariation and rely extensively on cell A, despite the evidence contrary to this assertion.



Mechanisms of Contingency: Associative and Normative Models

Although it is apparent that people can accurately judge and discriminate
contingencies, the cognitive mechanism by which they achieve this accuracy is not
understood. There are two prominent classes of models that explain how people infer
causality: associative theories and normative, or statistical, models. The purpose of this
dissertation is to compare them and to further understand how they can account for
contingency leaming. The models will be described in this section. In the two sections
that follow, this thesis will examine conditions under which the models make similar and
different predictions for experimental results.

Associative models were initially proposed to explain findings from animal
learning. However, it has been observed that people’s judgments on causal acquisition
tasks mirrored findings from animal learning and it has thus been argued that theoretical
accounts used for animal conditioning might be extended to human causal judgments
(e.g., Alloy & Tabachnik, 1984; Shanks & Dickinson, 1987; Young, 1995; see also Allan,
1993; Siegel & Allan, 1996; Shanks, Lopez, Darby, & Dickinson, 1996) and category
learning (Gluck & Bower, 1988; Shanks, 1990). For example, if the probability of an
outcome in the presence of a cause is held constant, people’s contingency judgments
decrease as the probability of the outcome in the cause’s absence increases (Allan &
Jenkins, 1980; Alloy & Abramson, 1979; Dickinson et al.. 1984). Similarly, animals will
display less Pavlovian conditioning and instrtumental responding to a conditioned
stimulus as the probability of the unconditioned stimulus in the absence of the
conditioned stimulus increases (Rescorla, 1968; Dickinson & Chamock, 19885,
respectively). Furthermore, signaling the outcomes that occur in the absence of the cause
can modestly increase human causal judgments (Shanks, 1986) and levels of both
classical and instrumental conditioning in animals (Durlach, 1983; Rescorla, 1984).

Associative models stem from the views of the British Empiricists such as Hume,
and include temporal and spatial contiguity as the mechanism by which cues are linked to
outcomes. Although there are a variety of associative models (e.g., Pearce & Hall, 1980;
Mackintosh, 1975; Miller & Matzel, 1988; Van Hamme & Wasserman, 1994), the one
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most cited and used to explain people’s contingency judgments is the Rescorla-Wagner
model (Rescorla & Wagner, 1972; see also Wagner & Rescorla, 1972; hereafter R-W
model). The R-W model is equivalent to the delta rule used to update weights in some
connectionist models (e.g., Gluck & Bower, 1988; McClelland & Rumelhart, 1985) and
can be summarized by the formula
AV; = a; Boycome (A — ZV)

In this formula, AV, is the change in associative strength on a given trial i. ¢ is a learning
rate parameter that is unique for each cue and represents the salience or associability of
that cue. It has a positive value when it is present and is set to zero when the cue is
absent'. B,,,come iS @ learning rate parameter for the outcome. A is the maximum
associative strength that the outcome will support. This parameter is equal to O when the
outcome is absent, and takes on any value greater than 0 when it is present. And 2V is the
amount of associative strength accrued to all of the cues present on a given trial,
including the context. The context is usually defined as the constant features of the testing
situation.

An advantage of the R-W model is it includes few assumptions. The R-W model
is based on the principles of contiguity and cue competition, and it assumes that there is a
monotonic relationship between a cue’s associative strength and the causal judgment.
Thus, the contiguity or co-occurrence of the cue and effect is sufficient for a cue to gain
associative strength. Cue competition arises because an outcome can support only a
iimited amount of associative strength. Thus, different cues compete to be associated with
the outcome.

For a single cue-outcome relationship, the cue competes with the context for
associative strength. Depending on the contiguity between the cue and outcome, the
associative strength can accrue to either the cue or context. The cue will gain associative

strength on trials in which it is followed by an outcome. But the cue will lose associative

' Although this issue will not be elaborated, it should be noted that Van Hamme and
Wasserman (1994) argue that o, should sometimes take on a negative value, that is, when
the cue is expected but does not occur.
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strength if it is presented and not followed by the outcome. And if the outcome occurs in
the cue’s absence, the associative strength between the cue and outcome will remain
unchanged, but the associative strength between the context and outcome will increase
because it is the context that is reinforced with the outcome.

For example, for a moderately positive contingency, the cue and context will
initially have no associative strength. When the cue is followed by the outcome, the
associative strength between the cue and outcome will increase. Thus (A - ZV) will
initially be large and the cue will gain large increments of associative strength. The cue
will gain associative strength as it is reinforced, and will lose associative strength when it
is not reinforced. The context will gain associative strength when the outcome is
presented in the absence of the cue. Over trials, because the cue is reinforced more often
than the context, it will accumulate more associative strength. The increments in the cue’s
associative strength will initially be large but will decrease over trials. Thus, the resulting
acquisition function will be a negatively accelerating curve. At asymptote, the cue will
have a moderate amount of associative strength, whereas the context will have
accumulated less associative strength. The causal relationship will therefore be judged as
moderately positive. Thus, the R-W model is sensitive to contingency but does not
explicitly calculate it (Baker et al., 1996, see also Van Overwalle, 1996, 1998).

Although the R-W model is most frequently used to account for judgments about
covariation, two other associative models have recently gained popularity: Pearce’s
(1994, 1987) stimulus generalization model and, to a lesser extent, Miller’s comparator
hypothesis (Miller & Matzel, 1988). Pearce’s model was originally designed to explain
how animals performed discrimination tasks, but has recently been successful at
explaining human contingency judgments (Lopez, Shanks, Almaraz, & Fernandez, 1998;
Vallée-Tourangeau, Hollingsworth, & Murphy, 1998; Vallée-Tourangeau, Murphy, &
Baker, 1998; Vallée-Tourangeau, Murphy, Drew & Baker, 1998). Although Pearce’s
model will not be discussed in detail, it should be noted that Pearce’s mode! also assumes
that organisms have a limited capacity to process information to which they are exposed.

A key difference between Pearce’s model and the R-W model is that Pearce (1994, 1987)
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postulates that the constellation of stimuli presented on a trial are learned about as a
whole, whereas the R-W model is an elemental theory that treats stimuli as individual
elements that are learned about independently of one another. Thus, in Pearce’s (1994,
1987) model, the intemal representation corresponds to the overall pattern of events and
outcomes, rather than to individual cues and outcomes.

Miller’s comparator hypothesis (Miller & Matzel, 1988) differs from both the R-
W and Pearce’s models. During acquisition, organisms form associations between cues
and outcomes. After acquisition, when an animal is presented with the test stimulus or
when a person is asked for a contingency judgment, the organism will compare the target
cue’s associative strength with the associative strength accumulated by all the other cues
present during the acquisition phase. The strength of the response or contingency
judgment will then depend on the target cue’s associative strength relative to the cue most
strongly associated with the outcome.

In contrast to associative models, normative models compute contingencies across
trials. These models assume that humans act like naive scientists who infer causes by
considering whether outcome events take place more often in the presence or absence of
alternative factors (e.g., Kelley, 1973; Spellman, 1996). Two influential models are the
Probabilistic Contrast model (hereafter PC model; Cheng & Novick, 1990; 1992; see also
Cheng & Holyoak, 1995) and Waldmann and Holyoak’s (1992) causal model theory. The
PC model has recently been modified and is known as the Power Theory of the
Probabilistic Contrast Model (hereafter Power PC model; Cheng, Park, Yarlas, &
Holyoak, 1996; Cheng, 1997; Wu & Cheng, 1999). The PC model includes two important
theoretical tools: Ap and the focal set. Whereas the R-W model states that participants’
judgments are based on a cause’s accumulated associative strength, both the PC model
and causal model theory postulate that participants implicitly calculate Ap.

Furthermore, according to the PC model, participants make contingency
Judgments based on *“‘conditional contingencies computed over a contextually constrained
set of events termed the focal ser” (Cheng et al., 1996: p. 315; italics in original). In other

words, Ap is not computed unconditionally, but instead is computed over contextually
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determined events in which the cause and effect occur. Thus, within an appropriate focal
set, a potential cause is evaluated by computing the probability of the outcome occurring
in both the presence and absence of the cause. When there are multiple causes,
participants evaluate each potential cause in the presence and absence of alternative
causes. The notion of focal sets stems from the view that causal events are evaluated
against a point of reference, and that to be considered causal, a potential event has to be
different from events that occur merely as part of the background (Einhom & Hogarth.
1986; Mackie, 1974). For example, causal events are usually unexpected and can be
evaluated by comparison with alternative explanations for the effect.

While Ap and the focal set are powerful theoretical tools that allow people to
judge whether two variables covary, statistical regularity is insufficient for making
judgments about causality. To address this problem, the Power PC model includes a third
theoretical construct: “‘causal power”. Causal power, or generative transmission (Shultz,
1982), incorporates Kant’s (1965/ 1781) notion that one event causes another because of
power or energy transferred from the first to the second.

Waldmann and Holyoak’s causal model theory (1992; see also Waldmann, 1996)
is similar to the Power PC model in that it includes the notion of conditionally calculating
Ap. However, the two models differ in terms of which theoretical constructs they
emphasize. The Power PC model focuses on computational processes underlying Ap
calculations, whereas causal model theory focuses on how mental models of cause

influence causality judgments. This model’s assumptions will be described and discussed

in detail later.

Opposing Explanations for Empirical Phenomena

Normative and associative mechanisms differ from one another, yet sometimes
yield similar predictions for empirical findings. I will discuss three examples: temporal
delays, blocking; and relative validity. The first example is the finding that judgments of
Ap are lowered if there is a delay between an action and an outcome, and that the effect of

the delay is diminished if a signal is interposed during the delay. For example, Shanks
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and Dickinson (1987, 1991) have found that a delay of two or four seconds between
pressing a computer’s space-bar and producing an outcome decreased causal judgments
(see also Gruber, Fink, & Damm, 1957; Leslie, 1982; Shanks, Pearson & Dickinson,
1989; Siegler & Liebert, 1974; Wasserman & Neunaber, 1986; however, see Wasserman,
Chatlosh, & Neunaber, 1983). Schlottmann and Shanks (1992) obtained similar results
using Michotte’s (1963) launch task. In this task, two objects are seen on a computer
screen; one is on the left end and the other is in the middle of the screen. The first object
moves across the screen until it reaches the border of the second object. At this point, the
first object stops moving and the second one begins to move. As delays increased from 17
to 289 ms, the authors found that causal ratings decreased. Furthermore, similar results
are seen in animal learning. For example, pigeons display less responding for food if there
is a 3 second delay between responding for and receiving food (Richards, 1981; Williams,
1976). However, if a tone is present during the delay between the cause and outcome,
judgments of the causal relationship are elevated (Reed, 1992; Shanks, 1989; see also
Dickinson & Chamock, 1985; Rescorla, 1984; and Williams & Heyneman, 1982 for
similar findings from animal learning). According to an associative approach, the tone
could serve as a secondary reinforcer that would allow the cause and outcome to be
associated with one another (Reed, 1999). On the other hand, according to a normative
approach, the tone would make it more likely that the cause and effect would be linked in
a causal chain (Einhom & Hogarth, 1986).

The second example has to do with the “‘blocking” phenomenon. In the first phase
of a blocking experiment (Kamin, 1969; see also Arcediano, Matute, & Miller, 1997,
Chapman, 1991; Chapman & Robbins, 1990; Dickinson et al., 1984), an experimental
group is exposed to a stimulus that is paired with an outcome (i.e., A => outcome). In the
second phase, the stimulus is presented in compound with another stimulus, and this
compound stimulus is paired with an outcome (i.e., AB => outcome). The control group,
on the other hand, does not experience trials in which A is first paired with the outcome.
In the final or test phase, the response to B is measured. The common finding is that there

is little responding to B in the experimental group relative to the control group. Similarly,
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in human causal inference experiments, judgments of B are lowered. According to the R-
W model, the associative strength of A would approach A during the first phase. At the
beginning of the second phase, since ZV is equal to A, the linear operator (A -ZV) would
equal zero. Because B is introduced in this phase, no associative strength would accrue to
it, and little responding would be expected.

A normative account makes a similar prediction, albeit through a different
mechanism (Cheng & Holyoak, 1995; Waldmann & Holyoak, 1992). In the first phase, A
is established as a strong predictor of the outcome since the outcome always occurs in A’s
presence but never in its absence. In the second phase, B is also a clear predictor of the
outcome since it is always presented in compound with A. Thus, it will also have a large
unconditional Ap. However, participants will not be able to establish whether B is an
independent cause of the effect since B is always presented in compound with A and
there are no trials in which B is presented in A’s absence. Since the participants have
incomplete information about the conditional contingency between B and the outcome,
they will be uncertain about B’s predictability and will give it a low rating. In summary,
both the normative and the R-W accounts predict that prior training with A will reduce
judgments of B. The normative model explains blocking in terms of the undefined
Ap and the resulting uncertainty about the relationship between B and the outcome,
whereas the R-W model explains blocking solely in terms of competition for associative
strength.

A more complex finding that is predicted by both models but explained differently
by each is the “relative validity” phenomenon observed in animals by Wagner, Logan,
Haberlandt, & Price (1968; see also Wasserman, 1974). This has also been demonstrated
in humans by Wasserman (1990a; Van Hamme & Wasserman, 1993) and Baker (Baker,
Mercier, Vallée-Tourangeau, Frank, & Pan, 1993; Baker et al., 1996; Vallée-Tourangeau,
Baker, & Mercier, 1994). In the original experiment by Wagner et al. (1968), a light (L)
was paired with a shock on 50% of trials. In both the experimental (“True
Discrimination”) and control (*“Pseudo-Discrimination”) conditions, the light was

presented in a two-element compound with one of two tones (T, and T,). In the True
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Discrimination, the outcome was present only when L was presented in compound with
T, (i.e., T\L") but was absent when L was presented in compound with T, (i.e., T.L). In
the Pseudo-Discrimination, the light was paired with the outcome on half of the trials in
which it was presented in compound with T, and half of the trials in which it was
presented in compound with T, (i.e., T,L*", T,L™"). In the test phase, the animals
responded more to the light following the Pseudo-Discrimination than following the True
* Discrimination, even though the light had been paired with the shock on 50% of the trials
in both conditions.

According to the R-W model, the cues in the True Discrimination condition (i.e.,
T,L, T.L and the context) would initially gain associative strength. Over trials, T,L would
continue to gain associative strength because it is consistently reinforced. The context and
T,L, on the other hand, would lose associative strength because they are never paired with
the outcome. Thus, responding at asymptote would be high for T,L since it accumulates
lots of associative strength, whereas there would be little responding to T.L and the
context since they acquire littie associative strength. In terms of the individual cues, T,
would accumulate more associative during training because it is consistently paired with
the outcome and T, would lose associative strength because it is never paired with the
outcome. L. would gain associative strength when it is paired with the shock, that is, on
the T,L trials. However, it would lose associative strength on the T.L trials when the
shock is not presented. L would thus experience both increases and decreases in
associative strength over trials, and by the test phase would have little associative
strength. In the Pseudo-Discrimination, the context would initially gain some associative
strength when either of the tone-light compounds is reinforced. However, this associative
strength would decrease over trials because there are no trials in which the outcome
occurs in the presence of the context by itself. The context would thus accumulate the
least amount of associative strength. Both T, and T, would acquire little associative
strength since they are both reinforced on half the trials in which they are presented. L, on
the other hand, would gain more associative strength since it is presented in compound

with T, and T, and thus would be paired with the outcome more than either of the two
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tones. According to the R-W model, L would accumulate more associative strength in the
control than in the experimental condition, and this difference would account for the
greater response to the light following the Pseudo-Discrimination.

According to the PC model, by contrast, participants would first decide on an
appropriate focal set. For the tones, the appropriate focal set is the presence of the light.
In the Pseudo-Discrimination, each of the tones would have a Ap of zero because the
outcome occurs on half of the trials in which they are present, as well as on half of the
trials in which they are absent. In the True Discrimination, T, would have a Ap of 1
because the outcome always occurs in its presence but never in its absence; T, would
have a Ap of -1 because the outcome always occurs in its absence but never in its
presence.

For the light, the appropriate focal set is the time spent in the experimental context
in which the tones and light occur. Without the context, the light’s Ap is undefined
because there are no trials in which the light is absent; in other words, [C/(C+D)] is
indeterminate. But by expanding the focal set to include the context, the PC model can
predict the relative validity effect by calculating Ap for the light in the absence of T,
(Baker et al., 1996). For the Pseudo-Discrimination, T, has a lower contingency than the
light and thus does not act as a conditional cue. The light’s unconditional Ap is therefore
calculated as 0.5. In the True Discrimination, the light’s Ap is zero because the outcome
does not occur in either the light’s presence or absence. Since the light’s Ap is greater in
the Pseudo-Discrimination condition, greater responding to the light would be expected in
this group than in the True Discrimination condition. Thus, both the R-W and PC models

can account for the relative validity effect, albeit through different mechanisms.

Opposing Predictions: Effects of Mental Models on Contingency Judgments
These examples demonstrate how associative and normative models often make
similar predictions about empirical phenomena. However, these models sometimes make

different predictions about people’s judgments of Ap. One illustration of this occurs when
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determining whether blocking is influenced by “causal scenario” and “causal order”.
“Causal scenario” refers to whether participants are presented with two causes of one
effect or one cause of two effects. “Causal order’ refers to whether information about
causes is presented before effects or effects before causes. Waldmann and Holyoak
(1992) have revived the debate on this issue and have proposed a causal model theory to
explain how mental models would influence blocking. After describing causal model
theory, this section will review the literature comparing the predictions of Waldmann and
Holyoak to those of the R-W model. The analysis will be followed by a series of
experiments to further examine this issue.

According to Waldmann and Holyoak’s (1992) causal model theory, participants
use prior knowledge to guide their learning in a causal induction task. The authors make
three important assumptions about how people reason in these tasks. The first assumption
is that “people have a strong disposition to learn directed links from causes to their
effects, rather than vice versa” (p. 224). This assumption arises from the empirical notion
of a temporal asymmetry between causes and effects. That is, causes precede effects but
the reverse does not occur. Experimental evidence suggests that children as young as 3 - 5
years old are aware of this asymmetry (Bullock & Gelman, 1979). Furthermore, it has
been argued that participants can easily reason from cause to effect but often have trouble
reasoning from effect to cause (Einhorn & Hogarth, 1986). Waldmann and Holyoak
(1992) cite Tversky and Kahneman (1980) and Eddy (1982) to support this argument.
Listed on the next page are two of the questions Tversky and Kahneman asked their

participants and the number of participants that chose each answer.
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Table 1

Experimental Designs and Results of Waldmann and Holyoak (1992)

| Group Phase 1 Phase 2 Test Results
_ - - Question | ’

2C-1E P PR ?CE Blocking

2E-1C P PR ?CE No Blocking
periment 2

2C-1E P PR ?CE Blocking
2E-1C P PR ’EC Blocking

| Group Phase 1 Phase 2 Test Results
; ' . Question ]

2C-1E P PR ?CE Blocking
2E-1C P PR ’EC No Blocking

The first column indicates whether two causes preceded one effect (2C-1E) or two
effects preceded one cause (2E-1C). The letters in the Phase 1 and Phase 2
columns refer to the cues presented during these phases (P: Perfectly correlated
cue; R: Redundant cue). The test question columns state whether participants were
asked to reason from cause to effect (?CE) or from effect to cause (?EC) at the
time of judgment. This variable is italicized to emphasize that it is the key
difference in the design of the three experiments.



Problem 1: Which of the following is more probable?

(a) That a girl has blue eyes if her mother has blue eyes. (N = 69)

(b) That the mother has blue eyes, if her daughter has blue eyes. (N = 21)
(-) The two events are equally probable. (N = 75)

Problem 2: In a survey of high-school seniors in a city, the height of boys was
compared to the height of their fathers. In which prediction would you have
greater confidence?

(a) The prediction of the father’s height from the son’s height. (N = 23)

(b) The prediction of the son's height from the father’s height. (N = 68)

(-) Equal confidence. (N = 76). (Tversky & Kahneman, 1980, pp. 51).
In each problem. participants rated the probability of predicting information about an
offspring’s characteristics based on a parent’s as being more probable and reliable than
predicting a parent’s characteristics based on the offspring’s, even though the
probabilities of the two events are the same. Similarly, Eddy (1982) reports how doctors
sometimes misinterpret the probability of having cancer given a positive test result [i.e., p
(cancer | test)] with the probability of attaining a positive test result given that the patient
has cancer [i.e.. p (test | cancer)]. These findings imply that participants treat probabilities
differently when doing problems involving knowledge retrieval. Furthermore, causal
mechanisms were not assessed in Tversky and Kahneman's (1980) study. Hence, the
implications of these results to how participants process information in a causal induction
task are not clear. A causal induction task measures acquisition of new information,
whereas problems such as the ones used in Tversky and Kahneman (1980) and Eddy
(1982) measure how information is processed and retrieved after it has been acquired.

Waldmann and Holyoak's second assumption is that “the perceived strength of a
causal connection is related to the contingency between the possible cause and the effect”
(1992: p. 224; italics in original). This assumption is similar to the notion of covariation
described in the PC model. Third, although the links in a causal model are directed from
cause to effect. people can make both predictive and diagnostic judgments in which they
have to reason from cause to effect and from effect to cause.

Waldmann and Holyoak (1992) report three experiments which they claim

support this position. The experimental design and results are shown in Table 1. In each
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experiment a predictive learmning scenario was compared to a diagnostic scenario. In the
predictive scenario, there were two causes and one effect, and participants were first
informed about the causes and then about the effect (hereafter 2C-1E), while in the
diagnostic scenario there were two effects and one cause, with the effects being presented
before the cause (hereafter 2E-1C). This information was acquired over trials in a
computer game.

The first experiment was an attempt to demonstrate that blocking would occur in
2C-1E but not in 2E-1C. In this experiment and the second experiment, the authors used a
cover story in which the names of the antecedent cues were the same in both the 2C-1E
and 2E-1C scenarios, but differed in whether they were defined as causes or effects. In
2C-1E, participants were told that a person’s appearance could evoke an emotional
response in an observer. Thus, they were informed about a person’s appearance and had
to guess about the observer’s emotional response. In other words, they were asked how
the cue “appearance” caused an “emotional reaction.” In 2E-1C, the participants were told
that a virus could affect a person’s appearance. During the task, they were presented with
patient files containing information about the patient’s appearance and had to guess about
the presence or absence of the virus. Here the cues were symptoms, or the effects of a
disease. Hence, the antecedent cues in 2E-1C were identical to 2C-1E, except that they
were labeled as outcomes rather than causes. The subsequent cues, however, were
different in the two conditions.

There were three phases in each scenario. In the first phase, skin quality was a
perfect predictor (P) of an outcome. Pale skin was always followed by the outcome
whereas normal skin was never followed by the outcome. Two other irrelevant causes
were also presented, but their role was less important and thus will not be discussed. The
second phase was similar to the first phase, except an additional redundant cue (R) was
added. This cue was weight; hence, people who had pale skin were underweight and
people with normal skin had normal weight. In the test phase, participants in 2C-1E were
asked how strongly each feature was a cause of the emotional response and those in 2E-

1C were asked how strongly each cue was an effect of the virus (see p. 229; ?CE, as
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shown in the last column of Table 1). By the authors’ terminology, their participants were
asked to perform a predictive inference in both the 2C -1E: ?CE and 2E - 1C: ?CE tasks,
although it is not clear how the test question in 2E-1C asks people to reason from cause to
effect.

According to Waldmann and Holyoak (1992), the R-W model would make the
same prediction in both the 2C-1E: ?CE and 2E-1C: ?CE preparations. Namely, P would
be rated highly and R would have a low rating since R would have no associative strength
by the end of the trials. In other words, learning about P in phase one should block
learning about R. The authors argue that this prediction arises because the two scenarios
are logically symmetrical, but that associative models cannot encode the semantic
distinction between causes and effects. Accordingly, the cues presented first, regardiess of
whether they are causes or effects, will be encoded as inputs that compete for associative
strength with the output. The R-W model thus predicts that cue competition should arise
in both scenarios. On the other hand, causal model theory predicts that there will be cue
competition between P and R in the 2C-1E: ?CE condition but not in 2E-1C: ?CE
because people leam the link from causes to effects but not from effects to causes, and
because causes compete for control of effects but effects do not compete for control of
causes. As shown in Table 1, P blocked ratings of R in 2C-1E: ?CE but not in 2E-1C:
?CE, which was interpreted as being consistent with causal model theory.

In the second experiment, the investigators attempted to replicate the first
experiment with two changes to the experimental protocol. First, they changed the scale
used during the test phase. More important, participants in the 2C-1E group were asked to
rate how strongly each cue was a cause of the effect (i.e., predictive inference: ?CE)
whereas those in the 2E-1C were asked “...questions intended to elicit diagnostic
inferences (from effects to a hypothetical cause)” (Waldmann & Holyoak, 1992, pp. 230),
although the exact wording of these questions is not stated in their paper. Nevertheless,
the authors argue that participants in 2E-1C rated how strongly each cue was an effect of
the cause (1.e., diagnostic inference: ?EC). The two groups were thus 2C-1E: ?CE and 2E-

1C: 7EC. The cover story and the events that occurred on each trial were the same as their
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first experiment. As shown in Table 1, participants gave similar ratings to Pand toR in
both the 2C-1E: ?CE and 2E-1C: ?EC tasks. That is, blocking was observed in both
groups. However, the authors argued that the participants in the 2E-1C: 7EC had come
into the experiment with existing causal models and that these models competed with the
information presented in the experiment to produce blocking. Using Cheng’s
terminology. participants can be said to be using a focal set larger than that dictated by the
experiment. Furthermore. the authors argued that these existing causal models influenced
participants’ ratings in the second experiment. but not in the first, because participants
had to perform a diagnostic inference in the second experiment whereas they had to
perform a predictive inference in the first one. However, since the authors did not
independently assess the participants’ existing causal models or prior knowledge, it is
difficult to assess what causal models the participants might have had or how they might
have influenced the judgments. Moreover, it is not clear whether the questions asked at
the time of judgment elicited the type of inference the authors intended.

To circumvent the problem of prior experience influencing participants’
performance on the experimental task, the authors attempted to create a neutral causal
scenario in which the cues were whether certain buttons or lights were on or off, and
whether a security alarm system was operating. In both the 2C-1E: ?CE and 2E-1C: ?EC
conditions, participants were first told which buttons were pressed (or which lights were
on) and were then informed as to whether the alarm was operating. In 2C-1E: 7EC
condition. the buttons were the causes and the alarm was the effect, whereas in 2E-1C:
7EC the lights were the outcomes and the alarm was the cause.

It was hypothesized that participants would have few prior notions regarding the
cues and outcomes used in the experiment and thus the participants’ focal set would be
restricted to the cues presented in the experiment. Without putative alternative causal
modeis competing with the information displayed, Waldmann and Holyoak (1992)
predicted that there would be blocking in the predictive but not the diagnostic conditicn.
This result was obtained and was interpreted to support the claim that participants used

wider focal sets in the second experiment than in the third experiment. However, this



argument is circular since observing blocking confirms the presence of alternative causal
models and failing to observe blocking confirms their absence. Because of its circularity,
the argument may be unfalsifiable (Popper, 1965).

In summary (Table 1), in the 2C-1E: ?CE condition, blocking was observed in all
three experiments. However, in the 2E-1C condition, the authors reported reliable
blocking in the second experiment, but not in the first and third. Unless one accepts their
untested assumptions about the role of alternative causal models. the evidence is at best
only somewhat consistent with causal model theory. However, the authors conclude that
their data “clearly refute connectionist learning theories that subscribe to an associationist
representation of events as cues and responses” (p. 233) and speculate that “lower-order
associative learning should be reduced to higher order causal induction” (p.235).

A number of methodological and theoretical issues need to be addressed before
this conclusion can be accepted. The first issue is that the causal scenarios were
confounded with causal order. That is, in the predictive (2C-1E) condition, there was
always two causes and one effect, with the causes being presented first, while in the
diagnostic (2E-1C) condition, there was one cause and two effects, with the effects being
presented first. In none of the experiments were there conditions in which there were two
causes and one effect with the effect being presented first (i.e., 1E-2C) or one cause and
two effects with the cause presented first (1C-2E).” Second. all three experiments lacked
an appropriate control group. Traditionally, in experiments investigating blocking
(Kamin, 1969), the leamning in the blocking group is compared to a group that has not
undergone the blocking procedure. This control procedure thus confirms that blocking
has occurred. However, instead of using a control group or control condition, Waldmann
and Holyoak (1992) assessed blocking by comparing ratings of P with R. Since

participants experienced more trials with P, and therefore more pairings of P with the

* Blocking in these two conditions, however, has been investigated. For brevity and
clarity, this section will focus on 2C-1E and 2E-1C, the conditions studied most
thoroughly. Discussion of 1C-2E and 1E-2C will be withheld until the introduction to
Experiments 3 and 4.
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outcome, any differences between P and R could be attributed to differential experience
with the two cues (Shanks & Lopez, 1996). Third, the cues in their experiments were not
counterbalanced. Fourth, the authors argue that existing causal models accounted for the
opposing results in their first two experiments. But without an independent assessment of
these causal models, any arguments about how they would influence their participants can
only be speculation. Fifth, the authors stress the importance of contingency in causal
inference tasks. But in their experiments. the outcome always occurred in the presence of
P and R but never in their absence. Participants also did not experience trials in which
outcomes occurred in the absence of the cues. Thus, Waldmann and Holyoak (1992) did
not use all of the cells in a contingency table. Last, a critical assumption in causal model
theory is that people learn from causes to their effect and not vice versa. But this
assumption was never tested directly in any of the three experiments.

Since Waldmann and Holyoak’s (1992) findings were claimed to be at variance
with associative accounts, a number of experiments have been conducted to test this
model. In 1993, Van Hamme, Kao, and Wasserman tested whether competitive
asymmetry would be observed between 2C-1E and 1E-2C. This experiment differed from
Waldmann and Holyoak’s (1992) in three important ways; these differences and a critique
of this experiment will be presented before discussing the results and their implications.

First. Van Hamme et al. (1993) used the relative validity paradigm of Wagner et
al. (1968) instead of Kamin’s blocking (1969) model. Similar to Wagner et al.’s (1968)
original study, the relative predictiveness of a stimulus, X, was determined by the relative
predictability of two other stimuli (A and B) presented in compound with X. Thus, as
opposed to Waldmann and Holyoak’s study that employed two cues that could be defined
as causes or effects, this study used three cues. Their two conditions were 3C-1E and 3E-
1C. However, unlike Wagner et al.’s (1968) original experiment, this experiment used a
range of contingencies. These conditions are summarized in Table 2. At one extreme, the
outcome was always present when X was presented with A [i.e., p (outcome | AX) = 1]
but was absent when X was presented with B [i.e., p (outcome | BX) = 0]. Thus the

difference in the probability of an outcome after combining the two probabilities was 1
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Table 2

Design and Results of Van Hamme et al. (1993)

p (outcome | AX - BX) Results (Ratings of X) |

0 3C-1E 7CE Ratings for X
decrease as p
0.25 3C-1E 7CE (outcome | AX -
0.5 3C-1E 2CE BX) increases.
0.75 3C-1E 7CE
1 3C-1E 7CE
0 3E-1C 7EC Ratings of X do not
change as p (outcome
0.25 3E-I1C ’EC | AX - BX) increases.
0.5 3E-1C 7EC
0.75 3E-IC 7EC
1 3E-1C 7EC
Cover story

3C -1E: 3 causes - 1 effect
3E -1C: 3 effects - 1 cause

Test OQuestion
?CE: cause to effect
7EC: effect to cause



[i.e., p (outcome | AX-BX) = 1]. At the other extreme, the outcome was present on half of
the AX trials and half of the BX trials [i.e., p (outcome | AX) = 0.5, p (outcome | BX) =
0.5, p (outcome | AX-BX) = 0]. Between these two extremes, the AX-BX relationship
varied from O to 1 in steps of 0.25. That is, the probabilities for an outcome given AX and
BX, respectively, were 0.625 and 0.375 (AX - BX =0.25),0.75and 0.25 (AX - BX =
0.50), and 0.875 and 0.125 (AX - BX = 0.75). Thus there was a total of five possible
contingencies.

Second, this experiment differed from Waldmann and Holyoak’s (1992) in terms
of the cover stories and cues employed. Whereas Waldmann and Holyoak (1992) used the
same cues in both the 2C-1E: ?CE and 2C-1E: ?EC conditions but changed only whether
the cues were defined as causes or effects, Van Hamme et al. (1993) used different cues
and cover stories in their 3C-1E and 3E-1C conditions. In the 3C-1E condition, the three
cues defined as causes were foods patients had eaten (X was shrimp, A was strawberries,
and B was peanuts) and the outcome was whether an allergic reaction occurred. On the
other hand, in the 3E-1C condition, the participants were told a patient had either eaten on
not eaten shrimp and that the symptoms that occurred were recorded (X was headache, A
was fever, and B was rash). For this preparation, shrimp consumption was defined as the
cause and the symptoms were defined as the effects. At the test phase, participants in the
3C-1E: ?CE condition were asked to rate the degree to which each food was a cause of
the allergic reaction (i.e., ?CE question) whereas participants in the 3E-1C: ?EC condition
were asked to rate how strongly each symptom was an effect of eating shrimp (?EC
question).

Third, this experiment differed from Waldmann and Holyoak’s (1992) in terms of
how the contingencies were presented. In Waldmann and Holyoak’s (1992) study,
participants acquired the data over trials, whereas participants in Van Hamme et al.’s
(1993) study were provided with a sheet of paper containing all of the results. That is, in
the 3C-1E: ?CE condition, the list contained 16 rows, each stating which foods were

consumed and whether the allergic reaction had occurred. And in the 3E-1C: ?EC



condition, each row stated whether shrimp had been consumed and which symptoms had
occurred.

Before discussing the resuilts and their implications, the problems with this
experiment will be addressed. First, inspection of Van Hamme et al.’s (1993) Table 1
reveals that the participants were not provided with all of the information in a
contingency table. Namely. in the 3C-1E: ?CE condition, there were no “trials” in which
all causes were absent. Conversely, in the 3E-1C: ?EC condition, there were no “trials” in
which no symptoms occurred. Without using all of the cells in a contingency table, it is
difficult to make any firm conclusions about how participants reason about contingencies.

Second, the methodology in this experiment was dramatically different from that
of Waldmann and Holyoak's (1992) in that different cues and cover stories were used in
the 3C-1E and 3E-1C conditions. More important, however, is that participants were
given the information on a summary list. With this method of presentation, it seems
reasonable to assume that participants based their response on calculations performed on
the information in the list rather than building associative strength to the cues. An
important assumption of the R-W model is that associative strength is incremented over
trials. Since the participants did not receive the contingencies over trials, this experiment
did not evaluate the R-W model per se.

Furthermore, with the information presented in a list, it is difficult to state the
causal order in this experiment or to even speculate on how this information couid be
represented. For example, in Van Hamme et al.’s (1993) 3E-1C: ?EC condition,
participants were told that patients had either eaten or not eaten shrimp and had then
recorded which symptoms occurred. It could be argued that participants had represented
the scenario as 1C-3E instead of 3E-1C since the events in the cover story occurred in the
order cause-effect. Finally, this experiment shares two problems with Waldmann and
Holyoak’s (1992). Causal order was confounded with whether the scenarios had multiple
causes and one effect or one cause and multiple effects, and the names of the cues were

not counterbalanced .



Despite the methodological differences between these two studies, Van Hamme et
al. (1993) obtained results consistent with Waldmann and Holyoak (1992), but interpreted
them differently. In both the 3C-1E: ?CE and 3E-1C: ?7EC scenarios of Van Hamme et al.
(1993), ratings of A increased as A’s contingency increased. At the same time, ratings for
B decreased. Ratings for X, however, decreased as the correlation difference between AX
and BX increased in the 3C-1E condition, but not in the 3E-1C condition (see Table 2).
The authors concluded that this finding was consistent with Waldmann and Holyoak’s
(1992) suggestion that causal cues compete for associative strength while effect cues do
not. However, they reasoned that this asymmetry would not pose a problem for
associative accounts. In particular, they argue that, from an evolutionary perspective, it
would be unadaptive for a reliable predictor to compete with less reliable predictors for
associative strength. On the other hand, if a cause is predictive of more than one effect, it
would make little sense for the effects to compete with one another; instead, an adaptive
response would be for each effect to be associated with its most reliable predictor.

Similarly, Baker et al. (1996) have argued that the difference in results can be
accounted for by the Rescorla - Wagner model if one compares two one-layer
connectionist networks (Figure 2). In the first network, which is analogous to Waldmann
and Holyoak’s (1992) predictive scenarios, two input nodes are linked to one output node.
Cue competition would be expected in this network since there are two associative links
to the output. Since the output can support only a limited amount of associative strength
(A), the two inputs would come to share the maximal associative strength that the
outcome can support. On the other hand, in the second network, there is one input node
and two output nodes (A, and A,). This network is analogous to Waldmann and Holyoak’s
(1992) diagnostic scenarios. The input is linked to each output by a single associative
link. Since each output node is able to support different amounts of associative strength,
cue competition would not be expected with this network. Thus, according to Van
Hamme et al. (1993) and Baker et al. (1996), the R-W model can accommodate the
results of Waldmann and Holyoak (1992).
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2 Causes Predict One Outcome

Cause |1

Cause 2 QOutcome (A)

A= V(Cause Ht v (Cause 2)

One Cause Predicts Two Outcomes

Cause Outcome 1 (7\.1)

Outcome 2 (}‘.2)

Figure 2. The model of Baker et al. (1996) displaying the assumed associations formed
when two causes predict one outcome and when one cause predicts two outcomes.



Further support for the R-W model comes from three experiments reported by
Shanks and Lopez (1996). In Experiment 1 (see Table 3A and 3B), three factors were
manipulated: the first two were between-subjects factors and the third was a repeated
measures variable. First, multiple causes preceded a single effect (MC-SE) or whether
multiple effects preceded a single cause (ME-SC). In MC-SE, participants evaluated the
extent to which certain foods were associated with an allergic reaction, and in ME-SC
they judged how strongly different symptoms were caused by a disease.

The second factor was whether the cues were concrete or abstract. This
manipulation was performed in an attempt to manipulate focal sets and the degree to
which prior knowledge would influence whether blocking was observed. In the concrete
version of MC-SE, the causes and effects were named after foods and symptoms that
occur in the real world (e.g., avocados or eggs were causes; puffy eyes or upset stomach
could be effects). Similarly, in the concrete version of ME-SC, the effects were symptoms
such as an upset stomach, and the causes were fictitious diseases (e.g., Marshall-Isaacs
Disease, Phipp’s Syndrome). In the abstract version of MC-SE and ME-SC, the cues were
labeled with letters and numbers (e.g., food A, allergy reaction 1 in MC-SE: symptom A,
Disease 1 in ME-SC).

The third variable was whether the relationships among the cues and outcomes
were defined as contingent or non-contingent. As shown in Table 3B, this experiment
adapted Kamin’s (1969) blocking paradigm. In MC-SE, Cues A and C were paired with
an outcome the same number of times. Cue A was defined as non-contingent with 1
because it was a poor predictor of 1 and had an unconditional Ap of zero. That is,
outcome 1 occurred regardless of whether A was present or absent. Cue A’s contingency
was calculated by

Ap(A)=p(1|A)-p(1|noA)=1.0-10=0.
Cue C, on the other hand, was defined as contingent because it was a perfect predictor of
2. That is, 2 occurred only in C’s presence but never in its absence:

Ap(C)=p(2]|C)-p(2|noC)=10-00=1.0.



Table 3

Design of Shanks and Lopez (1996)

A. Causal Scenario and Causal Order (Experiment 1)

Congition | Test Question

MC-SE: Concrete "On a scale of 0 to 100, how strongly is [cue]
1 1 L
MC-SE: Abstract associated with [outcome]?” (p. 516)

ME-SC: Concrete
ME-SC: Abstract

B. Contingent and Non-Contingent Trial Types ( Experiment 1)

JConditions __ [Bvens | apanmcse |

Non-Contingent AB=>1,B=>1 0.0

Contingent CD=>2,D=>0 1.0

A to D represent causes in MC-SE and outcomes in ME-SC. A and C are
presented in boldface to emphasize that judgments of these two cues were
compared. The numbers 1 and 2 represent outcomes in MC-SE and causes in ME-
SC. O represents a no-outcome trial in MC-SE and a no-cause trial in ME-SC.

. Contingent and Non-Contingent Trial Types (Experiment 3)

| Conditions ______[Cues=>Outcomes | ap |

Non-Contingent AB=>1,B=>1C=>0 0.5

Contingent DE=>2,E=>0,F=>2, 0.5

Experiment 3 used ME-SC: Abstract. Cues A to D represent effects and the
numbers 1 and 2 represent causes. 0 represent a no-cause trial. The cues in
boldface represent the cues that were compared.




In this design, the non-contingent condition corresponded to the experimental condition
of a blocking experiment and the contingent condition served as the control. Blocking
was observed if judgments of C were higher than those of A.

The procedure of Shanks and Lopez (1996) was similar to Waldmann and
Holyoak (1992) in that the contingencies were presented over a series of trials in a
computer-based game. At the end of the game, participants rated how strongly each cue
was associated with each outcome. Shanks and Lopez (1996), however, used a larger
sample size than Waldmann and Holyoak (1992) and intermixed the contingent and non-
contingent trials rather than presenting them in separate blocks. With this preparation,
blocking was observed in all four conditions. That is, the contingent cues were rated
higher than the non-contingent cues regardless of whether causes were presented before
effects or effects before causes, and regardless of whether the cues were defined as
congcrete or abstract. This finding was interpreted as supporting the R-W model.

Experiment 2 was conducted in an attempt to replicate the blocking effect in ME-
SC using a different cover story. In this experiment, only the ME-SC: Abstract condition
was tested. The effects were whether indicator lights were on or off and the cause was the
occurrence or non-occurrence of a problem in a chemical plant. Similar to Experiment 1,
the contingent cues were rated higher than the non-contingent cues. This blocking effect
was consistent with the predictions from the R-W model.

In Experiment 1, the Ap for the non-contingent and contingent cues were 0 and 1
in MC-SE, and it was assumed that these contingencies were the same in ME-SC.
However, an analysis of the contingencies revealed that the Ap for the non-contingent and
contingent cues in ME-SC were 0.5 and 1, rather than 0 and 1. This difference arose
because, according to causal model theory, participants in ME-SC might have interpreted
the AB => 1 and B => 1 trials as AB <=1 and B <= 1. In other words, (effect 1, effect 2)
<= cause 1, and (effect 2) <= cause 1. In this case, the Ap for the non-contingent cue is

0.5 rather than 0. That is,
Ap(cause 1)=p(A|1)-p(A|no1)=05-0.0=0.5.



On the other hand, the Ap for the contingent relationship was maintained at 1. If one
assumes that participants interpreted CD => 2 and D => 0 as CD <= cause 2 and D <=no
cause, then

Ap(cause 2)=p(C|2)-p(C|no2)=1.0-00=10.

Experiment 3 was conducted in an attempt to control for this confound. This
experiment used a ME-SC: Abstract preparation and the same cover story used in
Experiment 1. The Ap in the non-contingent and contingent conditions, were equated by
using additional cues and changing the frequency of the events associated with each cue;
at the same time, A remained an unreliable predictor of 1, and D was a better predictor of
2 than A (see Table 3C).

In the non-contingent condition, the events were AB => 1, B => 1, C => 0. Under
the assumption that A, B, and C were effects, causal model theory would predict that the
events were interpreted as AB <= cause 1, B <=cause 1, and C <= no cause. In this case,
the Ap between 1 and A would be 0.5 because A occurs half of the time when 1 is present
and never occurs when 1 is absent. That is,

Ap(cause 1)=p(Al1)-p(A|no1)=05-0.0=0.5

In the contingent condition, the events were DE=>2,E=>0,and F => 2.
Assuming that the events were interpreted as DE <= cause 2, E <= no cause, and F <=
cause 2, the contingency between 2 and D would be 0.5 because D occurs half of the time
when 2 is present and never occurs when 2 is absent. In other words,

Ap (cause 2)=p(D|2)-p(D|n02)=05-0.0=0.5
The Ap between the cue and outcome was thus the same in the non-contingent and
contingent conditions.

However, causal model theory and the R-W models make opposite predictions
about the experimental outcome. According to causal model theory, blocking would not
be expected because the contingencies are the same in both conditions. On the other hand,
the R-W model would predict that blocking should occur because cue D remains a better

predictor of the outcome than A. In the non-contingent condition, A would accumulate
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little associative strength. And in the contingent condition, cue D would gain more
associative strength than A despite the presence of cue F competing for associative
strength with D (see also Shanks, 1991).

In Experiment 3, the contingent cues were rated higher than the non-contingent
cues. Cue competition was therefore observed in all three experiments. To summarize,
blocking was attained in Experiment 1 regardless of whether the task was MC-SE or ME-
SC and regardless of whether the cover stories used abstract or concrete cues. In
Experiment 2, blocking occurred in ME-SC: Abstract with a cover story different from
that used in Experiment 1. And in Experiment 3, blocking was observed in ME-SC:
Abstract even though the contingencies for the contingent and non-contingent cues were
the same. These findings were anticipated by the R-W model but not causal model theory;
the authors thus concluded that their results did not rule out an associative account.

However, Waldmann and Holyoak (1997) criticized Shanks and Lopez’s (1996)
experiments as being inadequate for testing causal model theory. The first main objection
was that Shanks and Lopez (1996) did not clearly state which variables were causes and
which ones were effects. For example, they argue that the symptoms in ME-SC may have
been interpreted as causes rather than effects (“e.g., puncture wounds may be the cause of
blood poisoning, rather than the reverse™, p. 128; however, these cues were not used by
Shanks and Lopez, 1996), and that a disease is not always a cause but instead “may
simply name a collection of symptoms that constitute a syndrome.” (p. 128). Waldmann
and Holyoak (1997) furthermore argue that this ambiguity was pronounced in the ME-
SC: Abstract condition of Experiments 1 and 3, where the cues were letters and numbers.
In this condition, participants were not provided with an appropriate context in which
they could evaluate causal relationships, and thus had no way of knowing which cues
were causes and which ones were effects. Without an appropriate causal context,
Waldmann and Holyoak (1997) suggest that participants in ME-SC: Abstract treated the
task as a simple associative task in which they leamed contingencies between arbitrary

stimuli. This argument, however, is based on speculation. The only way to assess whether
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cues are interpreted as effects and causes is to directly measure whether the cues are
interpreted correctly.

Another criticism of Shanks and Lopez (1996) is that they failed to manipulate
causal order. In particular, Waldmann and Holyoak (1997) argue that to properly assess
cue competition between causes and effects, the experiment must be designed such that

(1) participants who are required to give diagnostic judgments do not

believe there are multiple alternative causes of the diagnostic signs and (2)

all participants in each condition consistently interpret the causal relation

in a single direction (either cause-effect or effect-cause). (Waldmann &

Holyoak, 1997, p. 130)

Similar to the first criticism, this argument is speculative. Furthermore, it also applies to
Waldmann and Holyoak (1997) because the authors failed to measure their participants’
beliefs about altemnative causes in their 2E-1C, and at no point did they demonstrate that
participants consistently interpreted the causal model as either cause-effect or effect-
cause.

Waldmann and Holyoak’s (1997) third objection to the methodology of Shanks
and Lopez (1996) has to do with the wording of their rating scale. Shanks and Lopez
(1996) asked participants to rate how strongly a cue was associated with an outcome,
whereas their figures were labeled as being ratings of predictiveness. Waldmann and
Holyoak (1997) argued that the two measures are not semantically equivalent. In other
words, there was a discrepancy between what the participants were asked and how their
ratings were interpreted. Unfortunately, the strength of this argument can not be assessed
because the authors neither state the exact wording of the questions used in their original
experiments nor provide any data to demonstrate how participants interpret the two types
of questions.

To summarize, Waldmann and Holyoak (1997) have argued that Shanks and
Lopez (1996) have failed to 1) unambiguously state which variables were causes and
effects, 2) demonstrate that the causal model was interpreted as cause-effect or effect-
cause, 3) control for alternative causes in ME-SC, and 4) use an appropriate rating scale.

In each case, the criticism is based on speculation and conjecture because Waldmann and
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Holyoak (1997) failed to directly measure the participants’ interpretation of the cover
story or of the rating scale. Their review thus does not detract from Shanks and Lopez’s
(1996) findings and interpretation, which were consistent an associative account.

Matute, Arcediano, and Miller (1996), on the other hand, have obtained resuits
that support neither causal model theory nor the R-W model. Based on animal research
done in Miller’s laboratory (Esmoris-Arranz, Miller, & Matute, 1997), Matute et al.
(1996) hypothesized that it does not matter whether causes are presented before their
effects or whether effects are presented before their causes during acquisition. However,
the authors argued that when participants are asked about whether one variable is the
cause of the other or when they are asked about whether one variable is the effect of the
other, they interpret the two questions as being the same. Furthermore, the authors
hypothesized that both these questions asked about the probability of the effect given the
cause implicitly compared with the effect given an altemnative cause. Thus, if there are
multiple causes in the experiment, cue competition would be expected using both of these
questions; on the other hand, if there is only one cause present, then neither question
should yield cue competition. Furthermore, Matute et al. (1996) hypothesized that
participants should be able to accurately report the co-occurrence of the cause and effect,
regardless of the wording. In other words, when asked about the contiguity of events,
participants would not expected to exhibit cue competition.

To test these hypotheses, Matute et al. (1996) conducted three experiments. All
three used the relative validity paradigm of Wagner et al. (1968). In the first experiment,
participants were presented with three causes and one effect (3C-1E); in the second
experiment, they were presented with three effects and one cause (3E-1C); and in the
third experiment both of these conditions were included. The experimental designs are
summarized in Table 4. These experiments were an adaptation of the experimental
preparation used by Van Hamme et al. (1993), except that different names were assigned
to the cues and different test questions were asked. Since the experimental preparation
was similar, this study is subject to the same criticisms as Van Hamme et al., which will

be summarized after describing the results and conclusions.
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Table 4

Design and Results of Matute et al. (1996)

Experimental Condition: AX*, BX"
Control Condition: AX*", BX*"

r ‘
| Congition | Test Question [Results |

Experiment ]
3C-1E 1. 7CE Causal (i.e., is C the cause of E) | Cue Competition
2. 7EC Causal (i.e., is E the effect of C) | Cue Competition
3. ?CE Contiguity (i.e., when C is No Cue
present, does E cooccur) Competition
4. 7EC Contiguity (i.e., when E is No Cue
present, does C cooccur) Competition
Experiment 2
3E-1C 1. 2CE Causal No Cue
Competition
2. ?EC Causal No Cue
Competition
3. 2CE Contiguity No Cue
Competition
4. 7EC Contiguity No Cue
Competition
Experiment 3
3C-1E 1. Indicator Cue Competition
2. Contiguity No Cue
Competition
3E-1C 1. Indicator Cue Competition
2. Contiguity No Cue
Competition

7CE: cause to effect test question
7EC: effect to cause test question



In the first experiment (3C-1E), Matute et al. (1996) hypothesized that there
would be cue competition when the questions implicitly encouraged participants to
compare causes (see Table 4). Cue competition would not be observed in the second
experiment (3E-1C), though, since there was only one possible cause. In both
experiments, it was expected that questions about contiguity would not yield cue
competition. In the first experiment, cue competition was observed for X when
participants were asked causality test questions but not contiguity questions. In the second
experiment, no cue competition was observed in any of the conditions. Thus the authors
concluded that the ?CE and ?EC causality questions were interpreted as the same
question.

In the third experiment, cue competition was observed in 3E-1C if the question
was worded so that, according to the authors, it implicitly asked participants to compare
the probability of a cause given an effect to the probability of the cause given alternative
effects. For example, one such question asked *‘Is taking [medicine’s name] indicative
that the allergic reaction is going to appear?” (Matute et al., 1996: p. 189; italics added).
When the question was worded this way, cue competition was found between effects.
However, cue competition was not observed with contiguity questions. Hence, the
authors concluded that the specific type of question was crucial in determining whether
cue competition is observed.

However, the authors’ basis for their assertions about the interpretation of the test
questions is not clear. For example, it is not apparent how Matute et al. (1996) know that
causality questions implicitly encourage participants to compare causes, whereas using
the word “indicative” implicitly asks participants to evaluate a cause given alternative
effects. The authors neither provide any references from linguistics to support their
hypothesis, nor provide any evidence that participants interpreted the questions in the
manner suggested. Matute et al. (1996) also contradict themselves about the meaning of
contiguity test questions. For example, they argue that contiguity questions ask merely
about the co-occurrence of events yet concurrently claim that these questions are

synonymous with conditional probabilities of p (E | C) and p (C | E). It is difficult to
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imagine how the contiguity questions can simultaneously ask about merely the number of
pairings and about conditional probabilities. These are two different issues.

Apart from these difficulties, it is not clear how their arguments about test
questions would apply to other experiments investigating causal reasoning. This notion
will be clarified with two examples. First, as mentioned, Shanks and Lopez (1996) asked
participants how strongly each cue was associated with each outcome and were criticized
for arguing that this question was synonymous with questions concerning causal relations
(Waldmann & Holyoak, 1997). But according to Matute et al. (1996) , Shanks and Lopez
(1996) asked causality test questions. Since both Waldmann and Holyoak’s (1997) and
Matute et al.’s (1996) arguments rely on conjecture, it cannot be stated which party has a
stronger position. The second example concerns other experiments in which participants
are not asked ?CE questions corresponding to “Is A the cause of B?”. For example, Baker
asked participants to “estimate the effectiveness” (Baker et al., 1993, p. 94) of the cue on
the outcome. It seems reasonable to question how Matute et al. (1996) would classify this
type of test question. Would it be a causality ?CE question? And does this type of test
question also ask participants the probability of the outcome given the cause, implicitly
compared with alternative causes?

Finally, as mentioned, this study is also open to criticism for the same reasons as
Van Hamme et al (1993). First, causal order is confounded with causal scenario. Second,
since different cues were used in the 3C-1E and 3E-1C conditions, these experiments do
not achieve Waldmann and Holyoak’s (1992) ideal design in which the same cues are
used in both conditions but differ only in whether they are defined as causes or effects.
Third, since the data were presented on a list, this preparation does not evaluate the R-W
model in which associative strength is gained or lost over trials. It is also difficult to
specify whether participants acquire the information in a cause-effect or effect-cause
causal order. Last, the participants were not exposed to all of the information in a
contingency table since there were no “trials” in which the cues were absent. Moreover,
one way to control for alternative causal models would be to specify what happens in the

absence of the trials. Aside from these problems, however, the interesting finding from
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these experiments was that participants’ ratings were not influenced by whether the
questions were worded ?CE or ?EC when they were asked questions about causality.

To summarize, a number of researchers have attempted to test whether
participants reason differently when there are multiple causes of a single effect as
opposed to when there are multiple effects of a single cause. In all of the experiments
reviewed, cue competition was observed when there were multiple causes of a single
effect, and the causes were presented before the effects. Waldmann and Holyoak (1992)
have suggested that cue competition should not be observed when there are multiple
effects of a single cause, and information about the effects are presented before the cause,
whereas the R-W model would predict that cue competition should be observed under
these conditions. However, in only one of their experiments did the authors clearly
demonstrate that cue competition could not occur under these conditions. Follow-up
studies have been done, but none adequately compare the R-W mode! to Waldmann and
Holyoak’s (1992) causal model theory. For example, none of these experiments used
cover stories in which the cues were the same but differed only with regard to whether
they were causes or effects. Furthermore, Van Hamme et al. (1993) and Matute et al.
(1996) did not manipulate the presentation of the causal order (since the participants
received the data on a list), nor did they present all of the information in a contingency
table (i.e., the participants never observed what happened in the absence of the cues). Few
of the experiments have manipulated causal order, and when it was manipulated, this
factor was confounded with whether there were multiple causes of a single effect or
multiple effects of a single cause. Last, Shanks and Lopez (1996) attempted to manipulate
the participants’ causal models and focal sets, but found that these manipulations did not
influence cue competition.

Taken together, none of these experiments yields results that would rule out an
associative model of causal learning. Nor do they strongly support Waldmann and
Holyoak’s (1992) causal model theory. To further evaluate causal model theory and to
better understand the role of cue competition in predictive and diagnostic reasoning,

causal scenarios (multiple causes- single effect; multiple effects-single cause) must be
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manipuiated independently of causal order. Furthermore, participants must be exposed to
all of the information in a contingency table. That is, participants should observe what

happens in both the presence and absence of the cues.

An Empirical Project

The following experiments were conducted to accomplish this goal. That is, cue
competition was assessed in causal scenarios having either two causes of one effect or
one cause of two effects. In addition, causal order was investigated independently in each
of the two causal scenarios. Thus, there were four experimental conditions: two causes of
one effect with the causes presented before the effect (2C-1 E), two causes of one effect
with the effect presented before the causes (1E-2C), one cause of two effects with the
cause presented before the effects (1C-2E) and one cause of two effects with the effects
presented before the cause (2E-1C). Furthermore, the cues were two chemicals and one
strain of bacteria and each could be defined as either causes or effects. In the 2C-1E and
1E-2C conditions, the chemicals were the causes and the bacterial strain was the
outcome. On the other hand, in 1C-2E and 2E-1C conditions, the bacterial strain was the
cause and the chemicals were the outcome. Scenarios in which the chemicals acted on the
bacteria were used in Experiments 1, 4, 5 and 6, while scenarios in which the bacteria
produced the chemicals were used in Experiments 2 and 3. In Experiments 1 and 3
participants were first informed about the cause(s) and then about the effect(s), whereas
in Experiments 2, 4, 5 and 6, this information was received in the reverse order. In
Experiment 7, all four conditions were tested in the same experiment. The experimental
designs are summarized in Table 5. The rest of this section provides a brief overview of
the studies in this project.

The first experiment was an attempt to replicate cue competition in 2C-1E using a
cover story in which the chemicals were the two causes and the survival of the bacteria
was the outcome. Experiment 2 (2E - 1C) was an attempt to test whether cue competition
would be observed when the causal scenario was char.ged and the causal order was

reversed. Thus, the chemicals were the effects and the bacteria was the cause, and effects
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Table S
@

Design of Experiments 1to 7

Cover Sto Test Question
Experiment 1 2C-1E 2CE
Experiment 2 2E-1IC 7EC
Experiment 3 1C-2E ’CE
Experiment 4 1E-2C 7EC
Experiment § 1E-2C 7CE
Experiment 6 1IE-2C ?CE
Experiment 7 Group CE:

1C-2E2C-1E CE

Group EC:

1IE-2C,2E-IC 7CE




were presented before the cause. According to the R-W model, cue competition should
occur in both Experiments 1 and 2 since the model can not encode causes or effects, but
merely the order in which information is presented. Since two cues are presented first,
they should compete to be linked with the consequent; hence cue competition should be
observed. On the other hand, according to causal model theory (Waldmann & Holyoak,
1992), cue competition should be observed in Experiment 1 but not in Experiment 2. The
authors reason that causes should compete to be linked with an effect, but that effects
should not compete to be linked with a cause. However, there is a caveat. Cue
competition should be observed in Experiment 2 if alternative causal models are not
controlled for. Since we could not state a priori what these models might be or devise a
way of independently assessing them, we diminished their influence by stating in the
instructions that steps were taken to minimize alternative causal factors. If cue
competition was not observed, then the results would be consistent with Waldmann and
Holyoak’s (1992) model. On the other hand, if cue competition was observed, it would be
consistent with the R-W model. When taken in conjunction with the results of Shanks
and Lopez (1997), such an observation would provide converging evidence against the
notion that cue competition occurs in a 2E-1C condition merely because of alternative
causal models or not comprehending the cover story.

To compare the predictions of simple associative networks to causal model
theory, Experiments 3 and 4 used treatments similar to those of Experiments 1 and 2. In
Experiment 3 (1C-2E), the bacteria was the cause and the chemicals were the two effects,
with the cause presented before the effects. On the other hand, in Experiment 4 (1E-2C),
the causal order was reversed. Thus, the effect was presented before the causes.
According to the model of Baker et al. (1996), the bacteria would be the input to the
associative network while each of the two chemicals would be the outputs. Since each
output can support its own amount of associative strength, cue competition would not be
expected in either experiment. On the other hand, according to Waldmann and Holyoak
(1992), cue competition should not be observed in Experiment 3 but should be observed

in Experiment 4. In Experiment 3, there is only one cause and that cause is presented
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before the effects. Since effects do not compete to be linked with a cause, cue competition
would not be expected. On the other hand, in Experiment 4, there are two causes of one
effect. However, even though the information is presented as effect-causes, participants
should naturally reason from cause to effect. Consequently, since causes compete, causal
model theory predicts that cue competition should be observed.

Three follow-up experiments were conducted to test the generality of the findings
of the previous experiments and to rule out some methodological issues. In Experiment 1
and 3. participants were asked a ?CE question when they had to give their ratings and in
Experiment 2 and 4. participants were asked an ?EC question. These questions
corresponded to the causal order in which the contingencies were presented. To test
Matute et al.’s (1997) assumption that causality ?CE and ?EC questions are interpreted as
being the same question, in Experiments 5 and 6 the contingencies were presented as 1E-
2C and participants were asked a ?CE question at test. Another motivation for this
experiment was to independently assess a) whether participants encoded the causes and
effect appropriately when they were presented in the reverse order, and b) to collect a list
of potential alternative causes. In Experiment 6, we attempted to replicate the results of
Experiments 4 and 5 using a modified task structure. Again, participants were asked
about alternative causes. In Experiment 7, all four experimental conditions (2C-1E, 2E-
1C, 1C-2E, and 1E-2C) were used in the same experiment, and participants were
informed that various alternative causes (i.e.. those listed in Experiments 5 and 6) were
accounted for and could not explain the events on each trial. This step was taken in an
attempt to rule out the possibility that blocking in 2E-1C could be explained by
alternative competing causal models. Causal order was the between-subjects variable and

causal scenario was the within-subjects variable.
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OVERVIEW OF EXPERIMENTS

Experimental Conditions

The experimental paradigm used in the present series of studies was adapted from
Experiment 1 of Baker et al. (1993). In Baker et al. (1993), participants played a video
game in which a tank went into a minefield and could either traverse it safely or explode.
On each trial, the volunteers could either camouflage or not camouflage the tank. The
camouflage could increase. decrease. or have no effect on whether the tank passed
through the minefield safely. In addition, a spotter plane appeared on some trials, which
could increase, decrease or have no effect the tank’s safety. For the experiments in this
dissertation, the cues were two chemicals and one strain of bacteria instead of a tank,
plane and minefield. In 2C-1E and 1E-2C, the chemicals were the causes and the bacterial
strain was defined as the effect, whereas in 1C-2E and 2E-1C the bacterial strain was the
cause and the two chemicals were the outcomes. The details of the cover story used in
each condition will be explained in the individual experiments (see Cover Story and
Procedure sections).

The design and frequency of events presented to participants in Experiments 1 and
2 are shown in Table 6; the bottom row will be discussed in the Introduction to
Experiment 1. One chemical, which will be denoted as the “blocked” chemical (A in
Table 6), could make it more likely, less likely, or could have no effect on whether the
bacterial strain was observed. The blocked chemical was analogous to the camouflage in
Baker et al. (1993). In two experimental conditions, the blocked chemical had a
moderately positive contingency (Ap = 0.5: first two treatments in Table 6) with the
bacterial strain’s presence. That is, the probability of the strain being present was 0.75 in
the chemical’s presence and 0.25 in its absence. The difference between these two
probabilities was 0.5. In the other two conditions, the blocked chemical had no
relationship to the bacterial strain’s presence (Ap = 0; last two treatments in Table 6). The
probability of the bacterial sample being present was 0.5 regardless of whether the
blocked chemical was present or absent. Thus, the difference between these two

probabilities was 0.
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Table 6

Frequency of Events in Experiments 1 and 2. A refers to the blocked chemical, B
refers to the blocking chemical, and X refers to the bacteria. The number before
the slash refers to the biocked chemical-bacteria contingency and the number after
the slash refers to the blocking chemical-bacteria contingency.

Experimental Treatment
Event 0.5/0 0.51 0/0 01
AB =>X 9 18 6 12
A=>X 0 6 0
B=>X 3 6 6 12
noA&noB=>X 3 0 6 0
AB=>no X 3 0 6 0
A=>noX 3 6 6 12
B=>noX 9 0 6 0
noA&noB=>noX 9 18 6 12
Total Number of Trials 48 48 48 48
Ap (A) 0.5 0.5 0 0
Ap (B) 0 1 0 1
Ap(A)|noB 0.5 0 0 0




The blocked chemical was presented with a second chemical that could also
appear on some trials. This chemical, which will be denoted as the “blocking” chemical
(B in Table 6), was either a perfect predictor of or was uncorrelated with whether the
bacterial sample was observed, i.e., Ap = 1 or 0, respectively. The blocking chemical was
analogous to the spotter plane of Baker et al. (1993). Each blocked contingency was
paired with each blocking contingency, resulting in four experimental conditions labelled
0.5/0, 0.5/1, 0/0 and 0/1. The number before the slash refers to the blocked chemical-
bacteria contingency and the number after the slash refers to the blocking contingency.
This design was used in all experiments except Experiment 7. Unless otherwise stated,
these four contingencies were administered to all participants in each experiment. Within
each contingency, the names of the blocked and blocking chemicals were
counterbalanced across participants.

Table 6 describes the frequency of events for each of the four conditions. For
example, when a moderately positive blocked chemical was paired with a non-contingent
blocking chemical (0.5/0: see the first treatment in Table 6), the bacteria sample was
present on 18 out of 24 trials in the blocked chemical’s presence and on 6 out of 24 trials
in its absence. Since the bacterial strain was observed on half the trials in which the
blocking chemical was present, there were 9 trials in which the outcome occurred in the
presence of both the blocked and blocking chemicals (i.e., 9 AB => X trials) and 9 trials
in the presence of the blocked chemical by itself (i.e, 9 A => X trials). Of the remaining 6
trials in which the blocked chemical was present, the outcome failed to occur on 3 trials
in the presence of the blocked and blocking chemicals together (i.e., 3 AB => no X trials)
and 3 trials in the presence of the blocked chemical by itself (3 A => no X trials).
Similarly, when the blocked chemical was absent, the bacterial strain was observed on 3
trials in which the blocking chemical was present and 3 trials in which neither cue was
present (i.e, 3 B => X and 3 no A & no B => no X trials). Finally, on the remaining 18
trials, the bacterial strain was not observed on 9 trials in which the blocking chemical was
present and 9 trials in which neither the blocked nor blocking chemicals was present (i.e.,
9B =>Xand 9 no A & no B => X trials).
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However, when the blocking chemical was perfectly contingent (0.5/1: see the
second treatment of Table 6), the bacterial strain was observed every time the blocking
chemical was present and was never observed in its absence. Of the 18 trials in which the
bacterial strain was observed in the blocked chemical’s presence, all included the
blocking chemical’s presence (AB => X) . And of the remaining 6 trials, the bacterial
strain was never observed if the blocking chemical was absent (A => no X). Similarly, the
blocking chemical was present on all 6 trials in which the bacterial sample was observed
in the blocked chemical’s absence (B => X), and was absent on all 18 trials in which the
sample was not observed (no A & no B => no X). The logic in the explanation outlined
above can be extended to the third and fourth conditions of Table 6, i.e., 0/0 and 0/1.

With this paradigm, Baker et al. (1993) have found that people can discriminate
moderate and weak blocked contingencies when they are paired with a second weak
blocking contingency. That is, judgments of the blocked cue were higher in 0.5/0 than in
0/0. In addition, ratings of the blocked cue were lower when the blocking contingency
was perfect than when it was weak. In other words, judgments of the moderate cue were
lower in 0.5/1 than in 0.5/0; similarly, judgments of the zero blocked contingency were
lower in 0/1 than in 0/0. However, people discriminated the 0.5/1 and 0/1 contingencies.
Thus, judgments of the blocked contingency in 0.5/1 were higher than 0/1.

The experiments reported here used the same design as Baker et al. (1993), but
differed in one important way. In Baker’s experiments, participants decided whether to
camouflage the tank. Their decision, in turn, influenced the trial’s outcome. Since the task
was stochastic, there was some variation in the contingencies. To remove this variability,
these experiments were set up so that the frequency of each event was programmed
before the experiment had commenced. The 48 trials were divided into three 16-trial
blocks, and the program was designed so that the contingency in each game was attained
by the end of each block. Estimates of the contingencies were requested twice for each
contingency: at the end of the second block (i.e., after 32 trials) and at the end of each
game (i.e., after 48 trials). Testing for differences between the two blocks would allow for

detecting whether participants’ judgments had reached asymptote in the allotted number
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of tnals. The first estimate was requested at the end of the second block rather than after
twenty-four trials so that the attained contingency would be the same as for the final

estimates.

Apparatus
A PC computer with a VGA colour monitor was used for presenting the

contingencies and collecting data. All experiments were programmed in QuickBASIC.

Data Analysis

Unless otherwise stated, the ratings for the blocked and blocking contingencies
were analysed separately with two 3-way repeated-measures analyses of variance
(ANOV As). The three factors were the BLOCKED contingencies (AO = 0.5 or 0), the
BLOCKING contingency (Ap = 1.0 or 0), and TIME of evaluation (first and second set of
ratings). The rejection criterion, o, was 0.05 for the overall ANOV As. For tests of simple

main effects and simple interaction effects, the experiment-wise error rate was corrected

using the Bonferroni method.

EXPERIMENT 1

The goal of the first experiment was to replicate Experiment 1 of Baker et al.
(1993) using chemicals as the two causes and the survival of the bacteria as the outcome.
This experiment used a 2C-1E scenario. That is, there were two causes of one effect, and
the causes and were presented before the effect. This order of presentation is consistent
with Waldmann and Holyoak’s (1992) notion of predictive reasoning.

The R-W model and causal model theory make similar predictions about the
experimental outcome. Both models predict that participants will discriminate the 0.5 and
0 contingencies when the blocking contingency is zero. Judgments of the 0.5, but not the
0, contingency should be lowered when the blocking contingency is perfect. Hence, the

order of means for the blocked contingency should be 0.5/0 > 0.5/1 = 0/0 = 0/1. Although



the two sets of models make the same predictions, the outcomes arise from different
mechanisms.

According to the R-W model, the cues presented first would be analogous to
conditioned stimuli (CS) or inputs of a simple network (Figure 3). The important
assumption is that input cues compete to be linked with an outcome. Hence, in the 0.5/0
condition, the 0.5 contingency should gain a moderate amount of associative strength
whereas the 0 contingency should accumulate little associative strength. This occurs
because the 0.5 contingency is most often reinforced with the outcome, whereas the 0
contingency is both reinforced and not reinforced an equal number of times. The
remaining associative strength should accrue to the context. In the 0.5/1 condition, the
perfect contingency should gain all of the associative strength since it is always
reinforced, whereas the 0.5 contingency and context should accumulate little associative
strength. When the blocked contingency is zero, it should gain little associative strength
because there are an equal number of trials in which the cue is reinforced and not
reinforced. Hence, ratings of the zero contingency should not be lowered when it is paired
with a perfect contingency because, at asymptote, it has little associative strength to lose.

Causal model theory's predictions are based on three critical assumptions. The
first two are that people reason from causes to effects and that causes compete to be
linked with effects (Figure 3). The third is that when there are multiple causes, each cause
is evaluated in the presence and/or absence of alternative factors. That is, rather than
evaluating unconditional contingencies, people evaluate conditional contingencies. For
positive contingencies, candidate causes are evaluated conditional on the absence of other
causes (Waldmann & Holyoak, 1992). The formula for calculating the conditional Ap is

Ap (A | no B) = p (effect | A & no B) - p (effect | no A & no B)
The conditional Ap for each condition is shown in Table 6 (bottom row). For 0.5/0, the
conditional Ap for A is 0.5 because the outcome occurs on 9 out of 12 trials in which A is
present by itself (i.e., second and sixth rows in Table 6), and on 3 out of 12 trials in which
neither A nor B is present (i.e., fourth and eighth rows in Table 6). The difference

between these two probabilities is 0.5. Using the above formula,
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Ap(A|noB)=(9/(9+3))-((3/(3+9)=0.75-025=0.5
Similarly, applying the equation to the other conditions yields conditional Aps of 0 in the
0.5/1, 0/0 and 0/1 conditions. Thus, like the R-W model, causal model theory predicts
that people will discriminate the 0.5 and O contingencies when they are paired with a zero

contingency, and that blocking should be observed for the 0.5, but not the 0, blocked

contingency.

Method
Participants

Twenty-four McGill University students participated in this experiment. Five
participated for course credit and nineteen were paid $5. Eight were male and sixteen

were female.

Cover Story

Participants were told that four new strains of bacteria were discovered and that
certain pairs of chemicals could affect the bacteria’s survival. The chemicals were the
causes and the bacterial strain’s survival was the effect. To test whether the chemicals
affected the strain’s survival, the bacteria were placed in culture and one chemical, the
other chemical, both chemicals, or neither chemical was added. The culture’s survival
was later verified.

To help ensure that participants treat each contingency differently, they were told
that the scientists were testing four different strains of bacteria and four different pairs of
chemicals. For the 0.5/1 contingency, the two chemicals were called ubitone and
dichloroparylate and the strain of bacteria was called E. Chronismus. In the 0.5/0
contingency, the two chemicals were chorbine and phylate, and the strain of bacteria was
E. D471. In the 0/1 contingency, the two chemicals were biorazene and cyclozentate,
and the strain of bacteria was E. Tremus. And in the 0/0 contingency, the two chemicals

were pentomorine and isopanone, and the strain of bacteria was E. Conti.
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The name of the bacterial strain being tested and the trial number were printed in a
box that took up the top half of the screen. To further ensure that the four conditions were
treated differently, the colour of the box was different for each game. In the 0.5/1
contingency, the box was cyan; in the 0.5/0 contingency, the box was magenta; in the 0/1

contingency, the box was red; and in the 0/0 contingency the box was yellow.

Procedure

After reading and signing the consent form, the participants were seated in front
of the computer. They were told that the instructions would appear on the computer
screen and to hit the space-bar to advance from one screen of instructions to the next. As
well, they were told that they could ask the experimenter questions at any time during the
instructions phase. There were five screens of instructions, which are shown in the
Appendix (section I). The first screen explained that there were four strains of bacteria
and that for each strain scientists would do a series of experiments to evaluate whether
certain pairs of chemicals affected its survival. Each experiment involved adding one
chemical, the other chemical, both chemicals, or neither chemical to a bacterial culture
and later testing whether it survived. The second and third screens explained that a
chemical might make the culture more likely to survive, less likely to survive, or might
have no effect on the culture’s survival. The fourth screen explained that on each trial
participants would first be informed about the presence or absence of each of the two
chemicals. After entering whether they thought the bacterial culture would survive, the
participants would be informed whether their decision was correct or incorrect. To
encourage people to attend to all four cells of a contingency table, the participants were
advised to keep track of what happened both in the presence and absence of the
chemicals. The fifth screen stated that participants would rate how strongly the chemicals
affected the culture’s survival on two occasions in each game. The scale ranged from -
100 for a perfectly negative contingency to +100 for a perfectly positive contingency,
with 0 meaning that a chemical did not affect the bacterial culture’s survival.
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Before commencing the experiment, the experimenter asked the participants if
they had any questions. After answering these questions, the experimenter left the room
and allowed the participants to proceed with the task. Once the space-bar was pressed, the
first of the four games began. During each trial, participants were informed about the
presence or absence of each of the two chemicals. They then entered whether they
thought the bacterial strain would survive, after which they were informed whether they
were correct or incorrect and were informed of the trial’s outcome. Participants then

pressed the space-bar to commence the next trial.

Results
Ratings of the Blocked Contingencies

Table 7 contains the first and final estimates of both the blocked and blocking
contingencies, and Figure 4 displays the final estimates of the blocked contingencies. The
results imply that participants were able to discriminate the blocked contingencies when
the blocking relationship was 0, and that judgments of the blocked contingencies were
reduced when the blocking relationship was strong. However, it appears that this
reduction was larger when the blocked contingency was 0.5 than when it was 0.

Statistical analyses confirm these impressions. The main effects for the blocked
and blocking contingencies were significant, and so was the blocked by blocking
interaction [F (1, 23) = 5.66, F (1, 23) = 135.05, and F (1, 23) = 5.58, respectively]. A
Bonferroni correction was applied for the following two tests of simple main effects;
thus, the rejection criterion was 0.025. These tests demonstrated that blocking was
observed for both the 0.5 and O contingencies, but that the effect was larger for the
moderate blocked contingency, F (1, 23) = 53.47, than for the zero blocked contingency,
F (1, 23) = 30.08. In summary, participants discriminated the two blocked contingencies

but were also influenced by the perfect blocking contingency.
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Table 7
Experiment 1: 2C-1E: ?CE

Mean Estimates of the Blocked and Blocking Contingencies after 32 (first rating)
and 48 trials (final rating). The number before the slash refers to the blocked
chemical’s contingency and the number after the slash to the blocking chemical’s
contingency.

BLOCKED CONTINGENCIES

First Ratings Final Ratings
Condition Mean SEM Mean SEM
0.5/0 36.9 6.8 348 8.0
0.5/1 -37.7 8.7 -34.6 8.5
0/0 -27 6.9 2.7 49
0/1 -333 11.3 -43.5 7.4
BLOCKING CONTINGENCIES
0.5/0 -22.1 9.6 -12.3 9.6
0.5/1 91.7 4.7 94.8 37
0/0 -19 8.7 2.1 7.1
0/1 91.0 73 99.2 0.8
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Figure 4. Final judgments and standard errors of Blocked contingency in
Experiment 1 (2C - 1E).



Ratings of Blocking Contingencies

Inspection of Table 7 implies that participants discriminated the perfect and zero
contingencies. In addition, ratings of the perfect contingency do not appear to be
influenced by the blocked contingencies. Judgments of the zero contingency, on the other
hand, appear lower when it was paired with a moderately positive than with a zero
contingency.

The ANOVA confirms that participants discriminated the two blocking
contingencies. The main effect for the blocking contingencies was significant, F (1, 23) =
291.53. However, the main effects for the blocked contingencies and time failed to attain
significance, F (1, 23) = 3.41, F (1, 23) = 3.28, respectively. None of the interactions
attained significance, largest F (1, 23) = 1.01. Thus, judgments of the blocking

contingency were influenced only by the strength of the blocking contingencies.

Discussion

The results from this experiment are consistent with previous reports in which
strong contingencies lower judgments of weaker ones when causes are presented before
effects (e.g., Baker et al., 1993; Shanks & Lopez, 1996; Van Hamme et al., 1993; Van
Hamme & Wasserman, 1993: Waldmann & Holyoak, 1992; Wasserman, 1990a). The
findings from this experiment replicate those of Baker et al. (1993) whereby the moderate
and weak blocked contingencies were discriminated when they were paired with a weak
blocking contingency. Furthermore, judgments of both blocked contingencies were
lowered when they were paired with a strong blocking contingency. These results are
consistent with aspects of both the R-W model and causal model theory. Both models
predict blocking of the 0.5 but not the 0 contingency. However, blocking of 0
contingencies was found in this experiment and has been observed in prior experiments
(e.g., Baker et al., 1993; Baker et al., 1996). This finding is thus not unique to the
preparation used in this experiment.

In addition, analysis of the blocking contingencies revealed that judgments of a

strong contingency were not influenced by weaker ones. This result was consistent with
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the predictions of both the R-W model and causal model theory. According to the R-W
model, judgments of a strong contingency should not be lowered by a weak one because
the strong one should acquire associative strength whereas the weaker ones should not.
Similarly, according to causal model theory, the conditional Aps for the blocking
contingencies are 0, 1, 0 and 1 for the 0.5/0, 0.5/1, 0/0 and 0/1 conditions, respectively.
People’s judgments should therefore be influenced by the blocking but not the blocked
contingencies. Thus, both models predict that the perfect contingencies should be rated
higher than the zero contingencies and that the zero contingencies should not be
influenced by whether they are paired with a weak or moderate contingency. In short, the
results from this experiment are consistent with previous findings and are consistent with
both the R-W model and causal model theory.

EXPERIMENT 2

In Experiment 1, cue competition was observed in 2C-1E. Experiment 2 was an
attempt to detect whether cue competition would be detected in 2E-1C, that is when
effects were presented before causes. The cues and method of presentation were the same
as those described in Experiment 1. However, the nature of how the cues interacted and
the order in which they were presented were different. Rather than evaluating how the
chemicals influenced the bacteria, participants evaluated the extent to which a strain of
bacteria affected the production of two chemicals. Hence, the bacterial strain was the
cause and the production of the two chemicals were the effects. Furthermore, the presence
or absence of the two effects were presented before the presence or absence of the cause.
This order of presentation, inferring cause from effects, conforms to Waldmann and
Holyoak’s (1992) definition of diagnostic reasoning.

The R-W model and causal model theory make opposite predictions about the
experimental outcome (Figure 5). Whereas R-W predicts that cue competition should be
observed, causal model theory predicts its absence. According to the associative
approach, the effects presented first would be represented as input cues and the cause

would be encoded as the outcome in a simple network. Since input cues compete for
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Causal Model Theory's Predictions for 2E - 1C

Effect 1
Cause

Effect 2

Effect < Cause

R-W model's Predictions for 2E -1C

Outcome (output)

Cue |
Cue 2 A
Input Cue > Output

Figure 5. Models displaying the assumptions in causal model theory and the Rescorla -
Wagner model for Experiment 2 (2E - 1C).



association with an outcome, cue competition is expected with this approach. Since the
frequency of events, apart from whether the cues are defined as causes or effects, is the
same as Experiment 1, the associative model predicts the same order of means. That is,
for the blocked contingencies, the order of means should be 0.5/0 > 0.5/1 = 0/0 = 0/1.
Hence, participants should discriminate the 0.5 and O contingencies when they are paired
with a O contingency, and blocking would be expected for the 0.5 but not the 0
contingency.

However, causal model theory rests on the assumption that people reason from
cause to effect even if the information is presented in the reverse order (Figure 5).
Furthermore, only causes compete to be linked with effects. Since there is only one cause,
each contingency should be represented as being independent of the other. Cue
competition would therefore not be expected. The predicted order of means for the
blocked contingencies should thus be (0.5/0 = 0.5/1) > (0/0 = 0/1). In other words, people
should discriminate the 0.5 and 0 contingencies but blocking should not occur. Causal
model theory, however, states that one important condition must be satisfied. Participants
should not have prior biases or causal models that would influence their perception of the
contingencies. As will be explained in the Procedure section, steps were taken to
minimize the influence of prior conceptions and alternative causal models on how

participants perceived the presented contingencies.

Method
Participants
Twenty-four McGill University students were paid $5 for their participation in

this study. Fourteen were male and ten were female.

Procedure
After reading and signing the consent form, participants were seated in front of
the computer. They were then told that the instructions would appear on the computer

screen and to press the space-bar to advance from one screen of instructions to the next.

-50-



They were also told that they could ask the experimenter questions at any time during the
instructions phase. The five screens of instructions are displayed in the Appendix (section
I). The first screen explained that there were four strains of bacteria being investigated,
and that for each strain scientists were carrying out experiments to evaluate whether these
bacteria affected the production of certain pairs of chemicals. For each experiment, the
scientists obtained blood samples from laboratory rats and verified the presence or
absence of each of the two chemicals. The scientists later tested for the presence or
absence of the bacteria. In an attempt to minimize the influence of alternative causal
models, participants were informed that rats, instead of people, were used so that
variables such as diet, drug history, lifestyle factors, and socio-economic status could be
controlled for. Furthermore, participants were informed that the study was done under
aseptic and highly controlled conditions. Namely, they were told that the animals were
kept in filtered cages to prevent contaminants in the air from entering the cage; the room
temperature was kept constant; and all animals were fed a similar diet. The second and
third screens were designed to explain that the contingency between a chemical and
bacteria could be positive, negative or zero. That is, the bacteria might make it more
likely, less likely, or might not affect the likelihood that a chemical would be produced.
The fourth screen explained what would happen on each trial. Participants would first be
informed about the presence or absence of the two chemicals. They would then enter
whether they thought that the bacteria were present or absent, after which they would be
informed whether they were correct or incorrect, and would read what outcome had
occurred. Participants were also encouraged to keep track of what happened in both the
bacteria’s presence and absence. The fifth screen stated that participants would be asked
to rate how strongly each chemical’s production was affected by the bacteria on a scale
ranging from -100 to +100. The format of this question conforms to Waldmann and
Holyoak’s (1992) definition of a diagnostic inference.

After answering any questions that the participants might have had about the
instructions, the experimenter left the room and allowed the participants to proceed with

the task. During each trial, participants were informed about the presence or absence of
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the two chemicals and were then asked whether they thought the bacteria was present or
absent. After entering their choice, they were informed whether they were correct or
incorrect and read what outcome had taken place. They then pressed the space-bar to
begin the next trial. The participants’ ratings were obtained after the second block and at

the end of each game.

Results
Ratings of the Blocked Contingencies

Experiments investigating blocking of moderate and weak contingencies assume
that participants can discriminate strong and weak covariation relationships. One
participant gave a rating of zero to the perfect contingency in both the 0.5/1 and 0/1
conditions and was therefore excluded from the analysis as an outlier.

Table 8 contains the means and standard errors for the first and final estimates of
the blocked contingencies, and Figure 6 displays the final ratings for the blocked
contingencies. These results are similar to those in Experiment 1. Participants could
differentiate a 0.5 contingency from a 0 contingency when these contingencies were
paired with a zero contingency, although the ratings of the O blocked contingency were
somewhat elevated above 0. Furthermore, these ratings were lowered when the blocking
contingency was perfect.

Statistical analyses confirm the presence of these effects. The main effects for the
blocked and blocking contingencies were significant, F (1, 22) = 6.46, F (1, 22) = 30.20,
respectively, but the blocked by blocking interaction was not significant, F (1,22) = 1.94.
Contrary to the results of Experiment 1, the main effect for time was significant, F (1,
22) = 5.45. Inspection of the table reveals that the final ratings of the blocked
contingencies were higher than the initial ones. However, the time at which the ratings
were collected did not interact with any other variable, highest F (1, 22) = 2.22. In short,
participants discriminated the two blocked contingencies but gave significantly lower

ratings when they were paired with a strong blocking contingency.



Table 8
Experiment 2: 2E-1C: ?EC

Mean Estimates of the Blocked and Blocking Contingencies after 32 (first rating)
and 48 trials (final rating). The number before the slash refers to the blocked
chemical’s contingency and the number after the slash to the blocking chemical’s
contingency.

BLOCKED CONTINGENCIES

First Ratings Final Ratings
Condition Mean SEM Mean SEM
0.5/0 35.5 8.3 36.4 8.8
0.5/1 -22.8 114 -24.1 10.6
0/0 -1.5 8.3 16.3 9.2
0/1 -39.6 10.2 -30.0 104
BLOCKING CONTINGENCIES
0.5/0 -54 8.0 -4.7 10.2
0.5/1 90.4 5.1 934 3.6
0/0 13.6 7.9 15.6 7.6
0/1 90.4 49 87.8 54




Mean Final Rating

0.5/0 0.5/1 0/0 071
Contingency

Figure 6. Final judgments and standard errors of Blocked contingency in
Experiment 2 (CE - 1C).



Ratings of the Blocking Contingencies

The results in Table 8 imply that participants discriminated a perfect contingency
from a weak one. However, the ratings for the zero contingency appear to be lower when
the blocked contingency was moderately positive than when it was zero.

Statistical analyses confirm these impressions. Although the main effect for the
blocked contingency was not significant, F (1,22) = 2.51, the main effect for the blocking
contingencies and the blocked by blocking interaction were significant, F (1, 22) =
124.77, F (1, 22) = 7.84, respectively. A Bonferroni corrected rejection criterion of 0.017
was used for the follow-up analyses. These tests revealed that participants reliably
discriminated the perfect and zero blocking contingencies when they were paired with a
moderate blocked contingency and with a zero blocked contingency [F (1, 23) = 124.77,
F (1, 23) = 128.21, respectively]; however, ratings of the zero blocking contingency were
significantly higher when it was paired with a zero than with a 0.5 blocked contingency, F
(1, 23) = 6.92. The main effect for time was not significant, F (1, 22) < 1, and this factor

did not interact with any other variable, all Fs (1, 22) < 1.

Discussion

Participants discriminated the blocked contingencies when they were paired with
a zero contingency. Judgments of these contingencies were lowered when they were
paired with a perfect contingency. The size of this effect was similar for both of the
blocked contingencies. Although these results are somewhat different from Experiment 1,
in which the cue competition effect was smaller for the zero contingency, they are similar
to those of Baker et al.’s (1993) Experiment 1. Furthermore, the results are generally
consistent with previous reports of cue competition between effects when they were
presented before causes (Chapman, 1991; Matute et al., 1996; Price & Yates, 1993;
Waldmann & Holyoak, 1992, Experiment 2; Shanks, 1991; Shanks & Lopez, 1996;
however, see Van Hamme et al., 1993; Waldmann & Holyoak, 1992, Exp 3). They are
also consistent with the finding of Vallée-Tourangeau et al. (1994), in which cue

competition was observed when two geometric shapes predicted the occurrence of a third
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shape. In this latter experiment, it is difficult to argue that the cue competition was due to
participants inferring a causal relationship among the cues. These experiments attest to
the generality of cue competition between cues when they are presented before a single
outcome, regardless of whether they are defined as causes preceding an effect or effects
preceding a cause.

The results appear to provide clear support for an associative approach. In
Experiments 1 and 2, when the cover stories involved two predictors of a single outcome,
judgments of moderate and weak contingencies were lowered when they were paired with
a strong one, regardless of whether the predictors were defined as causes or effects. Thus,
at a superficial level, the results would provide apparently indisputable support for an
associative approach and not causal model theory. On the other hand, some ambiguity
remains. It could be argued that cue competition occurred because participants had either
misunderstood the causal model or had used alternative competing causal models
(Waldmann & Holyoak, 1992, 1997).

According to the first argument, participants in Experiment 2 would have
interpreted the chemicals as causes and the bacteria as the effect, rather than as intended.
This argument does not seem plausible given that participants were explicitly informed
that they were evaluating the extent to which the bacteria influenced the production of the
two chemicals. It appears that the bacteria would clearly be the cause and the two
chemicals would be the effects. However, these arguments are speculative and this
experiment provides no evidence either in favour or against these approaches because the
participants’ understanding of the instructions was never directly measured. This issue
will be addressed later.

The second argument, that blocking occurred due to alternative causal theories,
seems less plausible. As mentioned, cue competition has been found when cues were
effects that were presented before causes. Furthermore, these results are consistent with
Shanks and Lopez (1996), who observed cue competition in their multiple effect-single
cause conditions despite various attempts to manipulate focal sets and causal models.

Finally, this effect has been found even in scenarios in which causal models could not
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plausibly be invoked (Vallée-Tourangeau et al., 1994). This converging evidence implies
that the cue interaction effect observed is not likely due to competing causal models.
However, direct measurement of these models is needed and would provide stronger
evidence in favour of this argument.

To summarize, these results are consistent with an associative account but do not
definitively exclude causal model theory. Although blocking was observed, it is difficult
to speculate on the reasons for its occurrence. On one hand, it could have been the
product of an associative mechanism. On the other hand, it is possible that participants
did not comprehend the causal model in the cover story or that they were influenced by
alternative causal models based on their knowledge of chemicals and bacteria. These

issues were investigated in Experiments 5, 6, and 7.

EXPERIMENT 3

Experiments 1 and 2 were replications of previous work investigating cue
selection effects when two cues preceded a single outcome. In these experiments,
blocking was observed when two cues preceded a single cue, regardless of whether the
antecedent cues were defined as causes or effects. Experiment 3 was an attempt to test
whether blocking would be observed when a single cue predicted two outcomes. Similar
to Experiment 2, a single bacterial strain produced two chemicals. However, information
about the presence or absence of the bacteria was presented before information about the
production of the two chemicals. Thus, one cause preceded two effects (1C-2E).

Both the R-W model and causal model theory predict the absence of cue
competition effects with this preparation. According to the R-W model (Figure 7), the
cause should be encoded as an input of a simple associative network and the two effects
should be the outcomes. Both outcomes would be able to support independent amounts of
associative strength (A, and A,). Since outcomes do not compete for association with
predictor cues, a blocking effect would not be expected. Causal model theory makes the
same prediction. The underlying assumptions are that participants reason from cause to

effect and that only causes compete to be linked with effects. Since the single cause has
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Causal Model's Theory's Predictions for 1C - 2E

Effect 1
Cause
Effect 2
Cause >  Effect

R-W Model's Predictions for 1C - 2E

Outcome 1 O‘l)

Cue

Outcome 2 ().2)

Cue —> Outcome

Figure 7. Assumptions of causal model theory and R-W model for Experiment 3 (1C - 2E)



nothing to compete with, blocking would not be expected. Thus, both theories predict that
participants should discriminate the 0.5 and 0 contingencies, but that blocking should not
be observed.

Previous experimental evidence is consistent with this prediction. Baker and
Mazmanian (1989) used a preparation in which participants could choose to press a
space-bar to produce two outcomes, that is, changing the colour of a ball and a box. The
contingency between pressing the space-bar and changing the ball's colour was 0.5, 0, or
-0.5, whereas the contingency between pressing the space-bar and the box’s colour
change was 0, 1 or -1. Rather than being blocked, estimates of the non-zero ball
contingencies were in fact enhanced when the box’s contingency was strong, regardless
of whether it was perfectly positive or negative. Similar results have also been observed
in animal learning. For example, Rescorla (1991) trained rats to associate an operant
response with multiple outcomes. Learning of one response-outcome did not influence
associations of that response with other outcomes. Furthermore, Colwill and Rescorla
(1985) found that extensive training of one response with a particular outcome did not
interfere with associating that response with a novel effect. Based on this evidence, it was
hypothesized that blocking would not be observed.

Baker and Mazmanian’s (1989) procedure was adapted for this experiment.
Rather than using a free-operant technique in which the outcome’s occurrence was
dependant on the participant’s action, this experiment used a discrete-trial technique.
Similar to Experiments 1 and 2, the conditions were programmed so that each
contingency was attained by the end of a sixteen-trial block.

The methodological issue of how to structure the task during the acquisition of the
contingencies presented some complexity. In Experiments 1 and 2, the two antecedent
cues were presented; participants then made a prediction about the trial’s outcome and
were informed about what event had occurred. This experiment, however, differed from
the first two experiments in that a single cue preceded two outcomes. To address this
difference, two methods were devised by which participants could predict the two events
that took place on each trial. The first method was to have people make a guess about the
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presence or absence of each outcome separately; in other words, to predict the presence or
absence of each outcome independently. This group was labelled the rwo-decision group
because participants made two predictions, or decisions, on each trial. A potential
problem with this method of prediction is that it implicitly forces people to monitor the
two contingencies independently. In an attempt to alleviate this problem and to control
for the number of responses made within each trial, a second group of participants was
presented with the four possible conjunctions of the presence and absence of the two
outcomes and had to guess which one they thought would occur. This group was called
the single-decision group because participants in this condition made one prediction on

each trial.

Method
Participants

Forty-eight McGill University students participated in this study. Forty-six
participated for course credit and two were paid $5. Twelve participants were male and
thirty-six were female. Participants were randomly assigned to the two-decision or single-

decision groups.

Cover Story and Contingencies

Participants were informed that four new strains of bacteria had been discovered
and that these bacteria could influence the production of certain pairs of chemicals. To
test whether the bacteria influenced the production of these chemicals, the bacteria were
placed in an environment that simulated the human digestive system and the production
of each of the two chemicals was later verified. The contingencies and the names of the
cues were the same as the previous experiments. However, rather than having information
about the presence or absence of two chemicals precede information about the bacteria,
participants were first informed about a single event and then about the occurrence of two

outcomes (see Table 9).

-57-



Table 9

Frequency of Events in Experiments 3, 4, 5 and 6. A refers to the blocked
chemical, B refers to the blocking chemical, and X refers to the outcome. The
number before the slash refers to the blocked chemical’s contingency and the
number after the slash refers to the blocking chemical’s contingency.

Experimental Treatment
Event 0.5/0 0.5/1 0/0 0/1
X =>A&B 9 18 6 12
X=>A 9 0 6 0
X=>B 3 6 6 12
X=>noA&noB 3 0 6 0
noX=>A&B 3 0 6 0
noX=>A 3 6 6 12
noX=>B 9 0 6 0
noX=>noA&noB 9 18 6 12
Total Number of Trials 48 48 48 48
Ap (A) 0.5 0.5 0 0
Ap (B) 0 1 0 1
Ap(A)|noB 0.5 0 0 0




Procedure

After reading and signing the consent form, participants were seated in front of
the computer. They were then told that the instructions would appear on the computer
screen and to hit the space-bar to advance from one screen of instructions to the next.
They were also told that they could ask the experimenter questions at any time during the
instructions phase. There were five screens of instructions, and they are displayed in the
Appendix (section IM). The first screen explained that there were four strains of bacteria
being investigated, and that for each strain scientists were carrying out experiments 1o
evaluate whether these bacteria affected the production of certain pairs of chemicals. For
each experiment, the bacteria were either placed or not placed in the simulated human
digestive system. The scientists then verified whether one chemical, the other chemical,
both chemicals, or neither chemical was produced. The second and third screens
explained that the bacteria might make it more likely, less likely, or might not affect the
likelihood that a chemical would be produced. The fourth screen explained what would
happen on each trial, namely that participants would first be informed about the presence
or absence of the bacteria, after which they would enter whether they thought each of the
two chemicals would be produced. People in the two-decision group were informed that
they would guess about the presence or absence of each chemical separately, whereas
those in the one-decision group read that they would be presented with the four possible
outcomes that could take place and had to guess which one occurred. Participants in both
groups were encouraged to keep track of what happened in both the presence and absence
of the bacteria. The fifth screen stated that participants would be asked to rate how
strongly the bacteria affected the production of each chemical on a scale ranging from -
100 to +100.

After answering any questions that the participants might have had about the
instructions, the experimenter left the room and allowed the participants to proceed with
the task. During each trial, participants were informed about the presence or absence of
the bacteria. The two-decision group was then asked - in two separate questions - whether

each of the two chemicals was produced. After entering whether an individual chemical
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was produced, participants were informed whether their guess was correct or incorrect,
and read what outcome occurred. On the other hand, participants in the one-decision
group were first informed about the presence or absence of the bacteria, and were
presented with the four possible conjunctions of the two outcomes. Choice A was that
one chemical was produced; choice B was that the second chemical was produced; choice
C was that both chemicals were produced; choice D was that neither chemical was
produced. After selecting the conjunction that they expected would occur, participants
were given feedback about the correctness of their answer and were informed what
outcome had occurred. At the end of the tnial, participants in both groups pressed the
space-bar to begin the next trial. Participants estimated the effectiveness of the bacteria
on each chemical after 32 and after 48 trials.

Results
Ratings of Blocked Contingency

Data from one participant were excluded because that person reported being
confused during the task and because inspection of that person’s results revealed that
zeros were entered for all contingencies.

Table 10 displays both group’s first and final ratings for the blocked contingencies
and Figure 8 shows their final ratings. The present experiment tested the hypothesis that
blocking should not occur when one cause precedes two effects. The evidence in
consistent with this notion. Although the ratings of the two-decision group are higher
than those of the single-decision group, both groups discriminated the moderately
positive and zero contingencies. However, unlike Experiments 1 and 2 in which a strong
contingency reduced judgments of a weaker one, the perfect contingency appears to
differentially influence ratings of the blocked contingencies in the two groups. In the two-
decision group, ratings of both blocked contingencies were higher when they were paired
with a perfect contingency, although this enhancement appears smaller for the final set of
ratings. The final estimates of the zero contingency appear similar regardless of whether it

was paired with a zero or perfect contingency. On the other hand, in the single-choice
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Table 10

Experiment 3: 1C-2E: ?CE

Mean Estimates of the Blocked Contingencies after 32 (first rating) and 48 trials
(final rating) for both the two-decision and single-decision groups. The number
before the slash refers to the blocked contingency and the number after the slash
refers to the blocking contingency.

TWO - DECISION GROUP
First Ratings Final Ratings

Condition Mean SEM Mean SEM
0.5/0 374 94 48.0 6.4
0.5/1 55.2 7.0 61.6 6.5
0/0 15.0 6.2 11.7 6.7
0/1 25.7 8.9 7.5 6.2
ONE - DECISION GROUP

0.5/0 251 8.5 19.9 8.6
0.5 27.2 114 323 7.6
0/0 15.7 6.3 5.7 7.1
0/1 7.1 11.8 -14.0 83




Mean Final Rating

——

] [ 2 Decision

1 Decision

—t—

0.5/0 0.5/1 0/0 0/1

Conuingency

Figure 8. Final judgments and standard errors of Blocked
contingency in Experiment 3 (1C - 2E).




group, the judgments are different for both sets of ratings. For the first estimates, the 0.5
contingency was rated similarly regardless of whether it was paired with a zero or perfect
contingency. But for the final estimates, judgments appear enhanced when the 0.5
contingency was paired with a perfect one. Ratings of the zero contingency, on the other
hand, are somewhat lower when it was paired with a perfect contingency, and this effect
appears more pronounced after 48 trials.

Upon analysis of the blocked contingencies, the main effect for Group was
significant, F (1, 45) = 9.36, supporting the view that the two-decision group's ratings
were higher than those of the one-decision group. However, the effect of group did not
interact with any other variable, highest F (1, 45) = 3.09. Thus, both groups gave similar
types of ratings. The main effect for the blocked contingencies was significant, F (1, 45)
= 34.41, supporting the contention that participants discriminated the 0.5 and 0
contingencies. The main effects for the blocking contingencies and of time, however,
were not statistically significant, largest F (1, 45) = 1.61. The blocked by blocking
interaction and the blocked by time interactions were both significant, smallest F (1, 45)
=4.11. But the blocking by time and blocked by blocking by time interactions were not
significant, largest F (1, 45) = 1.78. A Bonferroni correction was applied for the
following four follow-up analyses. Thus, the adopted rejection criterion was 0.013.

Inspection of Table 10 suggests the blocked by time interaction arose because
participants were abie to discriminate the 0.5 and O contingencies but that the difference
in ratings was more pronounced after 48 than after 32 trials. Tests of simple main effect
of the blocked contingency after 32 trials and 48 trials support this interpretation: the
simple main effect was significant for both sets of ratings but was larger for the final
ratings; F (1, 45) = 7.78 for the first set of ratings, F (1, 45) = 57.83 for the final
judgments.

The blocked by blocking interaction, taken together with inspection of Figure 8,
implies that ratings of the 0.5, but not the 0, contingency were elevated when it was
paired with the perfect contingency. However, follow-up analyses do not support this

view. A test of the blocking contingencies on the 0.5 contingency was not significant, F
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(1, 45) = 3.51. Neither was a test of the simple effect of the blocking contingencies on the
zero contingency, F (1, 45) = 1.21.

To summarize, participants discriminated a moderately positive contingency from
a zero contingency. However, a strong blocking contingency did not influence judgments
of the blocked contingency, regardless of whether participants had to make two separate

decisions or only one decision about the outcome of each trial.

Ratings of Blocking Contingencies

Unlike Experiments 1 and 2 in which judgments of the perfect contingency were
quite high (i.e., about 90 or greater), judgments of the perfect contingency were only
moderately high. As shown in Table 11, the mean final rating for the perfect
contingencies in the two-decision group was approximately 80; in the one-decision group,
the means for the perfect contingency were even lower. Both groups, however,
discriminated the perfect and zero contingencies, although judgments appear lower when
the blocking contingencies were paired with the 0 than the 0.5 contingency.

Statistical analyses corroborate these impressions. The main effect of Group was
not significant, F (1, 45) = 2.78, and this factor did not interact with any other main or
interaction effect, highest F (1, 45) = 3.57. The main effects for both the blocked and
blocking contingencies were significant, [F (1, 45) = 5.80, F (1, 45) = 106.62,
respectively], but the main effect for time was not, F (1, 45) = 3.01. The blocking by time
interaction was significant, F (1, 45) = 8.34. Follow-up analyses revealed that
participants’ discrimination of the 0 and 1 contingency was better on the final ratings than
the first, F (1, 45) = 68.64, F (1,45) = 111.48, for the first and final ratings, respectively.
A Bonferroni corrected rejection criterion of 0.025 was used for these tests of simple

main effects. No other interaction effect attained significance, highest F (1, 45) = 2.54.

Discussion
In this experiment, participants were presented with a single cue that preceded two

outcomes. The antecedent cue was defined as a cause and the two consequent cues were
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Table 11

Experiment 3: 1C-2E: ?CE

Mean Estimates of the Blocking Contingencies after 32 (first rating) and 48 trials
(final rating) for both the two-decision and single-decision groups. The number
before the slash refers to the blocked contingency and the number after the slash
refers to the blocking contingency.

TWO - DECISION GROUP

First Ratings Final Ratings
Condition Mean SEM Mean SEM
0.5/0 11.7 79 12.9 8.5
0.5/1 88.0 6.0 82.3 1.7
0/0 6.3 8.4 0.7 6.6
0/1 63.2 8.6 78.2 7.8

ONE - DECISION GROUP

0.5/0 12.4 9.8 6.0 7.6
0.51 58.0 9.1 75.6 5.6
0/0 10.8 5.6 11.6 49
0/1 39.0 10.7 61.6 6.7




defined as effects (1C-2E). The main finding from this experiment is that participants
discriminated the 0.5 and 0 contingencies, but judgments of the blocked contingencies
were not lowered by the blocking contingencies. If anything, judgments of the 0.5
contingency were somewhat enhanced when it was paired with a perfect contingency.
However, this effect did not attain significance.

These results replicate previous results from human contingency learning (Baker
& Mazmanian, 1989) and animal instrumental conditioning (Rescorla, 1991), and are
consistent with both the R-W model and causal model theory. According to the R-W
model (Baker et al., 1996), cue competition should not occur in this scenario since there
are two outcomes - each of which can independently support different amounts of
associative strength. Similarly, according to Waldmann and Holyoak (1992), cue
competition should not be observed because effects do not compete to be linked with
causes.

A second unexpected finding from this experiment was that contingency
judgments were influenced by presentation format. That is, the type of intervening
question asked between the presentation of the cause and the two effects appears to be an
important variable in contingency judgements. Although blocking was not observed in
either group, ratings for the blocked contingencies were higher when participants made
two, rather than one, outcome predictions per trial. Furthermore, judgments of the
blocking contingency were also somewhat higher when two predictions were required on
each trial. This trend did not attain significance, but a comparison of the judgments of the
perfect contingency from participants in this experiment with those in Experiments 1 and
2 reveals that these ratings were lower in this experiment. This decrease is more
pronounced in the one-decision group, in which the final judgments of the blocking
contingency in 0/1 was approximately 60. Judgments of the perfect contingency were
higher when two decisions were made on each trial, the means being close to 80. A
possible explanation for this decrease lies in the difficulty of the task. Unlike the
participants in Experiments 1 and 2, those in the present experiment spontaneously
commented that the task was challenging and that they had difficulty monitoring the
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events presented. This issue of the type of intervening questions asked between the

presentation of causes and effects was further investigated in Experiments 6 and 7.

EXPERIMENT 4

Cue competition was not detected in Experiment 3 when one cause preceded two
effects. The present experiment was designed to test whether the absence of cue
competition would be observed when the cue presented first was defined as an effect and
the outcomes as causes (i.e., 1E-2C). Unlike Experiment 3, in which the associative and
statistical models predicted the same experimental outcome, the two approaches make
opposite predictions for this preparation (Figure 9). According to the R-W model, the
scenario entails one cue and two outcomes, with each cue being capable of supporting
independent amounts of associative strength. Regardless of whether stimuli are defined as
causes or effects, cues compete to be linked with an outcome, but the reverse does not
occur. Thus, cue competition should not be observed for either contingency.

On the other hand. the statistical approach predicts that blocking should be
observed in the 0.5 contingency. According to causal model theory, even though the
contingencies are presented in the order effect-cause, people inherently reason from cause
to effect. Furthermore, causes compete to be linked with effects but effects do not
compete for association with causes. When causes are linked to effects, the conditional
Ap for the 0.5 contingency in the absence of the blocking contingency is 0.5 when that
contingency is 0. but is 0 when the blocking contingency is perfect. The conditional Ap
for the O contingency is 0 both when the blocking contingency is O and when it is perfect.
It thus follows that the model predicts cue competition for the 0.5 but not the 0
contingency.

Experiment 3 of Price and Yates (1995) evaluated these hypotheses and found
support for the R-W model. In this experiment, participants were presented with a
moderate contingency (Ap = 0.44). In the weak blocking condition, this contingency was
paired with a zero contingency (Ap = 0) and in the strong blocking condition it was paired

with a strong contingency (Ap = 0.77). In their 2C-1E condition, the causes were
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Causal Model's Theory's Predictions for 1E - 2C

Cause 1

Effect

Cause 2

Effect <« Cause

R-W Model's Predictions for 1E - 2C

Outcome 1 (7\.1)

Cue
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Cue D Outcome

Figure 9. Assumptions of causal model theory and R-W model for Experiment 4 (1E-2C)



presented first and participants predicted the presence or absence of the effect; in 1E-2C,
the effect was presented first and participants predicted whether each of the two causes
were present. At the end of 36 trials, participants estimated the conditional probability of
each effect in the presence and absence of each cause. Judgments of the moderate
contingency were lowered when the blocking contingency was strong in 2C-1E, but not in
1E-2C. Although Price and Yates's results are consistent with the R-W model, further
experimentation is needed to test whether this effect is replicable when participants are
asked judgments of contingencies as opposed to conditional probabilities. Hence, the goal
was this experiment was to replicate the results of Price and Yates using test questions
that asked about the contingency between the effect and each cause.

In Experiment 3, it was found that ratings were higher when participants made
two separate decisions about the outcome of each trial. Specifically, participants in the
two-decision group were generally better able to discriminate the blocked contingencies.
This group also appeared more likely to use larger numbers when judging the perfect
blocking contingency. Accordingly, the two-decision format was employed for this

experiment.

Method
Participants

Twenty-four McGill University students participated in this study. Three
participated for course credit and twenty-one were paid $5. Twelve participants were

male and twelve were female.

Cover Story

This experiment employed a 1E-2C cover story. Participants assessed the extent to
which two chemicals affected the survival of a strain of bacteria. However, they were first
informed about the presence or absence of the bacteria and then about the presence or
absence of each of the two chemicals. This preparation conforms to Waldmann and

Holyoak’s (1992) definition of a diagnostic reasoning task.
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Participants were informed that four new strains of bacteria were discovered and
that the survival of the bacteria could be affected by certain pairs of chemicals. To test
whether the chemicals affected the bacteria’s survival, the bacteria were placed in petri
dishes containing one chemical, the other chemical, both chemicals, or neither chemical.

The presence or absence of each chemical was later verified.

Procedure

After reading and signing the consent form, participants were seated in front of a
computer. The instructions that appeared on the computer screen are included in the
Appendix (section IV). In the first screen, participants read that there were four strains of
bacteria under investigation, and that for each strain scientists would carry out a series of
experiments to evaluate whether the bacteria’s survival was affected by certain pairs of
chemicals. For each experiment, the bacteria were placed in a culture containing one
chemical, the other chemical, both chemicals, or neither chemical. The scientists then
checked if the bacteria survived or did not survive and verified which chemical or
chemicals were in the culture. Participants read that the experiment was done this way so
that the experiments could be done blindly and so that the scientists’ biases would not
influence the results of these experiments or how they were interpreted. The second and
third screens explained that a chemical might make it more likely, less likely, or might
not affect the likelihood that the bacteria would survive. The fourth screen explained that
on each trial participants would first be informed about the presence or absence of the
bacteria. They also read that they would then have to enter whether they thought each of
the two chemicals was in the culture and that they would be given feedback about the
correctness of their predictions. Participants were also encouraged to keep track of what
happened in both the presence and absence of the bacteria. The fifth screen stated that
participants would be asked to rate how strongly the bacteria’s survival was affected by
each chemical on a scale ranging from -100 to +100.

After answering any questions that the participants might have had about the

instructions, the experimenter left the room and allowed the participants to proceed with
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the task. Similar to the previous experiments, each game had 48 trials divided into three
16 trials blocks. Participants gave their estimates after the second block and at the end of
each game.

During each trial, participants were informed about the presence or absence of the
bacteria and were then asked in two separate questions whether they thought each of the
two chemicals was in the culture. After entering whether an individual chemical was in
the culture, participants were informed whether their guess was correct or incorrect, and
read what outcome had occurred. At the end of the trial, participants pressed the space-

bar to begin the next trial.

Ratings
Ratings of the Blocked Contingencies

Table 12 displays the means and standard errors for the first and final ratings of
the blocked and blocking contingencies, and Figure 10 contains the final ratings.
Participants discriminated a moderately positive contingency from a zero contingency
when the blocking contingency was zero. However, the perfect contingency appears to
have lowered ratings of the moderately positive but not the zero contingency.

Statistical analyses only partially support these impressions. The main effect for
the blocked contingencies was significant. F (1. 23) = 88.00. but the main effect for the
blocking contingencies and the blocked by blocking interaction were not significant, F (1,
23) =141, F (1, 23) = 1.30, respectively. To directly test causal model theory’s
prediction that blocking would be observed in the 0.5 contingency, the final judgments of
this contingency were compared when it was paired with a zero and perfect contingency.
This analysis, however, failed to attain significance, r (23) = 1.57. Finally, the difference
between the first and final ratings was not significant, F (1, 23) = 2.13, and this factor did
not interact with any other variable, all Fs < 1.

The main effect for the blocked contingencies supports the contention that
participants reliably discriminated the moderately positive contingency from the zero

contingency. However, the lack of a main effect for the blocking contingencies, the lack
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Table 12
Experiment 4: 1E-2C: ?EC

Mean Estimates of the Blocked and Blocking Contingencies after 32 (first rating)
and 48 trials (final rating). The number before the slash refers to the blocked
chemical’s contingency and the number after the slash to the blocking chemical’s
contingency.

BLOCKED CONTINGENCIES

First Ratings Final Ratings
Condition Mean SEM Mean SEM
0.5/0 46.9 6.4 48.5 6.1
0.5/1 29.0 9.6 32.7 8.3
0/0 -54 8.1 04 6.8
0/1 -6.5 9.8 -0.6 8.6
BLOCKING CONTINGENCIES
0.5/0 -4.8 9.0 -40 9.2
0.5/1 78.5 8.0 76.9 9.4
0/0 14.7 8.1 7.9 7.3
0/1 74.2 8.4 75.0 8.2
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Figure 10. Final judgments and standard errors of blocked
contingency in Experiment 4 (1E - 2C).




of a blocked by blocking interaction, and the results of a direct test of blocking in the 0.5
contingency suggest that ratings were not influenced by the blocking contingencies. In
other words, no significant blocking effect was observed in this experiment; this finding

is consistent with the R-W model.

Ratings of the Blocking Contingencies

The results in Table 12 imply that participants discriminated the perfect and zero
contingencies. Ratings of the zero contingency, however, appear to be lower when the
blocked contingency was moderately positive than when it was zero. Similar to
Experiment 3, judgments of the perfect contingency were below 90 and were lower than
the ratings given in Experiments 1 and 2. Inspection of the data, however, failed to reveal
any participants giving low (i.e., zero or lower) ratings to the perfect contingency.

Statistical analyses only partially confirm the described impressions. The main
effect for the blocking contingencies was significant, F (1, 23) = 37.49. However, the
main effects for the blocked contingencies and time were not statistically significant, F
(1, 23) =2.36, F (1, 23) < 1, respectively. Furthermore, none of the interactions attained
significance, highest F (1, 23) = 3.65. Thus, participants discriminated strong
contingencies from weak ones, but ratings of the blocking contingencies were not

influenced by the blocked contingencies.

Discussion

Two factors were varied in the four experiments described: causal scenario and
causal order. As opposed to previous research, the same cues were used in all
experiments but varied in whether they were a) defined as two causes of one effect or one
cause of two effects, and b) whether information about the cause was presented before the
effect or the effect before the cause. These variables were manipulated in an attempt to
discover conditions under which blocking would be observed. In Experiments 1 and 2,
cue competition occurred when two cues were presented before a single outcome

regardless of whether how the cues were defined. On the other hand, cue competition was
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not observed in Experiments 3 and 4 when a single cue preceded the presentation of two
outcomes, which is consistent with prior findings (Baker & Mazmanian, 1989; Price &
Yates, 1995; Rescorla, 1991). The initial results thus imply that blocking is influenced by
the number of antecedent cues, and is consistent with the predictions from the R-W
model.

However. the number of antecedent cues was confounded by the nature of the
intervening questions during contingency acquisition. When two cues preceded a single
outcome (i.e.. in 2C-1E and 2E-1C), participants were presented with information about
the two antecedent cues and made a single decision or prediction about whether the
outcome occurred. However, when a single cue preceded two outcomes (i.e., in 1C- 2E
and 1E-2C) they were asked two separate questions about whether each of the two
outcomes had taken place. The problem with this method of having participants predict
the two outcomes in that it encourages them to keep track of the blocked and blocking
contingencies independently.’ In other words, the absence of blocking in 1C-2E and 1E-
2C could be an artefact of having participants make two outcome predictions on each trial
whereas blocking was observed in 2C-1E and 2E-1C because only one prediction was
made on a trial. This concern was examined in Experiments 6 and 7.

In addition to controlling for the intervening questions presented between the cue
and outcome, two other issues need to be addressed. The first is whether participants
encoded the causal model correctly. This issue becomes important when causal order is
manipulated (Waldmann & Holyoak, 1997). Otherwise, it couid be argued that the cue
competition observed in Experiment 2 and the absence of this effect in Experiment 4
couid be due to participants encoding the causes as effects or effects as causes. This topic

was addressed in Experiment 5.

* This argument could also apply to the single-decision group in Experiment 3. Rather
than making two separate decisions, participants had to predict which conjunction of four
possible outcomes occurred. Although the single-decision format was adopted as a
control for the number of predictions made on each trial, it seems reasonable to assume
that this formnat also implicitly requires that the volunteers monitor the blocked and
blocking contingencies individually.
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A second issue is the role of the test question. As shown in Table 5. the cover
story was confounded with the test question. That is, in each experiment the test question
corresponded with the order in which the cues were presented. This issue is less critical
given previous evidence that similar judgments will be found if people are asked 7EC or
?CE causal questions (Matute et al., 1996). This methodological issue was also

investigated in Experiment 5.

EXPERIMENT §

In Experiment 4, blocking was not detected when one effect preceded two causes.
The present experiment attempted to replicate this absence of cue competition using a
?CE (predictive) instead of an 7EC (diagnostic) test question. If the results obtained are
similar to those observed in Experiment 4, this evidence would support Matute et al.’s
(1996) argument that ?CE and ?EC are interpreted as being the same question. An
additional motivation for the present experiment was to test whether participants had
appropriately encoded the causal model, that is as 1E-2C as opposed to 1C-2E. If
participants understood that the chemicals affected the bacteria’s survival despite
information about the bacteria being presented before each of the two chemicals, then this
would exclude the possibility that the lack of cue competition observed in Experiment 4
could be attributed to participants not comprehending the described scenario and would
address a criticism raised in Waldmann and Holyoak (1997).

The final goal of the present experiment was to obtain a list of alternative causes.
As will be described later, one goal of Experiment 7 was to test whether the blocking
effect observed in 2E-1C could be attributed to alternative causal models. This objective
was accomplished by a) first obtaining a list of alternative causes in this experiment and
in Experiment 6, and b) informing participants that these causes were controlled for in
Experiment 7. These goals were accomplished by having participants in this experiment
fill out a questionnaire in which they specified 1) which cues were causes and which ones

were effects and 2) whether they believed there were alternative causes that could have
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influenced the events they observed. This information was collected after completing the

experimental task so that it would not influence participants’ ratings.

Method
Participants
Twenty-four McGill University students were paid $5 to participate in this study.

Six were male and eighteen were female.

Cover Story and Procedure

The cover story and procedure were similar to those used in Experiment 4. The
instructions are included in the Appendix (section V). As can be seen, the main difference
between Experiments 4 and 5 was in the question asked when requesting the participants’
ratings. Whereas Experiment 4 used an ?EC question (“Rate how strongly the production
of [chemical] was affected by [bacterial strain]™), this experiment used a ?CE question,
namely *“Rate how strongly [bactenal strain] affected [chemical’s] production.” The
second difference between the present experiment and Experiment 4 is that participants
were administered a post-experimental questionnaire containing three questions. This
questionnaire is displayed in the Appendix (sectionV]). The first question asked whether
the scientists were examining whether the chemicals were affecting the bacteria, the
bacteria were affecting the chemicals, or neither of these two options. If participants
chose the third option, they were requested to state what they thought was the correct
answer. The second question stated that a white ball on a pool table was hit by a pool cue,
which caused the ball to move: the participant was asked to state whether the chemicals
were analogous to the pool cue, the white ball, or neither of these two options. Again, if
participants chose the third option they were requested to state what they thought was the
correct answer. Finally, the third question attempted to assess participants’ alternative
causal models. Participants were asked if there were any variables not taken into account
that could have influenced the results that the scientists obtained. In this experiment and

Experiment 4, the instructions on the computer screen stated only that the scientists were
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blind to the experimental conditions but did not state whether any steps were taken to
control for alternative causes. Thus, the third question was asked in an attempt to
independently obtain participants’ alternative causal models so that they could be

controlled for in Experiment 7.

Results
Ratings of Blocked Contingency

Data from four participants were removed because they gave zero or negative
judgments 1o the perfect contingency in both the 0.5/1 and 0/1 conditions. Table 13
contains the first and final estimates of the blocked and blocking contingencies, and
Figure 11 contains the final ratings of the blocked contingencies. The resuits imply that
participants generally discriminated moderately positive and zero contingencies. For the
first set of ratings, judgments of the moderate but not the zero contingency appear
elevated when it was paired with the perfect blocking contingency. However, the opposite
pattern is observed for the final ratings: judgments of the O contingency appear elevated
when it was paired with a perfect contingency.

Statistical analyses confirm these impressions. The main effect for the blocked
contingencies was significant, F (1, 19) = 46.34, but the main effects for the blocking
contingencies and time were not, highest F (1, 19) = 1.01. Although the blocked by
blocking, blocked by time, and blocking by time interactions were not statistically
significant, all Fs (1, 19) < 1, the blocked by blocking by time interaction was significant,
F (1, 19) = 5.39. Two tests of simple interaction effects were conducted to investigate the
nature of this three-way interaction; with a Bonferroni correction, the rejection criterion
was 0.025. The blocked by blocking interaction failed to attain significance at either the
first or final ratings, F (1, 19) = 1.87, F (1, 19) < 1.4, respectively. Thus, the three-way
interaction arose from a crossover effect of having judgments of the 0.5 contingency
being slightly elevated during the first ratings, whereas the opposite pattern was observed
in the final ratings. Taken together, there is little evidence that participants’ ratings of the

blocked contingencies were significantly lowered by the blocking contingencies.

-71-



Table 13
Experiment 5: 1E - 2C: 7CE

Mean Estimates of the Blocked and Blocking Contingencies after 32 (first rating)
and 48 trials (final rating). The number before the slash refers to the blocked
chemical’s contingency and the number after the slash to the blocking chemical’s
contingency.

BLOCKED CONTINGENCIES

First Ratings Final Ratings
Condition Mean SEM Mean SEM
0.5/0 40.3 8.7 53.8 7.0
0.5/1 56.8 6.9 56.4 6.4
0/0 -14 10.2 -11.0 7.1
0/1 40 109 2.3 8.2
BLOCKING CONTINGENCIES
0.5/0 6.5 8.5 -1.3 5.7
0.5/1 913 4.0 92.0 3.6
0/0 -7.9 7.0 11.3 6.6
0/1 78.5 9.6 91.5 3.0
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Figure 11. Final judgments and standard errors of Blocked
contingency in Experiment 5 (1E - 2C: 7CE)



Ratings of Blocking Contingencies

Inspection of Table 13 reveals that participants discriminated the perfect
contingencies from the zero contingencies. For the first set of ratings, judgments of the
zero contingency appear higher when it was paired with a zero blocked contingency.
However, for the final ratings, judgments of the zero contingency appear higher when it
was paired with a moderate blocked contingency.

Statistical analyses confirm these impressions. The main effect for the blocking
contingencies was significant, F (1. 19) = 222.44, but the main effects for the blocked
contingencies and for time were not significant, highest F (1, 19) = 2.44. The blocked by
blocking, blocking by time, and blocked by blocking by time interactions did not attain
significance, highest F (1, 19) = 1.43. However, the blocked by time interaction was
significant, F (1, 23) = 6.64. Two tests of simple main effects were conducted using a
Bonferroni corrected rejection criterion of 0.025. These follow-up analyses revealed that
the blocked by time interaction arose because the blocked contingencies had a non-
significant influence on the first set of judgments, F (1, 23) = 4.22, although this effect
would have been statistically reliable as a planned comparison. The blocked
contingencies did not have a detectable effect on the final ratings, F (1, 19) = 1.68. Thus,
the blocked contingencies appear to have a modest influence on the blocking
contingencies, although this effect is not apparent for the final judgments.

Taken together, these results are consistent with the previous experiments in
which participants readily discriminated perfect and zero blocked contingencies, but were

minimally influenced by the blocking contingencies.

Questionnaire

The first question asked whether the scientists were evaluating whether the
chemicals were affecting the bacteria, the bacteria were affecting the chemicals, or neither
of these two possibilities. Nineteen of the twenty participants chose the first option (i.e.,
the correct answer), and one chose the second option. Inspection of this person’s

questionnaire revealed that the correct answer was chosen for the second question even
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though the response for question 1 was wrong. Furthermore, this participant’s ratings
were similar to the rest of the sample. Since this person’s judgments were representative
of the sample, these data were included in the analyses for the blocked and blocking
contingencies.

For the second question, seventeen participants stated that the chemicals were
analogous to the pool cue and three participants stated that they were analogous to the
white ball. The three people who had chosen the incorrect answer to this question had
chosen the correct answer for the first question. Thus, the majority of participants could
make the analogy between the causes and effect in this experiment and those in another
situation. Taken together, the responses to these two questions imply that participants
understood which variables were the causes and effect.

For the third question, thirteen participants stated that there were alternative
uncontrolled causes that were not taken into account whereas seven did not. As shown in
Table 14, the responses fell into four categories. The majority of participants listed
environmental conditions in the laboratory and interactions between chemicals as
alternative causes. Examples of environmental conditions were temperature and the age
of the bacterial sample whereas interactions between chemicals referred to whether the
two chemicals together would form a compound that is more or less potent than either
chemical alone. One participant wrote that the chemicals in the present experiment should
have been compared to ones whose actions are known. and two participants gave
responses that did not fall into the prior three categories; these responses were classified
as “Other.”

Discussion

This experiment used a preparation in which one effect preceded two causes (i.e.,
1E-2C) and participants were asked a ?CE test question at the time of judgment. Similar
to Experiment 4, a strong cause did not block ratings of a weaker one. Apart from
replicating the results of 1E-2C: ?EC, this experiment demonstrated that the lack of

blocking could not be accounted for by the argument that participants had not understood
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Table 14

Categories of altemnative causes listed by participants in Experiment 5. The four
categories were Laboratory Conditions, Chemical Interactions, Experimental
Design, and Other. Laboratory Conditions consisted of a series of examples; the
number of respondents listing each example is shown. Other consists of causes
that were either vague or were not classified in the other categories.

Category Examples Number of Respondents
Laboratory Conditions Total: 7

Temperature of culture 5

Time of day or age of 3

cuiture

Contaminants in the air 3

or in the culture

pH of chemicals 2

Nutrients in the culture |
Interactions Between Chemicals Total: 4

1) “interactions [between] the two chemicals which neutralizes their
properties

2) “possible reactions between the drugs resulting in the formation of
chemical C”

3) “interaction of the two chemicals™

4) “combination of chemicals”

Experimental Design Total: 1

“They should have compared it to other chemicals whose actions are
well known”

Other Toral: 2

1) “they didn’t consider the presence of other things.”

2) “Having not been given more details of the study, it is my
assumption that any number of variables could have possibly skewed the
results.”




the causal model. Almost all of the participants correctly stated that the chemicals had
acted on the bacteria. Furthermore, the majority of participants could extend this
comprehension to a novel situation in which they had to state the analogy between the
cause and effect in this experiment and a pool cue causing a ball to move. Participants
were thus able to state which variables were causes and effects on two different measures.
This evidence thus suggests that participants had appropriately encoded the causal model
as two causes of one effect, even though the contingencies were presented as effects
before the causes.

In addition to testing whether the causal models were appropriately encoded, this
experiment was designed to evaluate the role of the test question. According to causal
model theory, blocking should occur in this preparation if an 7EC test question, as
opposed to a 7CE question, is asked. On the other hand, Matute et al. (1996) would argue
that similar results should be obtained in both cases because ?CE and ?EC are
synonymous. The blocking effect did not attain significance regardless of which test
question was asked, which suggests that the directionality of the test question may not
play as prominent a role in determining whether blocking is observed. This analysis is
consistent with Matute et al. (1996).

Thus far, the issue of the people’s understanding of the causal model when effects
are presented before causes has been addressed. as well as the role of the test question.
The most important issue, however, with regard to 1C-2E and 1E-2C is that they differ
from the 2C-1E and 2E-1C in terms of how the two sets of tasks implicitly encourage

people to keep track of the contingencies. Experiments 6 and 7 examined this issue.

EXPERIMENT 6
In the experiments described, blocking was observed when two cues preceded a
single outcome but was not observed when one cue preceded two outcomes. These initial
results from Experiments 1, 2, 3, and 4 implied that blocking is influenced by the number
of antecedent cues. However, the number of cues is confounded by the intervening

predictions between presentation of the antecedent and consequent cues. When two cues
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were presented, participants made a single prediction about the trial’s outcome. But when
one cue was presented, they had to predict each of the two outcomes separately. This
method of asking two separate questions on each trial might implicitly coax participants
to keep track of the two cues independently because they have to make predictions about
them.

The primary motivation for this experiment was to examine whether similar
results would be obtained using a preparation that does not encourage people to monitor
each contingency separately. This goal was attained by having participants passively
observe the contingencies. Thus, rather than making two separate decisions on each trial,
participants were informed about the events on each trial but did not have to predict what
would happen. If the results with this preparation are similar to those of Experiments 3
and 4, then the lack of blocking in those experiments a) would not be due to the task
imposing an artificial constraint on the participants and b) would provide stronger support
for the R-W model. On the other hand, if cue competition did occur, then the results
would imply that the role of the intervening questions between antecedent and consequent
cues would be an important variable to consider when testing for blocking effects. In this
case, further experimentation would be needed in which both causal order and causal
scenario are manipulated in the same experiment, but in which all participants observe the
contingencies in a similar manner.

A second motivation for this experiment was to further ensure that the lack of
blocking observed in Experiments 4 and 5 could be attributed to participants not
comprehending the causal model. Although the results in Experiment 5 imply that
participants had properly encoded the causal model as two causes of one effect, it is

important to replicate this finding.
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Method
Participants
Twenty-four McGill University students participated in this study. Twenty-three

were paid $5 and one participated for course credit. Fifteen participants were female and

nine were male.

Cover Story and Procedure

The same set of instructions used in Experiment 5 was used here; the one screen
of instructions that differed, the fourth one, is included in the Appendix (section VII).
Similar to Experiments 4 and 5, participants were presented a 1E-2C scenario in which
two chemicals affected a bacterial strain’s survival and information about the effect was
presented before the causes. Furthermore, this experiment was similar to Experiment S in
that participants were presented with an ?CE question when their judgments were
requested. This experiment, however, differed from Experiments 4 and 5 in terms of the
events that took place on each trial between presenting the effect and the two causes.
Namely, participants were first informed about the presence or absence of the bacteria.
After pressing the space-bar, they were informed about the presence or absence of each of
the two chemicals, without having to make any predictions about the outcome on each
trial.

Participants were administered the same post-experimental questionnaire used in
Experiment 5, which is included in the Appendix (section VI). Briefly, the first question
asked participants if they understood whether the chemicals were affecting the bacteria or
if the bacteria were affecting the chemicals. The second question asked if the chemicals
were akin to a pool cue or the movement of a ball on a pool table. Finally, the third
question asked whether participants believed that there were alternative causes that could

account for the results observed.
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Results
Ratings of Blocked Contingencies

Table 15 contains the first and final estimates of the blocked and blocking
contingencies and Figure 12 displays the final ratings of the blocked contingencies.
Participants discriminated the moderate and zero contingencies. But judgments were
lowered when the blocked contingencies were paired with a perfect contingency, and this
effect was larger for the moderate contingency. Finally, the perfect contingency’s
influence on ratings of the zero contingency appears smaller in the final ratings.

Statistical analyses support these impressions. The main effects for the blocked
and biocking contingencies were significant, F (1, 23) = 19.26; F (1, 23) = 26.48,
respectively, but the main effect for time was not, F (1, 23) = 1.36. Furthermore, the
blocked by time and blocked by blocking by time interactions were not significant,
highest F (1, 23) = 1.89. However, the blocked by blocking and blocking by time
interactions were significant, F (1, 23) = 10.99, F (1, 23) = 4.59, respectively. A
Bonferroni corrected rejection criterion of 0.0125 was used for the four tests of simple
main effects. From the table and graph, it is apparent that the blocked by blocking
interaction arose because the cue competition effect was larger for the 0.5 than for the 0
contingency, although both were significant, F (1, 23) = 8.61, F(1, 23) = 35.42,
respectively. Furthermore, the blocking by time interaction arose because the cue
competition effect was smaller for the final than for the first set of estimates, F (1, 23) =
15.39, F (1, 23) = 39.19, respectively. In summary, participants discriminated the two

blocked contingencies but were also influenced by the blocking contingencies.

Ratings of Blocking Contingencies

As shown in Table 15, perfect and zero contingencies were discriminated and
consistent ratings were given both after 32 and after 48 trials. However, the ratings of the
zero blocking contingency appear lower when it was paired with the moderate than with a

zero blocked contingency.
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Table 15
Experiment 6: 1E-2C: ?CE (Passive Observing)

Mean Estimates of the Blocked and Blocking Contingencies after 32 (first rating)
and 48 trials (final rating). The number before the slash refers to the blocked
chemical’s contingency and the number after the slash to the blocking chemical’s
contingency.

BLOCKED CONTINGENCIES

First Ratings Final Ratings
Condition Mean SEM Mean SEM
0.5/0 331 54 335 5.7
0.5/1 -224 6.5 -193 6.7
0/0 6.7 3.6 2.1 3.0
0/1 -271 7.1 -14.8 10.0
BLOCKING CONTINGENCIES
0.5/0 - 14.6 6.0 -15.6 53
0.5/1 87.7 49 88.9 4.8
0/0 40 3.8 -04 2.8
0/1 90.6 39 80.8 8.3
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Statistical analyses only partially confirm these impressions. The main effect for
the blocking contingencies was significant, F (1, 23) = 486.77. However, neither the main
effect for the blocked contingencies nor for time attained significance, highest F (1, 23) =
2.98. Furthermore. none of the interactions attained significance, highest F (1,23) = 3.72.
Thus, perfect and zero contingencies were discriminated, but were not influenced by the

blocked contingencies.

Questionnaire

In response to the first question, all participants correctly stated that the scientists
were investigating how the chemicals were affecting the bacteria. Similarly, for the
second question. twenty-three stated that the chemicals were analogous to the pool cue;
only one subject thought there was no similarity between the variabies in the computer
task and the pool cue and ball. Thus, participants clearly understood which variable was
the cause and which was the effect.

For the third question, eighteen participants stated that there were alternative
uncontrolled variables that could account for the results observed and six who did not. As
shown in Tabie 16, the vast majority listed laboratory conditions as alternative causes,
with temperature and nutrients in the culture being mentioned most frequently. Two
participants wrote about possible interactions between the chemicals, and two referred to
the methodology in the experiment. In particular. one person questioned the validity of
classifying the bacteria as surviving or not surviving as opposed to counting the number
of bacteria in the sample; the other mentioned taking into account the culture’s normal
survival time before adding or not adding the chemical or chemicals. Finally, four
participants listed causes that did not fall into the previous three categories. Two
responses were vague: one referred to the base rate of the bacterial sample’s survival and

one questioned how generalizable the results would be to humans if the bacteria were

studied in isolation.
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Table 16

Categories of altemative causes listed by participants in Experiment 6. The four
categories were Laboratory Conditions, Chemical Interactions, Experimental
Design, and Other. Laboratory Conditions consisted of a series of examples; the
number of respondents listing each example is shown. Other consists of causes
that were either vague or were not classified in the other categories.

Category Examples Number of Respondents
Laboratory Conditions Total: 14
Temperature of culture 9
Nutrients in the culture 4
Concentration or 3
relative amount of
chemicals

(9]

Contaminants in the air
or in the culture

2

Strength or quantity of

bacteria

Light or dark room 2

pH of chemicals 1
Interactions Between Chemicals Toual: 2

“Two chemicals together can react.”

“Interactions (positive and negative) between the chemical
combinations that resulted in an overall positive or negative effect on the
bacteria.”

Experimental Design Total: 2

“Counting bacteria [as opposed to classifying as present or absent]”
“Normal survival time of bacteria”

Other Total: 4

“chance of bacteria surviving on its own”

*“The bacteria are in a culture isolated. If they were in the human body,
their survival may be influenced by other factors.”

“presence of other chemicals which may inhibit growth”

“other chemicals that could have affected the development (or not) of
the bacterias [sic]”




Discussion

This experiment examined whether blocking would be observed in 1E-2C when
participants were not implicitly encouraged to monitor the two causes independently.
Contrary to Experiments 4 and 5, blocking occurred. Similar to Experiment 5,
participants had comprehended the causal model and thus the lack of blocking in
Experiments 4 and 5 can not be accounted for by the simple explanation that causes were
encoded as effects and vice versa.

It seemns reasonable to conclude that an important variable influencing blocking is
whether or not participants actively try to predict the presence or absence of the
consequent cues. The R-W model does not anticipate and does not readily account for this
finding. Causal model theory, however, can provide a plausible explanation. From an
information processing perspective it could be argued that participants in Experiments 4
and 5 would have reasoned cause to effect, but the task’s cognitive demands were quite
large and thus prevented them from using this strategy when acquiring the contingencies.
But in Experiment 6, the cognitive demands were lowered and participants could then
reason from cause to effect; since causes compete, blocking would then be expected.

The R-W model, however, can be modified to accommodate the results from
Experiment 6. It is assumed that the link between cues and outcomes is unidirectional
(Matute et al.. 1996). That is, the directionality of reasoning is from cues to outcomes but
not from outcomes to cues. However, Matute et al. (1996) have argued the link between
cues and outcomes need not be linked solely in one direction. If this constraint is removed
so that the associative bond between cues and outcomes is bidirectional, then this
maodified version of the R-W model shares a property similar to Miller’s comparator
hypothesis (Miller & Matzel, 1988). By having a bidirectional link, the modified R-W
model anticipates blocking when participants are presented with 1E-2C. This prediction is
made because the theory assumes that, after acquisition, the contingency between two
events (e.g., contingency A) are compared to the contingencies of other cues (e.g.,
contingencies B and C). If A is the strongest contingency, then it will be judged as

strongly positive. But if contingencies B or C are higher, A will be judged as being weak
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because its contingency is small relative to these other contingencies. In 1E-2C, cue
competition would be expected in 0.5/1 and 0/1 because both the moderate and zero
blocked contingencies would be weak when compared to the perfect blocking
contingency.

By having cues and outcomes linked bidirectionally, the comparator approach
makes some interesting predictions about whether cue competition should be observed.
As mentioned in the Introduction, the comparator hypothesis states that all associations
are learmmed about during acquisition and blocking is determined by the post-acquisition
treatment. Matute et al. (1996) have argued that the critical treatment is the wording of
the test question. However, the results from the experiments outlined here were not
consistent with this line of reasoning. Although there was some evidence that the test
question might influence blocking, it was not as strong as the authors claim. Instead, the
results from these experiments imply that the processing of information between the cues
and outcomes is an important factor.

The modified R-W model can account for the results by stating that competition
between contingencies is less likely to be observed when the task is set up so that it
demands that participants monitor contingencies independently during acquisition. This
method of presentation was used in Experiments 3 to 6, as well as in other experiments in
the literature such as Baker and Mazmanian (1989) and Price and Yates (1995). In all of
these experiments, blocking was not observed. It is possible that blocking is more likely
to be observed when the demands of the task are minimized, for example by passively
observing the contingencies. An implication of this assertion is that cue competition
should be observed regardless of both causal scenario and causal order, when
contingencies are acquired in this manner. This possibility was examined in the following

experiment.

EXPERIMENT 7
There were two goals for this investigation. The first was to contrast the

predictions of three models of how causal scenario and causal order influence cue

-80-



competition. To allow for a direct comparison of their influence, these variables were
manipulated within the same experiment rather than between experiments. The second
motivation was to use the same method of acquiring the contingencies in all conditions. It
was important that this variable be equated across conditions. In an attempt to rule out the
possibility that altemative causal models would account for any blocking effects,
particularly in 2E-1C, participants were informed that vanious measures were taken to
ensure that the events they observed could not be attributed to extraneous variables.
These variables were chosen based on the alternative causes listed by participants in
Experiments 5 and 6.

As shown in Table 17, causal model theory, the R-W model and the modified R-
W model each anticipates a different pattern of results. To recapitulate, causal model
theory states that biocking is dependent on both the causal scenario and causal order.
When there are two causes of one effect, blocking should occur regardless of causal
order. This pattern is predicted because participants putatively reason from cause to
effect. Blocking is anticipated because there are multiple causes and because causes
compete for association with an effect. But when there is one cause of two effects,
blocking is not expected. An important criterion, however, has to be met has to be met in
2E-1C: that participants do not resort to alternative causal models.

The R-W model predicts that blocking is dependent only on the number of
predictive cues. Thus, blocking is expected when two predictors precede a single outcome
but is not anticipated when a single cue precedes two outcomes, regardless of the cues’
causal status. According to the revised R-W model, however, blocking is expected in all

four conditions. In other words, blocking is anticipated regardless of causal scenario and

causal order.

Design
This experiment was designed to test how ratings of the blocked contingency
would be influenced by whether causes preceded effects or vice versa, and by whether

two cues predicted the presence or absence of a single cue as opposed to one cue
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Table 17

Predictions of how causal scenario and causal order influence blocking. The
anticipated results are derived from causal model theory, the Rescorla-Wagner
model, and a modified version of the Rescorla-Wagner model.

Model Experimental Condition

2C- 1E 1C-2E 2E-IC 1E-2C
Causal Model Blocking | No Blocking | No Blocking Blocking
Theory
R - W model Blocking | No Blocking Blocking No Blocking
Modified R -W Blocking Blocking Blocking Blocking
model




predicting the presence or absence of two cues. Thus, a four factor mixed design was
employed and is shown in Table 18. The first factor, causal order, was a between-groups
factor containing two levels. This factor refers to whether participants observed the
contingencies in the order CE or EC. The second factor, predictor, was a within-
participants factor containing two levels. Predictor refers to whether participants were
presented with two predictors of a single outcome or one predictor of two outcomes,
regardliess of whether cues were causes or effects. Thus, participants in the CE group
were presented with both a 2C-1E scenario and a 1C-2E scenario whereas those in the EC
group were presented with 2E-1C and 1E-2C. Within each group, the order in which the
scenarios was administered was counterbalanced across participants.

In each of these conditions, a moderately positive blocked contingency (Ap = 0.5)
was paired with a blocking contingency that was either weak or perfect. Thus, the third
factor was the strength of the blocking contingency. A blocked contingency of zero was
not used because participants were clearly able to distinguish moderate and weak
contingencies in all of the previous experiments. To minimize the number of conditions,
this control was not included in this experiment. The final factor was time, that is whether

ratings were collected after 32 or 48 trials.

Method
Participants

The participants were 48 undergraduates from McGill University. Forty-one were
paid $5 and seven participated for course credit. Participants were randomly assigned to

the CE or EC groups. Both groups contained 24 participants.

Procedure

After reading and signing the consent form, participants were seated in front of
the computer. They were then told that the instructions would appear on the computer
screen and to hit the space-bar to advance from one screen to the next. Furthermore, they

were told that they could ask the experimenter questions at any time during the
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Table 18

Design for Experiment 7

Between-Groups | Within-Groups Factors
Factor:

Predictor Contingency | Time
Causal Order
CE 2 cues => | outcome {0.5/0 Ratings collected

after 32 and 48

EC 1 cue => 2 outcomes | 0.5/1 trials




instructions phase. Six screens of instructions were presented on the screen. The
instructions from each condition are included in the Appendix (section VIII).

In the CE group, half of the participants were presented with 2C-1E followed by
1C-2E and the others received the reverse order. In 2C-1E, the first screen stated that two
pairs of chemicals and two strains of bacteria were discovered and that for each strain
scientists were conducting experiments to evaluate whether a pair of chemicals affected
the bacteria’s survival. To do this, the bacteria were placed in petri dishes and either one
chemical, the second chemical, both chemicals, or neither chemical was added. The
sample was later classified as having survived or not survived. The second and third
screens explained that it was not known what effect each chemical may have on the
bacteria. That is, each chemical could have no effect or could make it more or less likely
that the bacteria would survive. The fourth screen stated that various steps were taken to
ensure that the results would be reliable. Namely, participants read that the chemicals did
not interact, that similar concentrations of bacteria and chemicals were used in all
conditions, that optimal environmental conditions such as temperature and lighting were
established prior to the study, that all equipment was sterile, and that the test classifying
the bacteria as surviving or not surviving was as reliable as counting the bacteria before
and after adding the chemical or chemicals. In the fifth screen, participants read that, on
each trial, they would press the space-bar to initiate a trial and that they would be told
which chemical or chemicals were added. After pressing the space-bar, they would be
told whether or not the bacteria survived. In the final screen, participants were told that
they would be asked to rate how strongly each chemical affected the bacteria’s survival.
This screen was the same as that used in Experiment 1.

In the 1C-2E condition, the instructions were similar to those used in Experiment
3. Namely, participants were first informed that scientists were evaluating the extent to
which each of two strains of bacteria produced two chemicals. This goal was
accomplished by adding or not adding the bacteria to an environment that simulated the
mammalian digestive system and then testing for the presence or absence of each of the

two chemicals. In the second and third screens, participants read that the bacteria could
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have no effect on each chemical’s production or could make it more or less likely that
each chemical would be produced. In the fourth screen, participants read that steps were
taken to ensure that the results would be reliable. This screen was similar to that used in
the 2C-1E condition. The fifth screen stated that on each trial, participants would first be
informed about whether the bacteria were added or not added. After pressing the space-
bar, they would be informed which chemical or chemicals were produced. The final
screen explained that they would be asked to rate how strongly the bacteria affected the
production of each chemical. This screen was the same as that used in Experiment 3.

In the 2E-1C condition, participants read that two strains of bacteria had been
discovered that existed in the mammalian digestive system and that scientists were
studying whether the bacteria aided in, interfered with, or had no effect on the production
of pairs of chemicals. This was accomplished by obtaining blood sampies from laboratory
rats and verifying the presence or absence of each chemical. The second and third screens
explained that the bacteria might make it more or less likely that a chemical would be
produced or could have no effect on a chemical’s production. The fourth screen explained
that laboratory rats were used instead of people so that variables such as diet, drug
history, lifestyle factors, socio-economic status could be controlled; that the study was
conducted under aseptic conditions and that environmental conditions such as
temperature, the rats’ age, time since the last meal, and diet were constant: that hormonal
levels were constant; that the tests for the bacteria and chemicals were done at the same
time each day; that the chemicals did not interact; and that the test used was reliable. The
fifth screen explained that on each trial participants would first be informed about which
chemicals were produced. After pressing the space-bar, they would then be informed
whether the bacteria were present or absent. The final screen stated that participants
would be asked to rate how strongly the bacteria affected each chemical’s production.
This screen was the same as that used in Experiments 5 and 6.

In the 1E-2C condition, participants read that scientists were investigating whether
certain pairs of chemicals affected the survival of different strains of bacteria. This was

achieved by placing the bacteria in petri dishes containing one chemical, the other
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chemical, both chemicals, or neither chemical. The scientists later verified whether the
bacteria survived and which chemical or chemicals were in the petri dish. The second and
third screens explained that each chemical could make it more likely or less likely that the
bacteria would survive, or could have no effect on the bacteria’s survival. The fourth
screen stated that alternative causes such as environmental conditions and the reliability
of the test were controlled (similar to that described in the previous three conditions). The
fifth screen stated that on each trial, participants would first be informed about the
presence or absence of the bacteria and after pressing the space-bar, the presence or
absence of the two chemicals. The final screen explained that participants would rate how
strongly each chemical affected the bacteria’s survival.

After answering any questions that the participants might have had about the
instructions, the experimenter left the room and allowed the participants to proceed with
the task. Each game had 48 trials that were divided into three 16 trials blocks. On each
trial, participants were informed about the events that occurred on each trial as detailed
above. At the end of the trial, participants pressed the space-bar to begin the next trial.
Participants gave their estimates after the second block and at the end of each game. At
the end of each game, participants were administered the post-experimental questionnaire

used in Experiments 6 and 7.

Results

Data from two participants were removed, both of whom were in the EC group.
The first participant was removed because that person was administered the wrong
experimental conditions. The second participant was removed based on her responses on
the questionnaire and because, during debriefing, the participant revealed that she was
convinced that there was deception in the experiment. The results of the blocked and
blocking contingencies were similar regardless of whether this person’s data were
included. However, the following analyses were conducted with these data excluded
because a central assumption in causal model theory is that participants learning about

effects prior to the cause do not believe that there are multiple alternative causes for the

-85 -



effect (Waldmann & Holyoak, 1992, 1997). Thus, the following analyses are based on a

sample size of 22 for EC and 24 for CE.

Ratings of the Moderate Contingency

The first and final ratings of the moderate contingency are shown in Table 19, and
the final judgments are displayed in Figure 13. In the CE group. judgments of the 0.5
contingency were moderately positive when the blocking contingency was zero,
regardless of whether the cover story was 2C-1E or 1C-2E. In 2C-1E, judgments were
lowered when the blocking contingency was perfect. This cue competition effect was
consistent for both sets of ratings. However, in 1C-2E, the pattern of judgments was
different for the two sets of ratings. For the first set, judgments were only somewhat
lower when the blocking contingency was perfect. For the final ratings, this effect was
larger, albeit not as large as in the 2C-1E condition. In the EC group, the judgments of the
0.5 contingency were moderately positive in both 2E-1C and 1E-2C when it was paired
with a zero contingency. In both conditions, judgements were lowered when the 0.5
contingency was paired with a perfect contingency. These results were consistent for both
sets of ratings. However. unlike the CE group in which the cue competition effect was
larger when 2 predictors preceded one outcome, in the EC group this effect was larger
when 1 cue preceded two outcomes.

Statistical analyses confirm these impressions. Of the within-subject main effects
and interactions, only the blocking factor attained significance, F (1, 44) = 88.64, next
largest F (1, 44) = 3.28. Similarly, the main effect for the between-subject factor, causal
order, was not significant, F (1, 44) < 1. However, this factor interacted with the main
effect of predictor, F (1, 44) = 8.17, the predictor by blocking interaction, F (1, 44) =
7.17, and the predictor by time interaction, F (1, 44) = 5.32. Causal order did not interact
with either the main effects of blocking or time, nor the blocking by time or predictor by
blocking by time interactions, largest F (1, 44) = 2.37.

A Bonferroni correction was used for the following six follow-up analyses. Thus,

the rejection criterion was 0.008. The causal order by predictor interaction arose because
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Table 19

Experiment 7

Mean Estimates of the Blocked Contingencies after 32 (first rating) and 48 trials
(final rating) for both the CE and EC groups. The number before the slash refers
to the blocked contingency and the number after the slash refers to the blocking

contingency.

CE GROUP
First Ratings Final Ratings
Condition Mean SEM Mean SEM
2 Causes - 1 Effect (2C - 1E}
0.5/0 323 8.5 35.6 7.0
0.5/1 -294 9.6 -24.2 7.0
1 Cause - 2 Effects (I1C - 2E)
0.5/0 358 5.7 36.7 5.7
0.5/1 24.2 79 -2.1 38
EC GROUP
2 Effects - 1 Cause (2E - 1C)
0.5/0 41.4 7.1 35.7 8.6
0.5/1 -6.1 11.3 -6.8 9.8
1 Effect - 2 Causes (1 E - 2C)
0.5/0 39.5 53 41.8 7.2
0.5/1 -19.1 94 -15.9 8.7
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both groups gave similar ratings when two predictors preceded a single outcome, F (1,
44) = 2.48; however, ratings were somewhat higher in 1C-2E than in 1E-2C, F (1,44) =
3.73. Neither analysis attained significance.

The causal order by predictor by blocking interaction arose because the size of the
cue competition effect was somewhat larger in 2C-1E than in 2E-1C; but the opposite
occurred when one predictor preceded two outcomes. Pursuant analyses revealed that the
difference in the cue competition effect was not different between 2C-1E and 2E-1C. F
(1, 44) = 1.10, whereas this effect was significantly smaller in 1C-2E than in 1E-2C, F (1,
44) = 7.72. Last, the causal order by predictor by time interaction arose because, for the
first set of ratings, judgments were significantly higher in 1C-2E than in 1E-2C, F (1, 44)
= 9.55; but both groups gave similar judgments after 48 trials, F (1, 44) = 2.81.

Ratings of the Blocking Contingencies

As shown in Table 20, both groups rated the perfect contingency higher than the
zero contingency. The size of this difference varied between the two groups, the
difference being larger in EC than in CE. This discrepancy arose because EC rated the
zero contingency lower than CE; furthermore, judgments of the perfect contingency were
somewhat lower in 1C-2E than in the other three conditions. Last, whereas the two
groups judged the contingencies differently during the first set of ratings, these
differences tended to be smaller for the final ratings.

Statistical analyses support these contentions. The main effect of causal order was
not significant, F (1, 44) = 3.60. Furthermore, of the within-subject factors and
interaction, only the main effect of the blocking contingencies attained significance, F (1,
44) = 997.02; next largest F (1, 44) = 2.40. However, causal order interacted with the
main effects of blocking and time [F (1, 44) = 9.60, F (1, 44) = 5.82, respectively]; as
well, the causal order by predictor by blocking interaction attained significance, F (1, 44)
= 7.66.

A Bonferroni correction was used for the six follow-up analyses. Thus, the

rejection criterion was 0.008. The causal order by blocking interaction arose because EC
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Table 20

Experiment 7

Mean Estimates of the Blocking Contingencies after 32 (first rating) and 48 trials
(final rating) for both the CE and EC groups. The number before the slash refers
to the blocked contingency and the number after the slash refers to the blocking

contingency.

CE GROUP
First Ratings Final Ratings
Condition Mean SEM Mean SEM
2 Causes - 1 Effect (2C - 1E)
0.5/0 -58 8.4 -6.0 75
0.5/1 99.0 0.9 99.6 04
1 Cause - 2 Effects (1C - 2E)
0.5/0 15.2 43 1.9 49
0.5/1 84.2 6.2 81.5 6.6
EC GROUP
2 Effects - 1 Cause (2E - 1C)
0.5/0 -17.0 94 0.6 8.6
0.5/1 95.9 3.2 95.9 2.6
1 Effect - 2 Causes (1E - 2C)
0.5/0 -25.9 6.9 -18.6 8.0
0.5/1 91.8 3.6 92.5 33




gave significantly lower ratings than CE to the zero contingency, F (1, 44) = 9.69,
although no group differences were found for judgments of the perfect contingency, F (1,
44) < 1. This analysis, however, should be approached with caution because of judgments
being close to ceiling in 2C-1E and 2E-1C, resulting in heterogeneity of variance.

The causal order by time interaction arose because group CE gave significantly
higher ratings than EC for the first set of judgments, F (1, 44) = 8.53; both groups,
however, gave similar judgments when they were requested after 48 trials, F (1,44) < 1.
Last, the causal order by predictor by blocking interaction arose because the size of the
difference between judgments of the zero and perfect contingencies varied by both the
number of predictors and whether participants reasoned from cause to effect or effect to
cause. When a single predictor preceded two outcomes, the difference between the zero
and perfect contingency was smaller in CE than in EC, F (1, 44) = 14.41; this is because
ratings of the perfect contingency were lowest in 1C-2E. However, the size of this
difference was similar in groups CE and EC when two predictors preceded a single
outcome, F (1, 44) < 1. In summary, participants discriminated the perfect and zero

blocking contingencies.

Questionnaire

The results from the questionnaires imply that the participants understood which
variables were causes and which ones were effects. All of the participants in group CE
answered the first question, which asks whether the chemicals affected the bacteria or the
bacteria affected the chemicals, correctly. In EC, all participants (except the one removed
from the study) answered this question correctly in 1E-2C and only one participant in 2E-
1C thought that the chemicals were affecting the bacteria. In 2E-1C, the participant
removed from the study wrote “whether the presence of one indicates the presence of the
other” and in 1E-2C wrote “They were looking at how each may be affecting the other
(no causal inferences can be drawn).” As stated, this participant felt that there was
deception in the experiment and stated this during debriefing. This person’s resuits were

removed from the study because she was the only one who believed that the relationship
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between the cause and two effects was correlational and not causal, which clearly violated
a central tenet in causal model theory (Waldmann & Holyoak, 1997).

The majority of participants correctly stated which variables were causes and
effects and most of the volunteers in CE were able to extend the analogy between cause
and effect in the present experiment to a novel situation in which the cues were a pool cue
and pool ball. However, some participants in EC failed to do so. In 1C-2E, all participants
stated the bacteria were analogous to the pool cue, and in 2C-1E, twenty-three out of
twenty-four volunteers stated the chemicals were analogous to the pool cue. However,
sixteen out of twenty-two participants in 2E-1C solved this analogy correctly whereas
nineteen were correct in 1E-2C. Thus, fewer participants in 2E-1C could extend the
variables in this experiment to a novel situation, although the majority (73%) answered
this question correctly.

Finally, few participants listed alternative causes, as shown in Table 21. Similar
results for the judgments of the blocked and biocking contingencies were obtained
regardless of whether these participants were included in the analyses. To avoid
unnecessarily reducing the sample size, the reported analyses included these participants’
data.

In CE, one participant stated, in both 2C-1E and 1C-2E, that it is impossible to
control for every source of random variation in an experiment, and one person
complained that the testing procedure in 2C-1E was not accurate if consistent results were
not obtained on every trial. The most alternative causes were listed in 2E-1C, in which
there were 3 responses given. Unlike Experiments 5 and 6, however, none of the
alternative causes could plausibly fall under the category of laboratory conditions, faulty
experimental design or interacting causes. One participant listed the sex of the rats
whereas another was not sure if the rats’ age was specified in the instructions. And one
person mentioned that one or more competing strains of bacteria might have accounted
for the chemicals’ production or that the chemicals themselves might have interacted. In
1E-2C, two participants listed alternative causes: one was not sure if the amount of each

chemical was the same when two chemicals were added to the bacterial sample as
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Table 21

List of alternative causes listed by participants in Experiment 7.

2C-1E

“Other things. It's
impossible to take
everything into
account.”

“Test was not reliable i.e. the same chemical would
be added and would yield inconsistent results.”

1C-2E

“Like I said before, it’s impossibie to take everything into account.”

2E-1C

“*male or female rats?”

“Maybe. Other bacterias
[sic] and factors or the
combination of both
chemicals together.”

“The age of the rats (if it
was mentioned, then
no)"

1E - 2C

“when there were 2
chemicals in the culture,
did they use the same
amount of each as they
would if there were only
one chemical?”

“They should have had the same number of triais
for each combination of chemical”




opposed to when only a single chemical was added, and the other complained that there
should have been an equal number of trials in which one chemical, both chemicals and
neither chemical was added. Upon debriefing, this person explained that an equal number

of these types of trials would have made the task easier.

Discussion

To summarize, the results from Experiments 1. 2. 3 and 4 implied that the
important variable influencing blocking was whether two cues preceded a single outcome
or one cue preceded two outcomes. The results appeared to provide clear support for the
R-W model. However, the number of antecedent cues was confounded by the fact that
two sets of intervening questions were asked on each trial when one predictor was
presented before two outcomes, but only one was asked when two predictors were
presented before a single outcome. These questions in 1C-2E and 1E-2C encouraged
participants to pay attention to the individual cues, and thus prevented blocking from
being observed. However, the intervening questions were removed in the present
experiment, resulting in cue competition being observed regardless of causal scenario and
causal order.

The results from the questionnaires imply that this blocking effect can not be
accounted for by participants not comprehending the causal model or not believing that
there was a causal relationship among the cues. The cause and effect was correctly
identified in almost every condition and most participants were able to extend this
understanding to a novel situation involving a pool cue and ball.

Furthermore, the results in 2E-1C imply that blocking in this condition can not be
plausibly explained by the argument that participants are resorting to using alternative
causal models. As stated in the Introduction, this argument is circular because blocking
confirms the presence of these competing causes whereas the absence of blocking
confirms that they do not play a role in the experiment. In this experiment, data about
alternative causes were collected independently of people’s causal judgments. The

number of alternative causes listed was similar across all four conditions. In addition,
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only one person in 2E-1C stated that there might have been competing strains of bacteria
that could have influenced the chemicals’ production. This evidence is clearly not strong
enough to support the contention that blocking in 2E-1C is accounted for by alternative
competing causes.

These results are arguably most consistent with the modified R-W model,
although they do not provide overwhelming support for any one of the theories shown in
Table 17. On one hand. they are consistent with the modified R-W model because
blocking was found in all four experimental conditions. For example, that blocking even
occurred in 1C-2E is inconsistent with both causal model theory and the R-W model.
According to causal model theory (Waldmann & Holyoak, 1992, 1997), people should
readily accept that one cause is capable of producing multiple effects. Since effects do not
interact, cue competition would not be expected. Similarly, the R-W model predicts the
absence of blocking because each outcome should be capable of supporting independent
amounts of associative strength. Although cue competition was observed, more trials
were needed in 1C-2E compared to 2C-1E, 2E-1C, and 1E-2C, in which blocking was
observed after 32 trials.

Blocking was also largest in 2C-1E and 1E-2C, which is inconsistent with causal
model theory. According to this view, blocking should be similar in both of these
conditions. The underlying assumption of causal model theory is that people reason from
cause to effect, regardless of the order in which the events are presented. Since causes
compete, blocking would be expected. However, it could be argued that the acquisition
should be more difficult in 1E-2C because the contingencies were presented in the reverse
order from which the events took place. The participant thereby has the additional task of
having to retrospectively place the events in the order they would occur in nature. These
additional demands should make the task more difficult to learn. But the evidence does
not support this assertion. Judgments of the moderate contingency when it was paired
with a weak one were similar in all conditions, and equivalent blocking was observed
after 32 and 48 trials.
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GENERAL DISCUSSION

This series of experiments investigated the fundamental question of how causal
scenario and causal order influence blocking. According to statistical theories (Waldmann
and Holyoak, 1992, 1997), blocking should be observed whenever there are multiple
causes of a single effect but not when there are multiple effects of a single cause,
regardless of whether causes are presented before effects or vice versa. On the other hand,
reductionist or associative theories (Mackintosh, 1975; Pearce, 1987, 1994; Pearce &
Hall, 1980; Rescorla & Wagner, 1972; Wagner & Rescorla, 1972) view events as cues
and outcomes, but not as causes or effects. The assumption underlying these theories is
that cues compete for association with outcomes, but the reverse does not occur.
Consequently, cue competition is expected only between antecedent events, regardless of
whether they represent causes or effects.

Associative and normative theories have formed two separate camps. Researchers
from the associative school of thought use testing strategies that produce results
inconsistent with normative models. Similarly, normative theorists use methodologies
that produce findings that are incompatible with an associative approach. The results
from the present series of experiments imply that neither the R-W model nor causal
model theory can capture the full range of findings. Instead, they are consistent with the
notion that the link between cues and outcomes is bidirectional (Arcediano et al., 1997;
Matute et al., 1996; Miller & Matzel, 1988), and that the intervening questions between
the antecedent and consequent cues can modulate the occurrence of blocking. In
particular, placing these questions between the antecedent and consequent cues has a
greater influence when one antecedent cue predicts two outcomes, as opposed to two
antecedent cues predicting one outcome.

In Experiments 1 and 2, two antecedent cues preceded a single consequent event.
Blocking was observed between causes and effects both a) when participants had to
predict the outcome on the individual trials (see also Baker et al., 1993; Shanks & Lopez,
1996; Vallée-Tourangeau et al., 1994; Price & Yates, 1993), and b) when participants
passively acquired the learning task (see also Experiment 7; Price & Yates, 1993). Thus,
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the intervening question between the antecedent cues and consequent cue did not play a
prominent role when there were two predictors of a single outcome, regardless of whether
the cues presented first were causes or effects. This finding is consistent with previous
evidence of blocking when two cues precede an outcome.

On the other hand, when a single cue preceded two outcomes, the intervening
question was an important mediator of whether cue competition would be observed. In
Experiments 3, 4, and 5, participants were required to monitor each of the two outcomes
independently because they either had to predict whether each one would occur or had to
keep track of which conjunction of the two outcomes would take place. In this condition,
blocking was not observed in either 1C-2E or 1E-2C (see also Baker & Mazmanian,
1989; Price & Yates, 1995; Rescorla, 1991). But when the contingencies were passively
acquired (Experiment 6 and 7), blocking was observed in both conditions. This finding
demonstrates that the intervening predictions play a more important moderating role in
influencing blocking when there is a single predictor of two outcomes, as opposed to two
predictors of one consequent event. The results from the present series of experiments
imply that actively predicting the presence or absence of the consequent cues encourages
participants to attend to the individual cues, which in turn prevents blocking from being
observed. This discovery was unexpected because it was not anticipated by either causal
model theory or the R-W model.

The findings from the present series of experiments and their implications for
causal model theory and the R-W model will be discussed. But before doing so, it is
instructive to ask whether the designs used in these experiments were appropriate for
evaluating causal model theory. The section that follows will address the criticism that
the preparations used did not meet the methodological criteria to compare the two models
(Waldmann & Holyoak, 1997).

Addressing Objections: Do the Experiments Test Causal Model Theory?
The first requirement is that instructions in the experiment make it clear that there

is a cause-effect relationship in the learning task. Discussion of this topic is usually based

-93 .



on speculation. For example, Shanks and Lopez (1996) used a task in which symptoms
were presented before diseases and argued that this cover story involved effects being
seen before causes because diseases precede an illness; on the other hand, Waldmann and
Holyoak (1997) have argued that the symptoms may have been interpreted as causes
rather than effects (see also Price & Yates, 1995). However, without an independent
measure of how these tasks are interpreted, it is not productive to argue about how the
causal model is deciphered.

In Experiments 1, 2, 3, and 4, it was argued that there was an implied causal
mechanism between the cues because the chemicals either influenced the bacteria’s
survival or because they were metabolic by-products of the bacteria. Direct evidence for
this assertion was obtained in Experiments 5, 6 and 7. The volunteers filled out a
questionnaire in which they stated the causal relationship among the cues in the
experiment. In Experiments 5 and 6 (1E-2C), participants consistently stated that the two
chemicals were acting on the bacteria even though information about the presence or
absence of the bacteria was presented before the chemicals. And in Experiment 7, the
volunteers correctly stated the causal direction in each of the four conditions (2C-1E, 2E-
1C, 1C-2E, 1E-2C). Furthermore, these participants were able to extend their
comprehension of the causal model to a novel situation involving a pool cue and ball.
These experiments clearly satisfy the requirement that the tasks were interpreted in a
cause-effect direction.

The second criterion is that the acquired causal knowledge be measured
appropriately. This requirement arose because Shanks and Lopez (1996; Shanks, 1991)
asked participants how strongly each cue was associated with an outcome and equated
this measure with predictiveness. In objection, Waldmann and Holyoak (1997) argued
that participants should be asked meaningful test questions rather than questions about
the mere association among arbitrary events. These test questions would include rating
how sure the participant is that a factor is a cause or effect, or rating the degree to which a
cue is predictive. In the experiments described here, when two causes preceded one effect

and when one effect preceded two causes, participants were asked to rate how strongly
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each chemical affected the bacteria’s survival or how strongly the bacteria affected each
chemical’s production. Furthermore, when two effects preceded one cause and when one
effect preceded two causes, the volunteers were asked questions in both the ?EC
(diagnostic) and ?CE (predictive) directions. In other words, when causes preceded
effects participants were asked cause-to-effect (?CE) test questions, and when effects
preceded causes the volunteers were asked both predictive and diagnostic test questions.
It thus seems reasonable to assume that these experiments measured the causal
knowledge that participants acquired.

The third requirement consists of two parts, namely a) that causal order be
manipulated, and b) that participants presented with effects before causes (i.e., diagnostic
conditions) do not believe that there are multiple alternative causes for the effects. The
first criterion was clearly met in the described experiments. Previous experiments have
confounded causal scenario with causal order. For example, they have compared only
multiple causes of a single effect to multiple effects of a single cause (Matute et al, 1996
Price & Yates, 1993, 1995; Shanks & Lopez, 1996; Van Hamme et al., 1993; Waldmann
& Holyoak, 1992). And in one experiment, 2C-1E was compared to 1E-2C (Price &
Yates, 1995). But none of the experiments investigating these two factors used a 1C-2E
preparation. In addition, different cues were sometime used in the diagnostic and
predictive scenarios. For example, foods were causes of an allergy when multiple causes
preceded an effect; but symptoms were presented before diseases or allergic reactions
were presented before medications when multiple effects preceded a cause (e.g., Matute
et al., 1996;Van Hamme et al., 1993). In the experiments described here, causal scenario
was crossed with causal order. These factors were investigated in separate experiments
(Experiments 1 to 6), as well as within a single experiment (Experiment 7). Furthermore,
the same cues were used in all experiments: namely, all tasks used two chemicals and a
bacterial strain. The differences between the predictive and diagnostic scenarios were thus
minimized in terms of the cues and how they interacted with each other.

The second criterion regarding controlling for alternative causes was also

achieved. In Experiments 5 and 6, participants listed causes apart from the chemicals that
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could influence the bacteria’s survival. In each condition of Experiment 7, the volunteers
read that these causes were controlled for before they started the leaming phase. At the
end of the experiment, they were asked to list alternative causes. Unlike Experiment 5
and 6, few participants in any of the conditions believed that there were alternative
causes. Furthermore, whereas those in Experiments 5 and 6 gave a list of causes, those in
Experiment 7 wrote only one or two statements about other causes. Thus it is unlikely
that the blocking observed when effects preceded causes can be attributed to the
volunteers believing that there were multiple altemmative causes.

Last, a fourth criterion for testing causal model theory is that the statistical
relation between the cause and effect be controlled. This requirement was discussed
because, in Shanks and Lopez (1996), the contingencies among the cues were different
when multiple causes preceded a single effect as opposed to when multiple effects
preceded a single cause. In the experiments described here, however, the frequency of
events was the same both when two antecedent events preceded a single consequent and
when one antecedent cue preceded two consequent events. As shown in Tables 6 and 9,
the frequency of events was the same in Experiments 1 to 6 and in the 0.5/0 and 0.5/1
conditions of Experiment 7. The contingency between each chemical and the bacterial
sampie was thus controlled in all experiments.

Furthermore, steps were taken to help ensure that the participants were sensitive
to contingency. Based on prior research, the instructions in each experiment explained the
notion of contingency (Crocker, 1981) and mentioned that each cause could have a
positive, negative, or no contingency with the effect (Peterson, 1980; Wasserman,
1990b). Whereas the critical comparison in Waldmann and Holyoak (1992; see also
Waldmann, 2000) involved testing blocking of one perfectly positive contingency by
another, these experiments investigated cue competition of moderate (see also Matute et
al., 1996; Price and Yates, 1995) and zero contingencies by a strong positive blocking
contingency. This issue is important because few have used a range of contingencies (Van
Hamme et al., 1993). Thus, these experiments are a first step at investigating the role of

contingency and causal models in blocking.
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The present series of experiments also provide direction for future research. To
further study the role of contingency, it would be valuable to test whether the present
results can be extended to negative contingencies. In addition, follow-up studies should
investigate blocking by a strong contingency of opposite polarity, that is, blocking of a
moderately positive contingency by a strong negative one and vice versa. These
experiments wouid provide a more complete description of the interaction between

contingency and causal models in blocking.

Implications for Causal Model Theory & the R-W Model

The findings from the experiments in this project have important implications for
both causal model theory and the R-W model. An important assumption in causal model
theory is that causes compete to be linked with effects, but the reverse does not occur.
Table 22 displays the general results obtained in the experiments described here and in
the literature on causal scenario and order. As can be seen, cue competition appears to be
dependent not only on these two variables but also on the processing involved in the gap
between antecedent and consequent cues.

People’s judgments tend to conform to the predictions of causal model theory
(column 3) when all of the cues are presented simultaneously or when a two-stage design
is used. For example. Van Hamme et al. (1993) found blocking in 3C-1E but not 3E-1C
when the contingencies were presented on a list. This finding was replicated by Matute et
al. (1996) when they asked questions about causality. Similarly, Waldmann and Holyoak
(1992) obtained these results using a two-stage design in which participants first learned
about a perfect predictor of the trial’s outcome before being presented with a redundant
predictor (see Table 1). Waldmann (2000) has recently published some experiments
consistent with causal model theory, which are described in an endnote in order to avoid
interrupting the present discourse.' A key difference between Waldmann's (2000)
experiments and most other experiments testing causal model theory (columns 1 and 2) is
that Waldmann (2000) uses a two-stage design whereas others have presented the blocked

and blocking cues in either a single stage of a computer-based game or simultaneously
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Table 22

Summary of findings from this thesis and prior experiments.

2 Antecedent Cues
One Prediction Berween Passive Observing | Simultaneous
Cue and Qutcome Preseniation of
Cues or 2-Stage
Designs
2C-1E Blocking Blocking Blocking
[Experiment 1: Baker et al., | [Experiment 7; Price | [Waldmann &
1993; Price & Yates, 1993, | & Yates, 1993] Holyoak, 1992, see
1995; Shanks & Lopez. also Matute et al.,
1996; Vallée-Tourangeau et 1996: Van Hamme et
al.. 1994] al.. 1993; Waldmann,
2000]
2E-IC Blocking Blocking No Blocking
[Experiment 2; Shanks & [Experiment 7] [Waldmann &
Lopez. 1996] Holyoak. 1992; see
also Matute et al.,
. 1996: Van Hamme et
al., 1993; Waldmann,
2000]
1 Antecedent Cue
Monitor Two Consequent | Passive Observing | Simultaneous
Cues Independently Presentation of
Cues or 2-Stage
Designs
I1C-2E No Blocking Blocking Not Tested
{Experiment 3; Baker & {Experiment 7]
Mazmanian, 1989]
1E-2C No Blocking Blocking Not Tested
(Experiments 4 & S; Price [Experiments 6 & 7]
& Yates, 1995]
Results R-W model Modified R-W Causal Model
Consistent model Theory
with:




(i.e., on a list). The results thus tend to be consistent with causal model theory in two-
stage designs or when there is minimal information processing. In fact, Waldmann (2000)
has argued that “causal-model theory is presently restricted to model people’s competence
to learn about causal structures. This competence displays itself best when potential
information processing constraints are reduced (p. 72).” This statement raises the
question of how generalizable this model is for real-world causal acquisition if it makes
successful predictions only for extremely simple tasks.

Other experiments investigating effects of causal scenario and order have used
single-stage designs. When there are two antecedent cues, the results appear to be
consistent with the R-W model when the contingencies are acquired over trials. That is,
blocking is observed regardless of whether the antecedent cues are causes or effects. This
result has furthermore been obtained even when all of the cues were shapes and
regardless of whether there were intervening questions (Vallée-Tourangeau et al., 1994).

The interpretation of the factors influencing blocking is more complex, however,
when one predictor precedes two events. As described earlier and shown in the table,
blocking is not observed in this situation if participants are required to monitor each of
the two consequent cues separately. Price & Yates (1995) directly compared 2C-1E to
1E-2C and found blocking in 2C-1E but not in the latter condition. They argued that this
result was consistent with the R-W model because causal model theory predicts blocking
in both conditions. According to causal model theory, blocking should be observed in 1E-
2C but not in 1C-2E. This result would most likely be obtained if the contingencies are
presented simultaneously or in a two-stage design. At this time, this preparation has not
been used for comparing these two conditions and thus would be a promising venue for
future research. However, participants in Experiments 7 acquired the contingencies with a
passive observing procedure and blocking was obtained in both conditions.

The evidence, when considered as a whole, suggests that the intervening questions
impose a unidirectional form of learning, that is, from cue to outcome. Accordingly, when
there is only one antecedent cue, having participants predict the presence or absence of

the two consequent cues requires that the volunteers monitor each of the two
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contingencies independently. This demand, however, is absent when two antecedent cues
precede one consequent cue. Hence, blocking is observed when two antecedent cues
precede one consequent cue but not when one cue predicts two consequent cues,
regardless of whether the cues are defined as causes or effects. When participants are not
required to predict the outcome or outcomes on each trial, then contingency acquisition is
bidirectional. In this instance, competition is observed between contingencies regardless
of whether the are defined as causes or effects, and regardless of whether causes precede
effects or effects precede causes. This analysis may account for why cue competition is
observed in some but not other circumstances.

The final issue to be briefly discussed is the role of the test question, which has
also been proposed as an important variable influencing blocking (Matute et al., 1996;
Waldmann, 2000). To limit the scope of this thesis, the experiments did not investigate
this issue in detail. This issue was given less priority because the current arguments about
its role have been vague and circular. For example, Waldmann and Holyoak (1992)
attribute the opposing results in their 2E-1C conditions of Experiments 1 and 2 to the fact
that a ?CE (predictive) test question was asked in the first experiment whereas an ?EC
(diagnostic) test question was asked in the second (Table 1). But no independent evidence
was provided to demonstrate that the participants’ interpretation of the test question was
the critical variable. The same type of reasoning has been used by Matute et al. (1996)
when they argue that causality and contiguity (or conditional probability) test questions
are interpreted differently. That is, the meaning assigned to the test question is speculative
because no evidence was provided to show that the test questions were represented as
intended. Furthermore, other researchers have found that these two types of test questions
yield similar results (Price & Yates, 1993, 1995). Further research is thus required to

resolve the relationship between cue competition and the test question.

Do Associative Models Have A Place in Causal Learning ?
The question that thus arises is whether associative or statistical models are best

able to account for the acquisition of causal knowledge. At one extreme, those in the
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statistical camp have written that associative theories should be abandoned. For example,
Cheng (1997, see also Cheng & Holyoak, 1995) has argued that the R-W model is
simplistic. Similarly, Waldmann and Holyoak (1992) conclude their paper with the
assertion that “lower-order associative learning should be reduced to high order causal
induction” (p. 235).

On the other hand, others claim that associative models are needed in order to
account for the full range of empirical findings in causal acquisition (e.g., Baker et al.,
1996; Price & Yates, 1995; Siegel & Allan, 1996; Young, 1995). One advantage offered
by the R-W model is that it provides a simple computational algorithm by which cues and
outcomes are linked. Hence, it has heuristic value because it is sensitive to causal
relations even though these contingencies are not explicitly calculated. A second
advantage is that it includes few assumptions. It only assumes a monotonic relationship
between the cue and outcome, whereas statistical theories (e.g., Cheng & Holyoak, 1995;
Cheng, 1997; Waldmann, 2000) rely on two or more theoretical constructs: e.g., selecting
an appropriate focal set, taking causal scenario and order into account, and calculating
each conditional contingency. Consequently, empirical phenomena such as Kamin's
(1969) blocking experiment are explained in more complex terms such as an undefined
Ap.

The resuits from the experiments in this project imply that both schools of thought
have a place in causal learning. Statistical theories are best at explaining cue competition
effects when the learning task has minimal information processing demands. This
includes learning about the cues in stages or being presented with the causes and effects
simultaneously. In these conditions, people are sensitive to causal models in a way not
predicted by associative theories. On the other hand, associative theories are best able to
account for the occurrence of cue competition when intervening questions are asked
between the cues and outcomes. In between these two types of information processing,
the results are consistent with the view that the link between cues and outcomes is
bidirectional rather than unidirectional (Baker et al., 1996; Shanks et al., 1996). Taken

together, the results suggest that leaming about cause-effect relations can occur in both
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the cause-effect and effect-cause direction, and that cue competition is mediated not by
the test questions asked at the time of judgment (Miller & Matzel, 1988) but by the
processing involved during acquisition. This view thus takes an intermediate position
between a reductionist and statistical approach. Both types of models have utility in

explaining causal learning, and they complement rather than contradict each other.

STATEMENT OF ORIGINAL CONTRIBUTION

The seven experiments reported in this thesis provide original contributions to the
advancement of knowledge in the field of contingency judgments. The experimental
preparation of Baker et al. (1993) was adapted to test the effects of causal scenario and
causal order on blocking. Unlike previous research investigating this question, causal
scenario was not confounded with causal order. Furthermore, the contingency between
the causes and effects, as well as the cues were used were the same in all experiments.

Experiments 1 and 2 replicated prior findings of blocking between antecedent
cues, regardless of whether they were defined as causes or effects. In Experiments 3 and
4, blocking was not observed when one cause preceded two effects or when one effect
preceded two causes. These results are consistent with the Rescorla-Wagner model.
Experiment 5 ruled out the possibility that participants had not appropriately encoded the
cues as an effect and two causes, respectively. This goal was achieved by asking
participants to state which variable was the cause and which were the effects. Thus, direct
evidence was obtained for the argument that participants comprehended the causal model.
This is in contrast to prior research in which discussion on this issue is based on
speculation.

In Experiments 3 to 5, participants had to implicitly monitor the two consequent
cues separately when one predictor preceded two outcomes. This constraint was removed
in Experiment 6 by allowing participants to observe the contingencies but without
requiring them to predict the outcomes on each trial. Unlike Experiments 4 and 5,
blocking was observed when one effect preceded two causes. This experiment thus

demonstrated that the intervening question between antecedent and consequent cues plays
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an important role in modulating blocking. Although the experimental finding was not
anticipated by the Rescorla-Wagner model, the result would be expected if the model is
modified so that the link between cues and outcomes is bidirectional and one assumes
that the intervening questions impose unidirectional processing from the predictor to the
outcome. A corollary that arises from this view is that contingencies should compete if
this constraint is removed, irrespective of causal scenario and causal order.

Experiment 7 tested this prediction by investigating causal scenario and causal
order in the same experiment. To avoid confounding these variables with the intervening
questions between antecedent and consequent cues, all participants acquired the
contingencies by passively observing them on the computer screen. Furthermore, based
on a list of causes listed by participants in Experiments 5 and 6, the volunteers read
instructions designed to minimize the role of alternative causal models. Blocking was
observed irrespective of causal scenario and causal order, which was consistent with the

modified Rescorla-Wagner model.

CONCLUSION

The seven experiments were designed to test the extent to which associative and
statistical models can account for how people learn about contingencies. Causal scenario
and causal order were combined and investigated both in separate experiments and within
the same experiment, and their influence on blocking was examined. It was concluded
that the link between cues and outcomes is bidirectional and that the type of processing in
the gap between antecedent and consequent cues influences blocking. Thus, both models
can account for empirical findings under different experimental conditions. The results
are consistent with the statistical approach when the cues are presented simultaneously or
when a two-stage design is used during acquisition. On the other hand, the Rescorla-
Wagner model can account for blocking if participants are asked to predict the trial’s
outcome. In between these two conditions, competition between contingencies is
observed. The results from these experiments suggest that both normative and statistical

models are needed to provide a complete account of causal acquisition.
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APPENDIX

1 Instructions for Experiment 1 2 C - 1E)

Screen 1

Imagine that scientists have recently discovered 4 strains of bacteria that live in the
human digestive syvstem and aid in the digestive process. The scientists are studving
whether certain pairs of chemicals affect the survival of these bacteria. For each strain.
the scientists test whether the chemicals aid in. interfere with, or have no effect on a
strain’s survival.

To do this. a strain of bacteria was first placed in culture (petri dishes). After that,

1) one chemical (e.g., chemical A)

2) the other chemical (e.g.. chemical B)

3) both chemicals (e.g.. chemicals A and B)
OR

4) neither chemical

was added to the culture. A few hours later, the scientists verified whether or not the
culwure survived.

Screen 2

At the time of the experiment, the scientists did not know what effect each chemical
might have on a culture. On one hand, either or both chemicals might make a culture
MORE likely to survive, whereas the culture would be less iikely to survive without the
chemical (or chemicals). This would be an exampie of either or both chemicais having a
POSITIVE effect on a culture's
survival.

Alternatively. either or both chemicals might make it LESS likely that a culture will
survive. whereas that culture would be more likely 10 survive without the chemical (or
chemicals). This would be an example of either or both chemicals having a NEGATIVE
effect on the culture's survival.

Finally, either or both chemicals might have NO systematic effect on a culture's
survival. That is, it could be that the chemical (or chemicals) neither systematically aids
in nor systematically interferes with a culture's survival.
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Screen 3

To assess these possibilities, the scientists investigated what happened when one or
two chemicals were added to the culture. They also tested what happened on control trials
in which no chemicals were added to the culture. A comparison of what happened on
these trials allowed the scientists to assess whether either or both chemicals had a
POSITIVE effect on the culture's survival, a NEGATIVE effect on the culture's survival,
or NO effect on the culture's survival.

Screen 4

You will be presented with the results from this study. On each trial, you will be told
whether one chemical (e.g, chemical A), the other chemical (e.g., chemical B), both
chemicals, or no chemicals were added to the culture. You will then decide whether you
think the culture will survive. Enter "y" (for yes) on the keyboard if you think the culture
will survive. Otherwise, enter "n" (for no). After pressing the key, you will be told
whether your guess is correct or incorrect. Try to guess as accurately as possible.

When doing the task, try to keep track of what happened when one or both
chemicals was added to the culture, as well as what happened when neither chemical was
added to the culture. However, do not write down this information.

Screen 5

In each game, you will twice be asked to rate how strongly each chemical affects the
survival of the culture. You will rate the strength on a scale ranging from -100 to +100.
Remember that a POSITIVE number means that you think that the chemical has a
positive effect on the culture's survival. That is, the culture is more likely to survive if the
chemical is added than when it is not added.

A NEGATIVE number means that you think that the chemical has a negative effect
on a culture's survival. That is, the culture is more likely to die if the chemical is added
than when the chemical is not added.

And 0 means that the chemical does not systematicaily aid in the culture's survival,
nor does it systematically interfere with that cuiture's survival.

The number you enter indicates how strongly positive or negative you think is the
effect of the chemical on the bacteria. 100 means that the chemical has a very strong
positive effect on the culture's survival, while a rating such as 50 means that the chemical
has a moderately positive effect on the culture's survival. Similarly, -100 means that the
chemical has a strong negative effect on the culture's survival, while a rating such as -25
means that the chemical has a weak negative effect on the culture’s survival.
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| | Instructions For Experiment 2 (2E - 1C)

Screen 1

Imagine that scientists have recently discovered 4 strains of bacteria and 4 pairs of
chemicals that exist in the mammalian digestive system. The scientists are studying
whether the production of these chemicals is aided, interfered with, or not affected by the
4 strains of bacteria.

To do this, blood samples were obtained from laboratory rats and the presence or
absence of each of the two chemicals was verified. Later, the scientists tested whether
there was bacteria in the rat's blood.

Laboratory rats, instead of people, were used so that the effects of variables such as
diet, drug history, lifestyle factors, and socio-economic status could be controlied for. In
addition, to make the results easy to interpret, the scientists conducted the study under
aseptic and highly
controlled conditions. That is, the animals were kept in filtered cages that prevented
contaminants in the air from entering the cage: the room temperature was kept constant;
and all the animals had the same diet.

Screen 2

At the time of these experiments, it was not known how the production of each
chemical might be affected by the bacteria. On one hand, a chemical might be MORE
likely to be produced if the bacteria are present, whereas that chemical would be less
likely to be produced in their absence. This would be an example of the chemical's
production being positively influenced by the bacteria.

Alternatively, the chemical might be LESS likely to be produced if the bacteria are
present than if they are absent. This would be an example of the chemical's production
being NEGATIVELY influenced by the bacteria.

Finally, the production of a chemical might not be influenced by the bacteria. in other
words, the production of a chemical might not be aided or interfered with by the bactena.

Screen 3

To assess these possibilities, the scientists investigated whether the bacteria were
present or absent when either chemical or both chemicals were produced, as well as when
no chemicals were produced. A comparison of what happened on these trials allowed the
scientists to assess whether each chemical's production was POSITIVELY affected,
NEGATIVELY affected, or NOT affected by the bacteria.
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Screen 4

You will be presented with the results from this study. On each trial, you will be told
whether the animal's blood contains one chemical, the other chemical, both chemicals, or
neither chemical. You will then decide whether you think the rat has the bacteria. Enter
"y" (for yes) on the keyboard if you think the rat has the bacteria. Otherwise, enter "n"
(for no). After pressing the key, vou will be told whether your guess is correct or
incorrect. Try to guess as accurately as possible.

When doing the task, try to keep track of how the presence and absence of each
chemical is affected by the presence or absence of the bacteria. However, do not write
down this information.

Screen 5

In each game, you will twice be asked to rate how strongly the production of each
chemical is affected by the bacteria. You will rate the strength on a scale ranging from
+100 to -100. Remember that a POSITIVE number means that you think that a chemical's
production is positively affected by the bacteria. That is, the production is more likely to
be due to the presence rather than the absence of the bacteria.

A NEGATIVE number means that you think a chemical's production is negatively
affected by the bacteria. That is, the production of the chemical is more likely to occur if
the bacteria are absent rather than present.

And 0 means that the production of a chemical is not systematically aided or interfered
with by the bacteria.

The number you enter indicates how strongly positive or negative you think a
chemical's production is affected by the bacteria. 100 means that the production of a
chemical is strongly aided by the bacteria, while a rating such as 50 means that the
production is moderately aided by the bacteria. Similarly, -100 means that the production
of a chemical's production is strongly interfered with by the bacteria, while a rating such
as -25 means that its production is weakly interfered with by the bacteria.
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II1  Instructions for Experiment 3 (1C - 2E)

Screen 1

Imagine that scientists have recently discovered 4 strains of bacteria that live in the
human digestive system and aid in the digestive process. For each strain, the scientists are
studying whether the bacteria aid in, interfere with, or have no effect on the production of
certain pairs of chemicals.

To do this, the bacteria were either added or not added to an environment that
simulated the human digestive system. A few hours later, the scientists verified the
presence or absence of each of the two chemicals.

Screen 2

At the time of the experiment, it was not known how the bacteria might affect the
production of each chemical. On one hand, the bacteria might make it MORE likely that a
chemical will be produced, whereas that chemical would be less likely to be produced
without the bacteria. This would be an example of the bacteria having a POSITIVE effect
on the production of one or both
chemicals.

Altemnatively, the bacteria might make it LESS likely that a chemical will be
produced, whereas that chemical would be more likely to be produced without the
bacteria. This would be an example of the bacteria having a NEGATIVE effect on the
production of one or both chemicals.

Finally, the bacteria might have NO systematic effect on a chemical's production.
That is, it could be that the bacteria neither systematically aid in nor systematically
interfere with the production of one or both chemicals.

Screen 3

To assess these possibilities, the scientists investigated what happened when the
bacteria were added to the simulated human digestive system, as well as what happened
on control trials in which the bacteria were not added to the digestive system. A
comparison of what happened on these trials allowed the scientists to assess whether the
bacteria had a POSITIVE effect, a NEGATIVE effect, or NO effect on each chemical's
production.
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Screen 4: Two-Decision Group

You will be presented with the results from this study. On each trial, you will be told
whether the bacteria were added or not added to the simulated human digestive system.
You will then decide whether you think each chemical is produced. Enter "y" (for yes) on
the keyboard if you think the chemical is produced. Otherwise, enter "n" (for no). After
pressing the key, you will
be told whether your guess is correct or incorrect. Try to guess as accurately as possible.

When doing the task, try to keep track of what happened when the bacteria were
added, as well as what happened when the bacteria were not added to the digestive
system. However, do not write down this information.

Screen 4: One-Decision Group

You will be presented with the results from this study. On each trial, you will be told
whether the bacteria were added or not added to the simulated human digestive system.
You will then decide whether you think

a) one chemical (e.g., Chemical A) was produced
b) the other chemical (e.g., Chemical B) was produced
¢) both chemicals (e.g., Chemicals A and B) were produced

OR
d) neither chemical was produced

After entering your choice of "a", "b", "c" or "d", you will be told whether your guess
is correct or incorrect, as well as what happened on that trial. Try to guess as accurately as
possible.

When doing the task, try to keep track of what happened when the bacteria were
added, as well as what happened when the bacteria were not added to the digestive
system. However, do not write down this information.
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Screen 5

In each game, you will twice be asked to rate how strongly the bacteria affect the
production of each chemical. You will rate the strength on a scale ranging from -100 to
+100. Remember that a POSITIVE number means that you think that the bacteria have a
positive effect on the chemical's production. That is, the chemical is more likely to be
produced if the bacteria are added than when they are not added.

A NEGATIVE number means that you think that the bacteria have a negative effect
on a chemical's production. That is, the chemical is less likely to be produced if the
bacteria are added than if the bacteria are not added.

And 0 means that the bacteria do not systematically aid in nor systematically
interfere with the chemical's production.

The number you enter indicates how strongly positive or negative you think is the
effect of the bacteria on the chemical's production. 100 means that the bacteria have a
very strong positive effect on the chemical's production, while a rating such as 50 means
that the bacteria have a
moderately positive effect on the chemical's production. Similarly, -100 means that the
bacteria have a strong negative effect on the chemical's production, while a rating such as
-25 means that the bacteria have a weak negative effect on the chemical's production.



v Instructions for Experiment 4 (1E - 2C: ?EC)

Screen 1

Imagine that scientists have discovered 4 strains of bacteria that live in the human
digestive systemn and aid in the digestive process. For each strain, the scientists wish to
test whether the bacteria’s survival is aided, interfered with, or not affected by certain
pairs of chemicals.

To do this, a strain of bacteria was first placed in cultures (petri dishes) containing

1) one chemical (e.g., chemical A)

2) the other chemical (e.g., chemical B)

3) both chemicals (e.g., chemicals A and B)
OR

4) neither chemical.

A few hours later, the scientists tested whether or not the bacteria survived, and verified
which chemical or chemicals were in the cultures.

The scientsts used the "blind technique” when doing these experiments. That is,
they did not know which chemical or chemicals were in the cultures until after they had
tested whether the bacteria survived. This step was taken to ensure that the scientists’
biases would not influence the results of their experiments or how the results were
interpreted.

Screen 2

At the time of these experiments, it was not known how each chemical might affect
the bacteria’s survival. On one hand, the bacteria might be MORE likely to survive if a
chemical is present, whereas they would be less likely to survive without the chemical.
This would be an example of the bacteria’s survival being POSITIVELY affected by one
or both chemicals.

Alternatively, the bacteria might be LESS likely to survive if a chemical is present,
whereas they would be more likely to survive without the chemical. This would be an
example of the bacteria's survival being NEGATIVELY affected by one or both
chemicals.

Finally, the bacteria’s survival might not be affected by a chemical. That is, the
bacteria's survival might not be aided or interfered with by one or both chemicals.



Screen 3

To assess these possibilities, the scientists investigated whether the bacteria survived
or did not survive when either or both chemicals were in the culture. They also tested
what happened on control trials in which neither chemical was in the culture. A
comparison of what happened on these trials allowed the scientists to assess whether the
bacteria's survival was POSITIVELY affected, NEGATIVELY affected, or NOT affected
by each chemical.

Screen 4

The results of each experiment will be presented to you. On each trial, you will be
told whether the bacteria survived or did not survive. You will then decide whether you
think each chemical was present. Enter "y" (for yes) on the keyboard if you think the
chemical was present. Otherwise, enter "n" (for no). After pressing the key, you will be
told whether your guess is correct or incorrect. Try to guess as accurately as possible.

When doing the task, try to keep track of how the bacteria’s survival or lack of
survival is affected by the presence or absence of each chemical. However, do not write
down this information.

Screen 5

In each game, you will twice be asked to rate how strongly the bacteria's survival is
affected by each chemical. You will rate the strength on a scale ranging from + 100 to
-100. Remember that a POSITIVE number means that you think that the bacteria's
survival is positively affected by the chemical. That is, the bacteria are MORE likely to
survive if the chemical is present than if it is absent.

A NEGATIVE number means that you think the bacteria's survival is negatively
affected by the chemical. That is, the bacteria are LESS likely to survive if the chemical is
present than if it is absent.

And 0 means that the culture's survival is not systematically aided or interfered with
by the chemical.

The number you enter indicates how strongly positive or negative you think the
bacteria are affected by each chemical. 100 means that the bacteria's survival is strongly
aided by the chemical, while a rating such as 50 means that the bacteria's survival is
moderately aided by the chemical. Similarly, -100 means that the bacteria’s survival is
strongly interfered with by the chemical, while a rating such as -25 means that the
bacteria's survival is weakly interfered with by the chemical.
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‘ v Instructions for Experiment 5 (1E - 2C: ?CE)

Screen 1

Imagine that scientists have discovered 4 strains of bacteria that live in the human
digestive system and aid in the digestive process. For each strain, the scientists wish to
test whether certain pairs of chemicals aid. interfere with, or do not affect the bacteria's
survival.

To do this, a strain of bacteria was first placed in cultures (petri dishes) containing

1) one chemical (e.g., chemical A)

2) the other chemical (e.g., chemical B)

3) both chemicals (e.g., chemicals A and B)
OR

4) neither chemical.

A few hours later, the scientists tested whether or not the bacteria survived, and verified
which chemical or chemicals were in the cultures.

The scientists used the "blind technique” when doing these experiments. That is,
they did not know which chemical or chemicals were in the cultures until after they had
tested whether the bacteria survived. This step was taken to ensure that the scientists'
. biases would not influence the results of their experiments or how the results were
interpreted.

Screen 2

At the time of these experiments, it was not known how a chemical might affect the
bacteria's survival. On one hand, the bacteria might be MORE likely to survive if a
chemical is present, whereas they would be less likely to survive without the chemical.
This would be an exampie of a chemical POSITIVELY affecting the bacteria's survival.

Alternatively, the bacteria might be LESS likely to survive if a chemical is present,
whereas they would be more likely to survive without the chemical. This would be an
example of a chemical NEGATIVELY affecting the bacteria's survival.

Finally, a chemical might not affect the bacteria's survival. That is, a chemical might
neither aid nor interfere with the bacteria's survival.



Screen 3

To assess these possibilities, the scientists investigated whether the bacteria survived
or did not survive when either or both chemicals were in the culture. They also tested
what happened on control trials in which neither chemical was in the culture. A
comparison of what happened on these trials allowed the scientists to assess whether each
chemical POSITIVELY affected, NEGATIVELY affected, or DID NOT affect the
bacteria's survival.

Screen 4

The results of each experiment will be presented to you. On each trial, you will be
told whether the bacteria survived or did not survive. You will then decide whether you
think each chemical was present. Enter "y" (for yes)on the keyboard if you think the
chemical was present. Otherwise, enter "n"(for no). After pressing the key, you will be
told whether your guess is correct or incorrect. Try to guess as accurately as possible.

When doing the task, try to keep track of how the bacteria's survival or lack of
survival is affected by the presence or absence of each chemical. However, do not write
down this information.

Screen 5

In each game, you will twice be asked to rate how strongly each chemical affected
the bacteria's survival. You will rate the strength on a scale ranging from + 100 to -100.
Remember that a POSITIVE number means that you think that the chemical positively
affects the bacteria's survival. That is, the bacteria are MORE likely to survive if the
chemical is present than if it is absent.

A NEGATIVE number means that you think the chemical negatively affects the
bacteria’s survival. That is, the bacteria are LESS likely to survive if the chemical is
present than if it is absent.

And O means that the chemical does not systematically aid in or interfere with the
bacteria’s survival.

The number you enter indicates how strongly positive or negative you think each
chemical affects the bacteria. 100 means that the chemical strongly aids in the bacteria’s
survival, while a rating such as 50 means that the chemical moderately aids in the
bacteria’s survival. Similarly, -100 means that the chemical strongly interferes with the
bacteria’ survival, while a rating such as -25 means that the chemical weakly interferes
with the bacteria's survival.
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VI Post-Experimental Questionnaire Used in Experiments 5, 6 and 7

‘ #____

Condition:

1. In this study, the scientists were examining (please circle):

A. how the chemicals were affecting the bacteria
B. how the bacteria were affecting the chemicals
C. neither A nor B (please write down what you think):

2. On a pool table, a white ball was hit by a pool cue, which caused the white ball to
move. In this study, do you think the chemicals were more like the pool cue or the
movement of the white ball (please circie)?

A. pool cue

B. white ball
C. neither A nor B (please write down what you think):

. 3. Do you think there were any variables that the scientists did not take into account that
could have influenced the bacteria’s survival (i.e., the results in the experiments):

YES NO

If you circled yes, please list some.
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VIl  Instructions for Experiment 6 (1E - 2C: ?CE)

Screens 1 -3 & Screen 6 are identical to those of Experiment 5

Screen 4

The results of each experiment will be presented to you. On each trial. you will be
told whether the bacteria survived or did not survive. After pressing the spacebar, you
will be told whether

a) one chemical

b) the other chemical

¢) both chemicals
OR

d) neither chemical

was present.

When doing the task, try to keep track of how the bacteria's survival or lack of
survival is affected by the presence or absence of each chemical. However, do not write
down this information.
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VIII Instructions for Experiment 7

GROUP: CE

2 Causes - 1 Effect (2C - 1E)

Screen 1

Imagine that scientists have recently discovered 2 strains of bacteria that exist in the
mammalian digestive system. The scientists are studying whether certain pairs of
chemicals affect the bacteria's survival. For each strain, the scientists are testing whether
the chemicals aid in, interfere with, or have no effect on a strain's survival.

To do this, a strain of bacteria was first placed in culture (petri dishes). After that,

1) one chemical (e.g., chemical A)

2) the other chemical (e.g., chemical B)

3) both chemicals (e.g., chemicals A and B)
OR

4) neither chemical

was added to the bacterial culure. A few hours later, the scientists verified whether or not
the bacterial sample survived. The time at which this measurement was done was
constant within each experiment.

Screen 2

At the time of the experiment, it was not known what effect each chemical might
have on the bacteria. On one hand, a chemical might make the bacteria MORE likely to
survive, whereas the sample would be less likely to survive without the chemical. This
would be an example of a chemical having a POSITIVE effect on the bacteria's survival.

Alternatively, a chemical might make it LESS likely that the bacteria will survive,
whereas the sample would be more likely to survive without the chemical. This would be
an example of a chemical having a NEGATIVE effect on the bacteria’s survival.

Finally, a chemical might have NO systematic effect on the bactena'’s survival. That
is, it could be that the chemical neither aids in nor interferes with the bacteria's survival.

Screen 3

To assess these possibilities, the scientists investigated what happened when one
or two chemicals were added to the bacterial sample. They also tested what happened on
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control trials in which no chemicals were added. A comparison of what happened on
these trials allowed the scientists to assess whether a chemical had a POSITIVE effect, a
NEGATIVE effect, or NO effect on the bacteria's survival.

Screen 4

To ensure that the results were reliable, the following measures were taken:
*  The scientists verified that the chemicals used did not interact. That is, when mixed,
they neither neutralized each other nor formed a more potent compound.
*  Similar concentrations of chemicals were used in each experiment.
* The age and concentration of the bacteria were similar in all conditions.
* The optimal conditions for the bacteria's survival were first established. That is,
each strain's optimal temperature, pH, lighting, and nutrients were verified prior to
beginning the experiments and these conditions were consistently used. The time at which
the bacteria's presence or absence was verified was slightly longer than the baseline
survival without the
chemicals.
*  The experiments were conducted under sterile conditions. That is, the cultures were
first checked to ensure that they were not contaminated. As well, the scientists ensured
that the samples were not exposed to contaminants in the air.
*  The scientists verified that the test used to classify the bacteria as surviving or not
surviving was reliable. In previous studies, it was found to yield results equally reliable to
those obtained from counting the bacteria before and after adding chemicals whose
actions were known to bacterial sampies.

Screen 5

You will be presented with the results from this study. On each trial, you will be told
whether one chemical (e.g., chemical A), the other chemical (e.g., chemical B), both
chemicals, or no chemicals were added to the bacterial sample. After pressing the
spacebar, you will be told whether the bacteria survived or did not survive.

When doing the task, try to keep track of what happened when one or both chemicals
was added, as well as what happened when neither chemical was added. However, do not
write down this information.

Screen 6
In each game, you will twice be asked to rate how strongly each chemical affects the

bacteria’s survival. You will rate the strength on a scale ranging from -100 to +100.
Remember that a POSITIVE number means that you think that the chemical has a



positive effect on the bacteria’s survival. That is, the bacteria are more likely to survive if
the chemical is added than if it is not added.

A NEGATIVE number means that you think that the chemical has a negative effect
on the bacteria's survival. That is, the bacteria are less likely to survive if the chemical is
added than if it not added.

And 0 means that the chemical does not systematically aid in nor interfere with the
bacteria's survival.

The number you enter indicates how strongly positive or negative you think is the
chemical's effect on the bacteria. 100 means that the chemical has a very strong positive
effect, while a rating such as 50 means that the chemical has a moderately positive effect
on the bacteria’s survival. Similarly, -100 means that the chemical has a strong negative
effect on the
bacteria's survival, while a rating such as -25 means that the chemical has a weak
negative effect on the bacteria’s survival.

1 Cause - 2 Effects (1C - 2E)

Screen 1

Imagine that scientists have recently discovered 2 strains of bacteria that exist in the
mammalian digestive system. For each strain, the scientists are studying whether the
bacteria aid in, interfere with, or have no effect on the production of certain pairs of
chemicals.

To do this, the bacteria were added or not added to an environment that simulated
the mammalian digestive system. A few hours later, the scientists verified the presence or
absence of each of the two chemicals.
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Screen 2

At the time of the experiment, it was not known how the bacteria might affect the
production of each chemical. On one hand, the bacteria might make it MORE likely that a
chemical will be produced, whereas that chemical would not be produced without the
bacteria. This would be an example of the bacteria having a POSITIVE effect on the
production of a chemical.

Alternatively, the bacteria might make it LESS likely that a chemical will produced,
whereas that chemical would be more likely to be produced without the bacteria. This
would be an example of the bacteria having a NEGATIVE effect on a chemical's
production.

Finally, the bacteria might have no systematic effect on a chemical's production.
That is, it could be that the bacteria neither aid in nor interfere with a chemical's
production.

Screen 3

To assess these possibilities, the scientists investigated what happened when the
bacteria were added, as well as what happened on control trials in which the bacteria were
not added to the digestive environment. A comparison of what happened on these trials
allowed the scientists to assess whether the bacteria had a POSITIVE effect, a
NEGATIVE effect, or NO effect on a chemical's production.

Screen 4

To ensure that the results were reliable. the following measures were taken:

*  The age and concentration of the bacteria were similar in all conditions.

*  An environment that simulated the mammalian digestive system was used so other
factors such as time since eating, time of day, hormonal levels, temperature, pH, lighting,
and nutrients could be controlled and maintained at consistent levels in all experiments.

*  The experiments were conducted under sterile conditions. That is, the digestive
environment was first checked to ensure that it was not contaminated.

*  The scientists verified that the test used to classify the presence or absence of each
chemical was reliable.
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Screen 5

You will be presented with the results from this study. On each trial, you will be told
whether the bacteria was added or not added to the digestive system. After pressing the
spacebar, you will be told whether

a) one chemical (e.g., chemical A)
b) the other chemical (e.g., chemical B)
c) both chemicals
OR
d) neither chemical

was produced.
When doing the task, try to keep track of what happened when the bacteria was

added, as well as what happened when the bacteria were not added. However, do not
write down this information.

Screen 6

In each game, you will twice be asked to rate how strongly the bacteria affect the
production of each chemical. You will rate the strength on a scale ranging from -100 to
+100. Remember that a POSITIVE number means that you think that the bacteria have a
positive effect on the chemical's production. That is, the chemical is more likely to be
produced if the bacteria are added that when they are not added.

A NEGATIVE number means that you think that the bacteria have a negative effect
on a chemical's production. That is, the chemical is less likely to be produced if the
bacteria are added that if they are not added.

And 0 means that the bacteria do not systematically aid in nor interfere with the
chemical's production.

The number you enter indicates how strongly positive or negative you think is the
effect of the bacteria on the chemical's production. 100 means that the bacteria have a
very strong positive effect on the chemical's production, while a rating such as 50 means
that the bacteria have a moderately positive effect on the chemical's production. Similarly,
-100 mean that the bacteria have a strong negative effect on the chemical's production,
while a rating such as -25 means that the bacteria have a weak negative effect on the
chemical's production.
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GROUP: EC

2 Effects - 1 Cause

Screen 1

Imagine that scientists have recently discovered 2 strains of bacteria and that exist in
the mammalian digestive system. For each strain, the scientists are studying whether the
bacteria aid in, interfere with, or have no effect on the production of certain pairs of
chemicals.

To do this, blood samples were obtained from laboratory rats and the presence or
absence of each of the two chemicals was verified. Later, the scientists tested whether
there was bacteria in the rat's biood.

Screen 2

At the time of these experiments, it was not known how the bacteria might affect the
production of each chemical. On one hand, a chemical might be MORE likely to be
produced if the bacteria are present, whereas that chemical would be less likely to be
produced in their absence. This would be an example of the bacteria POSITIVELY
influencing a chemical's production.

Alternatively, the chemical might be LESS likely to be produced if the bacteria are
present than if they are absent. This would be an example of the bacteria NEGATIVELY
influencing a chemical's production.

Finally, the bacteria might not influence a chemical's production. In other words, the
bacteria might neither aid nor interfere with a chemical's production.

Screen 3

To assess these possibilities, the scientists investigated whether the bacteria were
present or absent when either chemical or both chemicals were produced, as well as when
no chemicals were produced. A comparison of what happened on these trials allowed the
scientists to assess whether each chemical's production was POSITIVELY affected,
NEGATIVELY affected, or NOT affected by the bacteria.
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Screen 4

To ensure that the results were reliable, the following measures were taken:

* Laboratory rats, instead of people, were used so that the effects of variables such as diet,
drug history, lifestyle factors, and socio-economic status could be controlled for.

* The study was conducted under aseptic conditions. That is, the animals were kept in
filtered cages that prevented contaminants in the air from entering the cage; the room
temperature was kept constant; and all the animals were of similar age and had the same
diet.

* Before testing for the bacteria and chemicals, the scientists verified that hormonal levels
were constant.

* The tests for the bacteria and chemicals were done at the same time every day, between
8 am.and 9 am.

* Food was removed from the cages on the evening prior to the day on which the
chemicals and bacteria were tested for. This measure was taken so that the time since the
last meal would be constant.

* Prior studies had shown that the two chemicals did not interact. That is, the two
chemicals did not neutralize each other or form a different compound.

* The scientists verified that the tests used to test for the presence or absence of the
chemicals and bacteria were reliable.

Screen 5

You will be presented with the results from this study. On each trial, you wili be told
whether the animal's blood contains one chemical, the other chemical, both chemicals, or
neither chemical. After pressing the spacebar, you will be told whether the rat has or does
not have the bacteria.

When doing the task, try to keep track of how the presence and absence of the bacteria
affects the presence or absence of the chemicals. However, do not write down this
information.
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Screen 6

In each game, you will twice be asked to rate how strongly the bacteria affect the
production the production of each chemical. You will rate the strength on a scale ranging
from +100 to -100. Remember that a POSITIVE number means that you think that the
bacteria POSITIVELY affects a chemical's production. That is, the chemical is more
likely to be produced if the bacteria are present than when they are absent.

A NEGATIVE number means that you think the bacteria have a negative effect on a
chemical's production. That is, the chemical's production is more likely to occur if the
bacteria are absent rather than present.

And 0 means that the bacteria does not systematically aid in nor interfere with a
chemical's production.

The number you enter indicates how strongly positive or negative you think the
bacteria affects a chemical's production. 100 means that the bacteria strongly aids in a
chemical's production, while a rating such as 50 means that the bacteria have a
moderately positive effect on the chemical's production. Similarly, -100 means that the
bacteria have a strong negative effect on a chemical's production, while a rating such as
-25 means that the bacteria have a weak negative effect on the chemical’s production.

1 Effect - 2 Causes

Screen 1

Imagine that scientists have discovered 2 strains of bacteria that exist in the
mammalian digestive system. For each strain, the scientists wish to test whether certain
pairs of chemicals aid in, interfere with, or do not affect the bacteria's survival.

To do this, a strain of bacteria was first placed in cultures (petri dishes) containing

1) one chemical (e.g., chemical A)

2) the other chemical (e.g., chemical B)

3) both chemicals (e.g., chemicals A and B)
OR

4) neither chemical.

A few hours later, the scientists tested whether or not the bacteria survived, and verified
which chemical or chemicals were in the cultures.
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Screen 2

At the time of these experiments, it was not known how a chemical might affect the
bacteria's survival. On one hand, the bacteria might be MORE likely to survive if a
chernical is present, whereas they would be less likely to survive without the chemical.
This would be an example of a chemical POSITIVELY affecting the bacteria’s survival.

Alternatively, the bacteria might be LESS likely to survive if a chemical is present,
whereas they would be more likely to survive without the chemical. This would be an
example of a chemical NEGATIVELY affecting the bacteria's survival.

Finally, a chemical might not affect the bacteria’s survival. That is, a chemical might
neither aid nor interfere with the bacteria's survival.

Screen 3

To assess these possibilities, the scientists investigated whether the bacteria survived
or did not survive when either or both chemicals were in the culture. They also tested
what happened on control trials in which neither chemical was in the culture. A
comparison of what happened on these trials allowed the scientists to assess whether each
chemical POSITIVELY affected, NEGATIVELY affected, or DID NOT affect the
bacteria’s survival.

Screen 4

To ensure that the resuits were reliable, the following measures were taken:

*  The scientists verified that the chemicals used did not interact. That is, when mixed,
they neither neutralized each other nor formed a more potent compound.

* Similar concentrations of chemicals were used in each experiment.

The age and concentration of the bacteria were similar in all conditions.

*  The optimal conditions for the bacteria's survival were first established. That is,
each strain's optimal temperature, pH, lighting, and nutrients were verified prior to
beginning the experiments and these conditions were consistently used. The time at which
the bacteria’s presence or absence was verified was slightly longer than the baseline
survival without the

chemicals.

*  The experiments were conducted under sterile conditions. That is, the cultures were
first checked to ensure that they were not contaminated. As well, the scientists ensured
that the samples were not exposed to contaminants in the air.

*  The scientists verified that the test used to classify the bacteria as surviving or not
surviving was reliable. In previous studies, it was found to yield results equally reliable to
those obtained from counting the bacteria before and after adding chemicals whose
actions were known to bacterial samples.

*
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Screen 5

The results of each experiment will be presented to you. On each tnial, you will be
told whether the bacteria survived or did not survive. After pressing the spacebar, you
will be told whether

a) one chemical

b) the other chemical

¢) both chemicals
OR

d) neither chemical

was present.

When doing the task, try to keep track of how the bacteria's survival or lack of
survival is affected by the presence or absence of each chemical. However, do not write
down this information.

Screen 6

In each game, you will twice be asked to rate how strongly each chemical affected
the bacteria's survival. You will rate the strength on a scale ranging from + 100 to -100.
Remember that a POSITIVE number means that you think that the chemical positively
affects the bacteria's survival. That is, the bacteria are MORE likely to survive if the
chemical is present than if it is absent.

A NEGATIVE number means that you think the chemical negatively affects the
chemical'’s survival. That is, the bacteria are LESS likely to survive if the chemical is
present than if it is absent.

And 0 means that the chemical does not systematically aid in or interfere with the
bacteria's survival.

The number you enter indicates how strongly positive or negative you think each
chemical affects the bacteria. 100 means that the chemical strongly aids in the bacteria’s
survival, while a rating such as 50 means that the chemical moderately aids in the
bacteria's survival. Similarly, -100 means that the chemical strongly interferes with the
bacteria’ survival, while a rating such as -25 means that the chemical weakly interferes
with the bacteria's survival.
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ENDNOTES
1. Waldmann (2000) reported four experiments. For brevity, only the first two that
are most relevant to the present exposition will be described. In the first experiment,
participants were presented with 4 causes of a single effect (4C-1E) or four effects of a
single cause (4E-1C). In both cases, the antecedent cues were coloured lights and the
consequent cue was a lamp being turned on or off (4C-1E) or a switch being turned on or
off (4E-1C). In the first phase. P was established as a perfect predictor of the cue’s
outcome (i.e., P+). That is, the outcome occurred when P was on and did not occur when
P was off. After 6 trials, judgments of P were requested. In the second phase, P was
presented with a redundant second cue; this compound was followed by the outcome
(PR+). Two other cues, C and D, were also presented in this phase. These cues occurred
in compound and were also perfect predictors of the outcome (CD+). Thus, the four
events in the second phase were a) P and R were on and the outcome occurred, b) P and R
were off and the outcome did not take place, c) C and D were on and the outcome was
observed, and d) C and D were off and the outcome did not follow. When information
about one of the compounds was presented (e.g.. P and R), none was presented about the
other 2 cues (e.g., C and D). After 12 trials, judgments about all four cues were requested.
Blocking of R by P was defined by comparing R to C and D if R was lower than C and
D, then blocking was observed. According to causal model theory, judgments of R should
have been lower than C or D in 4C-1E but not in 4E-1C, whereas the R-W model wouid
predict that R would be lower than C or D in both 4C-1E and 4E-1C. Ratings of P were
close to 100 in both 4C-1E and 4E-1C. R was blocked by P in 4C-1E but not in 4E-1C.
This result was interpreted as being consistent with causal model theory.

In the Introduction to Experiment 2, Waldmann (2000) reasoned that the lack of
blocking in 4E-1C occurred because the first phase of Experiment 1 failed to provide any
information about R because this cue was not mentioned until Phase 2. If participants
then assumed that the redundant effect occurred throughout Phase I but was merely not
mentioned, then they would have inferred that the cause had a second effect. But if people

interpreted the absence of information about R in Phase I as implying that the cue itseif
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was absent, then blocking should initially occur because the unconditional contingency
for R was interpreted as being lower than for P. But with additional training tnials, R’s
unconditional contingency should increase and thus the blocking effect should get
smaller. Experiment 2 tested the hypothesis that blocking would be observed in a
diagnostic condition when R is absent in Phase 1 but not when participants lack
knowledge about it. Two groups of participants performed a 3E-1C learning task. The No
Information Group was told at the beginning of the task that there are three effects of a
single cause. No Information signifies that this group was not provided with any
information about the presence or absence of R until Phase 2. On the other hand, the
Explicit Absence Group was initially informed that there were two effects of a cause, but
at the beginning of the second phase

was told that there were three effects. Explicit Absence thus refers to the fact that R was
not present during Phase 1.

In the 3E-1C leamning task, substances in the blood of rats (P,R,U) was presented
prior to information about the virus Midosis. The substances were effects of the virus. In
the first phase, P became a perfect predictor of the cause and U was always absent
(uncorrelated). In the second phase, R became a redundant effect of Midosis. Participants
gave judgments of P and U after the first phase, and of all three cues in the second phase.
In the second phase, the ratings were obtained after 20 and after 40 trials. Consistent with
causal model theory, P blocked judgments of R in the Explicit Absence group but not in
the No Information group. Furthermore, the size of the blocking effect was smaller after

forty Phase 2 trials than after twenty.
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