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ABSTRACT

This research has resulted in the design and development of an experimental
facility to study the combined convective infrared (I.R.) drying process of a
capillary porous material (glass beads) in high temperature flow conditions.

The necessity to decrease the heat transfer coefficient for the effect of high mass
transfer flux (when convection is combined with |.R. heating) has been
demonstrated. Further, the analogy between the transfer of heat and mass
expressed in terms of average heat and mass transfer coefficient ratios has been
verified to apply when the surface is not contaminated. Experiments have also
showned that there is a link between the evaporation temperature and crust
formation at the evaporating surface. Moreover, an increase in the heat transter
coefficient was observed when the surface reaches the boiling point and is
higher than that of the flowing air. Lastly, it was observed that the critical
moisture content is independent of the convective drying parameters, sample
thickness and the overall incident heat flux.

A drying front model is also presented and tested with the experimental results in
convection drying and for the combined process. The drying time, the bottom
temperature evolution, the surface temperature evolution up to the critical point
and the overall shape of the drying rate curve were well reproduced by the
model. Simulations have also showned that the effect of the diffusion mass flux
on the heat and mass transfer coefficients leads to a decrease of the evaporation
rate by a maximum of 8 % for both the purely convective and combined
processes.



RESUME

Cette recherche a permis !a conception et le développement d'un montage
expérimental afin d'étudier le séchage mixte infra-rouge et convection haute
température d'un matériau poreux capillaire (billes de verre).

La nécessité de diminuer le coefficient de transfert de chaleur a cause de l'effet
d'un transfert de masse élevé (lors du séchage mixte) a été démontrée. De plus,
Il a été vérifié que la similitude entre les transferts de chaleur et de masse
exprimée en terme de rapport de coefficients de transferts moyens s‘applique
lorsque la surface du matériau n'est pas contaminée. Les résultats
expérimentaux ont aussi montré qu'un lien existait entre la température
d'évaporation et la formation d'une crodte a la surface. Une augmentation du
coefficient de transfert de chaleur a été observée lorsque la température do
surface atteint le point d'ébullition et est supérieure a la température de
I'écoulement. Enfin, il a été observé que la teneur en eau critique est
indépendante des parametres de séchage convectif, de I'épaisseur et du flux de
chaleur radiatif incident.

Un modele a front a été présentd et testé avec les résultats expérimentaux en
séchage convectif et mixte. Les temps de séchage, I'évolution de la température
au fond de I'échantillon, I'évolution de la température a la surface jusqu'a la
teneur en eau critique ainsi que la forme générale de la courbe de vitesse de
séchage ont été assez bien reproduits. Les simulations ont aussi montré que
l'effet sur les coefficients de transfert de chaleur et de masse du flux de diffusion
a la surface conduisent a une décroissance maximale de la vitesse de séchage
de 8 % pour les séchages convectif et mixte.
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CHAPTER 1 - INTRODUCTION

1.1 BACKGROUND

Conventional convective drying processes being energy intensive and relatively
slow, other techniques are being more intensively studied to minimize or offset
these limitations. One may cite the following methods for drying of web-like or
panel shaped materials:

a)
b)
c)
d)

e)

impingement drying;

Through drying (for permeable materials);
Superheated steam drying;
Radio-frequency drying;

Infrared (I.R.} drying.

Among these, the use of I.R. heating has significant advantages for industrial
drying applications (Orfeuil, 1987):

a)
b)

g)

Direct transfer of heat to the product;
Low thermal inertia of the I.R. heat source;
High heat flux intensity (up to 60 kW/m?2);

Choice of the emitter wavelength to match the product absorption
characteristics;

Accurate local application of the heat flux only where needed,;
Heating homogeneity due to radiation penetration {small thickness);

Ease of combination with other heating modes (convection,
conduction).

With electrical I.R. heat sources, these qualities translate into practical
applications with the following advantages:



a) Improved productivity,

b) Reduction in overall furnace dimension;
c} Improvement in product quality;

d) Low investment cost;

e) Flexible and fast process control;

f)  Energy efficient process,

g) Simpler fabrication;

h) Minimum maintenance requirements;

i) No contamination of the product or pollution by heat source.

The following examples of {.R. heating applications in dehydration or partial
drying have been presented by Orfeuil (1987):

a) Paper, cardboard and textiles;

b) Insulating boards, acoustic panels and gypsum board;
c) Ceramics;

d) Casting moulds and cores;

e) Water paints and inks;

f) Tobacco leaves;

g) Plastic grains;

h) Pharmaceutical products;

i) Fish and vegetable products.

Despite their numerous applications, the design of a combined convective-|.R.
drying oven still relies largely on experiments very often obtained with
free convection-l.R. heating {no forced flow present) or with a full scale oven
(Dostie et al., 1988). Such procedures do not allow one to account fully for the
effect of coupling convection to I.R. heating or to study the specificity of this
process. Thus there is need for the development of reliable procedures and



experimental facilities that will produce data of sufticient accuracy to obtain the
necessary information (drying curves and temperature evolution) of the

combined radiation/convection process at high gas temperatures and radiative
heat fluxes.

To date the use of drying models (Puiggali, 1987; Bories, 1988) has been mainly
confined to evaluate the effects of key heat (accumulation, convection,
conduction) and mass transfer (capillarity, diffusion, gravity, sorption, convection)
phenomena in relation to the material type (non-hygroscopic capillary porous
materials, hygroscopic capillary porous materials, colloidal medium) and heating
modes (convection, conduction, radiation or volumetric heating). Drying models
have typically been attempted for a limited number of drying conditions. Most
drying models necessitate a detailed knowledge of transport properties as weil
as intensive use of computer time. The following quotation from Franzen et al.

(1987) underscores the limitations of the present drying models and model
testing:

"The present theoretical development is ahead of the experimental
testing of theories". “No model has been proven to be generally
applicable. Ideally, a model should have a broad range of
applications®.

A model recently developed by Dostie (1991) is believed to be applicable over a
wide range of drying conditions but remains to be tested extensively.

1.2 OBJECTIVES OF THE PRESENT STUDY

The objectives of this study were:

a) To build a reliable experimental facility to study the high temperature
combined convective-1.R. drying process;

b) To evaluate the effect of |.R. heating on the convective heat and mass
transfer coefficients;



c) To determine the influence of combined convective and |.R. drying
parameters on the critical moisture content of a model material;

d) To test the applicability of a drying front model for the case of
convective as well as combined convective-1.R. drying of a capillary
porous medium (soda lime glass beads; 90-105 pm diameter range).

1.3 OUTLINE OF THE THESIS

Chapter Il reviews works that have appeared in the published literature on
experimental .R. drying pointing out key resuits already obtained. Comments on
one of the most widely accepted drying model and a summary of the arguments
which favored the choice of a drying front model are also presented.

Chapter Ill describes the experimental apparatus designed and built, the
procedures followed to carry out the experimental phase as well as testing of the
reproducibility and uncertainty in the experimental results obtained.

Chapter IV presents an analysis of the convective drying experiments with
respect to the heat and mass transfer analogy as expressed by the values taken
by heat and mass transfer coefficient ratios, the high mass transfer rate effect on
the transfer coefficients and the critical moisture content.

Chapter V presents a discussion of the combined convective-.R. drying
experiments with respect to the heat and mass transfer analogy, the high mass
transfer rates effect on the transter coefficients and the critical moisture content.

Chapter VI gives a brief description of the model used to simulate the 1.R. drying
process. The drying front model and the numerical solution technique are
presented in detail. Finally, model predictions are compared with experimental
drying data and discussed.

Chapter VI, includes the key conclusions of this work, contributions to prior
knowledge and recommendations for future work.



CHAPTER Il - LITERATURE REVIEW

2.1 PRIOR EXPERIMENTAL STUDIES ON I.R. DRYING

Yagi et al. (1957) presented one of the most extensive experimental study of
combined convective-l.R. (infrared lamps) drying of capillary porous and colloidal
media (river and standard sand, i{on beads, wood powder and porcelain clay,
d=9-740 um, b=7-61 mm, T '~8-33 °C, v~ 1.1-1.3 m/s, q;s =5110-
10450 W/m?2), Here d is the particle diameter, b the bed thickness, T_" the flow
temperature, v_" the flow velocity and qis' the overall incident radiative heat flux.

The following conclusions can be drawn from their research:

a)

d)

The critical moisture content X, (kg/kg dry basis) is constant (thus
independent of drying parameters) as long as d > 100 um. When
d <100 um, X, increases as d decreases (Figure 5.18). X. is
independent of g, ;

The drying rate NV' during the constant drying rate period appears,

on the average, to decrease with a decrease in d which might be
linked to variation in emissivity (Shimizu et al., 1990}). A significant
constant drying rate period was reported (q = 10450 W/m?);

however, as d is decreased the constant drying rate period shortens.
N, increased as qj;_ increased;

The average evaporation temperature during the constant rate
period T, increases as q;, is increased and is virtually independent

of the material thickness. For the porcelain clay sample (colloidal
medium), Tw' was found to equal the boiling point temperature;

The temperature evolution with time shows that the surface
temperature (T,) level-off rapidly after the beginning of I.R application
and increases slowly up to the critical moisture content when it rises
suddenly. Then, it is observed that the temperature reached, at a
specific depth, just before the arrival of the front increases with depth
up to a point (located between 10 mm and 20 mm) where it does not



change with increasing penetration of the front within the material; at
this point the temperature distribution within the wet zone stays quite
uniform while it varies almost linearly in the dried zone. The

temperature gradients within the material prior to the drying front
penetration are quite significant and diminish as X approaches X,

e) The stabilized (for depth higher than 10 to 20 mm) drying front
temperature Ty increases as g, 5 increased.

The book by Ginzburg (1869) summarized the early Russian works in the field of
I.R. drying and baking of mainly food products. Numerous data on the radiative
properties (reflectivity, absorptivity and transmissivily) of various products are
presented as well as |.LR. (infrared lamp, tubular quartz radiators, resistance
elements, ceramic heaters) drying data such as:

a) Steady and transient temperature distributions for dough-bread,
macaroni dough, wheat grain layers, sunflower seeds (thick layers),
rape and onions seeds, sesame kernel, tea, orange, lemon, meat
and fish;

b) ILR. drying curves for malt, wheat grain layers, sunflower seeds (thick
layers), rape and onion seeds, sesame kernels, apples, carrots,
green beans, turnips, green peas, cabbage, potatoes, macaroni,
calcium tartrate, meat and fish,

¢) Drying rate curves for sand, macaroni dough, mait, sunflower seeds
(thick layers) and bread;

d) Moisture content distributions under |.R. drying for sand and clay.

These data give a qualitatively good picture of the process but are, in most cases,
only weakly supported by accurate specification of all experimental conditions
and procedures. Furthermore, no extensive and detailed data are provided to
study the interaction between convection and 1.R. heating as applied to the drying
process.



Interested in the internal transfer phenomena that occur during the drying
process, Min and Emmons (1972) presented resuits from free convection-\.R.

(quartz infrared lamp) drying experiments (alumina powder, b = 54 mm,
Tamb =20 °C, q;s" =6270 W/m2) where the temperature, moisture and

pressure distribution measurements have shown that:

a)

b)

c)

The temperature vs. time curves essentially confirm the observations
that were made by Yagi et al. (1957);

The moisture measurements made from an evaluation of a.c.
conductance between two electrodes inserted in the test material
show that the front arrival creates (a) a sharp drop in conductance
coinciding with the break in the corresponding temperature vs. time
curve (b) the moisture density increases due to condensation

(evaporation-condensation phenomenon) pricr to the arrival of the
front;

The pressure peak location corresponds to the front location and its
maximal recorded intensity was 70 Pa above atmospheric.

Seki et al. (1977) provided data on free convection-l.R. {infrared lamp} drying of
thick beds (glass beads, d= 360-1500 pm, b= 100 mm, T = Tp. Qs = 760-

8820 W/m?). They observed that:

a)

b)

For g;s > 4640 W/m?2, T; reaches the boiling point and stays there up
to the end of drying. For q;; < 4640 W/m2, T; increases with increase
in the drying front progression;

For d = 360 um, a constant drying rate period exists during which T
increases slowly. However as qis' is increased, the constant drying
rate period duration shortens and the rate of drift of T as a function
of time during the constant drying rate period increases. For

d = 970 um, no constant drying rate period can be observed
whatever the value of g ;



c)

8

X. always increases with increase in g;s_ (constant d, Figure 5.18) but
its sensitivity to g, is higher for small d (d = 360 pm). X, values
are much higher than corresponding values for thinner beds;

The saturation distribution curves (d = 360 um), evaluated by slicing
the bed at the critical point, displays a rather steep transition between
the lower part of the bed (S ~ 1) and the upper part of the bed
(surface saturation ~ 0.1) for g > 4640 W/m2. Moisture
distributions of bed constituted of different diameter glass beads (d=
360, 970 or 1500 um) show that, for the same g;; (8820 W/m?)
capillary forces drain more water from the lower bed zone toward the
surface as smaller particles are used (at the critical point). Thus,
steeper moisture content transitions are found as d is increased.
Beyond the critical point, the evolution with time of the moisture

content distribution evolution with time shows a smoother transition
between the front (S;=0) and bottom bed saturations

(d = 360 um, g;; = 760-8820 W/m?) .

Nishimura et al. (1983) provided data on the forced convection-L.R. (infrared
lamp) drying of thin layers (PVA aqueous solution, b= 100-400 um, T_." = 20 °C,
v, ~2.5 m/s, absolute humidity = 0.011 kg H20/kg air, g;; = 4.65 kW/m?).
Parameters varied were the initial water content and initial layer thickness by,.

Their experiments showed that:

a)

b)

An increase of by, increases the level of T, and diminishes the
drying rate. An increase of the initiai water content lowers T,
slightly. Tw' has a tendency to fall slightly at the end of the surface
evaporation controlling period;

The final dried film temperature increases with increase of the dried
film thickness (which increases as the initial water content is
decreased or the initial thickness increased);

During the surface evaporation controlling period, the drying rate
decreases with decrease in water content and the drying rate curves
do not display any constant drying rate period. The maximal drying



rate increases as by, increases while it is not affected by variations in
initial water content;

d) The critical water content increases with a decrease in the initiai
water content.

Hasatani et al. (1983) studied the forced convection-l.R. {infrared lamp; radiation
temperature T, ~ 2177 °C) drying of thick layers of wet silica sand, a slurry of
activated sludge and a water suspension of graphite particles (d=5 um,
b=20 mm, T, ' =30-80°C, v, ~1.1 m/s, absolute humidity = 0.006-
0.012 kg H20/kg air, g = 290-1400 W/m?), Parameters varied were the
suspension concentration (kg/m3), the material and qis':

a) A constant drying rate period was reported to exist for all three
materials in the range of q;;" studied;

b} For the graphite suspension, during the constant rate period, the
concentration (0.0 to 3.44 kg/m3) had no effect on the drying rate.
During the preheating period, the drying rate is slightly decreased as
the cornicentration is decreased,;

¢) For the silica sand layer, the drying rate during the constant drying
rate period goes up nonlinearly as g, and T, increase.

With the same experimental equipment, Hasatani et al. (1988) compared various
materials (Yallourn coal, silica sand and A2-brick) with same d dried under
similar conditions (d =320 um, b=20mm, T "=27-72°C, v_ ~ 0.5 m/s,
absolute humidity = 0.005-0.007 kg H20/kg air, g, = 0-1080 W/m?):

a) The drying rate during the falling rate period is almost unchanged (as

compared to the one observed with convection) by the addition of
radiation (qis' = 662 W/m?2) for silica sand and brick. However, it is

enhanced for the case of coal;

b) Temperature distributions were similar tc the ones presented by Yagi
et al. (1957) except for the fact that no temperature gradients were
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reported for the case of a silica sand layer during the preheating and
constant drying rate period (g;s = 662 W/m2).

Dostie et al. (1988) presented drying curves and drying times for convective and
combined convective-1.R. drying (ceramic panel with corrugated heating strips;
T4 = 815 °C) of sheathing panels made of wood products and acoustic tiles
containing mineral materials and cellulose. The experiments were carried out in

a pilot dryer where air flow was either perr. ndicular or parallel to the panel
(b=12.7-15.9 mm, T = 160-180 °C, q;s = 14.0-16.1 kW/m2). The key

results of their experiments are:

a) The drying time can be reduced by a factor two with intermittent L.R.
heating as compared to convective heating alone. Infrared drying
times are 25 % less than the best drying time achieved by
convection only in the pilot oven;

b) The use of intermittent |.R. heating aliows control of the product
surface temperature. This is in agreement with the many
experimental results presented by Ginzburg (1969).

Shimizu et al. (1990) studied the effects of q;s from far infrared (FIR;
~ 2 <A <12 um; mullite cylinder) and near infrared radiative heaters (NIR;
~ 1.5 < A < 5 um; quartz cylinder) as well as the effects of the dry materinl
surface emissivity (Eg) and d on Nv' and Tw' in the constant drying rate period o

free convection-l.R. drying (alumina, silver and stainless steel powders, d = 38-
250 um, b=14.5 mm, T "~8-33°C, v_ ~1.1-1.3 m/s, g = 1070-

5890 W/m2). They found that:

a) N, increases linearly with ;5 (FIR);
b) N, increases when E, increases (FiR); this increase is higher at
higher g, However, the N, increase is not proportional to the Eg

increase probably as a result of the water being at the surface level.
T,, behaves similar to N,,";
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¢) N, increases with particle size (in agreement with results of Yagi et
al.{(1957)) and this increase is higher at high g, (FIR);

d) For beds of alumina and silver panticle, it was observed that Nv' is
higher, for same g, , when radiation comes from an FIR heater rather
than from an NIR heater as a result of a lower absorptivity for the
wavelength range of the NIR heater.

Recently, Navarri (1990, 1991) summarized preliminary results on the forced

convection-l.R. drying of a capillary porous medium. The results (Navarri, 1990)
concern the case of a quarry sand layer dried with an FIR (T4~ 827 °C) heater

(d = 250-400 pm, b=7 mm, T, ~30-90°C, v, ~2.2 m/s, g = 10640
W/m2), Three results were reported for T.,* equal to 30 °C, 50 °C and 90 °C
from which it can be observed that:

a} The critical moisture content X, (range ~ 0.047-0.059) is almost

independent of (variations in the order of £ 20 % corresponds
probably to the reproducibility of such a measurement) T, variations;

b} The constant drying rate period (on the drying rate curve) shortens as
T.. is increased; however, strictly speaking, no “plateau” was

observed; as expected N, increases as T, is increased;

c) Tw' (range ~ 65-68 °C) is not significantly affected by increase in
T L]

oo *

Other results (Navarri, 1991) were obtained with sea sand dried using convection
and an NIR (T, ~ 1927 °C) heater (d = 200-250 um, b =5 mm, T, ~ 20-
28 °C, v,, ~2.1-6.0 m/s, relative humidity = 30 to 50 %, q,s = 10.0-18.5
kW/m?2). Seven results were reported in terms of the drying rate curves which
show that:

a) The critical moisture content X, (range ~ 0.036-0.050) is almost
constant as q;s is increased (g, = 10.0, 13.0, 15.0 and
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18.5 kW/m?) and is close to a value of 0.04 reported for convective
drying at low temperature (T, ~ 30 °C);

The constant drying rate period (on the drying rate curve) seems to
shorten as q; is increased; the “plateau” is more pronounced as

compared to the one from previous results with higher T.." (Navarri,
1990). As expected N, increases almost proportionally with q;.";

Tw' increases as q-,s' is increased and is the highest when free
convection is used;

The analogy between the transfer of heat and mass expressed in
terms of the convective heat and mass transfer coefficients ratios
(Bird et al., 1960) has been partially validated since the convective
heat transter coefficient was assumed to be correctly evaluated from
a correlation developed for convective conditions for which there is
no evaporation or incident radiative heat flux. Furthermore, the film
theory was implicitly assumed to be applicable to account for the
high mass transfer rate effect on the mass transfer coefficient for the
case of combined convective-1.R. drying.

In summary, prior experimental results clearly show that:

a)

No detailed drying data have been presented at the high
temperature levels characteristic of many industrial processes
(Dostie et al., 1988);

The behavior of the convective heat and mass transfer coefficients
during combined high temperature convective-l.R. drying has not
been studied in depth.

2.2 MODELLING OF DRYING

Key references pertinent to modelling of drying have recently been discussed
extensively by Chen (1986}, Chiang (1987), Franzen et al. (1987), Moyne (1987),
Perré (1987) and Bories (1988), to name a few. Furthermore, additional
information can be found in the books by Krischer (1956), Luikov (1966) and
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Keey (1972, 1978). So a brief review of only the most significant theoretical
developments is given here.

Historically, the drying models can be grouped according to the internal moisture
transport phenomena, viz.

a} Liguid movement due to capillary forces;

b} Vapor diffusion due to a partial pressure gradient (molecular
diffusion) or a thermal gradient;

¢) Vapor effusion (Knudsen flow);
d} Sorbed vapor diffusion;
e) Liquid or vapor flow induced by a total pressure gradient;

fy Liquid movement due tc gravity.

Earlier attempts to model the drying process assumed a single dominant
mechanism for moisture transfer following traditional chemical engineering
approach to modelling by confining attention only to the rate-controlling (or the
slowest) process when several processes occur concurrently.

The first theory put forward to explain experimental drying raies and moisture
distributions was the liquid diffusion theory (Lewis, 1921; Sherwood, 1929)
where the influence of hent transfer was neglected. The main mechanism of
moisture transfer was postulated to be liquid water diffusion through the porous
skeleton. Fick's law was used to write the moisture transfer equation, either with
a constant diffusion coefficient or with a variable coefficient as a function of the
moisture content. The liquid diffusion theory was applied with some success to
the cases of wood in the hygroscopic regime and clay (Sherwood and Comings,
1933).

In the thirties questions (Comings and Sherwood, 1934; Sherwood, 1937) were
raised about the validity of the liquid diffusion theory. It was pointed out that
unrealistic moisture distribution was predicted for materials such as sand
(Ceaglske and Hougen, 1937). On the other hand, the capillary flow theory,
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developed following major contributions by soil scientists (e.g. Buckingham,
1907; Gardner; 1920) provided a significant improvement in predicting
adequately these distributions during the constant drying rate period (Ceagiske
and Hougen, 1937).

None of these theories is fully satisfactory for all materials (Perré, 1987). It was
then necessary to account for additional moisture transter mechanisms and the
coupling with heat transfer within the material. Significant contributions to this
development were made by Philip and De Vries (1957), Krischer (1963) and
Luikov (1966). The porous medium being assumed equivalent to a continuum
and in local thermodynamic equilibrium, the energy and mass conservation
equations presented contains gradients of key driving forces: volumetric moisture
content and temperature. Luikov (1966) added to these two equations the
gaseous phase conservation equation which incorporates the contribution of the
total pressure gradient (also included in the mass conservation equations).

The resulting system of 3 coupled non-linear differential equations was solved
numerically (finite differences or finite elements) by many researchers and their
results were found in qualitative agreement with earlier experimental
observations (Harmathy, 19869; Berger and Pei, 1973; Huang, 1979, Eckert and
Faghri, 1980; Dinulescu and Eckert, 1980). Meanwhile, the original set of
equations was rationally founded by Whitaker (1977) using an approach in which
the macroscopic balance equations are obtained by averaging, balance and
transfer microscopic equations, over a representative volume (Bories, 1988).
Detailed reviews of this most widely accepted model today have been presented
by Perré (1987), Bories (1988), lllic and Turner (1989), Rogers and Kaviany
(1991) and Kaviany (1991). It accounts, in its most general form, for all important
moisture transport mechanisms already mentioned.

It is mainly since the beginning of the eighties that a systematic quantitative
comparison between this mode! prediction and experimental results has besn
undertaken. In general, relatively good quantitative agreement has been found
under several drying conditions e.g. convective or conduction drying of:
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a) 3and and sandstone (Crausse, 1983; Wei, 1984; Hadley; 1986);
b) Concrete (Dayan and Glueckler, 1982; Moyne, 1987);

¢) Wood (Schajer et al., 1984; Plumb et al., 1985; Michel et al., 1987);
d) Porous ceramic (Schajer et al., 1984);

g) Tobacco sheet (Kobari et al., 1985);

f)  Wool bobbin, brick and corn kernel (Chen, 1986).

Despite these successful applications, major drawbacks still preclude wide
engineering use of such a model. Indeed, too many internal transport heat and
mass transfer coefficient have to be independently evaluated (Crausse, 1983)
and in most cases the computing time to obtain a solution to the linearized
system of equations is still significantly high (Rogers and Kaviany, 1991).

For many materials internal temperatures alone can be used as an accurate
index for their potential damage (Ginzburg, 1969; Dostie et al., 1988). Hence,
from a practical point of view, it is often of interest to predict the effect on the
drying curve and the temperature evolution of combined convective-1.R. drying
parameters such as:

a) The external flow temperature, humidity and velocity, and;

b) The incident overall radiative heat flux.

A model with a minimum number of parameters characterizing the internal heat
and mass transfer would possibly allow the use of the information obtained from
a limited drying experimental study in order to calibrate some of these
parameters {Dostie, 1991). It is not in the objectives of this study to measure the
moisture content and pressure distributions within the material thus it will not be

quantitatively possible to test the prediction of these distributions as influenced
by the process parameters (b, T..', V.., T4 » Gis )-
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The following well known experimental observations favor the use of a drying
front model to perform the above mentioned goals:

a)

d)

The drying rate during the constant drying rate period is close to the
drying rate observable for free liquid surface evaporation and
depends mainly on the external drying conditions (Keey, 1972).
Thus the drying rate prediction during that period should be relatively
easy to realize knowing the surface heat and mass transfer
coefficients, the surface emissivity, the overall incident radiative heat
flux and the thermal transport chaiacteristics of the material;

As the critical moisture content sensitivity to drying process
parameters changes appears to be low, it should constitute an
adequate determination of the falling rate period starting point;

Numerous experimental determinations (Ceaglske and Hougen,
1937; Nissan et al., 1959; Peck et al.,, 1977, Chiang 1987) of
moisture distributions have demonstrated beyond doubt the
existence of a drying receding front within various materials (sand,
wool, brick, apple} during most of the falling rate period.
Furthermore, it has often been observed that a significant
temperature rise occurs simultaneously as the drying front location
coincides with the position of the thermocouple; the "sharpness® of
the moisture transition between the dried and wet zone is, in general,
higher for a capillary non-hygroscopic porous medium;

The drying front recession seems to be the key factor for the drying
rate fali and results in dominant heat and mass transfer resistances
between the internal evaporating zone and the external flow.

The drying front model (Dostie, 1991) presented in chapter VIl represents an
extended version of one of the simplified models (receding plane model)
discussed by Keey (1978). Chapter VIl examines the drying models that have
been previously used to simulate the free (no forced flow present) or forced
convection-l.R. diying process.
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CHAPTER Ili - EXPERIMENTAL APPARATUS AND PROCEDURES
3.1 INTRODUCTION
This chapter describes the experimental set-up (oven, test section, glass beads
samples and sample holder), the operating parameters, the data acquisition
procedure as well as experimental reproducibility and uncertainty in measured
data.

3.2 EXPERIMENTAL APPARATUS

The experimental apparatus designed and built for this research was proven to
produce reliable data and allow control of the following primary variables:

a) Air temperature T
temperature Tg;

velocity v, pressure P_ and air dew point

b) Infrared heat source temperature Tg;,, power input P;.

The air dew point temperature could be stabilized close to ambient values
(through air renewal) during an experiment but it was not controlled to a pre-
selected value (range: -10.6 °C to +17.9 °C). The following variables were also
recorded in each experiment:

¢) Mass m (sample and sample holder) and internal temperatures
(surface T and bottom Tp,);

d) Test section wall temperatures Ty; (i = 1,6);
e) Test section air temperatures T, (i = 1,5);

f) Test section bottom plate temperatures Tpi (i=1,4).
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3.2.1 OVENTEST SECTION

A convective batch oven (Figure 3.1) was modified to include a thermally
insulated test section, a bottom cavity as weil as an |.R. heat source located in the
upper cavity. A front door (see photograph in Figure 3.2) facilitated access to
these various parts as well as the sample positioning at the beginning of each
experiment. A detailed summary of the experimental accessories and assembly,
their relevant technica! and geometrical specifications as well as equipment
manufacturers is given in Appendix 1.

The oven (Figure 3.1) consisted of a heating section with rzsistive elements, a
squirrel cage fan driven by a D C motor and ducts of rectangular cross section.
Figure 3.3 (a,b,c) is a scaled down drawing of the test section showing the spatial
locations of all the measuring points!, The test section was made of steel walls
(610 X 500 X 100 mm) covered with a low emissivity (E; = 0.28) aluminized
silicone paint (FEROX -1203). A removable front panel (610 X 100 mm) was
made for easy access to instrumentation and for visual inspection when
introducing test samples. At the entrance of the test section a pressure
equalization chamber (85 X 500 X 100 mm) followed by an assembly of
perforated grids and meshes (flow mixer) reduced the inlet flow turbulence scale
and improved the velocity profile uniformity. A top wall aperture (160 X 143 mm)
located downstream allowed 1.R. radiation to reach the sample. This aperture
could be closed using a polished (Eg, = 0.13) stainless steel plate (1.6 mm
thick) translating on guiding rails by means of a pneumatic cylinder. A second
polished stuinless steel radiative screen (0.4 mm thick), separated by a 5 mm
gap from the first, was screwed onto it. Both plates were convectively cooled by
the flow. As the cross-sectional area of the radiative screens were much lower

than 5 % of the test section cross-sectional area, no correction for flow restriction
was applied to v, (Smolsky and Sergeyev, 1962).

1 The exact location {mm) in the test saction of the measuring points with respect to Oxyz (Figure 3.3) can be
found in Appendix 2
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Figure 3.2 Photograph of the oven and the test section
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The |.R. source was made of 8 low thermal inertia mesh heating elements. These
corrugated resistive elements could be connected two at a time to give four levels
of I.R. heat fluxes at the same reference temperature (T4, = 850 °C). This
temperature was measured with a thermocouple spot-welded to one of the
central heating elements and was controlled using a manual variable
transformer; a wattmeter recorded the |.R. source power input (P;). A detailed
summary of the instrumentation and sensors used as well as their manufacturers
and technical specifications is given in Appendix 3. The heating elements were
stapled onto a low heat capacity ceramic (Armstrong, Ceramaguard) inserted in a
metallic frame. The frame was fixed on the largest base of a truncated pyramid
made of polished stainless steel plates (type 304). After insertion of an asbestos
lining (4 mm thick), the pyramid's smallest base was screwed to a plate that was
cut on the test section upper plate. The external insulation of the pyramid was
made of an Al20O3 moldable felt (Cotronics Corp, No. 372).

A plate was cut and drilled (95.3 mm @) on the test section bottom wall to receive
the sample. On the back of this plate a set of three uniform flux silicone heaters
were bonded (with a fine layer of silicone rubber epoxy) close to the hole so as to
act as a guard against conductive heat losses to the bottom cavity. Both sides of
the plate were covered with a low emissivity aluminium foil {final assembled
thickness ~ 1.6 mm). Upstream of the piate an additional silicone heater

decreased the first set load. For heater (bottom plate) temperature control and
record, 3 thermocouples (T (i = 2,4)) were located in grooves machined in the

plate. A similarly positioned thermocouple (Tp1) was used to measure the

upstream heater temperature. Temperature control to 1 °C of the two sets of

heaters was accomplished with two te:nperature controllers using the
temperatures (Tp1,Tp2) from the largest heaters (Figure 3.3).

Thermocouples located on the upper wall and one side (Ty; (i = 1,6)) of the test
section recorded the wall temperatures. They were screwed on after being

soldered on to a brass ring. The same type of bare bead thermocouples were
used to measure temperatures close to the flow mixer exit (T (i = 1,2)).
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A solid state controller allowed adjustment of the flow velocity through control of
the variable speed D.C. motor. An anemometer (self-heated platinum resistance
temperature detector type) was used to measure the flow velocity (v_). A
thermocouple located at middle test section height and protected from L.R.
radiation (source or walls) by two polished stainless steel concentric tubes 145
mm long, 15 mm and 25.4 mm inside diameters (0.5 mm tube thickness)
respectively, recorded the air temperature (T_). Its value could be adjusted to
within 1 °C using the oven controller. The dimensions and surface
characteristics of the cylindrical radiative (Ecy—- 0.13) screens were defined
according to a study by Pépin (1989) which demonstrated that with such shields,
it was possible to get the air temperature with a temperatura differential
(AT = IT,gad-Tyeall) lower than 3 °C although the external environment could
radiate like a blackbody at 1000 K. In the present design we should expect much
lower AT because only half side of the external cylinder sees a fraction of the
radiating surface at 1123 K. Three additional air temperatures (T_; (i = 3,5))

were measurad with stainless steel sheathed thermocouples located close to the
sample surface (Figure 3.3) to verify that the incident flow was at T_..

A squirrel cage fan blew air in the back of the bstiom cavity. The instrumentation
was protected from direct air impingement with a stainless steel plate diffusing sir
on the cavity side. Two supplementary apertures were drilled close to the front
door on the bottom cavity for air exhaust and wiring. An additional opening was
machined in line with the lower test section hole, allowing an extensible rod to go
through the bottom of the oven. it was used to measure the mass (m) of the
sample holder and sample with a balance located directly under the oven. In
order to protect it against mechanical shock and vibrations, the balance was
placed on a two layer assembly; each layer was made of concrete blocks and a
sheet of high density polyurethane foam. A 19 mm @ bent tube connected the
test section and the bottom cavity to equalize pressures thus avoiding airflow
between the sample and the sample hole.

A variable speed squirrel cage fan supplied air to the back of the I.R. heat source
to cool its electrical connections. Air from the test section was evacuated with a
fan connected to a ventilation duct. A constant humidity flow was obtained with
control on the air renewal rate through use of a shutter on the fan inlet. The air
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dew point temperature (T4) was measured with a condensation dew point
hygrometer (Appendix 3) sampling the airflow downstream of the sample. Since
preliminary experiments demonstrated that the pressure differential (pressure
differential meter, Appendix 3) between the test section and the environment was
lower than 0.03 mm Hg for the range of temperatures and velocities investigated,
the static test section pressure (P, ) was measured with a mercury barometer

(0.1 mm Hg resolution) located outside the test section.

3.2.2 CONTAINER FOR TEST SAMPLES

In order to reduce as much as possible potential two-dimensioral heat transfer
effects on the sample, a low thermal conductivity (0.14 W/mK) Al203-SiO2
ceramic (Cotronics Corp., Rescor 740) was chosen as the material for the sample
containers. The design of the necessary stainless steel mold was dictated by
three conflicting considerations:

a) The thickness of the container rim had to be the thinnest possible to
decrease the convective and radiative heat transfer coming from the
test section and the | R. heat source;

b) The internal geometry had to approximate as closely as feasible a
cylinder to avoid geometrical influence on the drying front
progression;

c) The insulation (wall) thickness had to be sufficient to minimize heat
losses to surroundings.

Figure 3.4 gives the final design which was found to meet the above criteria
adequately.

The following is a detailed descriotion of the molding procedure employed to
form the ceramic container. The ceramic was mixed to proper consistency
according to the manufacturer's advice. The mixture was then poured in the
bottom mold previously covered with a fine layer of a mold release lubricant
(Cotronics Corp., 101MR). It was submitted to vertical vibration in order to
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Figure 3.4a Container mold: top view
b Container mold: cross sectional view
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eliminate air bubbles. The top mold was carefully inserted into the bottom mold
and the assembly was put on a hydraulic press where a force of 10 tons was
applied for 4 hours. The container was left within the mold to aggiomerate
overnight. After removal of the excess ceramic within the vents, 4 pressure
screws were tightened slowly and alternatively to detach the top mold. Finally,
insertion of the bottom mold in a convective oven at 110 °C for 2 minutes
promoted a slight shrinkage of the consolidated container which can then be
easily removed from the mold.

Various sample thicknesses (5 to 20 mm ) were obtained by partially filling the
container with th2 wet ceramic before drying (one day at room temperature and
one night at 110 °C). Once dried, firing the container at 950 °C for 1 hour
improved the container strength and the resulting shrinkage provided the final
container diameter.

The final waterproofing step is detailed in the next section since it is linked to
sample preparation.

3.2.3 CONSOLIDATED GLASS BEAD TEST SAMPLE PREPARATION

Sieves {(U.S.A. series equivalent No. 80, 100, 120, 140, 170) were used to
screen manually small quantities (100 ml) of spherical shape soda lime glass
beads (AG 140/270) with a sphericity 1 according to the manufacturer (Potters
Industries Inc.). This was carried twice to keep only beads in the 90-105 um
diameter range. Following a procedure put forward by Wong et al. (1984) to
obtain “clean® glass beads, the beads were washed with a hydrochloric acid
solution {0.22 g¢/ml) and carefully rinsed several times with deionized water. After
drying, they were screened once more. A photograph (Figure 3.5) of a random
sample of the glass beads shows the narrow diameter range achieved. The
glass bead dimensions (average d= 0.099 mm @; 0.003 standard deviation) were
inspected with a dial calliper of 0.001 mm resolution.
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The ceramic containers were sanded with a fine grade abrasive paper in order to
obta’n a precise sample height (b). It was then filled with glass beads, covered
with a rigid circular plate (95 mm o) and centered on top of a vertically levelled
vibrating apparatus (Ray Foster Dental Equipment). This shaking process has
been used often to produce dense packings without creating large scale
heterogeneities (Guyon et al., 1987). Before starting the vibrations at 60 Hz, a 1
kilogram weight was placed on the top plate. During compaction (30 minutes)
small amounts of glass particles were added to keep the surface level.

Consolidation of the glass beads was achieved in a high temperature oven fitted
with spiral heaters on two sides. The container filled with glass beads {on a
plate) was located centrally on a metaliic tripod in the oven cavity. As suggested
by van Brakel and Heertjes (1974) to avoid differential shrinkage, it was shizlded
against direct radiation from heaters with a stainless steel bow! (120 mm @ and
80 mm height). The consolidation cycle consisted of 6 hours of ramp heating to
650 °C ( Van Brakel and Heertjes (1974), Charlaix et al. (1987), Guyon et al.
(1987), Hulin et al. (1987)), followed by a two hour soak and final cooling to room
temperature following oven shut-off. This specific sintering methodology was
followed because visual observations of beads frum the sintered sample with a
microscope (Figure 3.6) showed that the beads retained their identity (Guyon et
al. (1987)) after this procedure. This is critical if only minor perturbation of the
transport properties is acceptable. Furthermore, it appeared that the slab had
acceptable mechanical strength which is essential to obtain reproducible results
in multiple drying experiments.

A calliper of 0.05 mm resnlution was used to measure the slab thickness and
diametsr. The measurements were taken twice on four opposite locations
around the bed diameter. The final reported results were averaged values.’

A balance (0.01 g resolution) was used to evaluate the bone-dry and wettad
weight of the test slab. A measurement of the immersed slab weight (together
with the Archimedean principle) allowed us to compute the slab porosity
according to ASTM standard test method (C20-87). For each slab, three
measurements of each weight were taken and averaged. The glass density (pp,)

on the average was 2497 kg/ms(in agreement with the value for bulk glass) with



30

a measurement dispersion of £0.23%. A summary of the final bed
characteristics is given in Table 3.1. Here b and D are the bed thickness and
diameter respectively, ¢ is the bed porosity, py the dry density of the bed, V, the
bed overall volume and Vey the equivalent cylinder bed volume (as discussed in
section 6.6.1). The porosity range (0.368-0.383) of the samples is well within the
applicable limiting porosity ranges established experimentally for random
packing of equal spheres: close, 0.359-0.375; poured, 0.375-0.391 (Haughey
and Beveridge, 1969). Although the shaking process used was described by van
Brake! and Heertjes (1974) to produce inhomogeneities (~ 2 %) in porosity
distribution with height for thick beds (70 mm), an observation of the reported
porosity distributions allows us to expect better results because only a fraction of
this total porosity variation can occur across a thickness under 20 mm.

After the completion of the above measurements, both the test slab and container
bottom plate were carefully machined to produce a groove for the location of two
0.5 mm outside diameter stainless steel sheathed thermocouples. The bottom of
the slab was drilled along the axis to insert the surface thermocouple.

All thermocouples used to measure sample temperatures T; or Ty and flow
temperatures T,; have been previously calibrated (to £ 0.5 °C) in a stirred liquid

bath according to ASTM standard test method E220.

The small clearance between the slab side and the container internal diameter
(result of the sintering process) as well as the radial porosity variation at the wall
(Rydgway and Tarbuck (1966)) were eliminated through use of a technique
suggested by van Brakel and Heertjes (1974). First, five layers of a high
temperature (480 °C) silicone moisture sealer {Cotronics Corp., Duralco 1528)
were necessary to waterproof the container and fill partially the clearance. Each
of these layers was individually dried sequentially for two hours at room
temperature, 121 °C and 177 °C. Then, the slab and thermocouples were
glued to the container with a high temperature (400 °C) resistant epoxy
(Theramic engineering Inc., No. 550). The mass of the absorbed water by the
sample slab and the final sample were compared for each sample; it was
ascertained that for all samples the former is greater than the iatter by less than
0.19.
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TABLE 3.1

GLASS BEAD BED CHARACTERISTICS
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Sample

Pd

€ oy
No. (mm) {(mm) (kg/m?) (em3) {cm3)
Vi 20.0 89.4 0.372 1567 118.84 | 125.54
IX 5.5 89.0 0.383 1537 31.02 34.22
X 10.3 89.4 0.373 1565 60.22 64.66
X! 10.3 88.7 0.382 1544 60.22 63.65
Xl 19.9 88.8 0.368 1580 117.56 | 123.24
Xl 20.0 89.0 0.370 1575 118.55 | 124.42
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The last step was to cement a low emissivity aluminium foil on the rim of the
container to decrease the absorbed radiative heat transfer coming from the cavity
and |.R. source. Note that throughout this thesis the terms “consolidated glass
bead sample® and “"sample” are used interchangeably.

3.2.4 WETTING APPARATUS AND PROCEDURE

The schematic in Figure 3.7 gives an overview of the wetting apparatus. A high
vacuum pump (W1, Sargent Welch model 1405) was connected through tygon
tubing to a vacuum bell. A water trap protected the pump from liquid water
intrusion. A shield against water vapour was insured by a desiccant drying
column (Hammond Drigrite Comp.). The bell was linked to a water deionized
bag with a manual valve (V1) which performed water admission or vacuum
connection. Another valve (V2) provided the means for isolating the network
from atmospheric pressure. A similar apparatus was also used by Shibata et al.

(1990). The following describes the sample wetting procedure in a stepwise
manner;

a} Introduce the sample fitted with thermocouples on a tray into the
vacuum bell and close valve V2 (V1 is open);

b) Energize the vacuum pump W1 to reach 10 mm Hg pressure;

c} Slowly close V1 to admit water until the sample surface is covered
with a thin water layer; then open V1;

d) Wait 1/2 hour at 10 mm Hg pressure; then slowly open V2.

The same consolidated glass bead slab was wet according to this technique and
to the much more time-consuming boiling technique put forward in the ASTM
standard test method C20-87; it was found (within experimental uncertainty on
mass measurement), that the amount of absorbed water were the same in both
cases. Wong et al. (1984) and Guyon et al.(1987) advocated the use of the
vacuum method to fili (or wet} a consolidated glass head slab when the porosity
had to be measured as described in section 3.2.3. It is inferred in the present
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V2

V1
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W1 W2 W3 W4

W1: High vacuum pump

W2: Dessicant drying column
W3: Water trap

W4: Vacuum bell

W5: Water (deionized) bag

Figure 3.7 Schematic of the wetting apparatus
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study, as Wong et al. (1984) did, that the small spread in the measured grain
density (here 2497 kgjm3 *0.23 %), suggest that there is essentially no
occluded volumes in the samples (less than 0.5 % if they exist), i.e., the pore
space is completely connected and can be fully saturated by the water.

3.2.5 SAMPLE HOLDER

While in many drying studies the whole sample is immersed within the flow of
heated air giving rise to one dimensional drying through symmetric boundary
conditions and use of a large sample, mounting the sample flush with the wall
calls for careful experimental treatment as noted earlier by Crausse (1983}, Prat
(1986a), Moyne (1987), Perrin and Foures (1991). As a result, preliminary
experiments were carried out and established that the final sample (Figure 3.8)
was still significantly sensitive to two-dimensional heat transfer effects. Hence,
thermocouples were inserted within the initiai sample holder ("*passive”

insulation) to evaluate the magnitude of the conductive heat transter through the
bottom and side walls of the sample; for T ~ 180 °C, temperatures higher than

100 °C were recorded within the insulation located below the sample while T,
and Ty, were still in the 45-55 °C range. Heat was coming from the upper side of
the sample holder. Despite attempts to use different types of insulating materials
(glasswool, ceramic board, polyurethane foam) the *passive” insulation concept
failed to appreciably lower this transfer.

To minimize the conductive heat loss contribution, an “active" insulation
(Figure 3.8) was devised consisting of a stainless steel bowl (A) fitted with a
layer (B) of low thermal conductivity (0.02 W/mK) polyisocyanurate cellular plastic
(Dow Chemical Corp., Trymer 9501). Inside a second “active" shield was a
cylindrical aluminium fin (C) connected to two sealed container (D) acting as heat
sinks. A tubular Trymer piece (E) insulated the internal diameter surface of the
fin. This tube was held in place with an aluminium ring fin (F) glued on the
cylindrical fin extremity. A Trymer plate (G) insulated the sample bottom. A
clearance of about 1 mm existed between the sample sides and the ring fin to
avoid excessive heat transfer. The top of the sample holder was insulated with a
ceramic board (H) protected from radiative heat transfer by an aluminium foil (}).
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Figure 3.8 The sample and sample holder: cross cectional view
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The sample holder and the containers were put in a freezer at - 25 °C for two
hours in order to accumulate enough thermal inertia for the whole duration of the
experiment. As the length of the experiment shortened (in case of 1.R. drying),
only the largest heat sink was used. At the start of an experiment, the wetted
sample was placed on top of the holder with the ceramic board around it. After
insertion in the oven, heat coming from all directions was conducted down the
cylindrical fin to the ice in the container. One dimensional drying conditions were
maintained during the drying experiments as a result of thawing of ice and/or
water heating taking place in the sealed containers (see section 3.5 for a
quantitative evaluation).

3.3 OPERATING PARAMETERS

The scope of this research was limited to the following operating parameters:

a) Airtemperature: T, 80-180 °C
b) Flow velocity (in test section): v, 2.1-6.2m/s
c) Air dew point temperature: T4 -10.6°C - +17.9°C
d) Sample thickness: b 5-20mm
e) Incident heat flux: g; 6.8 - 22.0 kW/m?

on the sample surface

3.4 DATA ACQUISITION AND TREATMENT
3.4.1 DATA RECORDING: HARDWARE AND PROCEDURE

Data acquisition was realized through a 3852 Hewlett-Packard data logger
~onnected to a 360 Hewlett-Packard central unit where all data were stored.
They could be transferred to a SUN 3/60 microcomputer for data analysis. Other
hardware elements and links for data recording and experiment control are
represented in Figure 3.9 which is self explanatory.
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A basic software called "CIR" was developed for the 360 unit by INTEK Inc.
(Montreal, Canada) for managing all the operations related to graphic display,
variable selection, recording times, file management and control of the relav for
the sliding plate.

All measuring points were read at various rates depending upon their variation
with time so that file sizes could be kept minimal while important surface
ternperature changes due to intermittent I.R. heating {I.H.) could still be tracked
with acceptable accuracy. Measuring points to be recorded at the same time
were grouped as follows:

Setno. 11 T, V.., Pooy Ty, Ty (i=1,8), Ty i=1,5) and Tp;; (i = 1,4)

Setno.2: m
Setno.3: Tgand T,

The time interval between the data readings was varied according to the total
expected drying time to give the best sampling feasible. The mass was recorded
separately because a rmaximum of about 290 data points could be treated with
the smoothing technique discussed in section 3.4.3.

3.4.2 DRYING EXPERIMENTS

A typical drying experiment started with obtaining a bone dry sample placed in a
convection oven at 110 °C for 1 hour. The sample was then cooled to room
temperature in a desiccant-filled bell, weighed and wetted according to the
wetting procedure described in section 3.2.4. While this was done, the oven flow
parameters (T, v..) were stabilized to their specific set-point values. For the |.R.
drying experiments, the source was also heated a few minutes before initiating
data recording (aperture plate closed). The wetted sample was weighed and
assembled in the sample holder, then the oven front door was opened to connect
the thermocouples and to adjust the sample in the test section cavity. The oven
door was closed, data recording started and the aperture plate opened in case of

I.R. drying. The variable transformer was manually controlled in order to obt .n a
constant Tg;, (850 °C) of the I.R. source during the experiments.
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3.4.3 SMOOTHING OF DRYING CURVE

As illustrated in Figure 3.10a, the typical drying rate curve (derivated from raw
data in Figure 3.10b) is "noisy" for experiments with forced convection alone.
Similar curves (N, vs. X) representative of I.R. drying results with free convection
(no forced flow present) are presented in Figure 3.10a and b. From a
comparison of these two types of curves it can be inferred that the observed
"noise” is uncorrelated to signal recording but that this is a consequence of the
combined influence of the balance-sample length together with the aerodynamic
friction on the sample top surface and the sample hoider sides. A secondary
contribution to this "noise" was probably due to mechanical vibration of the oven
transmitted to the balance base.

The m vs. t curve (forced convection} in Figure 3.10b was "smoothed" so that a
computation of the first order derivative of the fitted function could give a
continuous representation of the drying rate curve. An adequate method to
smooth the Jrying curve was to use an algorithm specifically designed by

Reinsch (1967) to produce a C? cubic spline approximation to noisy data. The
smoothing spline S, is the unique €2 function which minimizes:

1,
[Salty?at (3.1)

subject to the constraint:

N‘S t)- llz
; m(a))l m <o, (32)

where w; is the weight of each data point (i) and o, the smoothing parameter.
According to Reinsch (1967), w;should be an estimate of the standard deviation
of m. An average value for o, (0.19) was calculated from the values used in the

smoothing of all the experimental results: the standard deviation was 0.05.
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o, was selected within the suggested interval by Reinsch (1967} viz.
N—'\/NSO‘,.,.,SN-!-‘JN (3.3)

After trial an error on the smoothing of about 10 drying curves, a good value for
o, was found to equal N, the total number of recorded data from the start of an
experiment to the time when a bone dry sample state is reached. The sample

was considered to have reached this state when the rate of change of the bottom
temperature increased :'ddenly. The cubic spline approximation (w;= 0.13,

o, = 270) is superimposd on the raw m vs t curve in Figure 3.10b providing a
typical reprcsentation of the closeness between both results. The correlation
coefficient r (Holman 1884} in this case is 0.9999 while the average correlation
coefficient computed for all curves obtained in this study had an average value of
0.9994 with a standard deviation of only 9.0003. Figure 3.10a shows the drying
rate curve for the raw and cubic spline approximation. Similarly shaped drying
rate curves for experimental convective drying of glass beads bed have already
been reported by van Brakel (1980), Cunningham and Kelly (1980), and Moyne
(1987) and for free convection-1.R. drying of thick glass beads bed by Seki et al.
(1977).

A 1 % percent relative standard deviation (McCormick and Roach, 1987) of the
N, value was chosen as a criterion to select the portion of the smoothed drying

rate curve necessary for the computation of the average mass flux (Nv'). It
appeared from all the experimental resuits that this region of the drying rate curve
was characterized by relatively smail internal temperature variations usually

associated with the so called "pseudo constant drying rate period* (P.C.D.R.P.;
van Brakel, 1980). N, was used in the energy and mass balznces discussed in

chapter IV and V to compute the convective heat transfer coefficient h.’, the mass
transfer corfficient Kp' (or Ky') and the sample total hemispherical emissivity Es'.
" means that these quantities are average values representative of conditions
preveiling during the P.C.D.R.P.. Note that throughout this thesis the terms
"average mass flux computed during the P.C.D.R.P." and "average mass fiux" are
used interchangeably.
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3.4.4 DETERMINATION OF THE CRITICAL MOISTURE CONTENT

Since there is no sharp discontinuity in rate observable on the drying rate curve
(Figure 3.10a), it was found to be in most cases very difficult to determine
graphically the critical moisture content X, (averaged value across b) as defined
in the classica! theory of drying (Keey, 1972). According o Keey (1972), for a
non-hygroscopic capillary porous material the critical point should occur when
the moisture content at the exposed surface is zero. However, sxpsrimental
determination of the moisture distribution, with various techniques: gravimetric
method (Ceaglske and Hougen, 1937; Corben and Newitt, 1955); gamma ray
absorption (Cunningham and Kelly, 1980, Van Brakel, 1980) and nuclear
magnetic resorance imaging (Maneval et al., 1991), have shown beyond doubt
that the surface moisture content (defined as an average value on a unit surface
area) is not zero at the occurrence of the critical moisture content (first critical
moisture content). On the other hand, a rapid increase in surface temperature
can be experimentally associated (Ceaglske and Hougen, 1937) with a surface
saturation S reaching the irreducible saturation S, which correspond to the start

of the pendular state at the bed surface (second critical moisture content). The
concept of a critical moisture content based on S = S;; at the surface has been
tested successfully by Schadler and Kast (1987) to determine, without previous
drying experiment, the magnitude of X_. Their experimental results confirm that
the surface temperature increase rapidly at this point. Endo et al. (1977) as well
as Chen and Pei (1989) pointed out (from experimental results in convective
drying) that the "knee point" on the drying rate curve was always close to a
deflection on the surface temperature curve from which the surface temperature
begin to increase. Thus, in this study the critical moisture content was
determined graphically on the T vs. X curve as show in Figure 3.11. The critical
moisture content obtained by such procedure is likely to represent the average
moisture content at which a drying front is appearing at the material surface
(Chiang, 1987; Rogers and Kaviany, 1991).
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3.5 EXPERIMENTAL REPRODUCIBILITY

The same set of experimental parameters (Tm'-180 °C, vm' ~ 6 m/s) suspected
to generate the strongest two dimensional effects was chosen as representative
of the experiments. A preparatory study was undertaken to quantity the
experimental rep-oducibility, to verify if drying of the samples was actually one-
dimensional, to ciisck possible differences ensuing from the use of different
samples with same or different thicknesses, and the impact of the thermocouples
on the mass measurement.

According to Table 3.2, the variables studied were Nv', t, the overall drying time,
the critical time t; and X. . The reproducibility intervals presented here constitute
conservative estimates because T4 was not the same for all experiments. The
reproducibility level of a variable V was evaluated through computation of r

defined by (Hasan, 1988):

100" Max(V, - V,)
r,== 7 ! 2{ (3.4)

Where V' is the average value computed from results of a set of replicate
experiments with one or more samples. Taking into account the maximum AV
(AN,’, At,) observed, the N, and t, measurements with the same sample are
reproducible within %7 % (column ten, Table 3.2) and £ 5 % (column twelve,
Table 3.2) respectively. The X, measurement was found reproducible within
% 19 % (column sixteen, Table 3.2). Although i. values are reproducible within
12 % (column fourteen, Table 3.2), the reproducibility level of X, can be

explained with the fact that as X goes to zero, smali errors (£ 0.4 g) on the mass

determination increases the relative uncertainty in the X determination. Yagi et
al. (1957) presented X, values in combined convective and |.R. drying with a

reproducibility level of £ 26 % and £7 % for N,”. From Schadler and Kast

(1989) experimental data in convective drying at very low velocity
(v.” ~ 0.25 m/s) the reproducibility ievel of X, can be evaluated to be £ 13 %.



TABLE 3.2
RY OF THE REP IBILITY_STUDY; N, t,.t.and X,

RunfSa.l b | T v, | P, |T4| Ts N, Ny ol toav | te | teav X Xcav Nvav‘

"Ny "to "t Fxc Ny
Nb.|Nb. [(mm)| (°C) |{mus) | (kPa) [(°C)| (°C) | (kg/m3s} 1 tkgim?s)} (s) | (s) | (8} | (5) | (karkg) | (karkg) | (kg/m2s)

(%) {%) (%) (%) (%)
rel2] X [ 55 |180.6] 5.9 [100.25[6.6 | 44.6 [ 2.20e-03 } 2.21e-03 [1320] 1328 [ 912 | 901 [ 2.08e-02 [2.24e-02 [ Sa. No.
re21| X | 5.5 |180.1| 6.2 | 98.15 |4.6] 46.1 | 2.23¢-03 1 1335] 1 Js8s0| 2 J24ie-02] 14 IX, XH, XIN
re7| X |10.3[180.3] 6.0 [101.06]3.1 45.3]2.14e-03 2520 1718 2.62e-02
re14| X |10.3[180.3| 6.1 |99.91 [7.5|47.0|2.03¢-03 | 2.07¢-03 |2490| 2473 |1718] 1714 | 2.49e-02 | 2.52¢-02 | 2.21e-03
re25| x |[10.3]179.8] 6.2 |98.15 (4.4 48.3]|2.11¢-03 7 Jes20) 4 |1es4] 5 |2.56e-02 8 4
re27] X ]10.3]179.8| 6.3 | 98.17 | 3.4 ] 50.0 ] 1.99e-03 2460 1756 2.43e-02
re10] X | 10.3 [180.3| 6.1 |100.87|3.8 | 46.2 | 2.35¢-03 2310 1604 2.40e-02 Sa. No.
re16] X | 10.3]180.3] 6.1 |99.78 [ 7.1 45.7 | 2.35¢-02 | 2.36e-03 |2340] 2368 |1557| 1634 | 2.50e-02 | 2.36e-02 | IX, X, VI,
re2af X [10.3|179.8| 6.3 |98.15 [4.7 | 48.4 | 2.36e-03 2 2440 5 |i619| 12 [2.14e-02| 19 Xi, Xl
re26f X | 10.3]179.9| 6.3 | 98.15 |4.0] 47.0 | 2.39¢-03 2380 1756 2.33e-02
rel | Vi | 20.0|180.3| 6.1 [101.82[4.5| Nd [ 2.23e-03 4620 nd | nd nd nd 2.15e-03
re3{ VI ]20.0/180.2] 6.1 [101.67}6.0| Nd |2.08e-03 | 2.15¢-03 |4680] 4635 | nd | nd nd nd 12
red | VI [20.01180.3] 6.1 |[101.52|5.8| Nd |2.16e-03 7 4620 1 | nd | nd nd nd Sa. No.
re5 | Vi |20.0]180.3| 6.1 |101.46|6.7| Nd | 2.13e-03 4620 nd | nd nd nd w1, X1, Xl
Te6 | X | 19.9 | 180.3| 6.1 [101.17]2.2 | 46.6 | 2.25e-03 | 2.23e-03 |4631[ 4705 [3020| 3040 | 2.41e-02 | 2.59e-02
re13| xa | 19.9]180.4| 6.1 |100.13]7.8] 45.6 | 2.21e-03 2 Ja779] 3 [3060] 1 ]2.78e-02{ 15 2.18e-03
re9 [ X | 20.0 [ 180.2] 6.2 |100.90]3.4 | 46.6 | 2.24e-03 | 2.20e-03 [4995] 4995 |2899] 2967 | 3.30e-02 | 3.21e-02 8
re15| X | 20.0 [180.3| 6.2 | 99.78 | 8.3 | 49.5 ] 2.17¢-03 3  J4995] o0 |3034] 5 |]3.11e-02 6

nd: Not determined
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Two remarks must be made when comparing results from samples No. IX, Xl and
Xl (last column, Table 3.2). First, the Nv' values for sample No. IX, Xl and Xl
are approximately equal (within £ 4 %) although samples No. Xll and Xl are 4
times thicker than No.IX. Second, it should be noted that for most of the
convective and all I.R. drying results presented in chapter VI, Ty is always lower
than T, despite the relatively high thickness-to-diameter ratio (1/5) of the 20 mm
samples. These results strongly suggest that, at a macroscopic level, one-
dimensional drying conditions prevail within the samples. Further, the average
N, value for the 10 mm samples is within £ 6 % of the average values obtained
for the 5 and 20 mm samples. This does not contradict tne conclusion about the
one-dimensionality of the drying process but does exemplify the magnitude of the
sample to sample Nv' reproducibility which was within £ 12 % (last column,
Table 3.2) for all samples except XI. The systematic higher flux observed for
sample No. Xl could not be explained simply and stresses the fact that drying
data might be affected by a "sample bias" (van Brakel,1980).

A comparison of Nv' values found within £.8 % for samples No. VI {(without

thermocouples), Xl and Xl {last column, Table 3.2) confirms the validity of the
values obtained for sample No. XIl and XIil. It also shows that the thermocouples
do not change Nv' significanitly because the observed differences are of the
same order as NV' reproducibility for the same sample (£ 7 %).

Average values of T.® and v_° between experiments were found to be
reproducible within £ 0.7 K and * 0.3 m/s respectively.

The I.R. heat flux uniformity was inspected on the sample surface at five locaticns
(center, 25 mm from center and 45°, 135° 225° 315° orientation from v
direction) using a water-cooled heat flux transducer, 12 mm @ for the
measurement area, model 64-2-18-K from Medtherm Corporation. The oven was
not heated during these experiments in order to lower the convective contribution
to the recorded heat flux; the air temperature ranged fiom 30 °C (2 elements) to
60 °C (8 elements). The measurements at the center were carried out 3 times ,
for 3 velocities and 4 heat fluxes (2 to 8 elements) so that the reproducibility of
the measurement technique could be assessed. The maximum reproducibility
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intervals of the I.R. heat flux for a given transducer location and v_° (3
measurements), were found to be 21 %, 22 %, 24 % and 27 % for 2, 4, 6
and 8 elements respectively. For the same v, heat fluxes recorded at the five
positions were within £5 %, X9 %, £7 % and £ 13 % for 2, 4, 6 and 8
elements respectively. As a result it is conservatively estimated that the heat flux
non-uniformity on the sample surface was always within £ 7 %.

3.6 EXPERIMENTAL UNCERTAINTY

Moffat (1988) has recently summarized a single-sample uncertainty analysis,
based on the root-sum-square method (Kline and McClintock (1953)) to describe '
the uncertainties in experimental results. This procedure, the experimental
results and the instrument accuracy ratings obtained from technical specifications
(Appendix 3) were used to calculate the maximum experimental uncertainties for
the important independent and dependent variables tabulated in Table 3.3. In
this thesis, the reported value is the best estimate for the resuit, and, with 95 %
confidence, the true value is believed to lie within £ X of that value.

The uncertainties on T, V.., Tq, T

oo! Yool sir
of their behavior (variable error contributions) during the P.C.D.R.P. of ail
experiments. T, results are given for the convective runs (CO.) and combined

convection and I.R. runs (CO.+l.R.). A discussion about the consequences of Tj;
variation (nonuniformity) upon the computation of h, and g;; can be found in
chapter IV and V. The calibration of the thermocouples used to measure T, and
Ty, gives us an uncertainty of about £0.5 K. However, perturbations generated

and T,,; were calculated through observation

by possible thermocouple localization errors and local variation of the porosity
linked to the dry and wet patches surface phenomena or hole drilling, increase
the uncertainty of the measurement Furthermore, in case of I.R. heating there is

always the possibility of I.R. penetration below the surface level. Thus, the
uncertainty reported for T and Ty, in Table 3.3 should constitute a conservative

estimate. Reported values for h;', K, were computed taking into account all
these uncertainties. The maximal uncertainty on the transter coefficient ratios
evaluated in chapter 1V is £ 19 % based on results from Table 3.3.
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MAXIMUM EXPERIMENTAL UNCERTAINTY

FOR DEPENDENT AND INDEPENDENT VARIABLES

Yariableg Maximum Experimental

Uncertainty

Particle diameter, d +0.002 mm

Sample diameter, D 0.5 mm

Sanigie thickness, b 0.2 mm

Porosity, & %0.001

Air temperatures, T and T_; (i=3,5) +1.0K

Airflow velocity, v, +0.27 m/s

Pressure, P_ 425 N/m?2
Airflow dew-point temperature,T 4 0.5 K
.R. source temperature, T, 15 K
|.R. incident heat flux, gjq 4%
Sample temperature, Tg +1 K(CO.)

2 K (CO.+ L.R)
Sample temperaturs, T, +1 K (CO.)
Bottom plate temperature T, (i=1,4) K
Wall temperatures, Ty (i=1,6) +2 K (CO.)

18 K (CO. + |.R.)
Convective heat transfer cosfficient, h, +7% (CO.)
Convective mass transfer coefficient, KD' 6% (CO.)

| Sample initial moisture content, X;, 4%
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CHAPTER IV - CONVECTIVE DRYING EXPERIMENTS

4.1 INTRODUCTION

The objectives of the convective drying experiments are the following:

a) To verify if the heat and mass transfer analogy (Bird =t al., 1960) is
applicable to the case of drying a partially saturated surface within
the parameter ranges investigated;

b) To determine the critical moisture content ;

¢) To generate drying data for comparison with I.R. drying results and
simulations with the drying front model.

4.2 CONVECTIVE HEAT TRANSFER COEFFICIENTS IN CONVECTION
DRYING

The heat and mass transfer coefficients are evaluated from the measured
temperatures and the drying rate curve. However, the following assumptions
were necessary to evaluate all terms in the energy balance equation applicable
to the sample:

a) The heat and mass transfer coefficients are averaged over the

sample evaporation surface and during the pseudo constant drying
rate period (P.C.D.R.P) defined by the time interval [t4,t,];

b) The side and bottom surfaces of the sample are assumed to be
adiabatic. The water and glass bead specific heat are constant;

¢} Temperature gradients within the sample are negligible during the
P.C.D.R.P.. The surface temperature T, is considered to be

representative of the sample temperature.
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The most significant physical phenomena contributing to local variations (on the
surface) of the heat and mass transfer coefficierts are the development of the
thermal and concentration boundary layers from the leading edge of the sample
(Kays and Crawford, 1980; Basilico and Martin, 1984; Prat, 1986 b; Moynes,
1987; Perrin and Darroles, 1988). The average transfer coefficient approach was

preterred as a result of experimental difficulties associated with local
measurements of the drying rate N, as well as T, and the surface moisture

content X (Prat, 1991). In section 3.5, it was verified that the drying was
essentially one-dimensional, at least on a macroscopic level, thus providing a
iustification for the second assumption. The third assumption is reasonable for
two reasons. First, the temperature difference between the surface and the
bottom computed during the P.C.D.R.P. for all ccnvective results was always less
than 6 °C. Second, the error generated oy such approximation is felt mainly in
the sensible heat term in the energy balance equation which represents at most
5 % of the heat of evaporation (Chiang, 1987).

The energy balance for the sample can be written:

Q-Q,=Q, (4.1)

where Q is the rate of heat transfer from the drying air stream to the surface of the
sample , W; Q, is the rate of energy transport by the water vapor, W; Q.. is the

rate of heat accumulation inside the sample, W. Q may be expressed as:
Q=hAs(T_ —Ts) (4.2)
where h is the overall (convactive-radiative) heat transfer coetficient, W/mZ2K; Ag

the sample surface area, m? and T, the air temperature, K. Q, may be expressed
as:

dm,,

Q, =-=zh, (4.3)
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where the first term of the right-hand side is the instantaneous evaporation rate,
ka/s; h, the vapor enthalpy, J/kg. A detailed summary of ail the physical
properties of the air, water (vapor or liquid) and the glass beads is given in
Appendix 4. The rate of heat accumulation is:

_d{m,¢

Q W pwW + mbcpb)Ts)
ac

dt

(4.4}

where m,, and my, (Table 3.1) are the waier and glass bead mass respectively,
kg: Cpw and cpp, are the watc  and glass specific heat respectively, J/kgK. After
some algebraic manipulation and integration over the time interval [t,,15], the final
expression for the average overall heat transfer coefficient h° during the
2.CD.R.P.is:

. 4 dm,, ow +MyCpp | AT, R
- (tzjm[;(_iﬁ SIS H’”‘"T" i

Here the first term is the heat of evaporation which can be approximated by
multiplying the average mass flux (Nv') and the average heat of evaporation of

water (AHV') calculated at the average surface temperature (Ts') during the

P.C.D.R.P.. Superscript ~ indicates that this quantity was averaged from the
recorded data during the P.C.D.R.P.. The second term was evaluated using the

trapezoid rule for numerical integration and is referred to as an average
accumulation heat flux g, W/m?2.

The average convective heat transfer coefficient h,” (h” decreases as a result of

radiation effect from the test section walls) was derived from a modified form of
equation 4.5 viz.

e e[l )

ty (4.6)
—j qudt:l/ (T.-T5)
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where g is the net radiative heat flux exchanged between the test section wallis
and the sample. Since the measured T and T,; vaiues are almost constant
during the P.C.D.R.P., q, may be replaced by its average value qts' computed
from the theory of radiation exchange in an enclosure of diffuse-gray surfaces
(Siegel and Howell, 1981) and average temperatures (test section surfaces and
sample surface). So as to attenuate the effects of potential wall temperature and
emissivity non-uniformity and in agreement with the discussion presented in
section 5.3, 4 surfaces (sample (1), 2, 3 and planar radiative screen (4)) were
chosen to represent the enclosure. Throughout this research the word emissivity
refers to the total hemispherical emissivity unless otherwise stated. Appendix 5
summarizes the hypotheses, geometrical location and identification of the
surfaces, the shape factors, the equations as well as the solution technique.

The theory of radiation exchange in an enclosure of diffuse-gray surfaces was
applied for four reasons:

a) Siegel and Howell (1981) have presented measured data for the
hemispherical normal spectral reflectivity of an aluminized silicone
paint. Within the range 1-25 pm, it was almost independent of
wavelength. Thus the test section walls can be considered to be
gray,

b} Schonhorst and Viskanta (1968) tested the appropriateness of the
various analytical techniques to compute the radiant exchange
between diffuse, specular and diffuse-specular surfaces. They found
that regardless of the presence of specular surfaces, the diffuse
surface analysis agreed best with experimenta!l resultx.  Siegel and
Howell (1981) emphasized that within enclosures, the directional
effects due to the presence of specular surfaces may be small
because of the many refiections taking place between the surfaces;

¢) The surface area of possibly specular surfaces (stainless stee! plate
and aluminium foil) are small as compared to the aluminized painted
area (ratio 8.5 102 and 3.8 102 respectively);
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d) The spactral distribution of the infrared radiation within the test
section is relatively concentrated in the long wavelength infrared
range (6.4 um < A, < 9.3 um) because the temperatures of the
various surfaces within the cavity do not differ significantly from each
other (40-180 °C maximum range).

The test section surface emissivity E; (0.28), the planar radiative screen emissivity
E,. (0.13) and the sample surface emissivity E; (0.95) were measured using an
infrared pyrometer as described in Appendix 3, according to the procedure
presented in Appendix 6.

The method of solution of the linear system of 4 equations with 4 unknowns (Qi;
Appendix 5) was reliable since q,s' was equal to 0 when all surfaces temperature
were taken to be identical. Furthermore, q,s' was also derived through use of the
well known result for two gray surfaces which see each other and nothing else
(Holman, 1981):

ofT*-T4)
1 A
JLA(T 4.7)
E. +A,[E, 1}

where A, is the overall test section area (including the radiative screen area), ¢
the Stefan-Boltzman constant and T, is the average test section wall temperature
taken equai to T_". A comparison of g, determined with each procedure
generated differences lower than 2.8 % (based on average qts') in all cases.

Qs =

These differences can be explained by the increase in accuracy (Siegel and
Howell, 1981) which result from increasing the number of areas describing the
enclosure. Since the present diffarences are already low, one can expect to gain
very little through use of additional surfaces.

The experimental parameters (run name, sample number, b, T P.. Td D)
characterizing each convective run as well as T, T,', Tg', N, qac qt h,h

c
and S are reported in Table 4.1.



TABLE 4.1

HEAT TRXA:NSFER COQEFFICIENTS FROM THE CONVECTIVE DRYING RUNS

Run|Sa.l b | T.) | v. [ P |TglTs | T2 | T3 N, Qae bacd ae [as%| b hg S

No.|No. [(mm)| (°C) [(mvs)]{ (kPa) [PC)[ CC) [°C) | °C) | (kg/m®s) |(wim?) | (%) | (wim3)| (%) [(W/im?K) (W/m2K) ()

co2| X [10.3] 79.9 20 |99.3713.0130.6) 77 73 0.55e-03 10 0.7 330 24.9 27.1 20.4 0.68-0.28
rei8] X |19.9] 749.8 2.0 |99.4312.4130.6] 77 73 0.58e-03 30 1.9 330 23.6 29.0 22.2 0.82-0.39
colb| ™ 55 | 80.2 45 |99.5313.012%8.3| 79 76 0.83e-03 20 0.9 350 17.4 40.0 331 0.64-0.36
coa| X |10.3] 80.5 45 |99.46 |5.2|32.9]| 79 77 0.79e-03 20 0.8 340 17.7 40.3 33.3 0.61-0.27
co3| Xk | 19.9| 80.6 45 |ag.46 |5.2|33.2] 79 77 0.85e-03 40 1.8 340 16.3 44.0 36.9 0.73-0.39
co7l X [10.3]130.6] 2.2 |99.59 |3.9405] 124 114 | 0.97e-03 20 0.9 760 32.6 26.1 17.7 0.61-0.28
co6| X 119.9[130.7] 2.2 199.49 |3.4 43.0]1 124 | 113 | 0.96e-03 40 1.6 740 321 26.8 18.3 0.68-0.26
co9| X 55 |130.4| 5.0 |99.54]15]139.8] 127 | 121 1.42e-03 60 1.7 810 23.6 8.4 295 0.66-0.35
co12l X 110.3]1305] 4.9 |95.63 |-1.8]42.2 127 |1 121 | 1.35e-03 60 1.7 800 24.6 37.3 28.3 0.60-0.27
cogl x@ 119.9]|130.4| 5.0 |99.58 |1.6] 43.3 127 | 121 1.32e-03 100 3.0 800 24.9 37.4 28 .4 0.71-0.31
cot1] X 110.3}1180.5| 2.6 | 98.79 | 2.1 48.6| 169 | 153 | 1.50e-03 50 1.4 1370 38.2 27.5 17.2 0.50-0.24
cotol x@ |19.9)1806] 2.6 19930 }1.2|5%8 169 | 153 | 1.47e-03 70 1.9 1350 38.7 27.6 171 0.52-0.22
re12] X 565 |1805| 5.9 [100.25|6.6|44.6 | 173 | 163 2.20e-03 80 1.5 1480 | 28.2 39.3 28.4 0.62-0.34
re21] X 55 l180.0) 6.2 |98.15t46]|46.1]173 | 163 2.23e-03 80 1.6 1470 1 27.6 40.4 29.4 0.63-0.37
rez]l x 110.311803} 6.0 |101.06][3.1 4531174 | 164 | 2.14e-03 100 2.0 1490 | 29.1 38.7 27.6 0.53-0.42
re14] X |10.3]|1580.3] 6.1 9991 {75147.0] 174 | 164 | 2.03e-03 120 2.4 1480 30.5 37.3 26.1 0.60-0.29
re2s51 X |1031179.8| 83 |98.15|4.4]| 483 174 | 164 | 2.11e-03 130 2.6 1470 | 29.1 39.3 28.2 0.60-0.32
re27f X |1031179.8| 6.3 |98.17 |3.4]50.0 174 | 165 | 1.99e-03 120 2.5 1460 30.7 37.4 26.2 0.63-0.24
re10] ¥ 110.3]1180.3| €.1 1100.87|3.8 | 46.2 174 1 164 | 2.35e-03 110 2.0 1490 26.5 42.7 31.6 0.59-0.35
re16f X | 10.31180.3] 6.1 99.78 17.1| 45.71 174 | 164 | 2.35e-03 80 1.5 1490 26.5 42 5 31.4 0.51-0.27
re24] W 1103|1798 6.3 | 98.15 14.7 | 48.4 174 | 16< | 2.36e-03 100 1.7 1470 | 26.1 43.6 32.4 0.46-0.24
re26] % 110351799 6.3 [98.15 |4.01 47.0 174 | 164 | 2.3%e-03 140 2.4 1480 25.8 44.0 32.9 0.69-0.25
re6| Xr | 19.9{180.4] 6.1 |101.11]|2.2 | 46.6 174 | 155 | 2.25e-03 210 3.9 1480 ] 27.5 41.7 30.7 0.64-0.37
rei3|l x@ | 19.¢ /1803 6.1 |100.13|7.8 456 174 | 165 | 2.2te-03 180 3.4 1500 28.3 40.5 29.4 0.64-0.36
rea] X | 20.0]180.3| 6.2 |100.90}3.4| 46.6 174 | 165 | 2.24e-03 220 4.0 1490 | 27.8 M7 305 0.75-0.32
re154 X8 | 20.01180.3| 6.2 |99.78 {8.3 495|174 | 165 | 2.17e-03 220 4.3 1470 {285 41.2 30.0 0.69-0.32
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T2° and T3' were computed by averaging the recorded temperature from the
thermocouples located on their surfaces (Tyy, Tyz' Ty : 2 Tio' Ty Ty : 3). The
radiative screen temperature was taken equal to T_". Values reported in the S
column represent the average bed saturation at the start (t,) and end (t,) of the
P.C.D.R.P.. In Table 4.1, g, % and g, % express in percent the ratio of q,. and
qis to the heat of evaporation (N, *AH,").

It can be observed that qac'% ranges from 0.7 % (80 °C, 10.3 mm) to 4.3 %
(180 °C, 20.0 mm). It increases as T and v~ increases. g, % is almost the
same for 5.5 and 10.3 mm samples while it is about 1.5 to 3 times higher for a
20 mm than for a 10.3 mm sample.

For the same v and T_', alt computed g, differ by less than 5 %. This is a
consequence of the good reproducibility of all the recorded surface temperature
values (T, T,", T,  and T;" in Table 4.1). However, at the same T, G
increases on the average by 3 % (80 °C), 6 % (130 °C) and 8 % (180 °C)

when the velocity is approximately doubled. These small variations are easy to
explain as the wall temperatures increase with v, through the increased rate of

convective heat transfer to the walls which are not perfectly adiabatic. q %
ranges between 16 % to 39 % and is a relatively strong function of velocity
since it decreases on the average by 34 % (80 °C), 28 % (13C °C) and 31 %
(180 °C) when the velocity is doubled. A velocity rise, increases the magnitude
of the convective heat transfer and thus decreases the relative contribution of
radiation. These results undoubtedly show that the radiative heat flux from the

walls contributes significantly to the mass flux in a small scale apparatus where
the ratio (AJ/Ay) is very small (~9.1*10°9). q,s'% was also identified to range from

30% at v, = 18.6 m/s to 50 % at v_, = 6.2 m/s by Basilicc and Martin (1984)

in an experimental study of superheated steam drying of wood at high
temperature (T, = 150-190 °C, v, = 6-19 m/s).

Chiang (1987) presented experimental h” values in the range (14.6-35.8 W/m2K)
from drying experiments in a square duct (20 mm x 20 mm) with T_." in the interval

[75-85 °C], similar v_' (1.4-5.6 m/s) and a small surface size sample

(49X20 mm). In Table 4.1, a comparable h’ range may be found (26.1-44.0
W/m2K) for T, = 80 °C. Though A/ /A, are apprcximately the same in both
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studies, at (T ~ 85 °C, v_" ~ 4.6 m/s), h" was 35.8 W/m2K in Chiang 's study
while here it is found to be between 40.0 and 44.0 W/m2K. This can be
explained by the fact that the test section flow, in the present study, is not fully
developed at the sample location which results in higher local h values (Kays
and Crawford, 1980). Furthermore, the turbulence intensity is likely to be higher

due to the presence of the flow mixer. The usual behavior of h™ increasing with
increase in v~ can be observed in Table 4.1 (column sixteen).

hc' {column seventeen, Table 4.1) is lower by 17.5 % to 46.9 % as compared to
h”. The actual experimental range of hc' (17.1-36.9 W/m2K) is well within the
range (11.6-116.0 W/m2K), taken as representative by Bird et al. (1960), for
forced convection of gases. However, it is on the low side of this range because

the flow velocities in this work are low and the flow direction is parallel to the-
surface.

4.3 TEST OF THE ANALOGY BETWEEN THE HEAT AND MASS TRANSFER IN
CONVECTION DRYING

The concept of analogy between momentum, heat and mass transfer was first put
forward by Chilton ant Colburn (1934). Since then, theoretical considerations as
well as most experimental studies have confirmed this concept. However,
questions have veen raised recently (Pilitsis, 1986; Prat, 1986h; Perrin and
Darolles, 1988; Rogers and Kaviany, 1990; Prat, 1991) about the applicability of
such a concept to the case of prediction of the effective or average transfer
coefficients in drying when the surface is not fully wetted. It is also becoming
common to find drying studies (Plumb et al., 1985; Kaviany and Mittal, 1987;
Chen anc Pei, 1989) where the heat and mass transfer coefficients are taken to
vary as a function of the surface moisture content. Since only limited
experimental data have been presented to substantiate these conclusions in the
drying literature, it is of interest to test the analogy based on a significant number
of experimental determination of the average (over the surface area and during
the P.C.5.R.P.) heat and mass transfer coefficients over a wide operating range.
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In most cases convective drying can be considered to be a low mass flux

process; thus two average mass transfer coefficients were computed from the
experimental resuits. One is the classical mass transfer coefficient Kp' {m/s)

defined in the following way from the mass flux Nv':
N, =K {pws —Pi-) (4.8)

where p,, and pvm' are the water vapor density at the sample surface and within
the test section flow respectively, kg/m3. p, " was computed from T, through use
of the saturation pressure (Appendix 5) and perfect gas law and p,..~ from Td'.

The usual definition (Nienow et al., 1969; Bird et al.,1960) of the mass transfer
coefficient K, ° (mol/m2s) at high mass flux is:

. . y;s - y;-
N, = K,Mw[———1 = J (4.9)

where yvs' and yv“' are the water vapar mole fraction at the sample surface and
within the test section flow respectively and M, is the molecular weight of water,
kg/mol. In equation 4.9 the driving force (written B¢ later on) expresses the ratio
of the molar flux by bulk flow to the flux by molecular transport at the interface
(Bird et al., 1960) upon the assumption of diffusion through a stagnant film (the
molar flux of air is O at the interface). Both mass transfer coefficients (Kp'. Ky°)
were used to calculate the following transfer coefficient ratios (Bird et al.,1960;
incropera and De Witt, 1985):

[—Ni Sc] = h. (4.10)
Sh, Pr ) K {pycea), |

. - !q -
(.&ic_] = h“\“u)t _ 4.11)
Sh" Pr K;(pncm)l .
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where Nu” is the Nusselt number (evaluated with h_"), Sh™ the Sherwood number
(evaluated with Kp' or Ky'). Pq the gaseous mixture density, kg/m3; Cpg the
specific heat of the gaseous mixture at constant pressure, J/kgK; Cq is the total
molar concentration, mol/m3. The f subscript means that the quantity is

evaluated at the mean film temperature and composition. Sc’ is the Schmidt
number defined as:

c(m
Sc' =| —— (4.12)
[pgD“ ]|

where Hg (kg'ms;j is the dynamic viscosity of the gaseous mixture and D, (mzls)
the binary diffusivity of vapor in air. Pr’ is the Prandti number written as:

Pr’ =(E9;;"°] (4.13)

‘.\ g
where kg is the thermal conductivity of the gaseous mixture, (W/mK).

It was also decided to test the usual mass transfer correction procedures
(boundary layer theory, film theorv, penetration theory}, summarized by Bird et al.
(1960), using Kp' and Ky The corrected (with the boundary layer theory) mass
transfer coefficient, K g ' and K5~ were defined by:

. K
K,,BL=6—" (4.14)

[

. K
Ko =5 (4.15)

K

where the correction factor for the mass transter coefficient 8, was conveniently
correlated (polynomial regression) as a function of Bk and the correcticn
procedures from curves presented by Bird et al. (1960):
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Boundary layer theory:

if 0.1<(1+By)<10.0

2

In(6, ) = 9.9944 10° —0.7738* In(1+B, ) - 5.5954 102 * (In(1+8B,))° (4.16)

Film theory:

if 0.1< (1+Bg)<10.0

In(8y) = —1.7146 10° —0.50775* In(1+B, ) - 4.0239 10% * (In(1+B,))’ (4.17)

Penetration theory:

if 0.1<(1+By)<10.0

In(8, ) = 4.3753 10°° — 0.64831*In(1+ B, ) - 3.4881 102 *(In(1+ B, ))2 (4.18)

The corresponding correlation coefficients r were 1.00 and 59 points were used
for each of the correlations. Although, it is not strictly correct to apply any of the
correction procedures to Kp'. this attempt was made to verify if, from an

engineering point of view, we can still obtain a good prediction of the effect of
high mass transter rate on K,. Equations 4.14 and 4.15 may include an
additional correction factor because the theories put forward to account for high
mass transfer rate effect assumed constant physical properties. It is possible to
correct the mass transfer coefficient unaffected by the evaporating rate for the
effect of density variation between the evaporating surface and ‘he external fiow.
For gases, no correction for variation of viscosity or diffusivity is necessary
because these quantities are relatively insensitive to concentration (Nienow,
1967). Hanna {1962) has put forward an approximate method which relies on
the following correction factor:
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k. )
H — B4 .arp M...

c @gdmmp'(m; ] (4.19)

M

Here, (Kg| eonstp 18 either Kog " or Kg, " already defined. M’ is the gas mixture
average molecular weignt (mol/m3) evaluated at the surface () or for the flow
conditions (). H, is Hanna's correction factor. Mendelson and Yerazunis (1965)
and Loughlin et al. (1985) tested successiully the appropriateness of this relation
to account for the effects of density variations (evaporation at the stagnant point
of a cylinder, liquid droplet evaporation). A similar corraction for the heat transfer

coefficient which take into account the effect of density variation could not be
found in the literature.

The heat transfer coefficient h, was also corrected to yield h.g, ~ (the heat
transter coefficient when no mass transfer is present}:

he
eI'l

heat (4.20)
where the correction factor for the heat transfer coefficient 8, was correlated as a

function of the correction procedure (the correlation is the same as the one for
Bk) and By, which is the ratio of energy flux by bulk flow to the flux by molecular

transport at the interface, may be written:

m=&@ﬂ, (4.21)

where Cpv is the vapor specific heat (J/kgK). Again the ratios already defined in
equations 4.10 and 4.11 were computed with hg, ", (Kp,:-,l_')Varp and (I@BL')varp:

Nug, Sc ) heg
— [ = : 4,22
(Shnﬁt Pr (KpBL)m,,(pacpc)u e
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(4.23)

[_N__gJ - o (C),
K

Sh”a‘- Pr ;BL )va: p(pucpﬂ )I'

The experimental parameters (run name, sample number, b, T_", v_", Pm . Td );
charactenznng gach convective run as well as h;', heg ’, Bh, Bk, He K , 4.10,
(KopL Warpr 422, K", 4.11, (Kyg )yarp: 4-23 and (Sc/Pr)y (@3 are reported in

Tables 4.2a and b.

The magnitude of the correction applied to the heat transfer coefficient hc' to get
thL. is characterized by the correction factor 6, (Table 4.2a) almost constant for
a spacilic temperature i.e. the average 8, are 0.97 £ 0.01 (80 °C), 0.94 £0.01
(130 °C) and 0.91 £0.01 (180 °C). These results are comparable to correction
factors in the order of 0.97 to 0.93 (T = 150-190 °C, v, = 6.2-18.6 m/s)
presented by Basilico and Martin (1984). 8, does not appear to depend
significantly on v_°

For the mass transfer coefficient Kp' and Ky the correction is slightly lower
because the correction factors are greater; the average 6, (Table 4.2a) are 0.98
+0.01 (80 °C), 0.95 £0.01 (130 °C) and 0.93 + 0.01 (180 °C). Again, 8y is
not a function of v_’

H. (Table 4.2a) was found to be in the range 1.01 (80 °C) to 1.03 (180 °C); It
increase slightly with (T - T, and is not a function of v,," or T,". Thus the
increase of the mass transfer coefticient as a resuit of density variation is low in
the case of convective drying over the operating range investigated.

The means of the right-hand side of equations 4.10, 4.11, 4.22 and 4.23
computed from all experimental results reported in Tables 4.2 are 1.01, 0.93,
1.01 and 0.93 respectively, while their standard deviation are 0.12, 0.13, 0.11
and 0.12 respectively (last row, Table 4.2a and b). The order of magnitude of the
scatter quantified by these results is nol unusual when the heat and mass
transfer coefficients are determined simultaneously (Heertjes anr* Ringans, 1956;
Obot and Trabold, 1992).



TABLE 4.2a
THE TRANSFER COEFFICIENT RATIOS FROM THE CONVECTIVE DRYING RUNS

-0

Run|Sa.| b : * * . : . . 1 ... -

No. | No. T |v°° - | " "ot R h KP I[EEJ (KPBL)WP [ﬂﬂ]

Sh, Sc Shyy Sc
O | O mm)| CC) [ i) | (Pa) [COWima<)[(Wim2K) | (4.16) (4.19) (ws) | (4.10) | (ms) | (4.22)
co2f X {10.3]| 79.9 | 2.0 | 9837 (3.0 20.4 21.0 0.971098]1.01 | 2.05e-02 0.93 2.10e-02 0.94
re18| Xi |19.9] 79.8 | 2.0 |99.43 |2.4| 222 228 |0.97(098]|1.01]| 2.14e-02 0.97 2.20e-02 0.97
cols| X | 5.5 | 80.2 | 4.5 {99.53 |3.0{ 33.1 34.0 |0.897]0.98|1.01]| 3.39-02 0.91 3.47e-02 0.91
cod] X 110.3}80.5| 4.5 199.46|5.2| 33.3 341 | 0.98]098]|1.01]| 2.62¢-02 1.19 2.70e-02 1.18
co3| X {19.9] 80.6 | 4.5 §99.46 |5.2{ 36.9 37.8 [098]098]1.01] 2.78e-02 1.25 2.87e-02 1.24
co7| X [10.3]130.6] 2.2 ;9859 |39} 17.7 18.9 | 0.94]0.96]1.01 ] 2.02e-02 0.89 2.14e-02 0.89
co6| X |19.9]130.7| 2.2 |1L9.49 {3.4} 18.3 19.5 | 0.94 |0.95]1.02 [ 1.75e-02 1.07 1.87e-02 1.06
co9| K | 55 |130.4{ 5.0 |99.54 |1.5]| 295 31.3 | 0.92{096]1.01] 3.03e-02 0.99 3.21e-02 0.99
co12] X [10.3]130.5| 49 }99.63 |-1.8| 28.3 29.9 |[0234]095]1.02| 2.49-02 1.15 2.67e-02 1.14
co8| X |19.91130.4] 5.0 |99.58 |1.6] 28.4 30.0 | 0.95]0.95{1.02] 2.34e-02 1.23 2.51e-02 1.21
co11] X |10.3({180.5} 2.6 |98.79 {2.1| 17.2 19.1 [0.90][0.92]1.02] 2.03e-02 0.93 2.24e-02 0.94
co10| X | 19.9|180.6| 2.6 |99.30 |1.2| 17.1 19.0 §0.90|0.91]1.03| 1.69e-02 1.1 1.91e-02 1.09
re12| X | 5.5 |180.5] 5.9 [100.25|6.6| 28.4 31.2 |091]0.94[1.02]| 3.70e-02 0.83 3.99¢-02 0.85
re21] X | 55 |180.0| 6.2 [98.15 |4.6| 29.4 32.3 | 0.91]0.93]1.02{ 3.43e-02 0.95 3.74e-02 0.95
re7| X |10.3]|180.3| 6.0 {101.06{3.1| 27.6 30.4 |0.91]0.94]1.02| 3.42e-02 0.87 3.70e-02 0.88
ret4| X | 10.3]180.3| 6.1 | 99.91 |7.5]| 261 288 |091]0.93]1.02] 3.03e-02 0.93 3.31e-02 0.94
re25| X (10.3|179.8] 6.3 [98.15 |44 28.2 309 |091]092|1.02| 2.93e-02 1.06 3.23e-02 1.06
re27| X |10.3|179.8| 6.3 [98.17 |3.4| 26.2 28.7 |091{092]1.02]| 2.52e-02 1.15 2.81e-02 1.13
re10| XM | 10.3]180.3| 6.1 |100.87|3.8] 31.6 346 ] 091]0.94]1.02| 3.59¢-02 0.94 3.91e-02 0.95
rel6] X | 10.31180.3| 6.1 [99.78 [7.1]| 31.4 344 | 091094102 3.7%e-02 0.91 4.07e-02 0.92
re24] XM | 10.3|179.8| 6.3 |98.15 4.7 32.4 355 |[0.91]0.92]1.02] 3.24e-02 1.10 3.58e-02 1.09
re26] X | 10.3)179.9| 6.3 | 98.15 |4.0| 32.9 36.0 |9.91]0.93]1.02] 3.52e-02 1.03 3.86e-02 1.03
re6 | X | 19.9f180.4| 6.1 [101.11]|2.2]| 30.7 33.6 |091]0.93|1.02] 3.35e-02 0.98 3.66e-02 0.98
re13) X | 19.9}180.3| 6.1 |100.13|7.8] 29.4 32.3 | 0.91]094|1.02]| 3.55e-02 0.90 3.85e-02 0.91
reg ) Xm | 20.0 }180.3| 6.2 |100.90|3.4] 305 33.4 |0.91]083|1.02| 3.35e-02 0.98 3.66e-02 0.98
re15| xu 12001803 6.2 }99.78 {8.3] 30.0 328 | 0.91{0.92{1.02]| 287e-02 1.14 3.18e-02 1.12
Average 1.01 1.0t
Side 0.12 0.11
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TABLE 4.2b
THE_TRANSFER COEFFICIENT RATIOS FROM THE CONVECTIVE DRYING RUNS

Hun Sa- b * - - . » - - » . P
Moo | O T [ [ P [Te] e | e (o by f N, Sc () | NS
Shyg Pr I\ Pr Shyg Pr )
O T 0 [imm)] °C) [(m/s} | (kPa) {(°C)| (w/m2K) | (Wim?K) [(mole/mZs)] (4.11) [(mole/mZs)] (4.23) | (4.24) (.)
Av., Std.
co2| X 110.3| 79.9 | 2.0 |99.37 |3.0 20.4 21.0 0.79 0.88 0.81 0.88 0.85 80<C
ret8| X0 | 18.9]| 79.8 | 2.0 |99.43 |24 22.2 22.8 0.83 0.92 0 R’F 0.92 0.85
cot1s] X 5.5 | 80.2 45 19953 |3.0 33.1 34.0 1.33 0.85 1.3b 0.85 0.85 0.99
cod4| X |110.3]| B0.5 | 4.5 |99.46 |5.2 33.3 341 1.00 1.13 1.03 1.12 0.85 0.15
co3| Xi 119.9]1 806 | 4.5 }]99.46 |5.2 36.9 37.8 1.06 1.19 1.09 1.18 0.35
co7| X 110.3|130.6] 2.2 |99.59 |3.6 17.7 18.9 0.73 0.82 0.78 0.82 0.82 130 <C
co6| X1 |]19.9|130.7| 2.2 |99.49 | 3.4 18.3 18.5 0.62 1.00 0.66 1.00 0.82
co9| X | 5.5 |130.4] 5.0 |99.54 |1.5 295 31.3 1.10 0.91 1.16 0.91 0.82 0.99
coi2} X 110.3}1305] 4.9 |99.63 |-1.8 28.3 299 0.88 1.09 0.94 1.07 0.82 0.13
coB| X¥ ]19.9]1130.4} 5.0 | 99.58 | 1.6 28.4 30.0 0.82 1.17 (.88 1.15 0.82
cott] X [10.3[180.5f 2.6 |98.79 [2.1 7.2 19.1 0.67 0.86 0.75 0.86 0.79 180 °C
colQ] X | 19.9|180.6) 2.6 |99.30 |1.2 171 19.0 0.55 1.05 0.62 1.04 0.79
rei2] KX 55 [180.5| 5.9 |100.25|6.6 28.4 31.2 1.32 0.73 1.42 0.74 0.80 0.80
re2t| X | 5.5 |180.0] 6.2 [ 98.15 | 4.6 29.4 32.3 1.17 0.85 1.27 0.85 0.79 0.10
re7| X | 10.3]180.3| 6.0 |101.06|3.1 27.6 30.4 1.21 0.77 1.31 0.78 0.80
rel4| X [10.3|180.3| 6.1 |99.91 |75 26.1 28.8 1.05 0.84 1.15 0.85 0.79 55 mm
re25) X [10.31179.8] 6.3 |98.15 | 4.4 28.2 30.9 0.97 0.97 1.07 0.97 0.79 0.84
re27] X 110.31179.8} 63 |98.17 |3.4 26.2 28.7 0.82 1.07 0.92 1.05 0.79 0.07
re10} X 110.3]|180.3| 6.1 |100.87,3.8 31.6 34.6 1.26 0.85 1.37 0.85 0.79 10.3mm
reté| X | 10.3]180.3| 6.1 99.78 | 7.1 21.4 34.4 1.32 0.80 1.43 0.81 0.79
re24] ¥ | 10.31179.8] 6.3 {98.15 [4.7 32.4 35.5 1.08 1.01 1.18 1.00 0.79 0.92
re26] ¥ | 10.3}179.9| 6.3 | 98.15 | 4.0 32.9 36.0 1.18 0.94 1.30 0.93 0.79 0.11
re6 | X0 | 19.9|180.4% 6.1 [101.11}2.2 30.7 33.6 1.17 0.88 1.28 0.89 0.79 15.9 mm
reid| X1 {19.¢]/180.3] 6.1 (100.13|7.8 29.4 32.3 1.25 0.79 1.36 0.80 0.79
re9 | xu {20.0(180.3¢ 6.2 |100.80]3.4 305 33.4 1.17 0.88 1.28 0.88 0.79 0.99
reis| xm | 20.0|180.3| 6.2 |99.78 |8.3 30.0 32.8 0.96 1.05 1.07 1.03 0.79 0.13
Average 0.93 0.93 0.81
Stdev 0.13 0.12 0.02

£y
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Since the computed means are unchanged by the correction procedure
(boundary layer theory), it can be concluded that the intensity of the surface
diffusion mass flux does not change significantly the heat and mass transfer
analogy in convective drying. This was expected since both transfer coefficients

were simultaneously increased approximately by the same amount (between
3 % to 10 %).

4.3.1 COMPARISON WITH THEORETICAL AND PREVIOUS EXPERIMENTAL RESULTS

if one compares the average values obtained for 4.22 and 4.23 (Table 4.2a
and b), the trend resulting from the use of the driving force By, instead of Ap, is to

obtain a verification of the analogy (see the value of 4.24 ((Sc/Pr); (&3)) in Table

4.2b) written for the case of laminar flow over an isothermal flat plate without
mass transfer (Bird et al., 1960):

2
3

h;at(cg); _ =(§§J
K;BL(pBCm)t Pr !

(4.24)
Bird et al. (1960) did use By in their definition of the mass transfer flux because
usually Kp' shows a more complicated dependence on concentration level and
mass transfer rate than does Ky Writing 4.24 relies on the assumption that the
analogy could be written in tcrms of the surface average coefficient, a practice
commonly adopted in the heat and mass transfer literature.

it is common (Heertjes and Ringens, 1956; Ben Nasrallah et Arnaud 1986;
Marseille et al., 1991) to advocate the use of an exponent between (1/2) and
(2/3) for the right-hand side of equation 4.24. If one uses 1/2 as the exponent,
then in ths range of the present experimental results, Le; (!/2) (Lewis number,
Le=Sc/Pr) lies between 0.88 and 0.84 (80 °C and 180 °C respectively, average
0.85), whereas with 2/3, it ranges between 0.85 and 0.79 (80 °C and 180 °C
respectively; average 0.81). So the range of accepted value for the transfer
coefficient ratio (0.80-0.89) is close to the one found experimentaily in the
present study for 4.23 (0.74-1.18, Table 4.2 b).
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For the case of turbulent flow, it is common in heat and mass transter studies
(Eckert and Drake, 1972; Perré, 1987), to assign the value 1 to the right-hand
side of equation 4.10, even if the l[aminar Le deviates from 1 In the present
research, the mean of the transfer coefficient ratio in equation 4.10 is 1.01 (last
row, Table 4.2a) and agrees very well with such practice.

Hertiees and Ringens (1956) have determined experimentally (T, = 47.8 °C,
v, =2.0-4.2 m/s) h. and Kp' for water evaporation from a porous earthenware
(surface size: 100X50 mm; b = 20 mm); from their results the right-hand side of
4,10 can be evaluated to be 1.04 (range 0.83 to 1.28, 9 determinations) with a
stan.dard deviation of 0.13. Smolsky and Sergeyev (1962) correlated Nu™ and
Sh," from carefully controlled liquid evaporation experiment (T, = 45-150 °C,
v, = 3-15 m/s) in turbulent flow {surface size: 100 X 176 mm); computing the
left-hand side of 4.10 from their correlations gives 0.91. Such values for Nu™ and
Shp' were confirmed recently by Adrie et al. (1988) for the case of water
evaporation (T, =room temperature, v, = 0.2-6.0 m/s) from circular discs

(90 mm @) made of filter paper.

The present results (range 0.74-1.25; average 1.01 or 0.93) for the transfer
coefficient ratios expressed in terms of K, or Ky do fit very well within the range
(0.83-1.28; average between 0.82 to 1.04) defined by all the above mentioned
results. Some of the referred experimental results have been obtained with
similar surface area sample, time and surface average heat and mass transfer
coefficient and fully wetted surfaces whereas in the present case the surtace was
unsaturated.

Preliminary air temperature measurements (T_, T, {i=1,5); Figure 3.3) with
dried samples when the guard heaters set-points (Tpi (i=1,2)) were chosen to
equal T, did show that the thermal gradients were lower than 1 °C from the mid
test section level to the test section bottom. Thus the air flow temperature profiles
(from z = 0 to 50 mm) incident at the sample leading edge can be considered to
be uniform (the temperature profile is fully developed). Hence even if the flow in
the test section is not fully developed at the sample location, it is probably the
simultaneous development of the thermal and concentration boundary layer from
the sample leading edge that leads us to a verification of the analogy between



66

the transfer of heat and mass (lioyne, 1987). For the specific non-hygroscopic
capillary porous niedia (d = 30-105 um) used in this study, the analogy between
the transfer of heat and mass occurs for S¢ value between approximately 0.7 to
0.2 since the reported values of S (last column, Table 4.1) are within the range
(0.8-0.6 to 0.4-0.2). Cunningham and Kelly (1980), have shown from
experimentally observed moisture content distribution (for b < 20 mm) that
during the P.C.D.R.P. the moisture content is quite uniform throughout the bed
thickness; the surface and average moisture content do not differ significantly.

A correlation (Appendix 7) of the heat transfer coefficient (thl_') for comparison
in chapter V was developed from the data presented in Table 4.2a. This was
necessary since the flow within the test section at the samgle location is not fully
developed while the flow mixer create a {low with unknown turbulence
characteristics. This preciuded the use of the correlations published in the
literature.

4.3.2 SENSITIVITY STUDY

The average of the right-hand side of 4.23 was computed at constant T (last
column, Table 4.2b), it was 0.99 (80 °C, & evaluatons), 0.99 {(130°C, 5
evaluations) and 0.90 (180 °C, 16 evaluations) while tneir standard deviations
were 0.15, 0.13 and 0.10 respectively. Such a decreasing trend for the average
may be partially explained by the fact that the theoretical transfer coefficient ratio
(Le); (23) (Table 4.2b) is also decreasing a function of T (0.85 average at

80 °C, 0.79 average at 180 °C).

Similar calculations of the mean were carried out at constant b (last column,
Table 4.2b); the average values were found to be 0.84 (5.5 mm, 4 evaluations),
0.92 (10.3 mm, 13 evaluations) and 0.99 (20 mm, 9 evaluations) while their
standard deviations were 0.07, 0.11 and 0.13 respectively. Typical distributions
of the transfer coefficient ratios from the experimental results (4.23, column 13,

Table 4.2b) at constant temperature are given in Figure 4.1a and b for
T, =80°C and T, =130°C respectively. In Figure 4.2, similar data are

given for T, = 180 °C. A slight effect of b can be observed to exist but it cannot
he quantified exactly because few experiments were carried out with the 5.5 mm
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sample at each ternperature. The overall means (last column, Table 4.2b) for the
10.3 mm (13 experiments) and 19.9 mm (9 experiments) sample are close
enough to show that the sample thickness did not affect strongly the transfer
coefficient ratios. This is also verified for the mean computed at constant b given
in Figure 4.1a and b as well as in Figure 4.2.

A few questions still rem.ain to be answered about the eftect of various
parameters (Eg, E,, By, T»', T,') on the computed transfer coefficient ratios. A
sensitivity analysis was carried due to possible uncertainties on the measured
emissivities and of existing differences in recorded wall temperatures. A
comparison with results from the film theory as well as penetration theory is also
summarized in Table 4.3.

The adopted strategy was to modify each parameter, one at a time, and to
calculate the average transfer coefficient ratios. The ranges of E; values

recorded from the emissivity measurement (Appendix 6) were: 1.00-0.95, wet
sample surface; 0.91, dry sample surface. Then Eg was chosen as 1.00 (third
row, Table 4.3) and 0.91 (second row, Table 4.3). The predicted transfer

coefficient ratios for each evaluation were systematicalily lower (from 0.02 to 0.04)
for E equal to 1.00 in comparison to the one obtained with Eg equal to 0.91. All

these results were within £ 0.02 of the vaiues obtained with Eg equal to 0.95 (first

row, Table 4.3). This is also the case for the average vaiues reported in Table
4.3.

The range of E., measured was (0.11-0.14) but a conservative estimate of an
upper boundary for E;, can be taken to be 0.28 (Incropera and De Witt, 1985;

Sala, 1986). The average and each values of the transfer coefficient ratio were
invariant (or differ by less than 0.02) whether E is 0.28 (fourth row, Table 4.3) or

0.13 (first row, Table 4.3). Calculations have shown that the same conclusion
can be drawn when E, was 0.6 (five row, Table 4.3) instead of (.28 (first row,
Table 4.3). 0.6 was selected for E, because Siegel and Howell (1981) presented

such values for a similar aluminized silicone paint.
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TABLE 4.3
SENSITIVITY STUDY OF THE TRANSFER COEFFICIENT RATIQOS

0

FROM THE CONVECTIVE DRYING RUNS

Simulation parameters

ry

[Nu sq

Shp Pr Jue

Nu, Sc
Shg, Pr

.

|

|

Nu Sc
Sh, Pr

|

Nug, Sc
Shyg Pr ).

(4.10} (4.22) (4.11) (4.23)
| Stdev. Stdev. Stdev. Stdev.
o ]
Ey= 0.95, Eg=0.13,E;= 0.28
T2.= Average(Tn, Tl3' TIG) 1.01 1.01 0.93 0.93
Ty = Average(Typ, Tig, Tys) 0.12 0.11 0.13 0.12
Boundary Layer Theory
E¢= 0.91 1.03 1.03 0.95 0.95
E¢=1.00 1.00 1.00 0.92 0.92
Eec 0.28 1.01 1.01 0.93 0.93
E=0.60 1.01 1.01 0.93 0.93
T,'= Max(T,;, Tia, Tig) 1.00 1.00 0.92 0.92
Tp = Min(Tyq, Tiz, Tyg) 1.03 1.03 0.95 0.94
T3'.—. Max(T,, Tigr Tis) 1.01 1.01 0.93 0.93
Ty'= Min(T,, Tygr Tis) 1.02 1.01 0.94 0.93
Film Theory 1.01 1.01 0.93 0.93
Penetration Theory 1.01 1.01 0.23 0.93
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Maximal temperature differences recorded on surfaces 2 and 3 were always
lower than 17 °C and 6 °C respectively. It is possible to bound the
temperatures of surface 2 or 3 using the maximum or minimum racorded
temperature on each surface. In the case of surface 2, the transfer crefficient
ratio was systematically lover (in between 0.02 and 0.04) when using the
maximum temperature (six row, Table 4.3) instead of the minimum temperature
(seven row, Table 4.3). In the case of surface 3, the transfer coefficient ratios
were identical when using the maximum temperature (eight row, Table 4.3)
instead of the minimum temperature (ninth row, Table 4.3). The average values
of the transfer coefficient ratio using various definition of T, or T, are within
+0.02 of the reported average values in the first row.

A comparison of the evaluation of the transfer coefficient ratio for each run with
the boundary layer {first row, Tabie 4.3), film (ten row, Table 4.3) or penetration
(eleven row, Table 4.3) theories have shown that the differences were less than
0.01. This reflects on the average transfer coefficient ratios which were found to
be the same. This result was expected since the 8y, and 8, for all correction

procedures do not show marked differences in the range of values encompassed
by B}, (0.023 < By, < 0.089) and Bk (0.034 < By < 0.148).

The standard deviation of the results given in the first row was unaffected by any
of the above mentioned parameter variations.

4.4 CRITICAL MOISTURE CONTENT IN CONVECTIVE DRYING

The critical moisture content X, defined according to the procedure described in
section 3.4.3, is presented in Table 4.4 where various average X values were
computed (equivalent average critical saturation S, are also given). The overall
average (last row, Table 4.4) is 0.025 (S. =0.101) and is comparable to the
average computed (last two columns, Table 4.4) with samples having identical
thickness b (0.025, 5.5 mm; 0.024, 10.3 mm; 0.024, 20 mm). It may be noted that
these averages are all very similar, especially if one accounts for their standard
deviation (0.004, overall; 0.005, 5.5 mm; 0.002, 10.3 mm; 0.005, 20 mm).



TABLE 4.4
RITICAL MOISTURE

NTENT IN CONVECTION DRYING

I?\Iun Ts qls Nv XC SC xcav Scav
0 . Stdev Stdev
() | () {{(mm)f (°C) (kPa) [(°C)| {°C) [ (W/m?) | (kg/m3) | (kg/kg) () (kg/kg) ()
co2{| X . o0[306f 330 0.55e-03 0.027 0.113 80 °C ]
re1g| X 30.6 330 0.58e-03 0.022 0.095
co15| KX 29.3| 350 0.83e-03 0.031 0.126 0.025 0.105
cod| X 32.91 340 0.79e-03 0.025 0.106 0.004 0.015
co3| X 33.2{ 340 0.85e-03 0.020 0.087
co7| X 405 760 0.97e-03 0.019 0.079 130 °C
cob | X 43.0] 740 0.96¢-03 0.022 0.096
co9{| KX 398 810 1.42¢-03 0.022 0.089 0.021 0.088
co12] X 4221 800 1.35e-03 0.022 0.093 0.002 0.007
co8 | X 43.31 800 1.32e-03 0.019 0.082
cotlt| X 48.6 | 1370 |} 1.50e-03 0.021 0.090 180 °C
col10} Xu 51.8| 1350 | 1.47e-03 0.019 0.081
re12] X 44.6 | 1480 | 2.20e-03 0.021 0.084 0.025 0.104
re21] KX 46.1 | 1470 | 2.23e-03 0.024 0.099 0.004 0.017
re7 | X 45.3| 1490 { 2.14¢-03 0.026 0.112
re14| X 47.0| 1480 | 2.03e-03 0.025 0.106 5.5 mm
re25] X 48.3 1470 | 2.11e-03 0.026 0.108 0.025 0.100
re27| X 50.0| 1460 | 1.99e-03 0.024 0.100 0.605 0.019
ret0f X 46.2 | 1490 |} 2.35e-03 0.024 0.097 10.3 mm
re16] X 1145.71 1490 | 2.35e-03 0.026 0.110
re24| X 7| 48.4| 1470 | 2.36e-03 0.021 0.086 0.024 0.099
re26| X 4.0|47.0] 1480 | 2.3%9e-03 0.023 0.093 0.002 0.011
re6| X 2.2]|46.6| 1480 | 2.25¢-03 0.024 0.104 18.9 mm
re13| X 78| 4561 1500 | 2.21e-03 0.028 0.120
re9 | X 3.4]|46.6{ 1490 | 2.24e-03 0.033 0.140 0.024 0.104
re15| XM 8.3|49.5| 1470 | 2.17e-03 0.031 0.133 0.005 0.022
Average 0.025 0.101
Stdev 0.004 0.016
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The mean for same T_  (last two column, Table 4.3), gives: 0.025 (80 °C),

0.021 (130 °C), 0.025 (180 °C) with similar data scatter (0.004, 80 °C;
0.002, 130 °C; 0.004, 180 °C).

A plot of X, vs. b, T.', v..", T4'. T, N, ".and q,;" did not show any significant
relation between X. and any of these parameters. A linear increase of X  with
N,” has been identified by Wisniak et al. (1967) in convection drying when
d= 44 um (b =20 mm, T = 45-77 °C, v_ = 2.5-5.0 m/s) however they also
found that X, was independent of N, when d =357 um (b=60 mm,
T.. =88-74°C, v =25.7.5 m/s). Thus the possible dependency of X, on N,’
might depend on d or b.

The (XJ/X;q) vs. (Nv"b) critical point curve (Keey, 1972) is often used to relate X,
to the drying parameters (b, T, , v__", Td') and is given in Figure 4.3 (X, is the
initial moisture content). (X/X;,) does not appear to be a function of (N, *b)
aithough a ten-fold increase of (NV"b) occurs in Figure 4.3. Such behavior has
already been reported for (NV"b) values lower than 0.04 kg/mh according 1o a
critical point curve (clay brick, b= 10-30 mm, three-fold change in drying rate)
presented by Krischer (1963).

The drying rate curves presented by Morgan and Yerazunis (1967) for convective
drying of a glass bead bed (d= 88-105 um, b=12.7 mm, T = 66 °C,
v =8.3 m/s) display S, values in the range 0.2-0.3. Cunningham and Kelly
(1980) have found the same range using 112 um & glass beads (b = 45 mm,
T. =34 - 77°C). Moyne (1987) reported drying rate curves obtained with
100 tm o glass beads (2mm<h <16 mm, T, =60°C), S; can be
evaluated to be between 0.22 and 0.28. Two remarks may be made, first a four-
fold increase in bed thickness does not change X, significantly as determined in

these studies; the present results are in perfect agreement with this finding (for a
similar © range). Second the present average value of S, (0.101) is lower than

the values in the above reported range; this was expected since from the drying
rate curve, X, is usually defined as the average moisture content at the start of

the (first) falling rate period whereas in the present study X. should be

considered as an evaluation of the starting point of the (second falling rate
period) receding front period (Maneval et al., 1991).
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An experimentally determined curve relating the drying front position (x; from the
surface) and the average bed saturation (x; vs. S) was presented by Morgan and
Yerazunis (1967). They concluded that a significant rise in % does not occur until

S is in the range from 0.08 to 0.17; the present S range (0.079- 0.142) is in close
agreement with such a finding.

Cunningham and Kelly (1980) displayed on the S¢ vs. S curve, the
experimentaily determined fact that S is almost constant while S goes from §;;
(0.10) to zaro. In terms of heat transfer, since T is usually almost constant as
long as water is locally present, more heat is available to be used as sensible
heat as Sy goes to zero thus T, must rise rapidly. Such results suggest tha!
determining the start (Sg=0) of the re~3ding front period from a surfece

temperature measurement is adequate. This is also emphasized by the relatively
small spread of S, found in this research (relatively to X;;).

4.5 CONCLUSIONS

Based on the results presented, the following conclusions can be drawn

regarding the convective drying process of a capillary porous body (glass beads,
d= 90-105 um). In the parameter range investigated (b = 5.5-20 mm, T_, ~ 80-

180 °C, v, ~2.0-6.3 m/s, T4 ~-1.8 - +7.8 °C):

(a) The analogy between the heat and mass transfer coefficients has
been verified to apply during the pseudo constant drying rate period
when the sampie surface is unsaturated (0.2 < §; <0.7). This
conclusion applies (within experimental uncertainty) whether the
transfer coefficients have been corrected or not to account for the

effect of the diffusion mass flux and\or density variation. It was aiso
found that:

(i) According to the laminar boundary layer theory correction
procedure, unaffected (no mass flux) heat and mass transfer
coefficients should be 3 % to 10 % higher than the values
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determined experimentally. However, based on the
experimantal rasults obtained, it was not possible to determine:

1. The exact magnitude of the heat and mass transfer
coefficients deciaase due to the diffusion mass flux at the
surface

2. The most appropriate correction procedure to account for
the effect of the surface diffusion mass flux on the transfer
coefficients.

(i) According to the Hanna's correction tfactor (1962) used to
evaluate the effect of density variation between the surface and
the flow, unaffected mass transfer coefficients should be 1 % to
3 % lower than the ones predicted with the boundary iayer
theory for experimentally measuied surface temperatu.e
ranging from 29 °C to 52°C. The magnitude of such
correction suggests that this effect can be disregarded in
convective drying.

(i) The very good agreement between the results found and the
previous theoietical and experimental findings on the analogy
between the transfer of heat and mass (expressed in terms of
average heat anc mass transfer coefficients ratios) indicates
that the experimental test facility built for this research provides
a reliable evaluation of the heat and mass transfer coefficients
in convective drying.

(b) The determination of the critical moisture content based on the Ts' VS.

X curve was found tu be adequate. It was observed, within
experimental uncertainty, that the critical moisture content is
independent of the convective drying parameters (T..", v..", T4) and

sample thickness {b = 5.5,10.3 and 20 mm).
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CHAPTER V - COMBINED CONVECTIVE AND INFRARED DRYING
EXPERIMENTS

5.1 INTRODUCTION

The objectives of the combined convective and infrared drying experiments are
the following:

a) To verity if the heat and mass transfer analogy? (expressed by the
values of the heat and mass transter coefficient ratics) is applicabie
to the case of |.R. drying a partially saturated surface within the
parameter range investigated;

b) To determine the critical moisture content in i.R. drying;

c) To generate combined convective and |.R. drying data for
comparison with simulations from the drying front model.

5.2 OVERALL INCIDENT RADIATIVE HEAT FLUX

Attempts to measure the overall incident radiative heat flux g, (which includes

the radiative contributions from the test section walls) using a heat flux
trensducerwere unsuccessful. Thus the water cooled heat flux meter (from
Medtherm Corp.; Appendix 3) was calibrated, using a blackbody radiator
according to ASTM standard test method E511-73. “vian inserted in the
blackbody radiator opening, the sensor reading was found tu .1se to a peak value
and then decrease significantly (up to 12 %) with time (Figure 5.1).It was also
observed that the sensor was very sensitive to lateral heat flux perturbations

(conductive or convective} as can be deduced from the heat flux meter
temperature (Ty,) evolution represented in Figure 5.1.

25ee appendix 11 for a discussion concerning the theoretical applicability of the heat and mass transier
analogy in the combined process
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The conduction heat flux on the meter lateral side was suspected to create the
problem as the clearance sensor-opening was very low (~1 mm). Baines
(1970) advised that such gradient sensor be mounted on a good heat sink to
avoid such problems.It is not easy to implement a technical solution within the
frame of the calibration procedure. Hence, the incident heat flux and its possible

time variations were not measured with this type of heat flux meter for the
following reasons:

a) The reading of the sensor during the calibration is time dependent;

b) The sensor reading does not stabilize to a fixed value during the
calibration procedure (the signal drift still exists after 20 min);

¢) itis not known if the sensor reading under different intensity of lateral
heat flux perturbation will be the same for same incident heat flux.

5.2.1 OVERALL INCIDENT RADIATIVE HEAT FLUX IN FREE CONVECTION-I.R.
EVAPORATION EXPERIMENTS

A set of |.R. evaporation experiments was undertaken to evaluate q;g (W/m?2) with

no forced convection present within the test section. Within the frame of this
research, such experiments are (for convenience) referred as free convection-1.R.
gvaporation experiments although no significant convection currents are

expected to exist within the test section since the thermal stratification of the air
layers between the |.R. heater and the lower test section plate is stable (T, >>

Tpi). This type of measurement procedure for q;, was also used by Seki et al.
(1877) and Shimizu et al. (1980).

The experiments were carried within the test section (with the front panel closed),
the fan connected to the ventilation duct (Figure 3.1) was turned off but a slight air
gvacuation (from the depression created by the centrai ventilating system)
generated v_ lower than 0.1 m/s. [n order to "trap” all incident radiation, the
vessel (Appendix 8) was made of a Pyrex dish (88.5 mm inside @, 93.5 mm
outside @, internal height 21.5 mm), covered on the outside and on the rim with
an aluminium foil (E, ~ 0.06; Incropera, 1985) and painted on the inside with 3M
Nextel black paint. This paint was considered to insure that the surface is diffuse
(Birkebak, 1972; Enoch, 1984) and a very good absorber (Enp = 0.955; Enoch,
1984). A Type K stainless steel sheathed thermocouple (0.5 mm @) was inserted
and glued in a hole on the vessel side to measure the water temperature. The
position of the measuring bead was at the vessel center, 3 mm from the bottom.
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The following assumptions were made to evaluate all the terms in the energy
balance equation applicable to the water and vessel:

a) The air-water interface recession effect is neglected;

b) The side and bottom surfaces of the vessel are assumed to be
adiabatic;

¢) The measured temperature is assumed to be representative of the
bed and vessel temperature;

d) An average free convection heat transfer coefficient is applicable at
the vessel surface to evaluate the convective heat transfer loss.

The minimum water thickness found at the end of all experiments was 9 mm
(12 mm of height uncovered by water). According to data on the monochromatic
absorption coefficient of water (Siegel and Howell, 1981), when A > 2 um, the
water layer in the vessel can be considered to be optically thick (optical
thickness >> 1). It means that the major fraction (~ 89 %) of the heat flux
(corresponding to wavelength of a blackbody at Ty = 850 °C; A ax =2.58 um)
transmitted through the surface will be absorbed before reaching the bottom of
the water layer. Of the remaining 11 % impinging on the 3M Nextel black paint
less than about 0.5 % of the originally transmitted heat flux (through the surface
water layer) will go back through the water layer and will be refracted as well as
reflected at the water-air interface.

A conservative estimate of the side and bottom surface heat loss (£.5 % 2
elements; +2 % 4, 6 and 8 elements; % given with respect to q;;) was realized
through use of the one dimensional conduction heat flux relations (Appendix 8)
for planar as well as cylindrical surtaces (Holman,1981); a radiative energy
balance on the dish rim was also taken into account. q;; determined with the
energy balance equation 5.3 was increased (or decreased) by only half of these
contributions. Since the water layer interface position was not followed during
the completion of all experiments, it was not possible to evaluate the size of the
uncovered internal side of the vessel, thus the energy iost (radiation or
convection) through this area.

Two of the experiments were carried out to quantify the temperature evolutions 3,
9 and 15 mm from the dish bottom as a function of time for 2 and 8 elements.
Two additioral thermocouples (type K stainless steei sheathed thermocouple,
0.5 mm o) were insertec from within the test section. In Figure 5.2a and b, the
thermocouple readings show the water-air interface reaching 15 mm but not
9 mm before the end of an experiment.



Figure 5.2b Temperature evolution within the water layer during an
evaporation experiment (T, vs. t for 8 heating elements on)
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When the thermocouple located at position 1 is uncovered by the water, its
reading starts to oscillate because it is submitted to the radiative heat flux close to
the evaporation interface. After an initial transient period, it may be noted, that
the rates of temperature variation as a function of time are almost the same
throughout the water thickness. This suggests that the rate of heat accumulation
can be accurately computed through use of the rate of temperature variation as a
function of time derivated from the temperature measurement at 3 mm from the
vessel bottom.

The energy balance for the vessel is still given by equation 4.1. However, Q, the
heat transfer by radiation and convection, can now be written (Siegel and
Howell, 1981):

Q=(E,q, ~E,oTs +h,(T, - T, ))A, (5.1)

where E,, is the emissivity of water; T, is the water temperature, K; h, is the free
convection heat transfer coefficient, W/m2K and A,, the pyrex dish evaporation
area (m2). h, could be evaluated with the assumption that the heat transfer
phenomenon within the test section is one of free convection (v_ < 0.1 m/s) in
an enclosed space where the upper plate is at a higher temperature than the
lower plate (Holman, 1981). The average temperature T of surface 3 (Appendix
5) was the arithmetic mean of Ty, Ty, and Ti5. h, could not be ccrrected because

the results fiom the theories to account for high mass transfer rates effect were
developed when a velocity profile does exist within the region of interest. h, was

expressed as (Holman,1981):

Ka

h,=—
e

<

(5.2)

where k, is the test section air thermal conductivity, W/mK; e (0.1 m) is the
distance separating the upper and bottom plates, m. The evaluaticn of the
convective term is based on the assumption that the conduction heat transfer is
between surface 3 and the sample; this should constitute an upper bound for the
conduction heat transfer because the temperatures reached by surface 3 as a
result of heat transfer to the upper test section plate (Figure 3.3) by conduction
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through the stainless steel plate (from the pyramid sides) should be higher than
the temperature of the air layer at the upper plate level in front of the source. The
latter temperature results almost exclusively from heat transfer by conduction
through air since the absorption of radiant energy by the air layer is negligible

(Appendix 9). Furthermore, the recorded temperature at the mid test secticn
level (close to the pipe for Ty measurement and shielded with an aluminium foil)
did show temperatures close to T,

Equations 4.3 and 4.4 are the expressions for Q, and Q,.. Now, my, (kg) and c,,

(J/kgK) should be considered has the vessel mass (54.38 g) and Pyrex (835
J/kgK; Incropera, 1985) specific heat respectively. g may be written as:

1 1 dmw 1 dTw
s :-é:-li—--A: p AH, '*'“A_w(mwcpw'*‘mbcpb)—dT—hc(Ta-Tw)]+°T: (5.3)

E,, was taken to be 0.96 because the water layer can be considered deep as a
result of its high monochromatic absorptivity within the wavelength range of the
incident radiation (~ 97 % incident energy in the 1-15 um range), the black
coating (Enp = 0.955) of the vessel (side and bottom) and the thickness of the
water layer. Siegel and Howell (1981) gave the normal-total emissivity as 0.96
for water in the temperature range 273-373 K. Shimizu et al (1990) use 0.96 as
representative of the hemispherical total emissivity of water when the maximum
emissive power of the incident radiation is in between 2.5 to 6 um and Sala
(1986) presented the range 0.95-0.96 (273-373 K) for the hemispherical total
emissivity of a 0.1 mm thick water layer.

Each term in equation 5.3 was evaluated according to the procedure defined in
sections 3.4.3 and 4.2, from the raw experimental results every 100 s. A typical
plot of g;; as a function of time is shown in Figure 5.3 (a,b) for the four heat flux
levels used; T, defines the initial temperature of the water layer. At the
beginning of each experiment, q;; values are not presented because the rates of
temperature variation were widely different throughout the water layer (Figure
5.2a and b). The duration of experiments with 2, 4, 6 and 8 heating elements on
were different and chosen to encompass the whole duration of the experiments



.=

84

in free convection-1.A. drying of samples (20 mm) using the same number of
heating elements.

Experiments for each of the iour heat fluxes were conducted using a different hot
water temperature (~ 60 °C vs. ~20 °C) at the start. The results in Figure 5.3
show a decrease of the evaluated g;; in the order of only 4 % (2 heating
elements), 2 % (4 heating elements), 0 % (6 heating elements) and 4 %
(8 heating elenients) when using hot water instead of cold water. Thus it is
possible to infer that the lack of accuracy on the evaluation of the heat loss by
conduction (on the lateral side), convection and radiation (for both, free water

surface and lateral uncovered side) has only a small influence on the
determination of g;..

In Figure 5.4, at each time step an average value (from all evaluations in Figure
5.3) of g;; was computed and correlated through linear regression. The
correlation coefficients were 0.950 (2 heating elements), 0.885 (4 heating
elements), 0.941 (6 heating elements) and 0.871 (8 heating elements). These
correlations are applicable from t=0 to the time when the last measurement was
reported in Figu.e 5.3. All g;s from the initial experiments i~ Figure 5.3 were
within £ 4 % (2 and 6 heating elements), £ 6 % (4 heating elements) and
+ 7 % (8 heating elements) of the values predicted by the correlations.

It may be noted that the slope (kW/mZ2s) of the Q;s VS- t curve increases with

increase in the heat flux level (0.210 103, 2 heating elements; 0.545 1073, 4
heating elements; 1.009 10-3, 6 heating elements.and 1.417 103, 8 heating
elements). This is due to the peculiar geometry of the radiative source where
activating extra heating elements {symmetrically with respect to the test section
symmetry axis) send a greater proportion of energy toward the pyramid internal

walls which heat up faster and thus contribute more rapidly (and to a greater
extent) to q;g.
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That the slope does not increase proportionally with the number of elements
results from the the fact that P; (at constant Tg;,) does not increase proportionally

with the number of elements activated (~1320 W, 2 elements; ~ 2220 W, 4
elements; ~ 2860 W, 6 elements; ~ 3330 W, 8 elements). This latter cause is
also linked to the already mentioned position effect of the heating elements.

5.2.2 INCIDENT |.R. SOURCE AND TEST SECTION WALL RADIATIVE HEAT FLUXES IN
FREE CONVECTION-I.R. EVAPORATION EXPERIMENTS

The overall incident radiative heat flux g;; can be written:
Qs = Qo + s (5.4)

Qg (the radiative contribution of the L.R. source) and gy (the radiative contribution

of the test section walls) were deduced from the application of the theory of
radiation exchange in an enclosure of diffuse-gray surfaces (section 4.2,
Appendix 5). Surface 4 is now a radiating surface with a temperature T,
adjusted so that q;, calculated and measured are identical. The applicability of
this concept relies on the assumption that the behavior of the 1.R. source cavity
can be approximated by using an equivalent flat plate radiating at a lower
temperature (T,). E, the equivalent total hemispherical emissivity of the aperture
was taken to be 0.92 for the following reasons:

a) The |.R. source manufacturer (Glenro Inc) reported a value of 0.92 for
the hemispherical total emissivity of the corrugated heating elements
(oxidized hastelloy);

b) As a result of the pyramid geometry most of the radiant energy
emitted or reflected by the stainless steel pyramid side is directed
toward the emitting surface thus increasing its effective emissivity,
the ratio of the aperture area (0.023 m?) to the internal area of the
truncated pyramid (0.437 m?2) being 5.3 102, the pyramid cavity has
a tendency to behave like a blackbody (in terms of emission or
absorption of incident energy);
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¢) The emissivity of the back-heaters ceramic material is known to be
high (0.8-0.95) at high temperature (Wade and Siemp, 1962);
according to the manufacturer (Armstrong), clay is ocne of the major
components (together with mineral wool fiber) of the back heaters
ceramic and has an emissivity of about 0.86 (Eckert and Drake,
1972; Sala, 1986).

d) Within the framework of this study, it is the constancy of the value
used for E, more than an exact evaluation which is important
because it determines T, level subject to the criterion that the
calculated and measured q;; values are identical.

The system of equations (Appendix 5) was solved for selected time intervals
[t{.t5] corresponding to the P.C.D.R.P. for the free convection-l.R. drying of the

samples (b =5.5, 10.3 and 19.9 mm). In Table 5.1 (a, b), the run identification

name and the number of activated elements, [t;,t], P..’, Tg' Tw s T2 Tg» T4 » Qig s
Qeir » Qi @Nd P;” are presented. gy % is the ratio of gy, to qg; expressed in %.
Qg (dr.) and gy (dr.) are an estimation of the relative increase of q;, and gy, ',
calculated from the difference between the heat fluxes applicable to the last and
first time intervals and divided by the time average valug of q,-s'. Pi'(dr.) is an
evaluation of the relative decrease of P;” computed from the difference between
Pi' applicable to the last and first time interval and divided by the average vaiue

of Pi’

The reproducibility (same time interval) of the computed T, and T (sixth and

seventh columns in Table 5.1a and b respectively} is £ 8°C and £ 10 °C
respectively.

It is remarkable that the identified values of T, (eighth column in Table 5.1a and

b) for same time interval and number of elements always differ by less than 2 °C.
Qs (eleventh column in Table 5.1a and b) is reproducible within less than 3.6 %

(2 heating elements), 1.6 % (4 heating elements), 1.9 % (6 heating elements)
and 2.4 % (8 heating elements) from a comparison for same [t4,t,] and different

runs.



TABLE 5.1a

E D _TE ECTION WALLS RADIATIVE
i HOM_THE EVAP TION N

noa [ Dt Po | Ta JTw | T2 | Ts [ Ta | s Qsir Gits | Gus % | i |Gns | Pi | P
. El. ) ] (dr.) [(dr.) (dr.)
() (s) (kPa) [CO) PO CC) O] O] wm?) | Wim?) | Wwimd) | (%) [ (%) (%) ] (W) | (%)

ev6o | 900-1100 | 100.00 104 [436] 55 | 102 | 452 | 6650 | 5650 [ 1000 | 17.7 1347

2 | 1300-1800 104 |535| 67 | 123 | 453 | 6770 | ses0 | 1080 | 19.0 1317

2700-3700 104(681| 89 | 154 | 458 | 7110 | sss0 | 1250 | 213 1299
3000-3900 104 [69.2| 91 | 156 | 459 | 7160 | 5890 | 1270 | 216 f a6 | 40 | 1207 | a3

evde | 900-1100 | 10250 5.6 [ 420 57 | 196 | 451 | 6650 | 5640 | 1010 | 179 1339

2 | 1300-1800 53 |527| e8 | 126 | 452 | e7e0 | seso | 1080 | 19.0 1318

2700-3700 47 |675| 90 | 154 | 458 | 7110 | s8s0 | 1260 | 21.4 1305
3000-3900 a5|e88| 92 | 156 | 459 | 7160 | sso0 | 1270 | 216 { 36 | 3.8 | 1304 | 26

614e | 900-1100 | 101.84 | 49 | 655 48 | 98 | 452 | 6650 | 5680 | 970 | 173 1347

2 | 1300-1800 a6 |618) 60 | 119 | 454 | e760 | 5720 | 1040 | 182 1325

2700-3700 45 |696] 84 | 150 | as9 | 7110 | sseo | 1220 | 207 1309
3000-3300 a6 |704) 86 | 153 | 460 | 7160 | 5920 | 1240 } 209 } 36 § 40 | 1310 | -28

ov7e | 800-1700 | 10038 | 12.7 | 516 70 | 154 | 571 | 12000 | 10400 | 600 [ 15.4 5245
4 | 1500-2000 13.1 | 700 | 101 | 199 | 574 | 12440 | 10560 | 1880 | 179 | 1.4 | 22 | 2172 | 33

e106 | B00-1900 | 10199 14 |67.3] 73 | 161 | 570 | 12000 | 10360 | 1640 [ 15.4 5203
a | 1500-2000 19 | 763 | 102 | 202 | 574 | 12440 | 10540 | 1900 } 181 | 14} 2z | 2161 |19

Nb. EL.: number of heating elements activated

R




TABLE 5.1b

JHE INCIDENT )R, SOURCE AND TEST SECTION WALLS RALIATIVE
HEAT FLUXES ESTIMATED FROM THE EVAPORATION RUNS
NRbugI ot P Ta [ Tw | T2 T3 T4 Uis Qsir Uits Gits % | 9sir | Gits P; P;

.El @r) | @r) (dr)
() (s) (kPa) 1(°C)J(CC)] CC) [ CC)] CC) ] wim?) | wim®) | (wm?) ] & ] (%R | (%) W | e

evBe 600-800 10035 | 128 | 49.9 92 197 648 17000 14740 2260 15.6 2930
6 1100-°300 13.5 ] 69.3 117 236 652 17550 15010 2540 17.3 1.5 1.7 2840 -3.1

elle 600800 | 101.90] 15 | 523] 87 | 187 | 649 | 17000 14790 2210 14.9 2969
6 1100-1300 1.8 |80.8] 117 | 233 | 652 | 17550 15020 2530 173 | 1.4 | 18 | 2870 | -34

ev5e 200-300 | 10095{11.4 [30.7| 79 | 194 | 692 [ 20220 17740 2480 14.1 3566

8 300-500 11.9|66.4| 92 | 215 | 693 | 20440 17820 2620 14.6 3482
700-1000 13.0 | 63.9 122 268 697 21080 18110 2970 16.6 1.8 2.3 3329 -6.9

el2e 200-300 | 101.70) 0.0 [679| 76 | 188 | 692 | 20220 17760 2440 13.5 3555

8 300-500 0.5 | 70.7 89 209 693 20440 17850 2590 14.0 3475
700-1000 1.5 {B0.0( 121 { 253 { 697 | 21070 18130 2940 163 [ 1.8 | 23 | 3341 | 6.2

ei3e | 200300 | 10224 0.4 |76.2| 78 | 181 | 693 | 20230 | 17790 | 2440 | 13.5 3599

8 300-500 12 |66.4| 85 | 203 | 694 | 20430 17880 2550 14.0 3502
700-1000 22 | 77.4] 118 | 249 | 697 | 21070 18170 2900 159 | 18 | 23 | 3332 | -7.7

Nb. El.: number of heating elements activated

06
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Gyis % (twelfth column in Table 5.1a and b) is a function of time which increase
from about 17.8 % to 21.4 % for 2 elements, 15.4 % to 18.0 % for 4 elements,
14.9 % to 17.1 % for 6 elements and 13.7 % to 16.3 % for 8 elements. The

magnitude of these results indicates that the radiative contribution of the test
section walls by emission or reflection to g, is significant and decreases only

slightly as more heating elements are used.

Qe (dr.) (thiteenth column in Table 5.1a and b) establishes that, for the period
considered, the average intensity of gy, increases by about 3.6 % (2 heating
elements), 1.4 % (4 heating alements), 1.5 % (6 heating elements) and 1.8 %
(8 heating elements). qits'%(dr.) (fourteenth column in Table 5.1a and b) reveal
that the average intensity of gy is increased by about 3.9 % (2 heating
elements), 2.2 % (4 heating elements), 1.8 % (6 heating elements) and 2.3 %
(8 heating elements). The trend of both heat fluxes is to increase at

approximately the same rate (for same number of elements). It can be concluded
that the overall increase of g, (Figure 5.4) is due mainly to qg, increase
because Qg represents between 80 % to 90 % of g .

For the same time interval [t;,t5), P;" (fifteenth column in Table 5.1a and b) was

found reproducible within less than 1.0 % (2 heating elements), 1.9 % (4
heating elements), 1.3 % (6 heating elemerts) and 1.2 % (8 heating slements).
The average P; (P;’(dr.); last column of Table 5.1a and b) decrease, for the
period considered, as a function of time is 2.9 % (2 heating elements), 2.6 % (4
heating elements), 3.3 % (6 heating elements) and 6.9 % (8 heating elements).
Since Tg;, is kept constant (by controlling P;) and P; is observed to decrease
(Table 5.1, Figure 5.6), it can be deduced that the temperature increase of the

ceramic and stainless sty pyramid walls must be sufficient to generate an
increase in qg;; and gy, -

Maximal temperature differences recorded on surface number 2 (Appendix 5)
were always less than 38 °C (2 elements), 48 °C (4 elements), 51 °C
(6 elements) and 53 °C (8 elements). For surface 3, it was always lower than

29 °C (2 elements), 56 °C (4 elements), 70 °C (6 slements) and 82 °C
(8 elements). It was decided to test the sensitivity of the evaluation of T, to an

appropriate determination of T,  and T5 . If one selects, as representative of
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surface 2, the maximum reccrded temperature to estimate T4' and compares
those values to the one obtained when choosing the minimum temperature, T, is
decreased between 2 to 5 °C (2 elements), between 2 to 5 °C (4 elements),

between 3 to 4 °C (6 elements) and between 2 to 4 °C (8 elements). The range
given for the changes in T4' represents the minimal and maximal temperature

differences that were computed (from run to run,same [t;, t-1 and number of
elements). Such decrease of T, generates a maximal increase of 13 % for gy
and a maximum decrease of 1 % for q;, (with respact to their average value).

For surface 3, the estimation was carried out with the maximal temperature (T ,2')
and a minimum temperature computed as the average of Ty;", Tyz» Tys and Tys.
T,y and T3 being around surface 3 insure that this temperature is the lowest
possible average temperature representative of surface 3. In such a case, T4'
decreases in the order of 2-3 °C (2 slements), 3-4 °C (4 elements), 3-4 °C (6
glements) and 3-5 °C (8 elements). Such decrease of T4' create a maximal
increase of 12 % for gy, and a maximum decrease of 1 % for qg, .

In the present study, T, is calculated as the average of Ty,", T;3” and Ty this
method of determination constrain T," to be close to T,;" and T3 (the highest

temperatures on surface 3). As the radiative heat transfer depends on the fourth

power of temperature, the use of a temperature closer to the highest on the
surface should give us a better approximation of T, and g ". Furthermore, Ty,

and Tt3. characterize the surface temperature of the fraction of surface 2 (upper
test section plate) which has the higpest shape factor with respect to the sample
surface (1). For surface 3, since Ty, is measured close to surface 4 (10 mm), an
average based on Ty, ", Ty,  and Ty5 gives a T close to T,,” and T,5" which are
more representative of surface 3 because their location is almost halfway in
between the aperture and the external boundaries of surface 3.

These remarks and the evaluation given in the preceding paragraph suggest that
an accurate determination of T,  has been carried out with maximal variation in

the order of £ 5 °C which creates an uncertainty in the assessment of g, " in the
order of + 12 % and of qg, in the order of 1%, Taking into account data from
Tables 5.3 (g, %), the resulting maximal q,;" uncertainty is in the order of
4 %.
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During the combined convection-1.R. drying runs the temperature difterences on
surface 2 and 3 recorded were equal or lower than the one used for the above
computations. Thus the same uncertainty level are applicable to the combined
convective-l.R. drying runs.

5.3 TEST SAMPLE SURFACE ABSORPTIVITY UNDER I.R. HEAT FLUX

Bziore deducing experimentally the heat and mass transfer coefficients
applicable in combined convective-l.R. drying, it is essential to know the
hemispherical total absorptivity of the sample surface under the |.R. heat flux.

In section 4.2 the sample emissivity E; was taken as 0.95 in the wavelength
range 8-14 um (wavelength range of the pyrometer). Since the incident radiation
coming from the cavity walls is for the major fraction in the same range (80 °C,
Amax = 8-21 um; 180 °C, Ao, = 6.39 um) it was justified to use this value of Eg
as representative of the emission and absorption characteristics of the sample
surface. However, in the present case the wavelength range of the incident
radiation is shifted toward much shorter wavelengths (850 °C, A, = 2.58 um);
it is no longer possible to assimilate the measured emissivity and the absorptivity
of the surface under |.R. radiation. A complete characterization of the absorptivity
as a function of wavelength would necessitate to quantify (under the gray surface
behavior assumption) the spectral emittance with an environmental chamber-
spectrophotometer as described by Birkebak (1972) or Navarri (1991).
Consequently, it was decided to determine an overall equivalent emissivity

(under the assumption of diffuse gray surface behavior) through use of equation
4.1, modified as in the previous section and integrated over [ty,to]:

. 1 1 Y 1 dm,, 7 q dT, e
E’-(qL—cT;‘){(tz—t,)[I(”K: & AHV)GHJ‘A—(m,,c,,,,\»mbcpb)Tdt} hi(Ts T,)]

(5.5)
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As a result of the good reproducibility obtained in terms of temperature and heat
flux levels for the free convection experiments (section 5.2.2), qis' may be

computed from the correlation in Figure 5.4 and the time in the middie of the
P.C.D.R.P (defined from the time interva. [t;,t5]). Hence, free convection-1.R.
drying experiments (no forced flow present) with various sample and thickness
were carried out under similar conditions as the ones used in section 5.2.1.

In Table 5.2, the run identification. name ar.ld thp number of activated elements,
[ty.t,], the sampie number, b, P, T4, T T3, N, Gac » Q¢ » G and Eg are
presented. q,. is the second term in the right-hand side of equation 5.5. q.’ is
the average convection heat flux during the P.C.D.R.P. identified as the last term
of the right-hand side of equation 5.3.

Ts' (eighth column, Table 5.2) reaches the boiling point for the 19.9 mm sample
(why the measured value is slightly higher than 100 °C willi be discussed in
section 5.5). This phenomenon occurs as a result of the formation of an
additional mass transfer resistance at the sample surface level as explained in
section 5.4.3. At this point the mass flux is no more diffusion controlled; bulk flow

of the vapor occurs at the surface because the surface vapor pressure is higher
than P_ .

For the 5.5 and 10.3 mm samples, Ts' did not reach the boiling point temperature
whatever the value of q«ls' applied although Ts' was always higher for the 10.3
mm than for the 5.5 mm sample (eight column Table 5.2). Ts' recorded for the 5.5
and 10.3 mm thick samples are increasing functions of the heat flux as shown in
Figure 5.5a where a linear correlation of T, as a function of g,;” can be drawn
(r=0.983) for the 10.3 mm sample. Data (T, = 92 °C) from Navarri (1991) for
free convection-l.R.drying (sea sand, d =200-250 um, b =7 mm, qis' =18.5
kW/m2 (Near Infrared Radiation)) is in good agreement with the present value
range.

Comparing data from the different time intervals corresponding to the P.C.D.R.P.
of the 6.5 mm and 19.9 mm samples, Nv' {tenth column, Table 5.2) was found to

increase by about 6 % (2 elements), 17 % {4 elements), 18 % (6 elements) and
9 % (8 elements). This is a consequence of the observed increase of qis' asa



TABLE 5.2

EVALUATION OF THE SAMPLE EQUIVALENT HEMISPHERICAL TOTAL
EMISSIVITY UNDER_I.B, HEAT FLUX

*

Run | Nb. El. [ty [Saf b P |Tg | To | T5 N, Qac de Gis Es
'E&T_“L S No.} (mm) | (kPa) | (°C)| (°C) | (°C) | (kg/im®s) | (W/m?) [ (W/m?) | (Wim?) | ()
ired 2 900-1100 X 5.5 10256 | -3.2 | 75.4 99 2.06e-03 30 10 6650 0.82
i79h 2 1300-1800 X 10.3 98.69 | 19.3 | 84.5 125 2.08e-03 120 20 6760 (.84
i72h 2 3000-3900 X1 19.9 | 100.39 | 17.6 | 101.6 | 161 2.13e-03 0 30 7160 0.79
i73h 2 2700-3700 X 19.9 | 100.39 { 15.0 101.6 161 2.18e-03 0 30 7110 0.82
ir22 4 800-1100 X 10.3 10210 | 2.8 90.8 149 3.64e-03 240 30 12030 0.77
i81h 4 1500-2000 Xl 19.9 102.16 | 1.8 | 1021 205 4.34e-03 20 60 12440 0.86
ir2d 6 600-B00 X 10.3 102.10 | 3.2 94.6 167 4.98e-03 460 40 17030 0.73
i82h B 1100-1300 XX 199 | 102.63 | 2.2 | 1021 222 5.97e-03 50 70 17550 0.82
ir2s 8 200-300 X 5.5 102.55 | -3.6 | 92.6 192 6.44e-03 370 50 20240 0.78
i80h 8 300-500 X 10.3 99.69 | 19.2| 96.0 243 6.43e-03 730 80 20460 0.79
i74h 8 700-1000 X 15.9 100.78 | 14.3| 101.7 | 271 6.88e-03 320 100 21070 0.79
i75h 8 800-1000 X 19.9 100.83 | 13.5| 101.6 263 7.07e-03 360 90 21120 0.81
Average 0.80

Stdev. 0.03

Nb. El.: number of heating elements activated

SO
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Figure 5.5a The sample surface temperature as a function of the overall
incident heat flux from free convection LR. drying runs (T, vs. q;,)
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Figure 5.5b The sample surface temperature as a function of the overall
incident heat flux from forced convection LR, drying runs (T, vs. q;,)
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function of time (section 5.3) and the mass flux reproducibility with different
samples (section 3.5).

The computed value of q; (twelfth column, Table 5.2) and q, (eleventh column,
Table 5.2) are always less than 0.5 % and 3.6 % of qis', respectively.

The average value of Es' (last row, Table 5.2) is 0.8 with a standard deviation of

0.03. Except for two values (runs i81h and ir23) the determined values are well
grouped around the mean. The mean of ES' (for same number of elements) has

a slight tendency to decrease with increase in the heat flux levei; however the
scatter in the results does not allow us to present it as a final conclusion.

5.4 CONVECTIVE HEAT TRANSFER COEFFICIENTS IN COMBINED
CONVECTION-I.R. DRYING

The wall temperatures in forced and free convection experiments were different,
thus it was necessary to evaiuate q;s for each of the combined convective and

I.R. drying experiments. In order to apply the theory of radiation exchainge in an
enclosure of diffuse-gray surfaces, one must know T4'. An alternative would be
to know qgje -

5.4.1 OVERALL INCIDENT RADIATIVE HEAT FLUX IN COMBINED CONVECTION-I.R.
DRYING EXPERIMENTS

In Figure 5.6 (a, b) are displayed characteristics P; vs. t curves for 2 heating

elements (a) and 8 heating elements (b) from representative experimental
conditions: convection with T ~80°C, v =2.1-4.5 m/s; T, ~ 180 °C,
v =2.6-6.2 m/s and in free convection (no forced flow present). Despite widely
different convective conditions within the test section, the differences existing
between the recorded P;at any specific time, are always less than 7 % (2
elements) and 12 % (8 elements). An increase of P; occurs, in most cases,
when T~ is decreased or v is increased (other conditions being constant); this
is exemplified in Figure 5.7a and b where the differences (less than 6 % (2
elements) and 10 % (8 elements)) between the P; curves are scaled-up (and

taken from representative time intervals).
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Figure 5.6a Charactaristic power input curves from the combined convective

and LR. drying runs (P, vs. t for 2 heating elements on)
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Figure 5.6b Characteristic power input curves from the combined convective
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Figure 5.7a A typical scaled- up fraction of characteristic power input curves from
the combined convective and LR. drying runs (P, vs. t for 2 heating elements on)
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The following classification in terms of input power (ranked from the highest to

:he lowest) of the curves taken from Figure 5.6a and b shows the links existing
between P;and T  or v,

2 slements

1: 7, ~80°C, v

4.5 m/s, run no. i64h

2: v, = 2.1 m/s, run no. i62h

3T, ~180°C, v

-

6.2 m/s, run no. i50h

4. Free convection, run no. i72h
5. T, ~180°C, v ' 2.6 m/s, run no. i38h

o3

The differences between 4 and 5 are very smali (in the order of 1 to 2 % of P;).

8 elements

4.5 m/s, run no. i71h

1: T ~ 85 °C, v,

2: v, = 2.1 m/s, run no. i57h
3 T.~180°C, v.' = 6.1m/s,runno.i78h
4: v, =  2.6m/s,runno. i76h
5: Free convection, run no. i74h

The differences between 2 and 3 are very low (in the order of 1 to 2 % of P;).

The spikes present in these curves (Figure 5.6 an 5.7) were generated because
P; was manually controlled to keep T, constant throughout the experiments.

These P, varintions, in the order of 1to 2 % (nominal value), produced maximal
changes of T, in the order of £ 5 °C but their effects on q;; was negligible
because it was corrected rapidly. As a first approximation it is justified to assume
that the T4' values determined in section 5.2.2 are not affected strongly by the
forced convection conditions within the test section since the instantaneous P;
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values do not differ strongly and seems to be correlated with an increase of the
convective heat transfer with the test section walls (when v_' is increased or T

is decreased). Consequently, T, was correlated as a function of time from the
values identified in Table 5.1. The following expressions were found:

2 elements:

T, =448.4+3.140 10° " (5.6)
4 elaments:

T, =566.3+4.375 10° *t (5.7}
6 elements:

T, =643.6+7.000 10° "t (5.8)
8 elements:

T, =690.3+7.864 10° *t (5.9)

The correlation coefficient r for these relations were 0.99 (2 heating elements)
and 1.00 (4 heating elements, 6 heating elements and 8 heating elements).

The theory of radiation exchange in an enclosure of ditfuse-gray surfaces
(Appendix 5) was applied with these correlations for T, and the data recorded

from each run. In Table 5.3, the sample number, b, the run identification name,
the time in the middle of the P.C.D.R.P. t,, the number of activated elements, T, ,

Ve o P Ty T To 5, T4\ Gig » Qg @nd Gy are given. gy % is the ratio of
Qus 10 Ggjr @xpressed in %.

The analysis summarized by the results in Table 5.3 gives us the opportunity to
evaluate the radiative (QR') and convective (QC') overall heat transfer rate from

surfaces 2 and 3. Qg is the sum of the radiative heat transfer rates from surface
2 and surface 3 (Appendix 5):

Qgp'=Q,"+Q5’ (5.10)
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In Figure 5.8a is displayed QR' (for 2 and 8 elements, b=10.3 and 19.9 mm) as a
function of hcc', the convective heat transfer coefficient predicted with equation
A7.2 (Appendix 7), v~ and the temperatures (air and surfaces). It can be noted

that;

a) Qg values for 8 elements are about 3.2 to 3.6 times higher than for 2
elements;

b) Qg does not change significantly with increasing h,, (or v,. );

¢) Qg is increased between 11 % to 14 % (2 heating elements) and
4% to 5 % (8 heating elements) when T, is increased from 80 °C
to 180 °C;

d) Qg increase slightly as a function of time (t,,; Table 5.3) since its
value is higher for a 19.9 mm than for a 10.3 mm sample.

Qg is the sum of the convective heat transfer rates from surface 2 and 3:
Q¢ =hg (T T Hhee (T3 T.,) (5.11)

In Figure 5.8 is sketched Qg as a function of h..". It is observed that:

a) The equality between Qc' and QR' is not always respected due to
local variations of h., and Ty; and the imperfect insulation of the test

section;

b) Qg values for 8 elements are about 0.3 to 8.0 time higher than for 2
elements.

c) QC' increase significantly between 15 % and 89 % for 8 elements
with increasing hy, (or v, );

d) QC' increase significantly between 38 % and 86 % for 2 elements
with increasing hcc' {or v} except for the cases with T '~ 80 °C
where there is no increase or a 38 % decrease (T ~80°C, b=
19.9 mm);



TABLE 5.3a

E AN E ECT RADIATIVE WALL HEA LUXE

Po | Tqg 1 Ts | Ty | T3 | T4 Qi Gsir Gis s %
. (kPa) 1 £C) 1O COCCO] CC) L wm?) | wm?) | wim?) | %
= e =
2 70010 83 | 560 ] 683 | 110 452 | 6810 | 5670 | 1140 [ 20.0
8 9998 | 122 | 760 ] 96 | 184 ] 692 | 20340 | 17750 | 2590 [ 14.6
8 101.98 | 40 | 828 | 146 | 210 | 692 | 20740 | 17770 | 2900 | 16.7
8 101.19 | -10.6 | 82.7 | 146 | 222 | 692 | 20770 | 17760 | 2980 | 169
2 9878 | 52 | 733 96 | 151 ] 570 | 12110 | 10350 | 1760 | i6.0
3 9873 | 64 | 762 | 99 | 166 ] 648 | 16080 | 14730 | 2250 | 153
2 9897 | 3.0 603 93 | 135 [ 452 | 6930 | 5700 | 1230 1 276
2 9951 | 123 | 642! 90 | 128 | 452 | 6890 | s690 | 1200 | 21.1
2 9993 | 67 }627) 89 | 123 | 452 | es60 | seso } 1180 | 208
2 9986 | 78 |60.7| 87 | 119 | 452 | e840 | s670 | 1170 | 206
8 9874 | 4.4 [ 853 102 | 181 | 694 [ 20520 | 17800 | 2620 | 147
8 9950 | 139 | 808 | 101 | 177 | 604 | 20510 | 17900 | 2610 | 1458
8 100.06 | 7.1 | 8311 100 | 176 | 694 | 20490 | 17890 | 2600 | 146
8 9987 | 9.2 |823( 101 [ 178 | 694 [ 20510 | 17900 | 2610 | 14
2 100811 28 | 733 ] 180 | 199 | 451 | 7660 | 5680 | 1980 | 34.8
2 10079 | 25 {724 | 182 | 209 | 45% } 7710 | seso | 2030 | 257
2 10079 | 41 | 718 | 180 | 202 | 451 | 7660 | 5670 | 1990 | 35.0
B 7009791 5.1 | 852 788 | 2501 693 | 21370 | 17850 | 3520 | 157
8 10081 | 1.9 | 844|190 | 258 | 693 | 21370 | 17840 | 3530 | 197
8 10079 | s8 | 844 190 | 250 | 693 | 21380 | 17850 | 3s30 | 198

Nb. EL.: number of heating elements activated

C01




TABLE 5.3b

THE INCIDENT L.R. SOURCE AND TEST SECTION RADIATIVE WALL HEAT FLUXES
D VECTIVE D I.R, DRYING RUN

Sa. b |Runj tgy [Nb.EL] T | v | P | Ty | Ts | To | T | To | g Qsir Qs | Gis %
No. (mm) | No. [ (s) () TCC[(ms)] (kPa) [ CC) [CCY L OEO] O Jwim?) | wm?) | wim?y | %
~2 1 803 | 21 19979 | 179 [1008]| 96 | 145 | 461 | 7260 | 5970 1290 | 21.7
2 813 | 2.1 | 99.67 | 17.1 |100.9| 98 | 146 | 461 | 7270 | s960 1310 | 219
2 g12 | 45 | 9957 | 16.9 [1006| 88 | 123 | 462 | 7220 | &000 1220 | 20.3
8 853 1 21 | 9569 | 16.2 |101.7] 119 | 231 ] 698 | 21130 | 18220 | 2910 | 159
8 ga2 | 2.1 | 9979 | 16.2 |101.8] 116 | 226 | 698 | 21100 | 18230 | 2870 | 158
8 ga2 | 26 | 9971 | 165 [101.7] 115 | 220 | 698 | 21080 | 18230 | 2850 | 156
8 g4.1 | 3.4 | 9978 | 15.9 |101.5| 111 | 205 | 698 | 21010 | 18230 | 2780 | 15.2
8 829 | 45 | 99.99 | 14.1 |101.6| 106 | 198 | 630 | 20000 | 18260 | 2730 | 15.0
8 ga1 | 45 | 9999 | 13.7 |101.6] 107 | 198 | 699 | 21000 | 18260 | 2740 | 15.0
8 ga9 | 45 | 10006 13.7 |101.7} 109 | 200 | 698 | 20900 | 18240 | 2750 | 15.1
8 85.6 | 45 |100.18| 14.0 [101.6] 110 { 203 | 698 | 20980 | 18220 | 2760 | 15.2
> 138031 26 | 9999 | 118 |101.2] 186 | 221 | 454 | 7920 | 5800 | 2120 | 365
> liso2| 62 | 99.71 | 147 |1005] 184 | 215§ 454 | 7860 | 5780 | 2080 | 36.0
o lisoz2| 62 | 98.90 | 14.0 [100.4] 185 | 216 | 454 | 7870 | 5780 | 2000 | 36.2
o> |1s03| 62 | 99.11 | 12.0 |1005] 185 | 216 | 454 | 7880 | =780 | 2100 | 36.2
5117991 26 110063 8.7 |101.1] 204 | 306 | 696 | 22020 | 18100 | 3920 | 21.7
8 |1799] 2.6 |10061| 9.7 |101.1]| 208 | 315 | 696 | 22110 | 18100 | 4010 | 22.1
8 |1803) 62 | 9951 | 66 |100.9]| 198 | 280 | 696 | 21830 | 18100 | 3730 | 206
g8 l1797] 61 | 10031 | 12.1 |1015] 196 | 276 | 696 | 21770 | 18080 | 360 | 20.4

Nb. El.: number of heating elements activated
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e) Q¢ is increased between 0% to 170 % (2 heating elements) and
16 % to 65 % (8 heating elements) when T~ is decreased from
180 °C to 80 °C.

I -igure 5.9a and b are presented Qg as a function of P;” for 2 and 8 elements
respectively. It can be noted that an increase of Pi' in the range 1 % to 3%
(2 elements) and 3 % to 6 % (8 elements) occurs when v_~ (given close to the
data points) is increasad from its minimum to its maximum value. It is also
possible to observe that an increase of Pi' in the range 0 % to 4 % (2 elements)
and 3 % to 4 % (8 elements) do occur when T_~ is decreased from 180 °C to

80 °C (same velocity). Runs in Figure 5.6 and 5.7 are indicated in Figure 5.9; it
can be observed that we obtain a similar classification in ten: of the highest P;.

Considering the uncertainty level on the temperature measurement and the
possible local variations within the test section of h.., all these results

demonstrate that:

a) Qp’ is practically time independent and only siightly affected by the
convective heat transfer (only through T_°). Thus it is not responsible
for the P; differences that were observed in Figures 5.6 and 5.7.

b) In most cases Q' behaves exactly like P;’; it increases when T, is
decreased or v, is increased. Furthermore, the P, increase can be

for a significant fraction explained quantitatively by the variations in
T. orv,.

When T, is decreased, the thermal gradient between the inside of the pyramid
and the upper cavity (Figure 3.3) is increased (also the conductive heat losses).
Thus P; must be increased to keep Tg;, constant (for same number of elements).
When v_’ is increased, the air renewal rate within the upper cavity is increased
(also the convective heat losses on the outside of the pyramid) thus P; must be
increased to keep T, constant. This qualitative evaluation does show that the
fraction of the P; increase that was not explained by higher convective losses
within the test section are likely to be due to higher conductive heat transfer loss
through the pyramid's walls, |.R. source ceramic and frame.
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These arguments constitute a posteriori justification of the assumption of T,
being the same function for all the |.R. drying runs in free or forced convection.

The reproducibility of the data in Table 5.3 (at constant Tm' and number of
elements) of the determination of q;s” and gy (2 and 8 elements) was 1.5 %
and £ 7.2 % respectively. It should be noted that g% does not appear to be a
function of v (the same behavior was found for QR'). On the other hand, it
decreases when the number of elements is increased or T,.~ decreased. Same
results were found in Figure 5.8a. Qg % is between 14.6 % to 36.5 %. At
T." ~80 °C or 180 °C (8 elements), qns'% are in the same range (15 % to
22 %) as the one obtained for all the free convection-l.R. evaporation
experiments (Table 5.1); at T ~ 180 °C and 2 heating elements, Gy % in
Table 5.3 are much higher (35 % to 37 %). All q“s'% when the same conditions

are used (Vable 5.3) differ by less than 1.6 %.

5.4.2 CONVECTIVE HEAT TRANSFER COEFFICIENTS

From equation 5.3 and the above evaluation of q;,’, the average experimental
convective heat transfer coefficient h," corrected for radiation from the cavity
walls and I.R. heat source during the P.C.D.R.P. (S values between 0.5 to 0.2;
Table 5.9) is:

. 1 1 (3 1 dm L dT, oo .
h, === -— —=AH, t+T— +m,C 2dt|-E,(q, —oT,*
e N R
(5.12)
The convective heat transfer coefficients h., could be predictéd from the

correlation developed in Appendix 7 for the flow variables (T..", v,,", T4} and Tg’
given in Table 5.3.



109

Moreover, h.. was corrected for high mass transfer rate effects to yield the
predicted heat transfer coefficient hcp' (it is the heat transfer coefficient
diminished as a result of the measured evaporation rate) according to:

N =he. "8, (5.13)

However, the relation which gives 8y, is expressed in terms of the rate factor ¢y, as
(Bird et al., 1960):

4 = Ny(ew), (5.14)

6}, (Bird et al. (1960)) was correlated as & function of ¢, (polynomial regression):
Boundary layer theory:
if -1.0< ¢h < 1.0

6, = 10008 -0.76844 * ¢, +4.07 102 * ¢, (5.15)

Film theory:

if -1.0 < ¢, < 1.0

8, = 1.0005-0.49974* ¢, +8.2279 10? * ¢, (5.16)
Penetration theory:
if -1.0<¢,<1.0

8, = 0.99875-0.62973* ¢, + 8.5464 10 * ¢, (5.17)



110

The correlation coefficient r for these expressions was 1.00. In Table 5.4, the
sample number, b, the run identification name, the number of activated elements,
T Ve P T T Qg s Ny Gae s Gag % Mgy g g™ and @y, are given. The

computed 6, values were obtained using equations 5.14 and 5.15.

5.4.3 DISCUSSION OF RESULTS

A close look at Table 5.4 (a and b) allows us to make the following observations.

When the drying rate gets close to a constant value {P.C.D.R.P.), the surface
evaporation temperature Ts' (eight column) when b = 19.9 mm reaches the

boiling point whatever the external drying conditions (T, V.., T4, Gig )-
Moreover, for b < 10.3 mm it is obvious that whatever T, v..", T4 and qi; Tg

does not reach the boiling point temperature. A similar behavior was previously
observed in section 5.3 for the free convection-l.R. drying experiments. This
phenomenon necessitates a careful explanation.

The relevant experimental phase was carried out through completion of the
following experimental schedule:

a) Convective drying runs with b= 5.5, 10.3 and 19.9 mm;
b} Combined convective-1.R. drying runs for the 10.3 mm sample;
¢) Combined convective-1.R. drying runs for the 19.9 mm sample;

d) Combined convective-l.R. drying runs for the 5.5 mm sample and free
convection-1.R drying runs.

Up to step 3, the recorded T, and N, were reproducible and comparable for

fixed external conditions. However, after a few combined convective and I.R.
(T, -80-180 °C, v, ~2.1-6.2 m/s, ;s ~ 7260-21080 W/m?2) drying runs

(6 for b=19.9 mm (No. XIl) and 3 for b =20 mm (No. XIil)) for which it was
observed that the T, and N, were similar to the ones already found for the 10.3

mm sampte (No. X). It appeared, as additional runs were carried out for same
heating conditions (T..", V.., Gis ). that the recorded T’ were getting progressively

higher than for the initial observations.



TABLE 5.4a
HEAT TRANSFER COEFFICIENTS FROM THE COMBINED

NV IVE_AND DRYING RUN
* * & '] - - * * - [ ) * -

Sa. No.|Run | Nb. Tfi v, F.io° Td TS Qs Nv Gac Qac o hc hcp hCC eh

b(mm))No.[El.) CC) | (m/s) | (kPa) | CC) | C)]Wim?) |(kg/ms) | (Wim2) | % | (W/imPK) | (W/m?K) |(W/m?K)] ()
2 [ 7921 20 [10010] 83 [56.0 | 6810 [225¢-03| 110 2.0 22 20 23 0.86
8 | 861 | 2.0 | 9998 | 122 | 76.0 | 20340 | 6.63e-03 | 500 3.2 27 14 24 0.60
8 | 1450 3.5 |101.98| -40 | 82.8 | 20740 | 6.82e-03 | 510 3.2 5 18 29 0.65
8 141.7 5.2 101.19 -10.6 | 82.7 20770 | 7.06e-03 550 3.4 15 26 37 0.72
4 81.1 2.1 98.78 5.2 73.3 12110 ] 3.88e-03 300 3.3 - 19 25 0.77
6 | 831 ] 2.1 | 9873 | 6.4 | 78.2 | 16980 | 5.14e-03 | 550 4.6 R 17 25 0.70
2 | 80.0] 2.1 | 9897 | 39 | 603 ) 6930 J225e03] 110 2.2 22 20 24 0.86
2 79.9 2.1 99 51 12.3 64.2 6890 2.29e-03 130 2.3 36 21 24 0.86
2 79.8 3.2 99.93 6.7 62.7 6860 2.28e-03 140 2.6 35 29 32 0.90
2 1798 ) 45 | 9986 | 7.8 |60.7 ) 6840 }2.2%9-03| 170 3.1 34 35 ag 0.91
8 | 867 ] 21 | 98.74 | 4.4 | 85.3 | 20520 { 6.16e-03 | 850 6.0 R 16 25 0.64
8 | 856 { 2.1 | 99.50 | 13.9 | 80.8 | 20510 | 6.01e-03{ 760 5.4 - 16 25 0.65
8 | 830 | 3.3 |10006] 7.1 | 83.1 [ 20490 | 6.15e-03] 790 5.6 - 25 34 0.73
8 | 837 | 45 | 9987 | 9.2 | 823 ] 20510 | 5.82e-03 | 750 5.6 . 32 41 0.79
2 180.0 2.6 100.81 2.9 73.3 7660 3.34e-03 270 3.5 24 16 20 0.76
2 | 180.0] 43 |100.79| 25 |72.4 | 7710 |3.67e-03| 270 3.1 31 22 28 0.81
2 179.8 6.1 100.79 4.1 71.8 7660 3.66e-03 290 3.4 31 29 35 0.85
8 | 183.3| 2.6 | 100.79| 5.1 | 85.2 | 21370 | 7.24e-03 | 1180 | 7.1 15 10 21 0.49
8 181.1 4.3 100.81 1.9 84.4 21370 | 7.37e-03 1260 7.4 19 18 29 0.62
8 180.1 6.1 100.79 58 B4.4 21380 | 7.32e-03 1110 6.6 16 25 36 0.70
— ] - s

Nb. El.: number of heating elements activated

III!
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TABLE 5.4b

HEAT TRANSFER COEFFICIENTS FROM THE COMBINED
CONVECTIVE AND |.R. DRYING RUNS

Nb.| T.) | v, P | T | Ts | ai N, Qe |9ac %] e hep hee | 6
ElL.] (C) | (mis) | (kPa) ¢ C) { €O | wim?) | (kg/m?s) | Wim2)| % | (Wim?K) | (Wim?K) | (W/im?K) | ()
2 80.3 2.1 99.79 17.9 (100.8% 7260 1.75e-03 0 0.0 48 24 27 0.91
2 81.3 2.1 99.67 171 |1100.9] 7270 1.80e-03 ¢ 0.0 45 24 27 0.90
2 81.2 4.5 99.57 16.9 |100.6] 7220 1.49¢-03 0 0.0 79 42 44 0.95
8 85.3 21 99.69 16.2 |101.7] 21130 | 6.60e-03 510 3.4 39 17 27 0.63
8 84.2 2.1 99.79 16.2 |101.8] 21100 | 6.53e-03 470 3.2 46 17 27 0.64
8 84.2 2.6 99.71 16.5 |101.7] 21080 | 6.37e-03 440 3.1 68 21 31 0.69
8 84.1 3.4 99.78 15,9 |101.5] 21010 | 6.26e-03 550 3.9 73 27 37 0.75
8 82.9 4.5 99.99 14.1 {101.6] 20990 | 6.23e-03 230 1.6 88 34 44 0.79
8 84.1 4.5 99.99 13.7 |101.6] 21000 | 6.24e-03 310 2.2 89 34 44 0.79
8 84.9 4.5 100.5 | 13.7 |101.7} 20990 | 6.34e-03 290 2.0 80 34 43 0.79
8 85.6 4.5 100.18 | 14.0 |101.6} 20980 | 6.33e-03 330 2.3 82 34 43 0.79
2 180.3 2.6 99.99 11.8 |101.2¢F 7920 ] 3.13e-03 220 3.1 23 18 22 0.79
2 180.2 6.2 99.71 14,7 | 1005 7860 | 3.55e-03 110 1.3 34 33 38 0.86
2 180.2 6.2 98.90 14.0 |100.4§ 7870 | 3.36e-03 160 2.2 29 33 38 0.87
2 180.3 6.2 29.11 12.0 |100.5] 7880 3.57e-03 70 0.9 34 33 38 0.86
8 179.9 2.6 100.63 8.7 |101.1] 22020 | 7.79e-03 290 5.6 23 11 22 0.48
8 179.9 2.6 100.61 9.7 101.1] 22110 | 7.70e-03 1010 5.8 20 11 22 0.48
8 180.3 6.2 99.51 6.6 100.9] 21830 ] 7.64e-03 1510 8.7 27 27 38 0.70
8 179.7 6.1 100.31 12.1 [j101.56] 21770 ] 7.98e-03 940 5.2 31 26 38 0.69

Nb. El.: number of heating elements activated

[ANt
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During the period of these experiments (within 3 days), four convective drying
runs (T, ~180°C, v, ~2.6 and 6.1 m/s and T,  ~ 13.6-16.3 °C) showed a

similar increase of T (68 °C, 72 °C, 78 °C and 86 °C) in convection drying
which confirmed the existence of this phenomenon. As these temperatures are
significantly higher than the ones presented in section 4.2 for similar conditions
(Ts' ~ 45-51 °C), it can be concluded that an additional mass transfer
resistance was probably being built close to the sample surface (crust formation).
This is quantified in Table 5.5 where an evaluation of the mass transfer
coefficient (Kyg( )yary (from the experimental N,", application of the boundary
laver theory and density variation corrections) is compared with the one
presented in section 4.3 (Table 4.2). For sampie no. Xl the ratio of thase mass
transfer coefficients evoives from 2.4 (run no. i37h) to 5.2 {run no. i46h). As Ts'
for sample no, Xll during the combined convective-l.R. drying runs was already
stabilized to the boiling point temperature when iun no. i47h was realized, it is
likely that the value reached is also stabilized (it is about 6.2 time lower than its
initial value). h.g " is also computed in Table 5.5 and show similar values as the
one from Table 4.2. This underlines the point that a much higher mass transfer
resistance exists at the surface which has no major influence on the heat transfer
resistance.

In Figure 5.10a, a photograph of sample no. X surface can be compared to
sample no. Xll surface (Figure 5.10b). It is observed that the surface of no. Xl
displays brown and darker areas than the surface of no. X which means that i
was "contaminated". Also in Figure 5.11a and b, a typical fraction of these
surfaces are magnified (X 40) which shows that the pores of sample no. XIl
surface (Figure 5.11b) are obstructed whereas for sample X this does not seems
to be the case (Figure 5.11a). However, as the total amount of water absorbed
by sample no. XII was not different during the convective and combined
convective-l.R. drying experiments, the additional mass transfer resistance is not
likely to aftect the internal moisture transport as it is mainly a surface
phenomenon, Since only distilled-ion free water (conduciivity: 5.6 108 mho/cm)
was used throughout, it is probably due to an improper glue mixture which did
not resist fully to the very high temperature and stresses to which it was submitted
under repeated wetting and drying with |.R. heating (overheating).
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TABLE 5.5

COMPARISON OF (K, g Jyanp-AND hig, " AFTER (COMBINED
CONVECTIVE-L.R., DRYING RUNS) AND BEFQRE (CONVECTIVE RUNS):
_THE EFFECT OF CRUST FORMATION ON SAMPLE NO, Xl AND Xill
FBOM CONVECTIVE DRYING RUNS

Run[Sa.| b | 7.0 | v. | P |7y Tl N, After Before | After I‘éeforg
No. | No. _ _ (Kyt Jvarp [{(Kyal varp] NeBL | Nemr
() | () {mm){ °C) [(m/s)] (kPa) [(°C)[{°C) | (kg/m?s) | (mole/m?s)](mole/m2s){(W/m3K)|(W/m3K
i37h| X1l [20.0 {180.5] 2.6 [100.05{13.6] 68 |1.31e-03 0.26 0.62 18 19
i42h| XIi1{20.0]180.3] 6.1 |99.73 |14.2] 72 |1.536-03 0.25 1.18 24 33
i46h| XII1120.0[180.6] 2.6 |99.41 |16.0{ 78 |9.93e-04 0.12 0.62 13 19

i47h{ Xt ]119.91180.5| 2.6 |99.13|16.3 86 §1.18e-03] 0.10 0.62 19 19
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Figure 5.10 a Photograph of sample No. X after completion of the experimantal
schedule; overall view of the surface

Figure 5.10b Photograph of sample No. XII after completion of the experimental
schedule; overall view of the surface
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Figure 5.11a Photograph of sample No. X after completion of the experimental
schedule: a typical fraction of the surface magnified (X 40)

- - . » .

Figure 5.11b Photograph of sample No. XIl after completion of the experimental
schedule: a typical fraction of the surface magnified (X 40)
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The reported results for the combined convective-I.R. drying runs performed with
sample no. XIt (19.9 mm) are the ones for which the T, values stabilized to a

value close to 100 °C for all q;;” used and N, ‘was observed to be reproducible.
These data were analyzed since:

a) It probably corresponds to data (T, ~ 100°C) for a very low

permeability porous medium or colloidal material such as porcelain
clay (d <43 pm, b=28-31 mm, T_,"=8°C, v_ "=1.3 mis,

Qi = 9260 W/m2, T,' = 100 °C) as reported by Yagi et al. (1957);

b) It characterizes extreme conditions in terms of mass transfer rate and
presents a good test for the applicability of the correction procedures.

As can be seen from the 10.3 mm sample data (T, ~80°C, v '~ 2.1 m/s,
T4 ~3.9-6.4 ° C), when g is increased in the range 6.9, 12.1, 17.0 and 20.5
kW/m2; T, increases in the range 60, 73, 78 and 85 ° C respectively (Figure
5.5b). A very good linear correlation (r=0.983) between T, and g, is displayed
in Figure 5.5b for T,  ~ 80°C. Yagi et al. (1957) have found T, in the range 46-
69 °C for various granular porous media (river and standard sand, d =9-
740 um, b=7-61 mm, T,,"~8-33° C, v,,' ~ 1.1-1.3 m/s, qg;; = 5110-10450
W/m2). Their results for d=88 pm and 130 um and the one provided by Navarri
(1990, 1991) for silica sand (quarry sand or sea sand, d = 250-400 or 200-250
um, b=5or 7 mm, T, ~ 30-90°C, v_" ~2.1-6.0 m/s, g;; = 10.0 and 18.5
kW/m2 (N.L.LR.)) are also sketched in the same figure; they confirm the
temperature level found in the present study. Hasatani et al. (1983, 1988)
studying the case of silica sand layers (d =320 um, b=20 mm, T, = 30-
80 °C, v,, ~0.60-1.1 m/s and g5 = 290-1400 W/m2) observed T, in the
range 32-34 °C. This is probably a result of the low qis' values used during their
experiments which were comparable in magnitude to the radiative heat fluxes
from the test section walls found in the convective drying experiments
summarized in Table 4.1.

In Table 5.4a, for T, ' ~80°C, v~ 2.1 m/s and q,; ~ 6.9 kW/m?, an increase
of 8°C of Ty" (3.9°C vs. 12.3 °C) produces a T, increase of about 4 °C
whereas for T, ~86°C, v,,' ~2.1 m/s and g, ~ 20.5 kW/m2, an increase of
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9 °C of T4 (4.4 °C vs. 13.9 °C) produce a T, decrease of about 4 °C. Thus, it
seems that there is no systematic effect of T4 on T

No apparent effect of v.,” on T, level can be identified with certainty in

Table 5.4a. If it exists, it might be a very low decrease (~ 1 °C when the
velocity is doubled). At low qis' (6.9-7.9 kW/m?) a significant increase in surface

temperature (~ 10 °C) occur when T,  is increased from 80 °C to 180 °C.
However, at high g (20.5-21.4 kW/m?) the same increase of T_," do not promote
any meaningful effect on Ts' (Figure 5.5b).

It is interesting to note that Ts' values reached in free convection-l.R. drying
(Figure 5.5a) are higher than the ones in forced convection-1.R. drying (Figure
5.5b). In forced convection conditions, the diffusion path (for the water vapor
molecules) through the boundary layer is smaller. This result in a lower diffusion
resistance.which, for similar mass flux, necessitates a lower surface
concentration and thus a lower surface temperature.

It can be concluded that for b = 10.3 mm, T, during the P.C.D.R.P. is only an
increasing function of qis' while it is also an increasing function of T at low
Qi (6.9-7.9 kKW/m?2).

T, reached for the 5.5 mm sample (T, ~80°C, v,," ~2.0 m/s, T4 ~ 8.3-

12.2 °C) is about 4 °C to 9 °C (Figure 5.5b) lower than for the 10.3 mm sample
(56 °C vs. 60-64 °C; 76 °C vs. 81-85 °C) under almost the same incident heat
fluxes (qis' ~ 6.8-20.3 KW/m2). A portion of this difference is probably due to the
effect of the thermocouple on the surface temperature measurement as
discussed in section 6.6.2 and 6.7.1.

In Figure 5.12a and b, a representation of Nv' as a function of qis' is displayed for
free (no forced flow present} and forced convection I.R. 'drying respectively
(b=19.9 mm). In forced convection (Figure 5.12b), N, is relatively more
sensitive to v, changes at low g;; values because the spread of the data (a
measure of the effect of v__") is about the same at low and high heat flux.



10 119
b= 19.9 mm
B -
&

e 6
€ a
S,
2
.z> s | O

2 Q

Free convection LR. drying
0 t
5 10 15 20 25

qs (kW/m?)
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Figure 5.12b The drying rate as a function of the overall incident heat flux from
forced convection LR. drying runs (N, vs. q,)
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Since N, and g;," were obtained independently (forced and free convection-I.R.
experiments respectively), the relatively small spread of the data (at constant T.)
emphasize the fact that the experimental proceduie to obtair g anc Eg’ is
accurate.

qac'% {twelfth column, Table 5.4a and b) range from 0.0 % \'Tw' ~ 80 °C,
Qis ~ 7-3 kW/m2, b=19.9 mm) to 8.7 % (T, ~ 180 °C, g; ~21.8 kW/m?,
b =19.9 mm). At constant T.", when g, increases from about 7 kW/m? to 21
kW/m2, q.. % increases between 2 to 4 %. At almost constant g, , increasing
T.. by 100 °C creates approximately a 1 % increase of q,, %. Qgc % IS a very
weak function of v_" (changes are less than 1 % when v__" is doubled).

hc' (thirteenth column, Table 5.4a and b) could not be c=zici.iated accurately
when g > 12.1 kW/m2 (b=10.3 mm, T, ~ 80 °C) because when the
denominator (T - T,') of the left-hand side in equation 5.12 is .00 iow (-0.1
<T.-T," < 7.8°C), h,' is more sensitive to errors which occur in the
determination of the drying rate, heat of accumulation, samplie total
hemispherical emissivity or incident heat flux.

When T, > T, (b=19.9 mm, T ~80°C), it is remarkable to observe that
hc' (thirteenth column, Table 5.4b) is about twice hcp' (fourteenth column,
Table 5.4b). This heat transfer coefficient increase is contrary to what can be
predicted with the correction prosedures (boundary layer, film or penetration
theories) presented in section 4.3. A decreasa should be expected like in
evaporation from a heated wall (Bird et al. 1960; Kast, 1984). This phenomenon
results in higher than expected convective heat losses and lower Nv'. It may be

noted that:

a) At constant g, for same v,,' (2.1 m/s or 4.5 m/s) the maximum
scatter on these h,, data is relatively low .~ 17 %);

b) At constant v, for different g (7.3 kW/m2vs. 21.1 kW/m2) a
comparison of determined h;" values show differences less than
20 %;
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¢) The usual behavior of hc' increasing function of v_" increasing is
shown by these data; for both heat fluxes (7.3 kW/m2 and
21.1 kW/m?2) multiplying the velocity by 2.1 gives a hc' multiplied by
a factor betwe.aen 1.7 and 2.0. In chapter IV, the experimentaily
determined h, was similarly observed to be multiplied by 1.5 when
the velocity is multiplied by about 2.3;

d) The determination of hc' (Table 5.4b) was reproduced 4 times for
same drying conditions (b=19.9 mm, T_'~ 84 °C, v_ = 4.5 m/s,
Ty ~14°C, g ~ 21.1 kW/m?2), the resulting h.~ was
reproducible within £ 11 %. Moreover, Ts' was found reproducible
within +0.1 °C.

When T, < T,  (b=5.5 or 10.3 mm; b=19.9 mm and T, ~ 180 °C) the
range of h, (5-36 W/m2K) is comparable to the range of h,, (21-44 W/m?K:
fifteenth column, Table 5.4a and b). This means that I.R. heating (medium-to-

long wavelength range) does not change the order of magnitude of the
convective heat transfer coafficient (T, < T_"). In most reported cases in

Table 5.4, an increase of hc' results from a v_” increase although the scatter in
the results does mask partly this effect.

For convection-L.R. drying, the range of 6;, (0.48-0.95; fast column, Table 5.4a
and b) extends to lower 8, values as compared to the one found in convection
drying (0.94-0.98). The overall behavior of 8, is a decrease with an increase in
Qs (Figure 5.13a). In Table 5.4, 8, increases by up to 0.15 as T, is decreased
by 100 °C (at constant q;, ; Figure 5.13a). 8}, is increased when v, is increased
(by as much as 0.2 when v~ is doubled). The range of 8, predicted by the

boundary layer theory implies a significant decrease (5 % to 52 %) of the heat
transfer coefficient in the case of combined convective-1.R. drying over the
operating range investigated.

In order to verify (when Ts' < T.") if the boundary layer correction could be
applied successfully to h, to predict the convective heat transfer coetficient hcp°
corrected for high mass transfer rate effect, the differences h'-h,’ (Ah4) and
he -hee (Ah,) were computed (n = 22 cases; Table 5.6).
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LAYER THEORY FROM THE COMBINED CONVECTIVE AND_L.R. DRYING RUNS

TABLE 5.6

[EST ON THE PREDICTION OF THE HEAT TRANSFER COEFFICIENT WITH THE BQUNDARY

Sa.No.JRuniNb.l T ' | v | P | T4 | T | as Ah, Ah, Ah, Ah, Ah, Ah,
kPa) | CO ICC fwmdi2and8|2and 8] 2 2 8 8
. 100.10] 8.3 | 56.0 | 6810 2 2 2 2 ]
X irng 86.1 | 2.0 | 99.98 | 12.2 | 76.0 | 20340 12 2 12 2
i 1450 3.5 |101.98] -4.0 | 828 | 20740 13 23 13 23
141.7| 5.2 [101.18| -106 | 82.7 | 20770 -11 22 -11 -22
800 ] 21 | 9897 ] 39 [603] 6930 | 1 2 1 2 |
2 | 799 | 21 | 99.51 | 123 | 64.2 | 6890 15 12 15 12
ir7 | 2 | 798) 32 | 99.93 ] 67 |62.7] 6860 6 3 6 5
i | 2 | 798| 45 | 9986 | 7.8 | 60.7 ]| 6840 -2 -5 2 -5
X iM1| 2 | 180.0| 26 | 10081] 2.9 | 73.3 ] 7660 8 4 8 4
103 Jina} 2 | 1800 43 |10079] 25 | 724 | 7710 8 3 8 3
2 {1798} 61 |100.79| 41 | 718 7660 1 -4 1 -4
8 | 1833 | 2.6 |100.79] 5.1 | 852 | 21370 a 6 7] 6
8 84.4 | 21370 1 -10 1 -10
8 84.4 { 21380 -9 -20 -9 -20
5 1
1 -4
-4 -9
1 -4
12 1
9 -3
0 -11
4 -8
ah . [ 25 -4.8 37 | 06 1.0 9.9
Sidev. 7.3 8.6 52 55 9.4 9.1

Nb. El.: number of heating elements activated

€Cl
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Ahy mean value {Ah.,q) was 2.5 (standard deviation ¢, = 7.3) and Ah, mean
value (Ahp,,) was -4.8 (standard deviation ¢, = 8.6). Assuming a normal
distribution (Bragg, 1974) for Ahy and Ah,, a student's ¢ test (Audet et al., 1986)
was carried out to check if these mean values were significantly different from 0.
The formula for ¢t is given by (Audet et al., 1986):

Ah, -0

hw (5.18)

where Ah.. is the mean to be tested (Ah.,, or Ah,), O is the assumed average of
the whole population, g; the standard deviation computed from the evaluation of
Ah, or Ah, and (n-1) is the test number of degrees of freedom for the test. With

21 as the degree of freedom, a "student's t * value of 1.72 for a probability

P = 0.05 is found (Audet et al., 1986). The "t " values from equation 5.18 were
1.6 for Ah, and -2.6 for Ah,. Then, it can be concluded that within a 95 %

confidence limit interval, Ah,,; does not differ significantly from 0 whereas Ah,,
differs significantly from 0.

In Table 5.6 are also provided the Ah; and Ah_, values for low (6.8-7.9 kW/m?;

2 heating elements) and high (20.3-22.1 kW/m2; 8 heating elements) heat flux
data. The student's ¢t test was applied to each of these categories.

For the low heat fiux data, the degrees of freedom is 11 and a "student's t * value

of 1.80 for a probability P = 0.05 is found (Audet et al., 1986). The *t * values
from equation 5.18 were 2.5 for Ah, and -0.4 for Ah,. Then, it can be concluded

that within a 95 % confidence limit interval, Ah, does not differ significantly
from O whereas Ah, differs significantly from O.

For the high heat flux data, the degrees of freedom is 9 and a "student's t * value

of 1.83 for a probability P = 0.05 is found {(Audet et al., 1986). The "t " values
from equation 5.18 were 0.3 for Ah, and -3.2 for Ah,. Then, it can be concluded

that within a 85 % confidence limit interval, Ah,,; does not differ significantly
from 0 whereas Ah,,, differs significantly from O when 8 elements are used.
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Since the correction procedures were developed under the assumption that
vapor diffusion occurs at the interface it is interasting to verify if, when Ts' is equal

to the boiling point temperature and Ts' < Tm', their predictions are still valid. A
test can be carried with the values obtained for b = 19.9 mm and T  ~ 180 °C.

When Ts' is equal to the boiling point temperature (b =199 mm and
T. ~ 180 °C; Table 5.4b), with 7 degrees of freedom a “student's t * value of
2.00 for a probability P = 0.05 is found (Audet et al., 1986). The "t * values from
equation 5.18 were 1.7 for Ah, and -2.9 for Ah,. Then, it can be concluded that
within a 95 % confidence limit interval, Ah.,4 does not differ significantly from 0
whereas Ah,,, differs significantly from 0 when T, is equal to the boiling point
temperature and T, < T,.". The boundary layer theory can be applied to predict
the convective heat transfer.coeﬁic':ient when the surface temperature reaches the
boiling temperature and T, < T, . Yagi et al (1957) have presented results for
a colloidal medium (porcelain clay, d <43 um, b=b=28-31 mm,
T. =8°C, v, =1.3 m/s, q; = 9260 W/m2) for which T," reach the boiling
point temperature and Nv' is half its value obtained for non-hygroscopic porous
media under similar conditions. This might be a consequence of a low E, and/or
an increase of hc' as observed in the present study.

At low ;¢ scatter in the results does not allow us to make a definitive test about
the appropriateness of the boundary layer theory to account for the effect of high
mass transfer rate on the heat transfer coefficient. In such cases, the magnitude

of the expected correction being low (between 5 % and 21 %) relatively small
differences between h,’, h.," and h,.' are apparent in Table 5.4. When the

corrections for high mass transfer rate effect (highest Nv') on the heat transfer
coefficient are the highest (between 21 % and 52 %), the boundary layer theory
appears to be well suited to account for these effects. Hence, it is possible to
infer that the magnitude of the higt:n mass transter rate effect appearing in
combined convection-l.R. drying (T, < T, ) on the heat transfer coefficient is

quantitatively well predicted by the laminar boundary layer theory (Bird et al,
1960). A test on the filrh as well as penetration theories to predict hc' did show

that they were also acceptable.
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5.5 TEST OF THE ANALOGY BETWEEN THE HEAT AND MASS TRANSFER IN
COMBINED CONVECTION-I.R. DRYING

The mass transfer coefficients K " and Ky were computed with equation 4.8 and
4.9 as well as corrected with equatlons 4.14, 4.15 and 4.19 to give (K,g; )\‘,Elrp
and (KyBL Warp- Ky could not be computed when T, is near the boiling point
temperature because y,,,$ is close to unity thus By (section 4.3) increases to very
large values (positive or negative) where the various correction procedures
become meaningless. In te'ms of the physical phenomena, this is usually

associated with a boundary layers separation at the surface {Greiner and Winter,
1978). The experimentally determined hc' can be corrected (equation 4.20) for

high mass transfer rate effect and h.g ~ was obtained. Here 6, was obtained
with equation 4.21 (for By,) and the correlation 4.16 from the boundary layer
theory results. Then all the transfer coefficient ratios described in section 4.3

(4.10, 4.11, 4.22, 4.23) are computed for the 5.5 mm and 10.3 mm samples. The
missing thL' (to compute ratios 4.22 and 4.23) values (due to too small (T,,'-Ts );

section 5.4.3) were replaced by hcc' (6 cases) since it has been demonstrated in
the previous section that the experimental convective correlation (Appendix7)
and the boundary layer theory could be used to predict the heat transfer

coefficient corrected for high mass transfer rate effect. The ratios 4.10 and 4.11
were evaluated with hy’ or hy” (6 cases) respectively.

In Table 5.7, the sample number b, the run identification name, the number of
activated elements, T, v..", P, T, T Qi + e OF oo K 01 (KpBL Warp: 4-22,
Ky (KyBL Varp: 4:23, 8 and H, are given. This Table is given as a reference for
comparison with Table 5.8, were the sarie variables are presented when T is
correctad. Indeed, an important observation concerns the fact that T values

reported in Table 5.4b (also in Table 5.2 for b = 19.9 mm) are greater than 100

°C, the boiling point temperature at atmospheric pressure. Furthermore, the level
reached by Ts' is a function of the number of activataed heating elemerits (2

elements average T,": 100.7 °C, 8 elements average T, : 101.5 °C; T standard
deviation: 0.3 °C). Since the thermocouples used for Ts' measurements have
been calibrated to 0.5 °C, it is possible to ascribe the I.R. heat flux penetration

below the surface as being responsible for the observed systematically too high
T¢ values. It can be assumed that the same phenomena do occur for the case of



127

the 5.5 and 10.3 mm sample since the making of all samples was the same.
Then, T4 can be decreased (0.7 °C 2 elements, 1.0 °C 4 elements, 1.3°C 6

elements, 1.5 °C 8 elements) and all variables in Table 5.7 can be computed
again (Table 5.8).

When TS' < 100 °C, 8k (Table 5.8) is in the range 0.52 to 0.89. 8K appeais to
be a decreasing function of qis' (Figure 5.13b). 0k is decreased when T, is
increased (up to 0.15 at low g, and 0.05 at high q,;'). The effects of v~ on 8k
are low (usually < 0.03). The range for 8 predicted by the boundary layer
theory implies a significant decrease (11 % to 48 %) of the mass transfer

coefficient for the case of comtined convective and |.R. drying over the operating
range investigated.

H, (Table $.8) ranges from 1.03 to 1.12. It seems to increase with qis' (Figure
5.14a). H, is slightly increased when T_ " is increased (by about 0.03 at low i
and almost invariant at high g;s ). The effects of v_" on 8y are low (usually <
0.02). The range for H, implies an increase between 3 % to 12 % of the mass

transter coefficient in case of combined convective and 1.R. drying over the
operating range investigated.

The transfer coefficient ratios mean (20 cases) of 4.22 and 4.23 computed from
all experimental results reported in Table 5.8 are 0.97 and 1.46 while their
standard deviation are 0.42 and 0.44 respectively. The increase of the scatter in
the transfer coefficient ratios (as compared to the one found for the convective

results) is mainly due to the additional uncertainty brought into equation 5.12 by
the experimental determination of the radiative heat transfer characteristics: E"

and qi;. Only2(T_"~80°C, v, ~2.1 m/s, q¢ ~6.9 or 20.5 kW/m?2) of the
20 cases were carried under similar conditions and their transfer coefficient ratio
do show a similar scatter as the whole of the data. The mean of 4.22 and 4.23

(Table 5.7) were 1.00 and 1.56 while their standard deviation is slightiy
increased (0.45 and 0.46 respectively) before the Ts' correction was made, so it

is possible to say that the transfer coefficient ratios are quite sensitive to small T’
variations (0.7 °C to 1.5 °C).
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TABLE 5.7
E NSFE IE H BINE
CONVECTIVE AND LR. DRYING RUNS (RAW DATA)
Sa. |[Run[NB| T  Iv'l P | TSI TS C Thol K . : . . . o
No. [No. {Ell = || "= | 9| s | % (;BE) P | (o) | (Nuw S| Ky [(Kia)op| (M, S| Bk | P
cc Shyg Pr Shg Pr
b TOTO[COTMm[®Pa)[COCC)] W/ | W/ | (mis) | (mis) (422) [(mole/[ (mole/ § (423) | O 10
(mm) /s) m2) Im2K m3s) { m3)
iMn74§ 2 79.2 | 2.0|100.10| 8.3 | 56.0 | 6810 25 |2.20e-02|2.57e-02 0.92 0.68 0.79 1.06 0.8811.03
1.4 irg | 8 86.1 | 2.0 99.98 } 12.2]1 76.0 | 20340 ] 36 |]2.75e-02]|4.41e-02 0.79 0.57 0.91 1.30 0.68)1.08
55 JisSh| 8 | 145.013.5]101.98| -4.0 | 828 [ 20740} 15 |2.13e-02]4.25¢-02 0.36 0.35 0.70 0.69 0.5611.11
i83h] 8 | 141.7|5.2|101.19]|-10.6) 82.7 | 20770 ] 25 {2.21e-02}4.43e-02 0.58 0.36 0.72 1.12 0.55]11.11
—_— — —— — —— — ————————— ————— —— ——— Fa—

ir2 4 B1.1 |21 98.78( 5.2 | 73.3 §12110 | (25) [ 1.77e-02 | 2.68e-02 0.90 0.39 0.59 1.40 0.7111.07
i3 6 83.1]2.1] 98.73] 6.4 | 78.2 | 16980 (257 1.94e-02 ] 3.35e-02 0.73 0.36 0.63 1.31 0.63}1.09
irt 2 80.0 {2.1] 98.97 | 3.9 | 60.3 [ 6930 25 1.78e-02( 2.18e-02 1.11 0.51 0.62 1.35 0.8511.04
ir5 2 799 | 2.1] 99.51 | 12.3 ) 64.2 | 6890 39 | 1.57e-02]2.00e-02 1.89 0.42 0.54 2.43 0.82]1.05
ir? 2 798 |3.2]1 99.93 | 6.7 | 62.7 | 6860 38 1.64e-02 | 2.05e-02 1.77 0.45 0.57 2.22 0.83]11.04
ir9 2 79.8 |45} 99.86| 7.8 | 60.7 | 6840 37 1.80e-02 ] 2.21e-02 1.59 .52 0.63 1.94 0.8511.04
X Jid ] 8 86.7 [2.1] 98.74 | 4.4 | 85.3 | 20520 | (25) | 1.77e-02 | 4.12e-02 0.61 0.24 0.56 1.48 0.49]1.13
103 ] ir6 8 85.6 |2.1] 99.50 | 13.9] 80.8 | 20510 § (25) {2.03e-02] 3.87e-02 0.63 0.36 0.67 1.24 0.5911.10
ir8 8 | 83.0 |3.3|100.06] 7.1 | 83.1 { 20490 | (34) ] 1.92e-02 | 3.94e-02 0.83 0.30 0.62 1.79 0.54§1.12

irgé | 8 83.7 |4.5]| 99.87 } 9.2 | 82.3 | 20510 | (41} ]| 1.88e-02 }3.73e-02 1.07 0.31 0.6‘-.' 2.21 0.56Q1.11
irii] 2 ]180.0§2.61100.81}] 2.9 | 73.3 ] 7660 29 1.51e-02]} 2.27e-02 1.37 0.34 0.57 1.83 0.7231.07
ir3d | 2 1180.0]|4.3]100.79] 25 {724 | 7710 36 1.72e-02 | 2.54e-02 1.52 0.40 0.59 1.99 0.7311.07
iMmb] 2 1179.8]6.1]100.79} 4.1 | 71.8 | 7660 36 ]1.76e-02]2.56e-02 1.52 0.4 0.60 1.96 0.74]1.07
irn2| 8 [183.3{2.61100.79] 5.1 | 85.2 [21370] 25 |[2.08e-02|4.69e-02 0.58 0.30 0.67 1.20 0.5001.13
ir4j] 8 |181.1]43]1060.81] 1.9 | 844121370} 29 }§2.186-02)4.72e-02 0.67 0.33 0.71 1.34 0.5211.12
ir6 ] 8 |} 180.1]6.1]100.79] 5.8 | 84.4 | 21380 27 ]2.17e-02]4.690-02 0.61 0.32 .70 1.23 0.52]1.12
- ‘ Average 1.00 1.56 —

Stdev. 0.45 0.46 %

Nb. El.: number of heating elements activated
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TABLE 5.8
M BINE
CONVECTIVE AND LR, DRYING RUNS (T, CORRECTED)
Sa- Hun Nb- T. v * P * T. T. _. h - K. » * - . . H
No. Ino. lEr | = V= oo d s | Yis (I'(:B':) p (KPBL)mp (NUBL E} Ky (Kym)m [NUBL EJ O | Mc
cc Shyg, Pr Shyg Pr
b (D1O1CC|(mlKPa)[(CC(°C)| W/ | W/ | (m/s) (m/s) (4.22) |(mole/] (mole/ (4.23) (10O
(mm) /s) m?) [m2K m2s) | m2s)

71 2 | 79.2 |2.0]|100.10] 8.3 | 55.3 | 6810 24 |2.28e-02]2.64e-02 0.87 0.70 0.82 1.00 0.89]11.03
X irt8 | 8 86.1 |2.0] 99.98 | 12.2]| 74.5 | 20340y 34 [2.92e-02[4.50e-02 0.72 0.63 0.97 1.14 0.70]1.08
55 |iBSh] 8 | 145.013.55101.98] -4.0 | 81.3 {20740 | 15 |2.25e-02|4.24e-02 0.36 0.40 0.75 0.65 059f1.11
iB3h| 8 [141.7)5.2]101.19}-10.61 81.2 | 20770 25 {[2.33e-02]4.41e-02 0.58 0.41 0.77 1.05 0.58]1.11
- ir2 4 81.1 |21} 98.78 | 5.2 | 723 [ 12110 ] (25) | 1.84e-02]|2.73e-02 0.88 0.41 0.61 1.33 0.7211.07
ir3 6 | 83.1121]98.73| 6.4 | 76.9 | 16980 ] (25) ]2.04e-02 | 3.39e-02 0.72 0.40 0.66 1.24 0.65]1.09
i 2 ] 80.0)2.1]9897] 3.9 | 59.6 | 6930 24 | 1.84e-02]2.23e-02 1.05 0.53 0.64 1.26 0.86]1.04
ir5 2 1799 ]|2.1}9951]|123]63.5]| 6890 37 |]1.62e-02]2.04e-02 1.77 0.44 0.56 2.25 0.83§1.04
7 2 | 798 13.2] 9993 | 6.7 | 62.0 | 6860 36 | 1.69e-02|2.10e-02 1.66 0.47 0.59 2.07 0.84]1.04
ir9 2 798 (45| 9986 7.8 | 60.0 | 6840 35 {1.86e-02]2.26e-02 1.50 0.54 0.65 1.82 0.86]1.04
X ir4 8 86.7 |2.1]| 98.74 | 4.4 | 83.8 120520 | (25) | 1.87e-02|4.03e-02 0.62 0.27 0.59 1.39 0.52)1.12
19.3 g i 8 B5.6 [2.1] 99.50 | 13.9} 79.3 | 20510 } (25) ] 2.20e-02 | 3.89e-02 0.63 0.40 0.71 1.16 0.6211.10
ir8 8 | 83.0 |3.3]100.06| 7.1 ] 81.6 | 20490 ] (34) ]2.03e-02| 3.92¢-02 0.83 0.34 0.66 1.68 0.5711.11
irno | 8 83.7 §4.5] 99.87 | 9.2 | 80.8 | 20510 §J (41) ] 1.99e-02) 3.72e-02 1.06 0.35 0.65 2.07 0.5911.10
irf1] 2 1180.012.6]|100.81] 2.9 | 72.6 | 7660 28 | 1.56e-02 | 2.30e-02 1.34 0.36 0.53 1.77 0.72]1.07
irt3 | 2 |1180.0]|4.3]|100.79} 25 | 71.7 | 7710 35 |1.77e-0z|2.57e-02 1.4% 0.42 0.61 1.92 0.7411.07
5| 2 |1179.8] 6.1]100.79] 41 | 7v.1 | 7660 36 | 1.81e-02]2.60e-02 1.49 0.43 0.62 1.89 0.74)1.07
iMm2| 8 [183.312.61100.79| 5.1 | B3.7 | 21370 | 25 |]2.20e-02]4.60e-02 0.53 0.34 0.71 1.13 0.5311.12

irtd | 8 |181.1]|43[100.81| 1.9 | 829 (21370 29 |2.30e-02|4.66e-02 0.68 0.37 0.75 1.26 0.55]1.11

iré | 8 1180.1]16.1|100.79| 58 | 82.9 {21380] 26 |]2.2%9e-02|4.63e-02 0.62 0.37 0.75 115 0.55]1.11

—— . —— e ———— =

Average 0.97 1.46 "

Stdev. 0.42 0.44

Nb. EL.: number of heating 2lements activated
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It is interesting to note that the transfer coefficient ratio 4.22 is about three times
less sensitive to T, variations than is the transfer coefficient ratio 4.23.

The intensity of the correction procedures (in Table 5.8) on the transfer coefficient
ratios (4.10 and 4.11) can be visualized through use of frequency graphs. 0.2
width intervals are defined and all transfer coefficient ratios falling within that
interval are given the same average values (x value) while the total number of
case that have the same x value are recorded (y value). For example, all values
(y value) within the interval 0.4-0.6 are taken to have the value 0.5 (x value), all
values within the interval 0.6-0.8 are taken to have the value 0.7, etc. In Figure
5.15a and b are represented the transter coefficient ratios 4.10 and 4.22
respectively while in Figure 5.16a and b are rapresented the transfer coefficient
ratios 4.11 and 4.23 respectively. It can be obsarved that:

a) The scatter of the data is significantly reduced (0.42 vs.0.52 and 0.44
vs. 0.64) by using the boundary layer theory and density variation
procedures to correct the heat and mass transfer coefficients;

b} The average transfer coefticient ratio is shifted toward lower values
(0.97 vs.1.16 and 1.46 vs. 1.77).

A bimodality effect seems to exist according to data in Figure 5.15 and 5.186.
From the results in Table 5.8, the mean of 4.23 for 2 and 8 eleinents can be
calculated, we find 1.75 (standard deviation 0.42) and 1.27 (standard deviation
0.38) respectively. Heat losses in percent evaluated for 2 elements in section
5.2.1 are about twice the one found for 4, 6 or 8 elements thus the uncertainty in
the determination of g~ is likely to be higher in that case. If for instance g is
underestimated by only 2 % (real heat losses being higher than estimated as a
result of radiative loss from the vessel internal side) for 2 elements than the
means of 4.23 for 2 elements and ali cases (2 elements and 8 elements) are now
1.54 (standard deviation 0.41) and 1.38 (standard deviation 0.39) respectively

(instead of 1.75 (0.42) and 1.46 (0.44)). This could explain partially the
discrepancies observed between the results at high and low g;s values.
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TABLE 5.9

THE TRANSFER COEFFICIENT JATIQOS FROM THE COMBINED
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CONVECTIVE AND J.R., DRVING RUNS AND THE
RECT P
( Nu &:J' (NUBL g) [&g} (NUBL Sc}-
Sh, Pr Sh g Pr sh, Pr Sh,, Pr
Simulation parameters P Ja NIRRT e AT T Jar A TTREL T
(4.10) (4.22) (4.11) (4.23)
__| Stdev. Stdev. Stdev. Stdev.
E, = 0.80, E4= 0.92, E;=0.28
T2‘= Average(T", Ttal Tte) 1 .1 6 0.97 1.77 1.46
T3 = Average(Typ, Tyg, Tig) 0.52 0.42 0.64 0.44
Boundary Layer Theory
1.20 0.93 1.84 1.39
Film Theory
0.51 0.43 0.68 0.47
1.19 0.85 1.82 1.43
Penetration Theory
0.51 0.43 0.66 0.46
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A quantitative evaluation of both correction procedures (boundary layer theory,
density variations) may now be made. The mean of 4.23 (Table 5.8) when the
transfer coefficients are uncorrected is 1.77 (standard deviation 0.64). When the
boundary layer theory correction is applied a mean value of 4.23 (without density
correction) is found to be 1.58 (standard deviation 0.45). This represents an
11 % decrease (1.58 vz. 1.77) while the data standard deviation is decreased by
about 35 % (0.48 vs. 0.71). Once Hanna's correction factor is applied the mean
1.68 with standard deviation 0.45 gives 1.46 (the mean presented in Table 5.8)
with a standard deviation of 0.44; this represents a decrease of 8 % and 2 %
respectively in the result.

Table 5.9 presents a comparison of the mean transfer coefficient ratios obtained
from the various correction procedures (boundary layer, film and penetration
theories). It appears from these results (especially on 4.23) that the magnitude of
the correction provided by the film theory seems to better predict the high mass
transfer rate effect in combined convective-l.R. diying. The small differences
between the transfer coefficients ratios (4.10, 4.11) computed with uncorrected
transfer coefficients result from the use of hcp' instead of h,~ that could not be
evaluated for six runs. For the tiansfer coefficient ratio 4.22, all corre .tion
procedures seem to offer an acceptable correction of the transfer coefficients.

Three additional explianations can be put forward to explain the differences still
existing between the mean transfer coefficients ratio 1.46 (equation 4.23; Table
5.8; Table 5.8) and its value in convection drying (0.93; Table 4.2b):

a) The laminar boundary layer theory might not model adequately the
high mass transfer rate effect in case of turbulent flow; according to
the transfer coefficient ratios computed with the film and penetration
theory, it seems that the correction to the transfer coefficients should
be lower. Kast (1982} underlined the point that for a turbulent
boundary layer no specific correction other than empirical have been
developed. The relation between 6, and ¢,, derived from heat

transfer experimental resuits (transpiration cooling) and presented by
Eckert and Drake (1972) as well as Kast (1982) shows that 6, shouid
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be greater than the one derived from the film theory for the case of
turbulent flow;

b) The heat transfer coefficient could not be corrected for the effect of

density variation because at the present time such correction has not
been found.

In Figure 5.14b is shown the ratio of the experimental 8y, (ratio of Ky (Table S.8}
to (Ky')varp (Table 4.2b; b= 5.5 and 10.3 mm)) to the predicted er (ratio of 6y to
H.). The following remarks may be made:

a) The order of magnitude of the mass transter coefficient correction is
correctly evaluated;

b) The experimenta! Ky appears to be lower than could be predicted
with (i, Jyarp: Ok and Hg;

c) Asq; increases the agreement between the theoretical prediction
and the experimental observations is better whatever T_";

d) Forthe 5.5 mm sample the agreement is fairly good.

An additional comments can be made on T’ for ihe 10.3 mm sample:

a) Though T,  of sample no. X seems to be comparable tu T, found in

previous studies (Figure 5.5b}, the exnerimental results of Yag! et al.

(1957) indicates that the gavaporation temperature should be
independent of b while it has been found in section §.4.3 thai T¢ for
b= 5.5 mm is less than T for b= 0.3 mm.

These observations suggest that the surface of the 10.. mm sample was
probably contaminated but to a lesser &.iend than the une of the 19.9 ram
sample since the evaporation temperatures are much iower for b= 10.3 mm than
for b= 19.9 mm. If one uses (Ky')w,lrp deduced from the convective runs
(Table 4.2 b; b= 5.5 and 10.3 mm) and h.g, ~ from the I.R drying runs, the
average (14 runs, Table 5.8) transfer coefficient ratio 4.23 gives 1.07 (starudard
deviation: 0.26); this is close to its value in convection (0.93; standard



137

deviation: 0.12). This emphasizes the fact that the deviation in 1.R. drying of 4.23
from its value in convection drying is probably caused by surface contamination

which was shown (Table 5.5), in the case of the 19.9 mm sample, to decrease
K, Thus it can be concluded that:

a) The heat and mass transfer analogy is not exactly verified if the mass
transfer coefficient is reduced as a result of crust formation;

b) When the mass transfer resistance is mainly determined by the
external boundary layer (as is the case for the 5.5 mm _ample which
was used only 8 times during the experimantal phase and sub:mittad
to much lower thermal stresses), the heat and mass transfer analogy
appears to be verified quite well in the combined convective-i.R.
drying process.

Arai et al. (1979 a and b) have experimentaiiy demonstrated in the case of

natural convection heat and mass transfer from a horizontal upward facing plane
surface heated by radiation (i, ~ 290 W/m2 to 1740 W/m?2) that the analogy

between the transfer of heat and mass is valid at low g, although the heat and
mass transfer coefficient were not corrected for the effect of high mass transfer
rate. The present results extends such conclusions to the case of forced
convection |.R. drying for much higher radiative and convective heat flux levels.

5.6 CRITICAL MOISTURE CONTENT IN COMBINED CONVECTIVE AND
RADIATIVE DRYIG

The critical moisture content X, defined according to the procedure described in
section 3.4.4, is presented in Table 5.10 where various average X, were
computed (equivalent average critical saturation S, are also given). The overall
average is 0.021 (S, = 0.089; Table 5.10b) and is comparable to the average

computed with only samples with same thickness b (0.025, 5.5 mm; 0.019, 10.3
mm; 0.022, 19.9 mm). It can be noted that these averages are all very similar,
especially if one accounts for their standard deviation (0.006, overall; 0.004, 5.5
mm; 0.005, 10.3 mm; 0.006, 19.9 mm). It is interesting to observe that even
though the surface mass transfer characteristics of sample no. Xll were changed
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(section 5.4.3) for these experiments (as compared to the case of the convective
experiments), its average X, and standard deviation remain almost unchanged

(this is also true for sample no. X). Averaging for same T_.', gives: 0.021 (80 °C)
and 0.021 (180 °C) again the point gcatter (0.004, 80 °C; 0.007, 180 °C).are
comparable. Averaging for same q;; , gives: 0.017 (2 elements) and 0.024 (8
elements) with similar standard deviations (0.006, 2 elements; 0.004, 8
elements). The average critical moisture content of the free convection-l.R.
drying experiments presented in Table 5.2 is 0.018 with a standard deviation of
0.007; again these results are not significantly different from the one found when
convection is present.

A plot of X, vs. b, T..)", v, Tq', Tg . N, ,and g;g" dii not show any significant
relation between X, and any of these parameters. The (XJ/X;,) vs (N, *b) critical
point curve (Keey, 1972) was used to compare the results found in convection
drying and in combined convection |.R. drying (Figure 5.17). (X/X;,) does not
appear to be a strong function of (NV'*b) although a thirty five-fold increase of
(N, *b) occurs in Figure 5.17.

Yagi et al. (1957) have presented a curve of S, for river and standard sand as a
function of the particle diameter d (Figure 5.18) which clearly shows (b= 20-40
mm, T, =9-34°C, v_ =1.14-1.34 m/s and g, = 5110-10450 W/m2), that S,
(defined from the drying rate curve) is not a function of these parameters. The
two curves drawn in Figure 5.18 correspond to S, the first and S, the second
critical point as defined by Keay (1972). Yagi et al. (1957) have found that S,
and S, were the same as lony as d is greater than 100 um . It is possible to
observe that for d = 100 pm, Yagi et al. (1957) report S, between 0.20 and 0.35,
this is in almost exactly the range that researchers (Morgan and Yerazunis, 1967;
Cunningham and Kelly, 1980; Moyne, 1987) in the field of convective drying at
low mass flux have reported for same d. Although S, (between C.042 to 0.125} in
the present study (Figure 5.18) are in a lower range (the reason is explained in
section 4.4), the range for which S; can be considered to be independent of b,
T. V.. and g has been extended.



TABLE 5.10a

CRITICAL MOISTURE CONTENT FROM THE COMBINED

Nb. El.: number of heating elements activated

._DRYING RUNS
Nv. S Xc Sc Xcav Scav
Stdev | Stdev
(. {kg/m?s) () (kg/kg) | () ] (kg/kg) I ()
2 [2.250-03 [0.55-0.29 0.020 [ 0.086 55 mm
8 6.630-03 | 0.54-0.32] 0.026 J0.111
8 6.82e-03 | 0.51-027| 0.028 |0.113] 0025 |o.105
8 7.06e-03 ] 0.56-0.29] 0.027 }o.108 ]| o0.004 | o0.013
4] 3.88e-03 [ 0.45.0.24] 0.022 | 0.093 10.3 mm
6 5.146-03 ] 0.46-0.26 | 0.024 }0.100] 0.019 ] 0.081
2 2.25e-03 | 0.43-020] 0.021 |0.080 | 0.005 | 0.020
2 2.29e-03 {0.48-0.24| 0.020 {o0.084 80 °C
2 2.28e-03 | 0.51-0.21| 0.017 |0.072 [ 0.021 [ 0.090
2 2.29¢-03  0.57-0.28] 0.024 Jo0.101] 0.004 ] 0.018
8 6.16e-03 § 0.48-0.26 | 0.025 |0.105 180 °C
8 6.01e-03 ] 0.53-0.25] 0.018 | 0.076 | 0.021 ] 0.092
8 6.15¢-03 | 0.48-025] o0.020 |o0.084| 0.007 | o0.032
8 5.82¢-03 | 0.44-0.23] o0.025 ]o0.105 2 Elements
2 3.34e-03 | 0.47-023[ 0.011 |0.047 | 0.017 }0.075
2 3.67e-03 | 0.42-024] o0.010 |o0.042] 0.006 |o0.027
2 3.66e-03 | 0.49-0.25 0.011 0.047 8 Elements
8 7.24e-03 | 0.68-0.33|] 0.020 | 0.086
8 7.37¢-03 [0.66-0.26 | 0.021 |0.091 | o0.024 | 0.098
8 7.32¢-03 | 0.56-0.30| 0.019 |o.080} 0.004 ]o0.017
—

6tl



TABLE 5.10b

TURE NTEN M THE MBINED

NG RUNS L _

Nv. ]_S_ Xc Sc xcav Sc:av

' Sidev |Stdev

() (kgkg) | () | (kg/kg) | ()
0.33-0.15] 0.011 ] 0.049 19.9 mm

2 1.80e-03 [ 0.29-0.12| 0.011 J0.048 | 0.022 |[0.092

2 1.49¢-03 | 0.29-0.14] 0.015 }0.065 ] 0.006 |0.028

8 6.60e-03 § 0.41-0.23| 0.022 ][0.094 [ 5.5, 10.3 and 199

8 6.53e-03 | 0.42-0.24| 0.021 ]0.091 | 0.021 ]0.089

8 6.37e-03 §0.41-0.24f 0.022 |0.095f 0.006 {0.024
8 6.26e-03 | 0.41-0.24| 0.024 | 0.104
8 6.23e-03 § 0.39-0.21( 0.026 [ O0.111
8 6.24e-03 | 0.42-0.24| 0.023 [0.099
8 6.34e-03 } 0.41-0.22] 0.021 | 0.091
8 6.33e-03 § 0.42-0.24] 0.025 | 0.107
2 3.13e-03 | 0.40-0.20| n.029 ] 0.125
2 3.55e-03 | 0.44-0.20¢ 0.021 | 0.091
2 3.36e-03 | 0.52-0.19| 0.020 ] 0.085
2 3.57e-0310.41-0.24] o0.018 | 0.078
8 7.79¢-03 | 0.49-0.27} 0.030 [0.128
8 7.70e-03 | 0.49-0.27 | 0.030 [0.129
8 7.64e-03 | 0.47-0.27| 0.026 }[O0.111
8 7.98e-03 L0_.5,_0-0.29 O'OEi 0.142

Nb. El.: number of heating elements activated

0%l
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Evaluating X, on the TS' vs. X curve does not appear to add extra scatter to the
determination of X, as compared to scatter that is present in the Yagi et al. (1957)

results.

In Figure 5.18, it can be observed that the surface critical moisture content X, in
iree convection-|.R. drying (Seki et al., 1977) are only slightly higher than X, in
the present results. Since the decrease of the drying rate (a surface phenomena)
is always linked to a critical value for the surface moisture content which is likely

to be mainly a function of d, this equality might resuit from the fact that in the
present study X, is more or less equivalent to X. Seki et al. (1977) have shown

however that the average S, for their thick bed (b = 100 mm) was an increasing
function of qis' (Figure 5.18). In the present study, the values for S. (between

0.042 to 0.125) are in a lower range than theirs because:

a) In their study, b is much higher which results in highly non uniform
moisture distribution within the material (such distributions have
been presented by Seki et al.(1977)); comparable non-uniformity
have not been observed to occur for b =20 mm (see Cunningham
and Kelly.(1980));

b) The determination of S, is based on the drying rate curves in Seki et
al. (1977) results.

Hasatani et al. (1988) studying the case of a silica sand layer at low qis'
(d=320 pm, b=20 mm, T, =50-72°C, v_ ~0.60 m/s and q;; = 660-
1080 W/m?) have found, S, (between 0.12 to 0.21; Figure 5.18) to be linearly
correlated with N,” (between 0.20 103 to 0.46 103 kg/m2s). Such behavior is
uncommon for low (Nv"b) values (0.033 kg/mh) according to a critical point curve
(clay brick, b =10-30 mm, three-fold change in drying rate)} presented by
Krischer {1963) where it can be observed that for (Nv"b) lower than 0.04 kg/mh
the critical point is not a function of N,
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5.7 CONCLUSIONS

According to the results presented, the following conclusions can be drawn
regarding the combined convective and I.R. drying process of a capillary porous
body (glass beads, d =90-105 um). In the parameter range investigated
(b=5.5-19.9 mm, T, ~80-180°C, v, =2.0-6.2 m/s, Ty =-10.6-+17.9 °C,
Qi = 6810-22020 W/m?):

(a)

(b)

(©)

it was observed that the evaporation temperature of a 19.9 mm
sample can re‘?ch t'he b.oiling noint whatever set of external drying
conditions (T, V.., T4 . Qjs ) are used when an additional surface
mass transfer resistance exists due to crust formation.

A significant increase (up to 100 %) of the convective heat transfer
coefficient was observed when Ts' reached the boiling point

temperature (b =19.9 mm) and is higher than T_". This effect

decreases the drying rate and leads to a lower efficiency of the I.R.
heating process.

A decrease in the heat transfer coefficient was observed for the
combined convective and 1.R. drying process. It was also found that:

(i) The necessity to take into account the effect of high mass
transfer flux on the heat transter coefficient (when convection is
combined with |.R. heating) has been demonstrated. Using the
laminar boundary layer theory, corrected heat transfer
coefficients should be 5 % to 52 % lower than heat transfer
coefficients applicable when there is no mass flux. However,
based on the experimental results obtained, it was not possible
to determine the most appropriate correction procedure to
account for the effect of the surface diffusion mass flux on the
heat and mass transfer coefficients.
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(i) According to the Hanna's correction factor (1962) used to
evaluate the effect of density variation between the surface and
the flow, unaffected mass transter coefficients should be 3 % to
13 % lower than the one predicted with the boundaiy layer
theory for experimentally measured surface temperature
ranging from 56 °C to 85 °C. From a practical point of view,
the magnitude of such correction suggests that this effect is
negligible in combined convective-1.R. drying.

From the experimental resuits obtained, the following observations
were found to characterize the analogy between the heat and mass
transfer coefficients (expressed in terms of average heat and mass

transter coefficients ratios) when the sample surface is unsaturated
(0.2 < §¢ < 0.5):

(i) When the mass transfer resistance is mainly determined by the
external boundary layer, the heat and mass transfer analogy
appears to be verified quite well. This results is in agreement
with applicable theoretical results in case of a laminar boundary
layer (Appendix 11).

(i) The heat and mass transfer analogy is not exactly verified if the
equivalent mass transfer coefficient is reduced as a result of
crust formation.

it was observed, within experimental uncertainty, that the critical

moisture content is independent of the convective drying parameters
(T, V. s Tq'), sample thickness (b = 5.5,10.3 and 19.9 mm), overail

incident heat flux (gis° = 6810-22020 W/m?) and surface
contamination.
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CHAPTER VI - COMBINED CONVECTIVE AND INFRARED DRYING
MODELLING

6.1 INTRODUCTION

Up to date there have been very few attempts to use and/or build a model for
predicting the combined convective-1.R. drying of capillary porous media. & 2st of
these works have been conducted by researchers working in the range of low to
medium heat fluxes (g, < 8800 W/m2, T, < 80°C). Basically two types of
models have been developed to study the free (no forced flow present) and
forced convection-{.R. drying:

a) Complete model (Whitaker, 1977) with the simultaneous solution of
the moisture content, temperature and pressure distributions in wet
and dried regions separated by a front (Min and Emmons,1972; Seki
et al., 1977);

b) Reduced model (energy conservation equation) calibrated with
experimental drying rate (Hasatani et al.,, 1983; Hasatani et al,,
1988).

Min and Emmons (1972) solved a simplified version of the modal originally
presented by Philip and De Vries (1957), Krischer (1963) and Luikov (1966)
though the gaseous phase continuity equation was included. The assumptions
of ihe existence of a front at the surface (at the start) and no liquid moisture
movement decreased the amount of necessary experimental internal heat and
mass transfer coefficients. The numerical solution of the system of 3 coupled
non-linear diffarential equations (in each zone) was carried through use of an
explicit finite differance discretization while the various derivatives at the front
were expressed in the manner suggested by Murray and Landis (1959) for a
fixed spatial network. A qualitatively good agreement can be observed for the T

vs. t, P vs. t as well as pressure and temperature distributions for the free
convection-l.R. drying experiments (alumina powder, b= 54 mm, T, =20 °C,
gis = 6270 W/m?) though some differences are greater than the uncertainty in
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experimental results. The hypothesis limit the model applicability to low moisture
content materials cr to predict the receding front period.

Though Seki et al. (1977) did not consider the gaseous phase conservation
equation, they extended the application of the previous model to include the
constant drying rate period of free convection-t.R. drying (glass beads, d = 360-
970 um, T =20 °C, g, = 750-8800 W/m2) of an initially saturated (S;,= 1)
thick bed (b=0.1 m). Gravity and capillary pressure were used as driving
forces for the liquid flux in the wet zone. Energy as well as mass conservation
equations at the front link the system of equations in the wet and dry zones. No

details were provided with respect to the numerical solution technique used and
how the front was followed. The assumption of S5 =0 when the front start to

recede was found to generate smaller values for the average S, than the one
identified from the experimental drying rate curves. Simulations were found to
predict more extensive constant drying rate period than observed experimentaliy
while the overall behavior of drying rate curves is very well predicted.
Considering the accuracy of the slicing technique to evaluate the moisture
distribution, a quaiitatively good prediction of the moisture distribution was
performed. Only a few drying curves and temperatures distributions were
reproduced, probably within experimental uncertainty.

The comparison reported by Min and Emmons (1972) and Seki et al. (1977)
underlined the fact that a quantitative prediction of the moisture and pressure
distribution with a complete model is impeded by:

a) The uncertzinty associated with the distribution measurement
techniques;

b) The uncertainty on the experimental or theoretical determination of
the internal heat and mass transfer coefficients (Bories, 19&8).

Hasatani et al. (1983} used a simpler model which include only an energy
balance eguation to evaluate the temperature distribution during the preheating

and constant crving rate period of a wet silica sand, a slurry of activated sludge
and a water suspension of graphite particles ({d =5 pm, b =20 mm, T = 30-
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80°C, v, ~ 1.1 m/s, g, =290-1400 W/m?2). In the first version, q,; was
absorbed on the surface (opaque drying model)} and in the second qis'
absorption was throughout the wetted layer (semitransparent drying model). |t
was found that the opaque version of the model was adequate in predicting the
drying rate and surface temperature rise when the suspension concentration is
greater than 2 kg/m3, This model was extendsd (Hasatani et al., 1988) to predict
the first falling rate and receding front periods for coal, silica sand and brick (d=
320 um, b=20 mm, T "= 27-72°C, v_'~ 0.5 m/s, q;;' = 0-1080 W/m?).
During the first falling rate period the drying rate had to be computed from the
drying rate during the constant drying rate period and an experimentally
determined function of X dependent on the specific material dried. The predicted
receding front period necessitated the knowledge of the front position which was
taken to be a function of X calibrated from each experimental result.
Nevertheless, a good prediction of the T vs. t and X vs. t curves was obtained
although the question of experimental uncartainty remains opened.

Recently, Dostie (1991) developed a drying front model which can predict the
drying rate without using the information from the whole drying rate curve. In
comparison, the complete model of Seki et al.(1977) necessitate the knowledge
(thus the determination) of the following physical properties of the material:

a) The gas and liquid relative permeability as a function of S;
b) The capillary pressure as a function of S;

c) The diffusinn coefficient as a function of S.

Their determination requires difficult and time-consuming experiments and the
availability of special equipments. Anocther drawback of such models is the high
computing time needed to perform a run.

The purpose of this chapter is to evaluate the predictive capability of the drying
front model (Dostie, 1991) for the case of high temperature convection drying
(d = 90-105 um, b =5-20 mm, T.." = 80-180 °C, q;s ~ 830-1500 W/m?) and
combined high temperature convection-1.R. drying (d = 90-105 um, & =5-
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20 mm, T =80-180°C, v, =2.0-6.3 m/s, q; = 6810-22020 W/m2) of a
capillary porous media (glass beads).

6.2 HYPOTHESES

The idea behind the development of this model {Dostie, 1991) was to use a
minimum of physical properties to be evaluated. A description of this model is
now summarized starting from the following hypotheses regarding the external
boundary conditions:

a)

b)

No detailed computation of the external flow is carried out (heat and
mass transfer coefficient frem correlation or experimental results will
be used);

The overall incident radiative heat flux g is absorbed at the surface
(opaquz model);
The model is one dimensional and applied to the planar geometry

with asymmetrical boundary conditions (drying at the surface and the
bottom is adiabatic and impervious).

Additional hypotheses concern the heat and mass transfer processes within the

material:

a)

b)

d)

It is postulaied that two drying regimes exist (Keey, 1972); the
funicular regime when only a wet zone exists and a pendular regime
when wet and dry zones coexist (Figure 6.1a);

The transition between the two regimes occurs at an average critical
moisture content X, when a drying front starts to recede within the

material;

The moisture content distribution is always uriform within the wet
20ne;

The model is restricted to non-hygroscopic material;
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e) The sensible heat increase of the vapour or air going through the dry
zone is negligible;

fy Mass transfer at the drying front consists of diffusive and convective
components;

g@) The front position is corrected through a unique function {material
and experiment independent) in order to evaluate the heat and mass
transfer rasistance throughout the dry region;

h) The porous matrix does not shrink;

i) Gravity effects are neglected.
6.3 MASS CONSERVATION EQUATIONS
The adopted sign rule is that fluxes leaving the wet zone are considered

negative. At the front (Figure 6.1a) a mass conservation equation on the water
gives:

(6.1)

where the right-hand side is the water mass evaporation rate per unit area
(kg/m?s) and N, is the front vapor flux (kg/m2s). N, is the sum of a diffusive and a

convective contribution, it can be approximated as:

Yva ~ Yu
- 6.
N, = 2 ), P.-py (6.2)
Ro. Re

where y, is the vapor mole fraction (variable with f or _ as subscripts are
evaluated at the front or in the external flow respectively), P_ the flow yas
pressure and p,; the vapor pressure at the front. The first term represents the
vapor diffusion flux between the front and the surface as approximated by Fick's
first law (Bird et al., 1960) applied to the diffusion in the porous dried layer
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(with an effective diffusion coefficient). The second term results from the
application of Darcy's law (Kaviany, 1991) for the vapor evaporating at the front
with the assumption that the suiface prezsure is P_. Min and Emmons (1972)
have already identified the molecular diffusion of the gaseous component and
the pressure driven convective flow as the principal mechanisms of mass transfer

in case of a drying front formulation from their experimental results where the
pressure distribution was measured. Rp, is the diffusion resistance coefficient of

the vapor through the dried layer (m2s/kg):

X,
M, *(c, *D.) (6.3)

av

an =

where ;' is the corrected front position to evaluate the mass transfer resistance
(m), M, is the vapor molecular weight (kg/mole), Cq the total molar concentration
{mole/m3) and D, the effective diffusion coefficient (m2/s); their product is

evaluated at the average conditions between the surface and front. The
convective resistance coefficient R, (m/s) is:

nc=%(&'-) ifp, > P.

(6.4)

R.=ee ifp,s P,

where p,, and p, are the vapor viscosity and density respectively evaluated as an
average between the front and surface conditions; x is the dry region

permeability (m2). Another expression for the surface mass flux is equation 4.9
expressed as:

Yie " Via

-y (6.5)
Nv - vs .
Roy
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where Rp, is the surface diffusion resistance coefficient of the vapor through the
boundary layer (m?s/kg):

RD‘I = Mv - K (6.6)

Ky is the mass transfer coefficient (mole/m?2s). When vapor diffusion is the main

moisture transfer mechanism through the dried and boundary layers, equations
6.2 and 6.5 are equal and y, ¢ is the soiution of the following equation:

H _
(%ﬁﬁ)'yf. _[Rm *(1+yy4)+Rp, '(1+y“—"2ﬂj]‘y“

2
(6.5)
o1 * Yu +Roz " Yo '[ "22!')=0
The drying rate can be expressed in terms of the wet zone moisture content (X,,)
variation:
1dm, d, .
A dt _a[pd’(w(b—xf)l (6.6)

3

where p4 is the dry material density and b the slab thickness. Expanding
equation 6.6 yields:

1 dm

A, dt

dX,,
ot

w

d
=pu(b=X) - (X, ) 67)

During the pendular regime, X,, is the same as X (average moisture content) and
is greater than X, the front does not leave the surface (x; = 0):

dx L, 15
"at—= if E!dex > Xc (68)
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As a result of combining equation 6.7 and 6.1 we have:

at b (6.9)

During the funicular regime, the wet region moisture content X, is uniform and
does not change with time:

dX,
ot

.10
=0 if E!dex < X, (6.10)

The derivative of the front position is then evaluated from aquation 6.7 and 6.1:

d ___N,
T (6.11)

The assumption of a step shape for the moisture content distribution is not exact
and results in a high rate of recession of the drying front within the material which
gives a stronger attenuation of the drying rate than that observed experimentally
(Schadler and Kast, 1987 't the front, the capiltary liquid movement constrains
the drying front spread. Experiments have shown that a more gradual transition
of moisture content between the dry and wet regions occurs and increases the
size of the wet region. Hence, it is necessary to correct the moisture distribution
to evaluate the heat and mass transfer resistance throughout the dry zone.
Schadier and Kast (1987) proposed a correction to modify x; which was testad
successfully in convective dryir]g of cylinder and sphere at low temperatures (d=
10-400 pum, D ~20 mm, T =30-70°C, v_' ~0.23 m/s). This empirical
correction to x; gives X as:

. X (b-
X, = x,[ —)—(—“’T"')] (6.12)

c

The appropriatenass of such a correction will be tested for the case of high
tamperature convective drying and for combined convective-l.R. drying.



Equation 6.9 and 6.11 are first order differential equations which can be solved
by the Runge-Kutta method as described in Appendix 10 once the temperatures
at the front {and/or surface) are known from the solution of the energy
conservation equation.

6.4 ENERGY CONSERVATION EQUATION

The soiution of the temperature field in the presence of a drying front
necessitates the use of a variable grid (with a constant number of nodes in the
dry and wet zones). In order to take into account the effect of the grid
displacement on the solution, it is necessary to derive the energy conservation
equation with a moving control volume. Dostie (1992) has presented such a
derivation which is summarized here.

Consider the control volume (Figure 6.1b) limited by surface a; which is moving
at speed V,. Assume that it contains n phases separated by interfaces a,; moving

at speed V. The variation of a quantity Y characterizing the k phase is given as:

_ka‘l’ud" = "ka‘l’x(vk‘vl)‘r_‘rda‘ ijpu\lfu(vn'vu)'r_\dda

=1y,
Ik

- .J;ﬁ, .Jda- ;iﬁd-jda 6.13)

luk

+ Iq:kdv

Vi

where py is the k phase density; v the k phase volume; V, the k phase velocity; 1
the normal to the surface; J the flux term and @, the volumic source of Y. The
intrinsic phase average (Whitaker, 1977) of a quantity f is, by definition:

1
fy = — [tav (6.14)

K v,
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Equation 6.13 can now be written:

VilPkWe); = _[Pk‘l"u V ) nda- iju‘l‘u vV, - V) n,da

By
Ink

jn, Jda - Zjnd Jda+ lekdv

=14,
Imk

(6.15)

A special case of this equation is for y, = hy, the enthalpy. In this case, if kinetic

energies, compressional as wall as viscous dissipation are neglected, J is the
heat flux G,:

& = -kVT, (6.16)
where ki is the k phase thermal conductivity, T, its temperature and ¢, the

volumic rate of enthalpy generation. The energy conservation equation
becomes:

d — L n -
ey = - [en(%-%)-Ada - X oV -%)-Aida

ink

+ jk VT, .-ida + ij VT, -A,da + f(pkdv

(6.17)

I-k

The summation of equation 6.17 for all phases eliminates the interfacial transfer
terms within the control volume and provides an equation valid for the mixture:

n

a — =
Za"“k(thk)a = —ijk V,-V)-fda + ij VT, -nda

k=% kalg, k=1g,

+ zn“jcpkdv

k=t v,

(6.18)
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where oy is the volume fraction occupied by the k pliase and v the overall

volume. According to the nomenclature defined in Figure 6.1c, the spatial
discretization of 6.18 for the sketched control volume is:

%[(xm - xcv.l-t)iak(i’uhu)a] =

k=1
n

2[—(Bk.l<pkhk(vk -V ))2.1 - B"-'*1<p"h"(v" Vi ))Z-M)

k=1
daT, aT,
+ Bk.l<kk 'a_):'> - Bk.l—t<kka_;>
2l

+ (O3 (Xeu - xcv.H)]

(6.19)

21

where { )z, is the control volume average on surface i. By is the part of the
surface a; occupied by k phase at the ith boundary. The following hypothesis is

made to simplify the evaluation of the volumic and surface averages in equation
6.19:

(L), = (f)(&), (6.20)

This hypothesis has no theoretical justification but was used successfully in
multiphase flow studies (Delhaye et al., 1981). Equation 6.19 becomes:

dit[(x“" - xw.l-t)g o {Pi )a.u(hk)s.n] =
i[_(ﬂk.l(f’u st )z.i((vk Jas =V )2.!)

k=1

= Bu.H(Pk)z,|-1(hk)gJ_1((vk)z,|-1 = (vl)z,m))

aT, aT,
ﬁk.i<kk ox )2'. Bk.l—‘!(kk 3;(->2H

+ (q)k )s.l(xﬁ'-l - XWH)]

(6.21)
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For an isotropic medium:

o = B (6.22)
The mass fluxes at the control volume boundaries can be written:

mg, = ak(pk>z_l(vk>2.l

(6.23)
My, = 0'a<Pu>z_|(Vf)z.l

If local thermal equilibrium is assumed between the phases, an approximation to
the heat flux in the case of a three phase system (porous matrix, a liquid and its
vapor in a gaseous mixture) can be written using an apparent thermal

conductivity which includes the effect of evaporation-condensation at the pore
level (Azizi et al., 1988):

Saufudy) = (5 20

(13 2

The enthalpy conservation equation is now:

-(%[(xcv.l - xcv.l-1)iak (pk)a.l <hk )3.l] ) i“[_((m"" - m"‘")(hk )2-’)

=1 k=1

+((mk-l-1 - mfk-’-‘)(hk )2.1-1) + (‘pk )a.l(xcv.l - xcv.l—'l)] (6.25)
+(k)z,| ((T)s.u‘;;i (T>3,|) _ (k)z.m ((T)Q,A -x S)s.m)

If ®4 the volumic source in the k phase of enthalpy is zero, using a fully implicit
discretization scheme the time integration of 6.25 provides the final linearized
version of equaticn 6.18:
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(ax'zau Pus, )1 (Sx'Eak (Pe) ")‘”) Z[ (s ))1

k=1 k=1 kal

+((mk-'-1 _mikH)(hk )2 |-1)1] (6.26)

{(k)z.. (Dagy=(Thy )] —[<k>2..-1 ((T)""L;(T)""")}

Axl i=-1

in this equation At is the time step, superscript ! indicates that this quantity is
evaluated at time t+At while superscript © indicates that this quantity is evaluated

at time t.

Eleven nodes uniformly distributed in each zone (21 total number) were found
ne ,essary to obtain a grid independent solution for the temperature distribution
in the range of thickness considered (b < 20 mm). One node is always located at
the front which is moving at a velocity defined by equation 6.11. Half cortroi
volumes are locaied close to the surface (node 1) and the symetry line (nods 21);
a grid point is positionned at each of these locations. From equation 6.18 the
discretized equation at the surface can be written:

Zn'.[ ((mm‘mm) k)21)]1

=1

( 0, (L m)} (6:27)

+hc(T (T):n -E (G(T)m qh)
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For the insulated side:

5x e ¥
[ 212 k)321 hk 321) _[ 2‘2 k( 321 321] =

k=1 K=1

n

St

k=1

_[ (k>220 ((T)S,Z‘i - (T)a.zo) ]

AXp

(6.28)

Equations 6.26 to 6.28 represent a tridiagonal system of equations which can be
solved in terms of the mixture enthalpy definad as:

(h)a,l = kzi;uk (Pk)s.l(hk)a.l = (CP)M(T)&! (6.29)

through use of the Thomas algorithm or the Tridiagonal Matrix Algorithm (TDMA).
Details of the solution procedure can be found in Patankar {(1980). The steps that
must be followed at each time step are summarized below:

a) Compute a first estimate of X or x; derivatives (equations 6.9 or 6.11)
to evaluate a first estimate of X or x; (first step of a RK22 algorithmy);

b) Evaluate the enthalpy field through solution of the sysiem of
equations 6.26 to 6.28;

¢) Calculate a final estimate of X or x derivatives (average of the first
and present estimate) to obtain the final value of X or x; at t+At
{second step of RK22),

d) Get the enthalpy field (and temperatures) at t+At using the value of X
or x; obtained in ¢)

e) Proceed io a) for the next time step.

In orcier to accept a solution at t+At, relative variations between t and t+At of
temperature at various locations (surface, front) or average moisture content are
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also used to control the size of At. Under-relaxation (Patankar, 1980) of the

predicted mass transfer coefficient (equation 6.37, 5.15 and 4.15) was necessary
in order to avoid the numerical instabilities related to 8y rate of change with ¢y at

high mass flux.

The numerical coding of this problem was realized recently by Dostie (1992) who
also presented additional details on the numerical solution methodology. All the
reported simulations have been carried out with a Hewlett-Packard workstation
Apollo Series 700 and each took less than 10 seconds {real time) to be
completed.

6.5 DRYING FRONT PARAMETERS FOR SIMULATIONS

Most of the thermophysical properties describing the water vapor, air and the
glass beads are reported in Appendix 4. Table 3.1 summarizes the values of b, &
and pq. Tihe bed surface emissivity (Eg) was measured to be 0.85 in convection

drying and 0.80 in combined convective-l.R. drying; the test section wall
emissivity (E,) was 0.28 (Appendix &) while the sample-to-test section area ratio

(A/A) was 9.1 * 103, The critical moisture content (X} values were taken from
Table 4.4 (convection drying) and Table 5.9 (combined convection-1.R. drying).

The dry permeability x was evaluated from a relation given by Kaviany (1981) for
packed beds of spherical particles with a narrow range of distribution in size:

(6.30)

The apparent local bed thermal conductivity (W/mK) was computed as (Azizi et
al., 1988):

k=kdw +f kcli (631)

which incorporates the transfer of latent heat by vapor movement under the
influence of a temperature gradient (ky;) and where f is the diffusion
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resistance factor. ky,, is the thermal conductivity of the solid and liquid phase
and was correlated from kg, vs. S curves at low temperatures (~ 5 - 20 °C)

presented by Azizi et al. (1988):

Koy =Ky +S *(3.947 - 16.980" S+ 34.666* S* -30.716* S° +10.112*5*)  (5.32)

Here, kq the dry bed thermal conductivity, was linearly correlated to local T (°C)

from the experimental results presented by Azizi et al.(1988) since the bed
surface temperature can reach up to 300 °C in the combined process:

ky=0.183+8.33*107*"T (6.33)

For T =20 °C, 0.2 is the value predicted by squation 6.33 which is close to the
measured value (0.174) reported in Appendix 4. kg is written as (Moyne, 1987,

Azizi et al., 1988):

M, *M
M

- DVI -dp\lt L]
Ka=geT qr A

v

(6.34)

'

f could be correlated as a function of S (0.00 to 1.00}) from experimental resuits
reported by Azizi et al.(1988) for a glass bead bed (e= 0.40):

f= 13.31"5-6180" 8% +12193*8°-11120*5* +37.76* &° (6.35)

The effective mass diffusivity value has been discussed recently by Kaviany
(1991) who presented a comparison of an expression derived by Neale and
Nader (1973) (for the case of packed beds of impermeable spheres) and

experimental results within the porosity range of interest in the present study.
Since the agreement was excellent, the effective diffusion coefficient D, was

taken to be:

(6.36)
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The convective and radiative heat and mass transfer external parameters T_',
Tg h(he's hep or heg ") K" (KygL ") and/or g;5" were obtained from the Tables
presented in Chapters IV and V. The heat and mass transfer coefficients weare
corrected when the effect of the high mass transfer rate had to be evaluated.
However, in order to avoid the numerical instabilities related to the use of Bk
when y, get close to 1, 5.13 and 5.14 (correlation 5.15) were used to corract the
heat transfer coefficient (with h g " instead of h..") while according to Bird et al.
(19860}, ¢ can be written:

_ N
K;ﬁl, (6.37)

O

The mass transfer coefficient can then be corrected with 4.15 and 6.37
(correlation 5.15).

For the convective simulations (when h or hsg, * were used) the net radiative
heat flux g, exchanged between the environment (test section) and the material
surface was evaluated (equation 4.7) in the model with an imposed equivalent
test section temperature Tt' (Table 6.2) computed so that q,s' is the same as the
one in Table 4.1 (during the P.C.D.R.P.).

When the drying front position is corrected this is indicated by the parameter cor
taken to be 1 whereas when it is 0, x;= X in the simulations.

6.6 CONVECTIVE DRYING SIMULATIONS

Few quantitative comparisons between the prediction of drying front models and
experimental convective drying results have been reported in the literature.

The second falling rate period was modeled by Szentgyérgyi et al. (1980) with a
drying front model where the moisture distribution was assumed to have a step
shape (equilibrium moisture content in the dry zone, critical moisture content in
the wet zone). An energy balance equation was used in the dry and the wet
zone. The drying front progression was responsible for the evaporation rate
(from an energy balance at the front). Using an approximate solution for the front
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position as a function of time, the temperature distribution as well as drying rate

were predicted fairly well for drying of a gypsum-pearlite board (b =30 mm,
T, '=81°C, v "=1.96 m/s).

According to Schadler and Kast (1987), capillary moisture movament is the key

transport phenomenon during the constant rate period. The moisture content
distribution can thus be obtained and when Sgis equal to the irreducible
saturation S;, the moisture distribution is averaged across the material thickness
and the drying front is agsumed to start receding (constant moisture content in the
wet zone, 0 in the dry zone). This results in a priori determinaticn of X,. During
the constant drying rate period the material temperature is assumed to be
uniform and determined as the wet bulb temperature while in the receding front
period, temperature gradients exists only in the dry zone. Analytical expressions
are presented for the front and surface temperature in the receding front period
when the main moisture transport through the dry layer is assumed to be a
diffusive one. An excellent prediction of the drying rate curve as well as surface
temperature vs. X was obtained for samples made of non-hygroscopic crushed
glass (d = 10-350 pum, cylinder D =23 mm, T = 30-70°C, v_ =0.21-0.35
m/s) and ceramic filterstones (d = 400 pum, sphere D =20 mm, T.," = 30 °C,
v, =0.22 m/s). The samples were wetted with various liquid such as water,

banzene, n-hexane, mathanol and tetrachloromethane.

Chen and Pei (1988) considered the existence of a wet and a sorption region.
Liquid transter by capillarity and vapor diffusion were the moisture transport
mechanisms in the wet zone while bound water movement and vapor diffusion
were dominant in the sorption zone. The heat and mass transfer conservation
equations in the wet and sorption zones were linked through heat and mass

balance at the front where the moisture content was assumed to equal the
maximum sorptive moisture (X,s) content. The dry-wet zone front starts to

recede when Xg = X .o and its velocity was determined by the magnitude of the
liquid flux toward the front. The experimental X, was an input to the model and
he as well K, were assumed to be functions of X, X, and Xps in the first faliing
rate period. The finite element method with Galerkin formulation and a
continuous mesh deformation (to concentrate points close to the front) was used
to solve numerically the system of equations. Very good predictions of the drying
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curves as well as temperature and moisture distributions were obtained for the
convective drying of wocl (cylinder D=73.6 mm, T, =78.5°C, v_"=5.3
m/s), brick (slab b =50 mm, T =80.0°C, v_"=5.0 m/s) and corn kernels
(sphere D=8.2 mm, T_'=21.0-71.0°C, v_'=2.33 m/s).

Rogers and Kaviany (1991) used basically the same type of mode! as Chen and
Pei (simplified for non-hygroscopic material) but with the addition of the gas
pressure eguation. However they did not use experimentally determined value
of X.; instead they assumed that this point was reached when Sg = S;;. The
implicit finite difference control volume technique was used to discretize the

system of equations while an adaptative technique allowed concentrations of
nodes near the front. Their evaluation of t, compared favorably with the one from

convective drying of a bed of glass beads (d =100 um, b=25.4 mm,
T. =55.0°C, h, =18.3 W/m2K). For a short period of time after the drying
front starts receding, the drying rate curve and the temperature distributions
within the material agreed well with the experimental results. However, their

computation was not completed because the computing time was to excessive.
Up to t,, the S and T distributions show only small gradients throughout the glass

beads bed.

All these works show that the applicability of the drying front model has been
validated for only a limited range of experimental conditions (b, T, v..", Ty).

6.6.1 EXPERIMENTAL DRYING CURVE: CORRECTION FOR GEOMETRICAL EFFECTS

A co nparison between the experimental (Run no. co4, sample data} and
simulated drying curves (h,, Ky', cor= 1, T,') is presented in Figures 6.2a and b
for the drying rate curve. Major experimental parameters are indicated within the
figures as well as the expected eiror bars on the experimental drying curve. It is
observed that although N, (Figure 6.2b) is always (except at the very beginning)
higher for the simulations than the experiment, the X vs. t curve in Figure 6.2a
seems to show that the experimental N, is higher than its simulated counterpart.
Furthermors, during the P.C.D.R.P. a step (~ 0.003 to 0.015) in X separate the
experimental and simulated X.
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Such behavior results from differences in geometry; the sample is slightly conical
{3° angle in Figures 3.4 and 3.8) while the simulated case correspond to an
equivalent cylinder of thickness b with same surface area, cut into an infinite

plane (one-dimensional drying). As one can see from Table 3.1, the cylinder
volume V., (computed with b and D) is greater than V; (the real measured
sample overall volume). Thus for the same initial moisture content X;,, the initial
mass of water m;, (per unit area) is higher in the simulation (for same b); similar
N, values (Figure 6.2b) resuit in the same amount of water evaporated at time t
but m,, left is higher in the simulation which result in greuter X, in agreement with

resul’s in Figure 6.2a.

The experimental drying curve was modified to represent the case of a cylinder
with same b. Based on the assumption that the drying rate curve of a cylinder or
a truncated cone are the same (valid for one-dimensiona! drying), the
development of the necessary correction procedure is presented in Appendix 10.

In Figure 6.2a is displayed the modified drying curve (cylinder data) together with
the results of simulation. The curves are in good agreement and the higher
drying rates observable in Figure 6.2b for the numerical computation transiate, as
expected, into higher dX/dt (than the experiment) in Figure 6.2a. It is important to
note that the higher drying rate in the simulation is a consequence of using the
heat and mass transfer coefficients identified with N, close to the highest

experimental mass flux in Figure 6.2b. The experimental and predicted overall
drying time t, in Figure 6.2a differ by less than 7 %.

Although the measured (for a conical geometry) and predicted (for an equivalent
cylindrical geometry) T vs. t curves are not strictly identical, they can be
compared for the following reasons:

a) Fort <t the difference in heat transfer between the two cases lay
with the increase in the accumulated heat in the case of the cylinder
since there is more water and material to heat. However, during
most of that period, evaporation is the dominant heat transfer
phenomenon which defines the temperature level within the material
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as underlined by the very good agreement on Ts' (Figure 6.3).
Although t. deduced from the experimental T vs. t curve is likely to be

slightly underesiimated when compared to the one derived from the
simulations, X, are the same for both conical and cylindrical

geometries;

by For t>1,, the drying front recession is faster for the reported
experimental results because the front surface area decreases with
increase in x.. Thus the reported T, within the material are expected

to be slightly higher than their equivalent for the cylinder at same t.

Since the "experimental® t, is smaller (by less than 4 %) the T vs. t curves in
Figure 6.3 as compared to the ones deduced from the drying curve (for a
cylinder) in Figure 6.2a, it is likely that the reported temperatures constitute a very

good evaluation of temperature that could be measured if a perfect cylinder had
been used in the experiments.

Figure 6.3, shows the evolution of T, and T, evolutions (Run no. co4). it may be
observed that T, is well reproduced (33.1 °C vs. 32.9 °C), the critical time t,
values are close (differences are less than 5 %) and the Ty, evolution and level
do not differ significantly since the observed differences are within the
experimental uncertainty of the T, measurement for most of the. time. At the
beginning of drying, the predicted T and Ty, might be higher than ineasured due
to a too high apparent loca! bed therma! conductivity used in the simulations
(equation 6.34).

6.6.2 THE SURFACE TEMPERATURE MEASUREMENT BIAS IN CONVECTIVE DRYING

in Figure €.3, a larger gradient exists between the surface and the bottom
temperatures of the sample as predicted by the model in the receding front
period. The lower measured gradient is a consequence of the surface
thermocouple acting as a fin located between the sample bottom and surface.
The magnitude of this effect can be quantified through evaluation of the two-
dimensional temperature field close to the thermocouple at the end of drying with
a commercial software FLUX2D under the following assumptions:
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a) The problem is axisymetric and the geometry as defined in Figure
6.4;

b) The measured Ty, is the bottorn boundary condition and convection
is applied at the surface through h" and T_."; the sides are adiabatic;

¢) The steady-state solution of the two dimensional temperature field is
representative of the temperatures within the sample at the end of
drying.

In Figure 6.4 are dispiayed the typical isotherm distortions which result from the
thermocouple conducting heat from the surface to the bottom because of its much
higher thermal conductivity (stainless steel ~ 17 W/mK vs. giass beads~ 0.26
W/mK). In Table 6.1 are reported the run identification number, the sample
number, b, .., h', Tue, To1e Tser Te2Dr Ts1 @Nd Teop- Ther Tsar Teop: Teonr Tpy aNd
Tgy are the measured sample bottom and surface temperatures at the end of
drying, the thermocoupie and surface temperatures as evaluated with FLUX2D

and the bottom as well as surface temperature predicted with the drying front
model (at the end of drying, (h", Ky °, cor= 1)) respectively. It is observed that:

2} Tpe and T, are close except for b=5.5 mm;

b) Tge and T ,p are in good agreement, when the additional unknown

thermal contact resistance between the thermocoupie surface and
the beads not included in the simulations with FLUX2D (Tgg < Toop)

as well as the uncertainty on the thermocouple measuring point
location are taken into account;

€) Tgp and Tgq are in very good agreement since Tgy is determined
when the material is such that X < 2.5 104 while T¢,p corresponds
to a steady-state solution.
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TABLE 6.1

MEASURED AND SIMULATED SURFACE YEMPERATURES

EQOR CONVECTIVE DRYING:
EVALUATION OF THE EXPERIMENTAL BIAS AT THE END QF DRYING

Run [Sa.] b | T | n The Tp Tse | Teao | Ts1 | Tsop
No. |No.

re18 | XI! }19.9|79.8 |29.0] 57 58 €7 69 73 73
coi5| IX | 5.5180.2140.01 50 54 57 58 66 64
co4 | X [10.3]80.5140.3] 58 57 67 68 71 72

co3d | X} ]19.9} 80.6 |44.0] 60 59 71 71 75 76
co7 | X [10.31130.6|26.1 67 66 89 91 95 89
co6 | Xl |19.91130.7|26.8] 72 71 97 103 108 111
co9 | IX | 65)130.4/38.4} 63 65 81 81 91 93

col2¢ X {10.3{130.5{37.3] 69 69 89 96 103 105
co8 | XIt 119.9]130.4/37.4] 73 71 101 108 112 115

co11| X 110.3|180.5|27.56] 76 73 104 117 121 123
co10} X1 119.9:180.6/27.6] 82 76 125 138 139 148
re21 | IX | 5.5 [180.0/40.4f 66 72 89 28 115 119
re25) X ]10.3]179.3|33.3] 78 77 108 125 132 140
re6 | X1 |19.9{180.4]41.7| 82 80 133 146 150 156
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The phenomenon analyzed here is likely to be active as soon as temperature

gradients exist within the bed (not during the P.C.D.R.P.) and the time dependent
temperature differences appearing between T, and Ty, are believed to be due

to it; as was demonstrated at the end of drying.

For b=10.3 or 19.9 mm, the measured T, are not affected by such a probiem
because the bottom thermocouple wire is parallel to the isotherms within the

sample and in good thermal contact with the bed bottom for a distance of about
45 mm. For b=5.5 mm (Tpe < Ty¢), as the theimocouple wire was inserted

within the low thermal conductivity foam (Figure 6.5) and goes through a region
close to the cooled sample holder fin, the recorded Ty, is lower than it should be.

It can be concluded that the drying front model (h', K, cor = 1) predicts very
well T, and T at the end of drying for most of the convective runs.

6.6.3 THEDRYING FRONT POSITION CORRECTION EFFECT !N CONVECTIVE [DRYING

The effect of the correction to the drying front position has been quantified in
Table 6.2 where the run identification number, T..", Ty, teer to1: Ale1%: tog Atgo%:

Tper Th1r Thor T30 Tgo @nd Teop are reported. t,, t,4 andt, are the experimental
and predicted overall drying times with the drying front model (h,, K,', Ty’) when
cor=1 or 0 respectively. At ,%and At,,% are the ditierences between t,, and t,q
as well as t,, and t,, divided by their average values and expressed in percent.
The T, and T, temperatures are taken from data at the end cf drying from the
experiments and when cor=1 or 0 while T,,p has been defined in the
preceding section. These data show that:

a) The average differences hetween the experimental and predicted t,

are 4.1% (cor=1, standard deviation=4.1 %) and 1.5%
(cor = 0, standard deviation = 5.8 %). Thus on the average t, is

slightly unde.redicted when the drying front correction is applied
whiereas it is slightly overestimated when it is not;

b) Tpe appears to be well predicted with or without the drying front
correction;



48 es 4% an

ZoOomm DOW>

L ARG
.ED e g

A

NV

Stainless steel bowl
External insulation
Cylindrical fin
Sealed containers
(heat sink)
interpal insulation
Ring fin

Bottom insulation
Insulating ring
Reflactive foil
Sample container
Glass beads bed
Tharmocouples

Glass beads
Aluminium

Al ,04-8i0, foam
Water

Cellular plastic

Ceramic

.............

AR
AN NN N N N N N N N I NN

174

Figure 6.5 The 5.5 mm sample: cross sectional view

Scale 1:1

UV



SURFACE TEMPERATURES AT THE_END OF DRYING WITH AND

TABLE 6.2

MEASURED AND SIMULATED DRYING TIMES. BOTTOM_ AND
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WITHOUT DRYING FRONT CORRECTION FOR CONVECTIVE DRYING

Run | T | Ty [ toe | to4 Alo1%] too Ploo%] The | Tot | Tho | Tst | Teo {Ts2n
No.
re18 179.8] 76 |272.5|283.91 4.2 |311.0]13.2]|57 | 57159 72| 73| 73
c015)80.2| 77 | 546 | 503 |-798|53.3|-24]|50|54)55]66| 67|64
co4 180.5) 78 |112.6]|104.8}-6.9 |112.8] 0.2 |58 (57|58t 71 (72|72
co3 180.6] 78 [205.0]205.1] 0.0 |2279]106]|60'59|60175]| 76 | 78
co7 |130.6)121 | 83.3) 785 }-58]|81.3]|-24167|66|69]96| 98|99
co6 |130.7} 121 [163.0)164.7}) 1.0 |1748] 70y 72| 71 | 74 |107|109|111
cn9 [130.4; 124 1 32.3 | 28.6 |-11.5}295]-9.1 163 | 65|68 92| 85| 93
co12}130.5/ 1251 60.0 | 589 }J-1.8)61.7]| 28 169 | 69|72 |103l105|105
co8 1130.4] 125 j127.1]121.9} -4.1 |130.5] 26 1 73| 71 | 74 J112]|114]|115
col11{180.5 164 | 545 | 51.7 | -56.1 | 53.4 | -20) 76 } 74 | 77 }122)126 123
co10 (180.6{ 165 {112.1{ 108.7 | -3.0 }114.0] 1.7 1 82 ) 76 | 80 | 1391142148
re21 (180.0( 169 [ 19.0 { 185 | -6.1 | 19.0 | -36 166 | 72 | 76 | 118}120}119
re25 (179.8/170 | 39.4 | 38.4 | -251404 | 25 | 78177 |80 ]133}136])140
re6 (180.4/170{ 77.8 | 755 [-3.0 | 81.3 | 4.4 |82 80 83]150f153{156
Av. | -4.1 1.5
Stdev.] 4.1 5.8
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c) The differences between Tqq, Tyg and Tgop are low considering the
temperature leve! reached.

Figures 6.6 (6.7a) and 6.8 (6.7b) present a comparison between the

experimental results (Run no. co7 and re6 respectively) and simulations with and
without drying front correction (h,", K,', cor=0or 1, T{") for the X vs. t, T vs. t and

N, vs. X curves, respectively. The X vs. t curves (Figures 6.6a and 6.8a) are well
reproduced (within the experimentai uncertainties of the experimental resuits)
while the overall behavior of the T vs.t curves (Figures 6.6b and 6.8b) is followed
accurately (not T, after the critical point) with differences greater than
experimental uncertainty at the beginning of drying. On the N, vs. X curves
(Figures 6.7a and b), the simulation with no drying front position correction
(cor = 0) predicts a more abrupt fall of N, as compared to the one with drying
front position correction (cor = 1) which qualitatively suggests, when compared
to the experimental results, that the correction of the drying front position to

evaluate the mass transfer resistance is valid. In addition, for most of the
receding front period, the predicted Ty, is slightly closer to the experimentally

measured T, when cor = 1.

6.6.4 THE TRANSFER COEFFICIENT CORRECTIONS AND THE DRYING FRONT MODEL
RESULTS IN CONVECTIVE DRYING

The effect of the heat and mass transfer coefficient correction procedure
(boundary layer theory) can be quantified by reference to a typical simulation
(Run no. co11, (heg ", Kygy ", cor = 1, Ty')) for which, according to section 4.3, 8},
(0.90) and 8y (0.92) are among the lowest (as evaluated during the P.C.D.R.P.)
and the transfer coefiicients were modified as a function of the instantaneous
value of N,. A reference simulation was also carried out with h g, * and KyBL‘

held constant. Figures 6.9a and b present X vs. t and T vs. t curves (experiments
and simulations) while Figure 6.10a displays the N,, vs. X curve.
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Figure 6.6b The surface and bottom temperatures for run no. co7: test of the
drying front position correction
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Figure 6.8b The surface and bottom temperatures for run na reé: test of the
drying front position correction
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It is observed that:

a) The use of constant heat and mass transfer coefficients (heg, ", KyBL')
- valid under low mass flux condition- leads to a higher drying rate

(8 %) and a shorter drying time (8 %) as compared to the simulated
resuits when the coefficients are variable;

b) The variation of the transfer coefficients as predicted by the boundary
layer theory provides a better prediction of the experimental drying
curve (within experimental uncertainty);

c) Since X,is reached earlier when the transfer coefficients are
constant the Tg and Ty, rise earlier than the experimental ones or

when the transfer coefficients vary. As the transfer coefficient ratios
4.10 and 4.22 are the same, T4 is unchanged for both simulations.

This result suggests that the heat and mass transfer coefficients determined
under low mass flux conditions (or from heat transfer correlations} should be
corrected for the eftect of the diffusion mass flux when air temperatures as high
as 180 °C are considered. It is important to note that in the range of 8 and 8y,
reached in case of convective drying, the application of the boundary layer,
penetration or film theorias gives the same correction (within 1 to 2 %) of the
transfer coefficient. Thus, in case of convective drying, the mass transfer rate
reduction can be taken into account by using the result of any of these correction
procedures.

6.6.5 COMPARISON BETWEEN THE CONVECTIVE DRYING RUNS AND THE DRYING FRONT
MODEL

Results of the X vs. t, T vs. t and N, vs. X curves from simulations (h,, Ky'.
cor=1, T,') for experiments no. re18, co8 and re21 are displayed in Figures
6.11 (6.10b), 6.12 (6.13a) and 6.14 (6.13b) respectively. These runs were
chosen to cover the spectrum of parameters for which no detailed data have
been presented previously.
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All the experimental N, vs. X curves presented show no extensive constant
drying rate period in agreement with the doubts raised by Keey (1972) and van
Brakel (1980) about the systematic representation of "strict* constant drying rate

periods even for the case of a capillary porous medium. In Figures 6.11b and
6.12b, T is slightly lower than Ty, at the end of the P.C.D.R.P; this indicates that

two-dimensional heat transfer effects affect at leas: partially the shape of the
drying rate curve. Since during the experiments, the data acquisition was not
started as soon as the sample was introduced in the test section and as the
surface temperature is underestimated when temperature gradients are present,

the experimental drying rate is higher than the simulated one at the beginning of
drying.

The comparison of the experimental results from runs no. re18, co4, co7 coB,
coi1l, re21 and re6 with the drying front model (Dostie, 1991) predictions

demonstrate its ability (in the parameter range investigated) to evaluate
satisfactorily:

a) The drying curve (X vs. t) and t;

b} The T, vs. t curve and T level at the end of drying. The experimental
bias on the T, measurement did not allowed us to verify directly the
drying front prediction of the T vs. t curve when X < X,

¢) The overall behavior of N, on the drying rate curve is rather well
reproduced.

6.7 COMBINED CONVECTIVE AND |.R. DRYING SIMULATIONS

6.7.1 THE SURFACE TEMPERATURE MEASUREMENT BIAS IN THE COMBINED
CONVECTIVE-I.R. DRYING PROCESS

In order to quantify the effect of the surface thermocouple on the T, measurement
in case of combined convective-I.R. drying, the same study as in 6.6.2 was

carried out. However, here the already defined temperatures are presented as a
function of the absorbed (g,,) heat flux at the surface.
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In FLUX2D, q,, was specified through variation of h™ and T_," while for Ty, Tpy,
Tse Tgq. it was evaluated from an energy batance at the surface with T, as the

surface temperature.

Figure 6.15 displays Tyg, Tpys Tsar Ts1r Teop @Nd Tgop. Itis observed that:

a) Ty, and Ty, are close for the 5.5 and 10.3 mm samples;

b) T, and Tgy increase almost linearly with qg,,. The same
phenomenon occurs for Tgop and Teop:

¢) For a given qg,, the difference between Ty, and T4 ks comparable to
the difference between Tg,p and T, especially if one account for
the unknown additional thermal contact resistance between the
thermocouple and the beads as well as the uncertainty on the exact
location of the thermocouple measuring point;

d) Tgpp is greater than T,y which is not the solution, at the surface, of
the steady state two dimensional temperature field (within the
sample) since the rate of variation of Ty as a function of time is

probably too high (see T vs. t curves).

Although temperature gradients exist during the P.C.D.R.P. of the combined
convective-l.R. drying runs, the much higher bed thermal conductivity (k ~ 1.2-
1.6 W/mK) and lower temperature gradients (T4o-Tpe~ 20 °C) do limit the fin
effect (between 2 to 4 °C) on the T, measurement. A significant fraction of the
difference between Ty, and Ty, might also be due to possible variations of Eg
with the surface moisture content. Such effect on E; has been quantified by
Navarri (1991) for sea sand (d = 200-250 um); E; was 0.77, from an energy
balance during the constant drying rate period while it was 0.5, from an energy
balance with dry sand on a controlled heat sink.

It can be concluded that the drying front model (h, ', K, cor = 1, gi') predicts Ty,

quite well at the end of drying for most of the combined convective and I.R. drying
runs.
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6.7.2 THE DRYING FRONT POSITION CORRECTION EFFECT IN THE COMBINED
CONVECTIVE-|.R. DRYING PROCESS

The effect of the correction to the drying front position for the combined
convective-1.R. drying runs is quantified in Table 6.3 where the run identification
number, T, Gis' toer to1: Alo1%: too: Aloo%, Ther Tp1: Thor Tsq and Tgg are
reported. 1, ty1 @andt,q are the experimental and predicted overall drying times
with the drying front model (h,’, K", g;5") when cot= 1 or O respectively. These
data show that:

a) The average differences between the experimental and predicted t,
are 2.9 % (cor =1, standard deviation= 3.6 %) and 0.3 %
(cor =0, standard deviation = 3.9 %); thus on the average t, is
slightly underpredicted when the drying front correction is applied;
the prediction is closer without correction;

b) Ty, is, for most cases, closer to Ty, than to Ty (Tpq < Tpo < Tpe)
This suggests that the diffusion resistance of the dried layer is
adequately taken into account when no drying front correction is
applied;

¢) The differences between Tg4 and Ty, are low considering the
temperature level reached.

While t, is predicted equally well when cor is equal to 1 or 0, the improved
prediction of Ty, at the end of drying suggests that it might not be justified to apply

the drying front position correction to evaluate the mass transfer resistance.
Figures 6.16 (6.17a) and 6.18 (6.17b) present comparison between the

experimental results (Run no. ir1 and ir4 respectively) and simulations with and
without drying front correction (he” or h,,’, K, cor=0or 1, g;s') forthe Xvs. t, T

vs. tand N, vs. X. The simulated X vs. t curves (Figures 6.16a and 6.18a) are
within £ 4 % (with respect to X;,) of the experimental one.
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COMBINED CONVECTIVE AND 1,.R, DRYING

Run | T | Qi
No.

°C) | (°C
ir17 |} 79.2 | 6810
ir18 | 86.1 |20340| 7.7 68 |-11.0] 71 | 86 |97 | 86| 91213221
i85h |145.0|20740]1 8.7 6.6 -1.5 6.7 0.0 | 86| 89 | 93 {238 | 253
i83h {141.7(20770] 6.7 6.7 0.0 6.9 2.9 ] 91 | 88 | 93 1232 ] 242
irz }81.1]12110] 22.4 22.1 -1.3 22.8 1.8 191 | 85 | 89 J203 ] 210
ir3 | 83.1 }16980| 17.0 16.3 -4.2 168 | -1.2 J 92 | 88 | 93 | 247 | 256
ir1 80.0 | 6930 | 35.5 36.0 1.4 37.2 46 | BO| 79 | 83 149|163
ir5 79.9 | 6890t 36.2 36.1 0.3 | 36.7 1.4 [ 83 | 78 { 80 138 (141
ir7 179.8 16860} 355 35.5 0.0 36.7 ] 3.3 182 ] 76|80 1137|141
ire |79.8 | 68401 36.7 36.9 0.5 384 ] 45 | 82| 79 | 82 140} 143
ir4d | 86.7 {20520 14.0 13.6 29 141 0.7 195 | 89 |1 94 | 276 | 286
ir6 | 85.6 |20510| 14.7 13.3 }-100] 138 | -6.6 1 94 | 86 (| 91 270 | 281
ir8 83.0 {20490} 13.7 13.6 0.7 1 14.0 2.2 1 93 ] 87 | 92 } 258 | 267
irid | 83.7 {20510} 14.0 13.7 -2.2 14.3 2.1 93 | 88 | 93 ] 252 | 259
irt1 |180.0} 7660 | 24.7 24.0 -2.9 246 | -04 | B7 | 77 | 83 175} 182
irt3 §{180.01 7710 | 22.9 21.8 -4.9 22,4 | -23 | 87 76 |82 175|182
irt5 |179.8| 7660 | 22.4 21.7 -3.2 | 22,8 18 [ 88 ( 77 | 83 176|183
ir2 )183.3/21370] 11.8 1.8 0.0 12.3 41 94 | 87 | 93 | 292|303
irt4 |181.1121370] 11.6 11.6 0.0 12.0 3.4 | 96 ] 88 | 93 1230} 300
ir16 1180.11213801 12.1 11.6 -4.2 12.1 0.0 | 98 | 87 | 92 1280 | 301

Av. -2.9 0.3
Stdev. § 3.6 3.9
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Figure 6.17b The drying rate curve for run no. ird: test of the front position correction
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For t < t., the simulated T¢ and Ty, vs. t curves are higher than the experimental
ones though the difference decreases as t get closer to t,. For T, a fraction of
this difference is due to the bias discussed in 6.7.2 and 3.8.2. Fort>t,, T, is
biased while simulated T,, are higher than Ty, by a maximum of 6 °C.

The simulation with no drying front position correction (cor = 0) predict a more
abrupt fall of N, (Figures 6.17a and b), as compared to the one with drying front

position correction (cor=1). The highest rate (~ 4 %) observed with the
numerical results (Run no. ird) is a mainly a consequence of using hcp'
determined with h..” and the boundary layer theory. However, both simulations
(cor = 0 or 1) approximate quite well the overall behavior of the N,, vs. X curve.

6.7.3 THE TRANSFER COEFFICIENTS CORRECTION AND THE DRYING FRONT MODEL
RESULTS IN THE COMBINED CONVECTIVE-l.R. DRYING PROCESS

An upper bound on the effect of the transfer coefficient correction procedure on
the combined process is provided by run no. ir15 for which the convective heat
transfer represents about 40 % of the overall heat transfer to the sample during
the P.C.D.R.P..

Figures 6.19 (a,b) and 6.20a show a comparison between the experimental
results {Run no. ir15 ) and simulations with and without correction of the transfer
coefficient (thL', KyBL.' cor=1, qis') for X vs.t, T vs. tand N, vs. X, respectively.
It is observed that the drying curve (Figure 6.19a) is predicted within

experimental uncertainty when the transfer coefficient are varied; this is linked to
a more accurate prediction of the T4 (Figure 6.19b) level during the P.C.D.R.P.

(when Kyg, " is not corrected, T, is smaller by 4 °C). When hcg, " and K " are
kept constant, X, is reached earlier which leads to a predicted t,, 15 % lower
than the experimental one (as compared to 3 % lower when h.g, ~ and 'SrBL' are
varied). The reduction of the mass transfer rate as a resuit of the surface diffusion
mass flux represents {within the parameter range investigated) 8 % of the
experimental one (Figure 6.20a) during the P.C.D.R.P. in the combined
convective-1.R. drying process.
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Figure 6.19b The surface and bottom temperatures for run na. ir15: test of the

transfer coefficient correction procedure (B.L.T.)
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6.7.4 COMPARISON BETWEEN EXPERIMENTAL COMBINED CONVECTIVE-.R. DRYING
DATA AND THE DRYING FRONT MODEL PREDICTIONS

Results for X vs. t, T vs. tand N, vs. X curves from simulations (h or he,’, K,
cor=1, g} for run no. ir12, ir2 and i85h are drawn in Figure 6.21 (6.20b), 6.22
(6.23a) and 6.24 (6.23b) respectively. These runs were chosen to cover the
spectrum of parameters for which no detailed data have been previously
presented.

Run no. ir12 is a typical case of the highest mass flux recorded. In Figure 6.21a,
the differences appearing on the X vs. t curve result from a lower simulated N,

from X;, to 0.2 as observed in Figure 6.20b. However, simulated results stays
within the experimental uncertainty on the drying curve. The t, time lag (7 %) in
Figure 6.21b has the same origin.

Run no. ir2 represents an intermediate heat flux case (q,-s' = 12110 W/m?2) for
which it was not possible to evaluate hc' (hcp' was used). The agreement in
Figures 6.22 and 6.23a between the simulations and experimental results is
comparable to the one found for the other simulated cases and suggests (see

also simulation for run no. ird) that it is possible to use correlated heat transfer
coefficient (hoc') corrected for high mass transfer rate effect (hcp').

Run no. iB5h was carried out with a 5.5 mm sample. The drying rate curve
(Figure 6.23b) is similar in shape to the one already presented in Figure 6.13b for
the 5.5 mm sample. The drying curve is closely reproduced within iess than
4 %.

Results for the X vs. t, T vs. t and N, vs. X curves from simulations (hyg; ", Kyp, "
cor=1, qjs = 7920 or 22020 W/m2) for experiments no. i38h and i76h
(b = 19.9 mm) are drawn in Figures 6.25 (6.26a) and 6.27 (6.26b) respectively.
Since in the experiments the surface temperature was controlled to within

+ 5°C approximately at 140 °C (Run no. i38h) and 180 °C (Run no. i76h)
using the sliding plate (Figure 3.3a), in the simulation qis' was 0 or qis' 50 that the
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surface temperatures were 180 °C and 220 °C (within £ 5 °C) respectively.
These higher temperatures were used as they represent more closely the real
temperatures existing at the surface when the measured (biased) temperature
was chosen for the control during the experiments.

hegL (29 W/m2K) was obtained from the experimental h_' (23 W/m2K, Table
5.4b) corrected with the boundary layer theory while KyBL. (0.09 mole/m2s) is
given in Table 5.5 for sample No. XII (KyBL' =0.10 mole/m2s when H, is taken
into account). Constant and variable h,g_~ and KyBL. were used in the

computation of results presented in these figures.

When the transfer coefficients are kept constant, T stabilizes to a value lower
than the boiling point (89 °C, q;; = 7920 W/m2; 94 °C, g, = 2202C W/m32).
These values are comparable to Ts' found for run no. i7gh (b =10.3 mm,
T, ~85°C, g = 6760 W/m2) and run no. i80h (b =10.3 mm, T, ~ 96 °C,
qis° = 20460 W/m2) in free convection-1.R. drying (Table 5.2) for which it is
possible to identify Ky' to be of the same order as KYBL': 0.09 (Run no. i79h) and

0.05 (Run no. i80hj}.

When the transfer coefficients are varied according to the boundary layer theory
predictions, the initiaily small value of KyBL. and its lowering lead to an increase

of Ts' up to the boiling point temperature. At this point, in the model bulk flow of
vapor at the surface is possible since a convective term is included in equation
6.2. The good quantitative agreement in terms of drying curve and the gcod
qualitative prediction of T4 and T, evoiution with time, at low and high heat fluxes
in Figures 6.25 to 6.27 between the experimental and numerical results with
variable heat and mass transfer coefficients suggest that the reduction of the
mass transfer coefficient constitute an appropriate explanation to clarify why the
observed T4 reach the boiling point temperature in case a small equivalent mass
transfer coefficient can be identified to link the internal {within the material) and
external mass transport.
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6.8 CONCLUSIONS

Comparison between the convective as well as combined convective-1.R. drying
results and simulations with the drying front model have shown that the following
parameters are quite well reproduced by the model presented:

(a) The drying curve and drying time.

(b) The bottom temperature evolution with time.

(c) The surface temperature evolution up to the critical point and the
surface temperature at the end of drying (convection).

{(d) The overall shape of the drying rate curve.

Results from the simulations have also demonstrated that:

(e) The experimentally measured surface temperature during the
receding front period was lower than expected due to a bias
generated by the surface thermocouple.

() As a result of experimental uncertainties (on the X vs. t and T vs.t
curves) and the low average critical moisture content.(X.~ 0.024), itis
not possible to decide if a correction of the drying front position to
ovaluate the mass transfer resistance within the materials is
appropriate. However, better qualitative agreement was found for
the N, vs. X curve when the drying front empirical correction is used

in the receding front period.
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(g) Within the parameter range investigated, the effect of the diffusion
mass flux on the heat and mass transfer coefficients leads to a
decrease of the evaporation rate by a maximum of 8 % for both the
purely convective and combined processes.

(h) The mass transfer coefficient decrease as a result of the high mass
transfer flux effect at the surface level was evaluated as a plausible
explanation to clarify why the evaporation temperature of the surface
contaminated 19.9 mm sample (chapter V) reach the boiling point.

Finally, it can be concluded that the proposed drying front model {Dostie; 1991,
1992} is a very efficient too! to predict the key features of the drying process
(convective and combined convective-l.R.) within the par?meter range
investigated (glass beads, d=90-105 um, b= 5.5-19.9 mm, T_ ~ 80-180 °C,
v, =2.0-5.2 mfs, T4 =-10.6-+17.9 °C, with or without q;;" = 6810-
22020 W/m2),
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CHAPTER VII - CONCLUSIONS

7.1 SUMMARY

This research has resulted in the design and development of an experimental
facility to study the combined convective-I.R. drying process.

First, the convective drying of a capillary porous material (glass beads, d= 90-
105 um) was studied in high temperature flow conditions (b =5.5-20 mm,
T, ~80-180°C, v~ ~2.0-6.3 m/s, T4 ~-1.8 - +7.8°C). The experimental
results were found to be in good agreement with the classical results for analogy
between the transfer of heat and mass expressed in terms of average heat and
mass transfer coefficient ratios (Bird et al., 1960). This conclusion was found to
apply (within experimental uncertainty) whether the transfer coefficients are
corrected or not to account for the effect of the surface diffusion mass flux andvor
density variation. It was also observed that the critical moisture content is
independent of the convective drying parameters and sample thickness.

Second, combined convective-l.R drying of a capillary porous material (glass
beads, d =90-105 um) was examined experimentally (b =5.5-19.9 mm,
T, ~ 80-180°C, v =20-6.2 m/s, Ty =-10.6 - +17.9°C, q;; = 6810-
22020 W/m2), It was observed that there is a link between the evaporation
temperature and crust formation on the surface. An increase in the heat transfer
coefficient was observed to occur when the surface reaches the boiling point and
is higher than tnat of the flowing air. The necessity to take into account the effect
of high mass transfer flux on the heat transfer coefficient (when convection is
combined with |.R. heating) has been demonstrated. Further, the analogy
between the transfer of heat and mass (expressed in terms of average heat and
mass transfer coefficient ratios) was found to be verified quite well when the
mass transfer resistance is mainly determined by the external boundary layer
whereas it is not when the mass transfer coefficient is reduced as a result of crust
formation. Lastly, It was observed that the critical moisture content is
independent of the convective drying parameters, sample thickness .the overall
incident heat flux and surface contamination.
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Third, a drying front model developed by Dostie (1991, 1992) was discussed and
tested. Compariscon, within the whole experimental range, between the drying
front model predictions and the experimental results of this study in convection
drying and for the combined process have shown that the drying time, the bottom
temperature evolution, the surface temperature evolution up to the critical point
and the overall shape of the drying rate curve were quite well reproduced by the
model. Simulations have also shown that, within experimental range, the effect
of the diffusion mass flux on the heat and mass transfer coefficients leads to a
decrease of the evaporation rate by a maximum of 8 % for both the purely
convective and combined processes. The mass transfer coefficient reduction
was evaluated as a plausible explanation to clarify why the evaporation
temperature of a surface contaminated 19.9 mm sample (chapter V) reaches the
boiling point temperature.
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7.2 CONTRIBUTIONS TO KNOWLEDGE

The following are the original contributions of this thesis:

a)

d)

In the combined high temperature convective-l1.R drying process, the
heat and mass transfer analogy (as expressed in terms of heat and
mass transfer coefficients ratios} was found to be verified when the
mass transfer resistance is mainly determined by the external
boundary layer whereas it is not when the mass transfer coefficient is
diminished as a result of crust formation.

A convective heat transfer coefficient increase has been
experimentally demonstrated to exist when the surface temperature
has reached the boiling point and the gas temperature is lower than
the surface temperature. This effect decreases the drying rate and
leads to a lower efficiency of the I.R. heating process.

The necessity to take into account the effect of high mass transfer flux
on the heat transfer coefficient (when convection is combined with
I.R. heating) has been demonstrated.

The critical moisture content is the same for both the convective
drying and the combined high temperature convective-l.R. drying
processes.

It was demonstrated that the combined convective-.R. drying process
of a non-hygroscopic materia! proved to be well predicted with a
drying front model.
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RECOMMENDATIONS FOR FUTURE WORK

a) Develop a reliable calibration and on-line measurement procedure

a)

h)

to evaluate the incident I.R. heat flux under combined convective-i.R.
heating.

Develop an efficient surface temperature measurement technique
not sensitive to the |.R. heat flux (over the whole useful wavelangth
range).

Further experimentation should be carried out to determine the
detailed temperature field within the test sample for closer
comparison with predictions of the drying front model or other drying
models.

Carried out an experimental study of the phenumenon related to the
observed increase of the convective heat transfer coefficient.

Study experimentally continuous and intermittent combined
convective-I.R. drying of hygroscopic and/or semi-transparent
materials.

Evaluate the appropriateness of the drying front correction for the
cases of materials with much higher critical moisture contents and/or
much lower thermal conductivity (k4 ~ 0.03 W/mK). For example,

very fine sand (d < 50 um) or acoustic tiles (Dostie et al., 1988).

Extend the applicability of the drying front model for hygroscopic
materials and other combined heating modes (microwave, high-
frequency).

Verify the applicability of the high mass transfer rate correction
procedures and analogy tu the case of combined convective and
microwave or high-frequency drying.
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APPENDIX 1
THE EXPERIMENTAL SET-UP ACCESSORIES OR EQUIPMENTS

USE WITHW THE EXPERIMEATAL

ACCESSORY OR

MODEL No. OR

FACILITY EQUIPMENT BRAND DENOMIRATION TECHNICAL SPECIFICATIONS
To provide a mechanical support and & Batch oven Pyradia BT 242436 HCE 9 tubular type heaters, Tj,., =400 °C. P = 18 kW., U = 600 V,
thermally stable environment . ! . \
Rockwool insulation thickness = 150 mm, Vol.= 337624 cm3

To allow seloction and control of the air | Oven Temperature Barber Colman Comp. BC-560 PID controfier with on-off capability
temperature controller
To supply the oven airflow Oven fan Pyradia na Squirrel cage, 0 = 312 mm, output = 1700 cfm
To supply the necessary oven fan rpm. { DC motor Leroy Somer FE-65FJ5V max. rpm =1750, P = 1750 W. U = 180 V
To allow selection and control the Solid state DC motor Leroy Somer LStronics Load and Ene regulation = 1 % and 0.5 % respectively
stability of the DC motor rpm. speed controller
To cool the bottom cavity Fan Dayton Electric Mfg. 2C915A Squirrel cage type with output limited by a shutter, P = 125 W
To cool the | R. sowrce and to renew air | Fan Electrohome EB-4 Squime! cage typs with vanable speed, P =96 W
in the oven
To renew air in the oven Fan Rezner Venter Lv-301 Squirrel cage type, admission limiled by a snutter, P = 161 W
To supply the |.R. heat flux |.R. source Glenro [nc. Radplang Heatar | P =4.3 kW, U = 240V, size = 457 X 356 mm

Series 80
To allow the choice of the |.R. source Manual variable The Superior Electric Co. 11560D0-25 Urange =0-280V, P = 14 kW
temparature transformer
To guard against air heat losses to the Flexible heaters Watlow Corp. Silicone rubber 1({300W; 152 X 126 mm) + 1 (150 W, 128 X 77 mm) + 2 (50 W;
botlom ca sty upstream of the sample rectangles, 125 X 25 mm), Thickness = 0.5 mm

etched-foil

construction
To maintain the lower test section wall Temperature controller Partlow Corp. MIC 2000 PID contrcfier with on-off capability
temperature close to the sample
To allow selection and control of the Temperative controller RKC Inst. inc. REX-C10 Auto-tune PID controtier with on-off capability
lower tast section wall temperature on
the bottom of the flow mixer
To Reduce the inlet flow Mirbulence Flow mixer Perforated grids assembly with 2 sets of plates. Each sel has 3 plates with 33 %, 40 % and 51 % open area with § mm
scale and to improve the velocity gap in between. 3 wira mesh of 100 mash with 40 S W.G wire. A 5 mm gap in between wire mesh was left. Size =60 X
unifermity 500 X 100 mm
To compact the glass beads bed Vertical vibrator Ray Foster Denta! a4 U=115V,{ =60 Hz

Equipment
To consolidate the glass beads bed High temperatura batch Pyradia FEP141418SVF 12 spiral type heaters, Tp,,, = 1260 °C, P =10 kW., U = 600
oven V. Ceramic insulation thickness = 200 mm, Vol. = 66938 em3

na.: not available

9tt



APPENDIX 2

o

THE SPATIAL LOCATION OF THE MEASURING POINTS

WITH RESPECT TO Oxyz

Measuring X y z

|__point (mm) (mm) il (mm)
Te 120 0 50
V., -125 -190 50
Tg 0 -60 40
Teir -30 -125 295
T 0 205 100
Tie 80 0 100
Tia 165 0 100
Tea 0 -125 100
Tis -85 -125 100
Tie -250 0 50
Toot 0 205 50
Teo 0 205 0
Ta 0 60 3
Tt 0 0 15
T 0 0 50
To1 0 223 - 1
Tpo 0 50 - 1
Th3 -50 0 -1
Tp4 50 0 -1

See Figures 3.3 or A5.1 for Oxyz location.




MEASUREMENT DEVICES AND/OR SENSORS

APPENDIX 3

I L

VARIABLES MEASURMNG APPARATUS BRAND MoDpEL Range ACCURACY RESOLUTION | REPEATABILITY RESPONSE
AND/OR BENSORS TWME OR RATE
e B = x
L Condensation dew Coneral Eastern 1211 sensor -40°C - +03°C 0.1 °C na 2°Css
peint hygrometer It trument Corp. 1100DP indicator unit + 80°C
1220 thermostated
NEMA enclosure
v Air valocity meter Siemra Instruments | 615 MHTV 0-6m's | 4 0.24m/s 0.0t m/s + 0.012 m/s 0.01 s
P Marcury barometer Fisher Scientific National Waather 647-805 0.2 mm 0.1 mm na na
Instrument Service Type mm
02-380
m Balance Metllar Instrumente 1 PM 4000 0-4100g 1+ 0.02g 0.01 g + 0019 2s
AG
P Watimeter Waestinghouse VP4-846 0-5kW + 0.6% 1w na 0.4 5
T. T“- Thermocouple Omega 30 gagetype Jor K, 0°C - + 0.5°C 0.01 °C na ~35
(i = 3,5) Kapton insulation + 316 °C
Teir Tpi Thermocouple Omega 30 gage type K, glass -73°C- +1.1°C 0.01 °C na <3s
S braid insulation + 482 °C
(i =1,4)
Tg Thermocouple Thermo-kinelics 05mmatypeK,MgO | -200°C-1  05°C 0.01 °C na <25
T insulation and stainless | + 927 °C
b steel sheats
T Ty Thermocouple Omega 24 gage type K, 0°C - + 1.1°C 0.01 °C na ~6s
(i =1,2) Kapton insulation + 1€°C
9 Heat Flux Transducer | Medtherm Corp. 64-2-18-K Oto 23 + 3% 1W + 05% 0.29s
Schmidt-Boeer KW/m
E Infrared Pyrometer Raylek, Inc. Raynger | R2LT -30°C- | 1 1% reading 1°C + 05% 0.25s
81o 14um 1400 °C 0.01inE reading (T)
spectral range
AP, Differential Pressura | AIR LTD. MP 20-2A 0420 +15% na na na
meter in.H20 reading (AP)

[ ]
na : not available

gce
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APPENDIX 4

THE THERMOPHYSICAL PROPERTIES OF WATER, WATER VAPOR,
AIR AND THE GLASS BEADS

The water vapor thermal conductivity (W/mK) was reported by Chiang (1987}):
(T} K)

k, =10° *[7.33746 10° ~10132110° * T+ 180034 10" * T

- (A4.1)
-9.09792 10™ * T°]

The air thermal conductivity (W/mK) was correlated by Irvine and Liiey (1984):
250K £ T < 1050 K

k,= -2.27650110° +12598485 10 * T - 14815235 107 * T*
+173550646 107 * T* - 1066657 10™ (A42)
*T* +2.47663035 1077 * T° '

The thermal conductivity (W/mK) of the gas mixture can be evaluated from the
relation given by Chiang (1987):

1

o o YA+ (M,
YoM )3 +y,(M, )3

(A4.3)

The vapor specific heat (J/kgk) has been given by Van Wylen et al. (1981):

300K < T < 3500 K

T
B=—
100
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c,, =143.05-183.54*6°* +82.751"9°° -3.6989"0 (Ad.4)
The air specific heat (J/kgK) was correlated by Irvine and Liley (1984):

250K £ T < 2000 K

¢, = 10° *[103409-0.2848870 10°* T+0.7816818 10° * T2

(A4.5)
-0.4970786 10° * T* +0.1077024 1072~ T*|
The heat capacity (J/kgK) of the moist air mixture can be computed from a
formula reported by Eckert and Drake (1972):
Cpg = W,C,,, +(1-0,)C,, (A4.6)

where w, is the mass fraction of water vapor.

The liquid water specific heat (J/kgK) was taken to be a constant (Incropera,
1984) because the variation with T were lower than 0.5 % in the range {(273.15 K
- 373.15 K):

Cow = 4180 (A4.7)
The vapor viscosity (kg/ms) is given as (Chiang, 1987):
(T:K)
W, =-3,189 10° +4.145 10® * T-8.272 10 * T2 (A4.8)
The air viscosity (kg/ms) was calculated from (Irvine and Liley, 1984):

250K < T < 600K

p, = 10 '[-0.98601+9.080125 102 * T -117635-75 10* * T?

(A4.9)
+1.2349703 107 * T° -5.7971299 10" * T*]
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The viscosity (kg/ms) of a low-pressure moist air mixture may be simply
calculated from the component viscosities (Chiang, 1987):

1 ]
YR MZ +(1-y Ju MZ
= 1 1

YVME + (1 - YV )ME

Mg (A4.10)

The iatent heat of evaporation (J/kg) was evaluated with (Irvine and Liley, 1984):

27315K £ T < 647.3K

1 5

AH, =2.5009 10° * [0.779221*T5 +4.62668" T¢ —1.07931" T

?
]

-3.87446* T +2.94553* T° -B8.06395" T*

(A4.11)
+115633* T* - 6.02884 * T°]
The vapor saturation prassure (Pa) was computed with (ASHRAE, 1977):
27315K < T < 647.3K
8=0.65-0.01*(T -273.15)
P, 101325°0.01Y, .
= *(374.136-(T-273.15
'"(217.99) ( T ( ( )
[ _ _ “0_ . n?
7419242 -29.721*0 - 1155286 * 67 | (A4.12)

-0.8685635* 6° +0.1094098* 6*
-+4.439993 * 0° + 0.2520658 * a°
| +0.05218684 * 67

and 173.15 K< T <273.15 K

27316

=7
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~9.096936° (8 -1)- 356654 "10,o(8)] (24 43

| =101325"
oG (P.) +0.876817'[1-—;)—2.2195933

The vapor diffusion coefficient in air (mZ2/s) was deduced from the relation given
by Bird et al. (1960) for the mass diffusivity of a binary system at low pressure:

(T; K)

o _ 0000004455 T2
" P. (Ad.14)

The consolidated glass beads bed thermal conductivity (W/m2K) has been
measured by Collignan (1990) for the dry bed at ambient temperature (d = 90-
105 um, € = 0.37, Ty p= 21 °C)

This value is close to the ne for non consolidated beds (0.2 W/mK; & = 0.40,
Tamp = 20 °C) reported by Azizi et al. (1988) and by (0.167 W/mK; d = 485um,
e = 0.36) Pilitsis (1986). The specific heat (J/kgK) of the glass beads is
{Collignan, 1990):

A similar value (920 J/kg) has bean measured by Azizi et al. (1988) for glass
beads.
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APPENDIX 5

THE RADIATIVE HEAT EY.CHANGE IN THE TEST SECTION:
THE WYPCT4ESES, SURFACES,
SYSTEM OF EQUATIONS AND SOLUTION

A HYPQTHESES

The application of the theory of radiation exchange in an enclosure of diffuse
gray surfaces (Siegel and Howell, 1981) is subject to the following restrictions
(over each surface area):

a) The temperature is uniform;

b} The directional and spectral emissivity, absorptivity and reflectivity
are independent of wavelength and direction;

c) All energy is emitted and reflected diffusely;

a) The incident and hence reflected energy flux is uniform over each
individual area.

B SURFACES LOCATION, SIZE AND SHAPE FACTORS

The locations of \ii@ 4 surfaces used to evaluate the radiative heat exchange

within the test section are displayed in Figure AS5.1. The surfaces number are the
following:

a) Surface number 1 is the sample;
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Figure AS5.1a Test section: bottom view
b Test section: cross sectional view
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b) Surface number 2 is composed of:

iy The test section side surfaces (front panel, rear panel, flow
mixer exit, test section flow exit);

i) The test section bottom plate;

iii) The test section upper plaie without the aperture for |.R. heating
and surface 3 (drawn in Figure A5.1).

c) Surface number 3 is located on the upper test section plate; it is
symmaetrically positioned with respect to the I.R. aperture and

corresponds to a plate that was cut on the upper test section plate.
The limiting line located in between Ty, and T3 does cross the T,-

T,3 line in the middle; the thermocouple Ty, is located midway

between the downstream |.R. aperture side and the downstream line
which delimits surface 3;

d) Surface 4 is the L.R. source aperture.

The actual surface areas of the four surfaces are:

A, = 0.0062 m?
A, = 0.6009 m2
Ag = 0.0580 m2
A4 = 0.0229 m2

The shape factors were computed with FACTIJ (Bédard, 1985) a software using a
line integration algorithm. The accuracy of the shape factor determination was
ascertained by Beédard (1985) for 31 simple cases for which an analytical

solution exists (Siegel and Howell, 1981), Making use of the reciprocity relations
and the sum rule (Incropera, 1985), only F,, (0.3894) and Fi(3+4) (0.6935) had to

be computed. The following values were found for the necessary shape factors:

Fyq = 0.0000, Fy, = 0.3065, Fy4 = 0.3041, F,, = 0.3894
Faq = 0.0032, Fyp, = 0.8693, F,pg = 0.0934, Fp, = 0.0341
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Fgq = 0.0325, Fg, = 0.9675, Fy3 = 0.0000, F34 = 0.0000

- Fqq = 0.1054, F4, = 0.8946, F4q = 0.0000, Fyq = 0.0000
C THE SYSTEM OF EQUATIONS AND SOLUTION TECHNIQUE

Given the surface temperature the system of equation to be solved has been
summarized by Siegel and Howell {(1981) as follows for the k h equation (k=1,4):

4 8 1_E *Q ‘ * w
Z['r_f‘ﬁq‘?l] ;“:=Z(5u—ﬁq) o T (A5.1)

=1 J=1
where §y; is the Krc acker delta defined as:

5. ={1 when k=|
47 1v whenkz) (A5.2)

Qi ic (he rate (W) of heat input to the surface or output of the surface j. The right-

hand side of equation A5.1 can be computed for each surface when their surface
temperature is known (here measurad or evaluated). Each factor of Qi on the left-

hand side, can be evaluated and assembled in a matrix which can be inverted.
The solution of the resulting system of linear equation is obtained simply by
multiplying the inverted matrix and thz \aft-hand side vector.

Finally the relation whicn link Q4 to g;; (the overall incident radiative heat flux on
the sample surface)} is the following (Siegel and Howell, 1881):

Q,=A,"E,"(oT,' -q,) (AS.3)

For the convective heating results, we have:

e,

Gy = ' (AS5.4)
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APPENDIX 6

EMISSIVITY MEASUREMENT

A METALLIC SURFACE EMISSIVITY MEASUREMENT

The measurements were different for the metallic surfaces and the sample. As
shown in Figure A6.1 the metallic surface was put in good contact with a heating
plate with controllable surface temperature. For the test section plate a type K
(30 gage) thermocouple was spot-welded in the center of the plate. For the
stainless steel plate, a type K (butt bonded junction, 0.005" thickness) Omega
co1 thermocouple was glued in the plate center. The instrumentation and heated
plate were within a large room at ambient temperature (~ 21 °C).

The infrared pyrometer was located 1 m above the sample and the measurement
area was about 33 mm @ located in the metal plate center.

Before the final measurements could be made the metal plate was heated to the
highest temperature for which a measurement was realized. It was left for a two
hour period at this temperature. Such initial step was mandatory since it was
observed that the emissivity measurement was not reproducible if the surface
was not previously "aged”. This step is quite commonly performed (Wade and
Slemp, 1962) when measurements of emissivity are carried-out. Furthermore,
such an “aged" surface corresponds more closely to the state of the metallic
surfaces within the test section.
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Figure A6.1 The emissivity measurement set-up
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The procedure followed to take the reported measurement is:

a) Adjust the plate controller to the needed plate temperature;
b) Wait for a stable temperature reading with the surface thermacouple;

¢) Adjust the emissivity of the infrared pyrometer so that the pyrometer
temperature reading and the thermocouple reading are the same;

d) Record the emissivity and temperature.

This procedure was repeated for consistency at the same temperature and the
results are presented in Figure A6.2a for the aluminized silicone paint on steel
background and in Figure A6.2b for the polished stainiess steel plate. The
reproducibility of the measurement was evaluated to be within £ 0.01 in both
cases. Furthermore, it can be observed that all the data are within £ 0.03 and
% 0.02 of the reported emissivity for the aluminized paint (E; = 0.28) and the
stainless steel plate (E., = 0.13) respectively. The emissivity increase slightly
with temperature; this is the usual behavior of most metallic surfaces (Siegel and
Howell, 1981). For the aluminized silicone paint it increase by 0.05 when the
temperature goes from 50 °C to 270 °C. For the stainless steel plate, the
emissivity increase by 0.G4 when the temperature goes from 80 °C to 180 °C.

Values for the emissivity of an aluminized silicone paint has been reported by
Siege! and Howell (1981) to vary in a range from 0.20 to 0.60 within which ail the
present value were measured. Sala {(1986) reported a value between 0.10 and
0.15 for the same temperature range for stainless steel type 304.

B THE SAMPLE EMISSIVITY MEASUREMENT

The sample emissivity measurements were carried with a wet and a dry surface.
The sample was introduced in a batch oven close to an aperture on the oven
~eiling through which the sample surface could be focused with the pyrometer.
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The results are displayed in Figure A6.3. When the sample surface is wet it was
not possible to observe any temperature reading difference (thermocouple vs.

pyrometer) as the emissivity varied in between 0.95 and 1.0. When the sample
surface is dried, the sample surface emissivity is 0.91 within £0.01. E; was

taken to equal 0.95 because:

a) The sample surface is likely to be wet during the P.C.D.R.P.;
b) Water emissivity is 0.96;

c) 1tis likely that such a measurement is affected by the presence of the
oven and the walls of the aperture since a portion of the reflected
energy by the sample does contribute to increase the sample surface
emissivity.

Nevertheless the magnitude of the latter effect cannot be evaluated with certainty.
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APPENDIX 7

HEAT TRANSFER COEFFICIENT CORRELATION

An expression for the Nusselt number applicabie to evaluate the convective heat
transfer coefficient (h,g ') in this study was developed to account for the the
effect of the significant temperature gradient existing between the sample surface
and the test section flow. Kays and Crawford (1980) suggest that temperature
variation effects be taken into account through the use of a temperature ratio.
The Nusselt number was evaluated acceiding to:

. (hg DY
Nu =( ” ) (A7.1)

where the thermal conductivity kg was evaluated with the test section
temperature T,  and D, the sample diameter is given in Table 3.1. The following

expression was found to give the highest correlation coefficient (0.96) with the
experimental resulits:

ey 112
Nu' =0.27 * g2 G—) (A7.2)

where Ts' is the sample surface temperature (K), T.." the air temperature in the
test section (K).

The Reynolds riumber is written as :

. DY
Re =(p“:g J (A7.3)

Pg and y4 are the test section air density and viscosity evaluated at T, v, isthe
test section flow velocity. In Figure A7.1 a comparison of the experimental
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Nusselt number computed with h.g ~ (convective results, Table 4.2) and the

exprassion A7.2 is presented. For most of the 26 convective cases represented
the agreement is good. Quantitatively, the heat transfer coefficients deduced
from equations A7.1 to A7.3 always differ by less than 12 % when compared to
h.gL given in Table 4.2. Unaffected heat transfer coefficients computed with the

film or penetration theory are within 2 % to 3 % of unaftected heat transfer
coefficient (h.g, ) reported in Table 4.2.

The exponent of the Reynolds number in the present expression A7.2 is bounded
by the exponents (Incropera and DeWitt, 1985) used for the case of laminar flow
over a flat plate 2nd turbulent flow over a flat plate (0.5 {lam.) < 0.622 < 0.8
(turb.)). The same is tiue for the constant in equation A7.2 (0.037 (turb.) < 0.270
< 0.664 (lam.}).

Equation A7.2 is representative only of the experimental results found with the
specific apparatus developed in this study and should be used only to predict
heat transfer coefficients applicable in this equipment as long as the mass
transfer rates are low (as is the case for the convective drying runs presented in
Table 4.1) or for surfaces in the test section when there is no mass transfer.
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APPENDIX 8

EVALUATION OF THE HEAT TRANSFER LOSS OR GAIN DURING
THE FREE CONVECTION-LR. WATER EVAPORATION EXPERIMENTS

A HYPOTHESES

An evaluation of the heat losses or gain from the vessel side could be made
under the following assumptions:

a) The heat fluxes are one-dimensional;

b} The cylindrical fin temperature (Figure AB.1) stays at room
temperature;

¢) The vessel temperature is the same as the water temperature (T,,);
d) The heat exchanged by convection on the vessel rim is negligible.
The heat loss by radiation and convection as the water recedes on the vessel

internal side was not evaluated due to the unknown location of the water level as
a function of time.

B HEAT TRANSFER RATE EVALUATIONS

Figure AB.1 displays the various heat transfer raies computed to account for the

heat losses or gain on the vessel sides. The following relations were used
(Holman, 1981):

AT, . (T, —20) ,m*(935 10°)®
Q, =k, AT: S,=0.02 55707 2 (A8.1)




uiazy

248

5

A: Stainless steal bow! /
B: External insulation 04 % g
C: Cylindrical fin
D: Sealed container

(heat sink)
E: Internal insulation
F: Ring fin
G: Bottom insulation
H: Insulating ring 1~
I: Reflective foil
J: Pyrex vesse!
K: Water
L: Thermocouple

D | Water
B Aluminium
Pyrex

A AN N IS N NI o o
Cellular plastic 5522525925977
ALY
Ceramic
v
Scale 1:1

Figure A3.1 The heat transfer rates on the ver -zl side
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Q. o2 m ke 'L, AT, 27700271072 °(T, -20)
2= - 2
i J L8310 (AB.2)
I, 4.7 10?2
_2°mK, "Ly *AT, _2°x*0.026*5 10 * (T, - 20)

Q. = =
’ Lo 4.8 10° (A8.3)
" a7 107
1 f

Q. -2 Tk L AT, 2°7°0.026°6510° (T, - T,,,)
.= -

’ 4.8 1072 (AB.4)
Lnf 2 Ln| -
(r,) n(4.7 10‘2]
Q; =-E,(q, - 0" (T, +273.15)*)* S,

= -0.06(q, — 5.67 10° * (T, +273.15)")

,7((83.5 10°)° - (88.5 10°))
4

(A8.5)

In these expressions the distances were taken from the vessel size and the
sample holder dimensions represented in Figure A8.1. Tpav is the average

bottom plate temperature close to the vessel upper side calculated as the
average of sz, Tp3 and Tp4 (Figure 3.3). ky is the Trymer 9501 thermal
conductivity as given by the manufacturer (Dow Chemical Corp.) and k, is the air

thermal conductivity at 30 °C. Heat losses are affectad by a plus sign in these
relations.

A first evaluation of q,, was made without taking into account the lateral heat
losses and then equations A8.1 to AB.5 were used to correct this evaiuation.
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APPENDIX 9

EVALUATION OF THE MAXIMAL FRACTION OF THE EMITTED I.R.
HEAT FLUX ABSORBED BY THE AIR LAYER BETWEEN
THE SOIJRCE AND THE SAMPLE

A INFLUENCE OF CO, ON THE MEAN TOTAL ABSORPTIVITY OF THE GAS IN
THE TEST SECTION

The mean beam length (De Vriendt, 1984) can be approximated by the one
defined for the case of two parailel planes. The first plane is the test section
bottom cavity and the second plane is the i.R. source emitting surface (the
distance between the surfaces is 0.3 m). Thus the computation of the mean
beam length gives (De Vriendt, 1984):

L,=2'0.3=0.6 m (A9.1)

The CO, partial pressure of dry air at atmospheric pressure is given by Weast et
al. (1989):

Pcoz = 33.4 Pa=0.00033 atm (A9.2)

The emitting surface temperature is Tg;, (850 °C}) and the mean gas temperature

is taken to be the average between ihe |.R. source temperature and the sample
surface temperature:

Tg= (Tgi +T5 )/2 (A9.3)

Data to evaluate Tg are taken from run i79h (section 5.4, Table 5.2) because it

corresponds to the highest dew point conditions (highest vapor concentration in
air) encounterad in all experimental runs (Td'= 19.3 °C and Ts' =84 °C). As

a result the gas temperature is:

Ty =467.7°C =740.9 K (A9.4)
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The parafﬁater to be evaluated to obtain the emissivity of CO, (E;q,) is (De
Vriendt, 1984):

Pcoz"Le' Tsir /Ty =0.00033 *0.6*1123.15/740.9 = 0.003  (A9.5)

This value and the diagram (De Vriendt, 1984) which link Tg;, and Egg, gives
Ecoz

Ecop = 0.008 (A9.6)
Then the mean total absorptivity of CO, is (De Vriendt, 1984):
Acor= (Tg/Tsir )04°*Egg, = 0.007 (A9.7)
B INFLUENCE OF H20 ON THE MEAN TOTAL ABSORPTIVITY OF THE GAS IN
THE TEST SECTION

Lo Tsir» Tq are the same as in section A.

The H,O partial pressure (T4 = 19.3 °C) of air in the test section is {(Appendix
4).

PHzo = 2250 Pa =0.0222 atm (A9.10)

The paramseter to be evaluated to compute the emissivity of water vapor Eg,q in
the gas layer is (De Vriendt, 1984):

PH2o Lo Tsir /Ty =0.0222 *0.6*1123.15/740.85 = 0.020  (A9.11)

This value and the diagram (De Vriendt, 1984) which link Ty;, and Ey,q gives
EH20:
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Then the mean total absorptivity of H,O is (De Vriendt, 1984):

Apao = (Tg/Tgir 1045 Eyyp0 = 0.032 (A9.13)
C THE MEAN TOTAL ABSORPTIVITY OF THE GAS IN THE TEST SECTION

CO, and H,0 are the only gaseous species to participate to the absorption of L.R.
radiation (De Vriendt, 1984), other species such as nonpolar gas {N,, O,) do not
interact significantly with I.R. radiation. The absorptivity of the gaseous mixture is
(De Vriendt, 1984):

Ag = Acoa+Apz0-AA = 0.007+0.032-0.000 = 0.039  (A9.14)

AA is an absorptivity correction which result from the overlapping of the
absorbing band of each gaseous species.

It can be concluded that for all runs less than 4% of the emitted heat flux is
absorbed before reaching the bottom cavity of the test section. Furthermore, it
can be noted that there is no systematic bias on the reported values of g5 in
Figure 5.2 which might result from a difference in absorption although important
variation of Td' do occur for runs with same number of heating elements.
(~ 10 °C in T4 differences). Since the computation of g (equation 5.3) did not

take into account such absorption effect, if it was important, it should reflect in
data presented in Figure 5.2.
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APPENDIX 10

CORRECTION TO THE EXPERIMENTAL DRYING CURVE OF A
TRUNCATED CONE TO OBTAIN THE CORRESPONDING DRYING
CURVE FOR A CYLINDER

A HYPOTHESES AND PROCEDURE

If one assumes that the drying rate curves for a cylinder and a truncated cone are
the same the cylinder moisture content vs. t curves is obtained as follows:

a) Obtain an expression for the cylinder moisture content;

b} Mass flux correction to obtain the corresponding cylinder drying rate:

(). Evaluation of the drying front position;

(i). Correction of the cone drying rate as a result of the evaporation
surface reduction;

(iii). Correction of the drying rate to account for the eifect of the
additional diffusion resistance for the cylinder,;

(iv). Evaluation of the drying rate vs. moisture content curve for the
cylinder;

¢} Computation of the moisture content evolution for the cylinder.
B COMPUTATION OF THE DRYING CURVE

When X > X, (critical moisture content):

Evaporation is considered as a surface phenomenon and the evaporation rate of
a cone at a specific moisture content is the same as the one for a cylinder. Then
the development according to the steps already defined iz 22 foilowing:



254
a) The moisture contents are the same for the cylinder (ch) and the

" truncated cone (X, for the same drying rate:
Xey = Xco (A10.1)

b} There is no correction applicable:

(i) The drying front is at the surface (x drying front position from
the surface):

x¢= 0 (A10.2)
(i) No correction;
(iii} No correction;

(iv) The drying rate of the cylinder (chy) and the truncated cone
(Nyco) are the same:

N (A10.3)

vey = Nyco

When X < X

If one assumes that the moisture content distribution is uniform in the wet zone.
The uaveiopment according to the steps already defined is the fol'owing:

a) The expression for the cylinder moisture content is:
(' xl »
Xy = ('T X, (A10.4)
(i) The cone moisture content is:

=]

Ve
X v, Xe (A10.5)
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where V,, is the volume of the wet zone and V_, the overall truncated cone
volume. VY, is:

n'b . .
Ve = 3 ‘(H$+H§+R1 Rz) (A10.6)

where R, is the evaporation surface radius (Table 3.1) and R, is the truncated
cone bottom radius. V., is:

"X
Vw=Vw-—§——'*(H$+R,24—R1'R,) (A10.7)

where Ry is the evaporation front surface radius. R is:

Rf = R‘I —'X| *tg(a) (A108)

where a. is the cone angle (3°). A similar expression is valid for R, with b instead
of ;.

The final expression (deduced from A10.5 to A 10.8) which links x; to the other
variables is:

(to(@))’ * %’ -3*1g(0) R, * ¢ +3* R * x,

X
+b*(Hf+R§+R1'Ha)'(x -1)=0 (A10.9)

c

(i) The correction of the truncated cone drying rate for the effect of
a re Juced evaporation surface gives (equality of mass transfer
rate):

R2
N = ! *N
7T R-xtg) 7 (A10.10)
(i} The correction of the cylinder drying rate for the effect of
increase diffusion resistance is approximated by A10.10
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corrected by a factor corresponding to an evaporation surface
area reduction:

N = R? ,(I=!1—-x,"tg(oa/2))2,,N
" Ri-x " 1g)F R? = A

(vi) Equations A10.4 and A10.11 define the drying rate curve during
the falling rate period of the cylinder.

Step (c) is the same whatever X. The expression for the derivative of the cylinder
moisture content is:

N N,

dxcv=_ oy tA - cy

at -V, tpe ¥ bep, (A10.12)

Where ch and Acy are the cylinder volume and drying surface respectively.

The computation starts from equation A10.12 for which the Runge-Kutta method
(RK22) was used to obtain a numerical solution. A first evaluation (ch)1 of ch

(t + dt) is made with (chy)1 evaluated from the drying rate curve and ch {t):

N
(Xy), =X +(-b—."-‘;’:l " dt (A10.13)

Then ()(cy)1 is used to obtain an approximation to the drying rate (chy)z- Finally,

the expression of X, (t+dt) is:

N

AR
b*p, /, \b*pg 24 g1 (A10.14)
2

Xy (t+dt)= X, (t)+ [[

The procedure is continued until ch is 0.
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APPENDIX 11

THE HEAT AND MASS TRANSFER ANALOGY

Within the frame of the laminar boundary layer theory (boundary layer

approximations) and taking into account the following approximations (Bird et al.,
1960):

a) - Constant physical properties

b) - A small mass transfer rate at the interface

¢) - iNo chemical reactions in the fluid

d) - No viscous dissipation in the fluid

@) - No emission or absorption of radiant energy in the fluid

f} - No pressure diffusion, thermal diffusion or forced ditfusion at the
interface

It can be shown theoretically (Bird et al., 1960; Incropera and DeWitt, 1985) that
the dimnensicnless heat, mass and momentum conservation equations describing
the state of the fluid within the boundary layer as well as the applicable boundary
conditions (constant temperature, concentration and velocity at the wall) are
similarl. In such a cese, the existence of the analogy between the transter of
heat and mass has a strong theoreticai basis and the solution of equations yields
classical expressions for the heat and mass transfer coefficient ratio (expression
4,24).

For a laminar flow, the high mass transfer rate effect or the boundary layers can
theorstically be taken into account through use of the laminar boundary layer
theory (Bird et al., 1960). Its practical result is a theoretical evaluation of the heat
and mass transfer coefficient change due to the high mass transfer rate.

TAccording to Incropera and DeWitt (1985), processes are said to be anaiogous if they are
governed by dimensionless equetions of the same form.
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Although ‘the flow within the test section is turbulent and the theoretical
development (analogy of the transfer) has been derived for a laminar boundary
layei, experimental observations (Hertjees and Ringens,1956; Smolsky and
Sergeyev, 1962; Eckert and Drake, 1970; Bird et al.,, 1960) have already
confirmed that the analogy between the transfer of heat and mass appears to
exist in case of a turbulent flow. In such a case the boundary layer theory results
can be used, as a first approximation, to account for the high mass transfer rate
effect.

The use of |.R. heating superimposed on a laminar flow does not bring anything
new as compared to the case of a laminar flow alone as long as (e) is true. With
respect to the flow, the wall boundary condition is still one of a given surface
temperature and not one of heat flux since |.R. heating is only a way to heat to a
given Tg. As a result, the theoretical developments which lead to a statement of
the analogy between the transfer of heat and mass as well as the boundary layer
theory are still applicable in laminar tlow-I.R. drying.

In turbulent flow-I.R. drying, the heat and mass transfer analogy and the laminar
boundary layer theory should be applicable although no strong theoretical
foundations exists to support this view (without |.R. heating the same was true).



