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Abstract 

Mesial temporal lobe epilepsy is a debilitating disease presenting with pathological brain rhythm; 

however, our current understanding of the neuronal activity underlying the epileptiform activity is 

limited. Identifying factors that contribute to changes in neuronal activity during epileptiform 

events could advance our understanding of the basic mechanisms of epilepsy. Therefore, I 

performed in vitro tetrode recordings in the rat entorhinal cortex to simultaneously record single-

unit and local field potential (LFP) activities during epileptiform discharges as well as theta 

oscillations.  

 First, I investigated single-unit activity underlying the in vitro 4-aminopyridine (4AP)-

induced ictal events presented with the sudden onset pattern that are recorded in the LFP activity. 

The experiments demonstrated that the excitatory principal cells were involved in the generation 

of these epileptiform events. Together with previous studies showing the involvement of inhibitory 

interneurons in the generation of 4AP-induced ictal events characterized by the low-voltage fast 

(LVF) onset pattern, my findings suggest that different seizure onset patterns are associated with 

different involvements of specific neuronal populations.   

Next, I studied the effects of antagonizing the K+-Cl- cotransporter 2 (KCC2) activity on 

single-unit activity underlying the in vitro 4AP-induced LVF onset ictal events recorded in the 

LFP activity. I found that ictal-like events occurring during KCC2 antagonism were not associated 

with significant increases in interneuron and principal cell activities, suggesting that the typical 

4AP-induced LVF onset ictal events were abolished. Additionally, 4AP-induced interictal events, 

which continued to occur during KCC2 antagonism, were associated with significant increases in 

interneuron and principal cell activities; during KCC2 antagonism, however, significant increases 

were observed in the interneuron and principal cell firing but not in their neuronal synchrony. 

When these 4AP-induced interictal events were recorded during the blockade of ionotropic 

glutamatergic signalling, interneuron action potentials were significantly more likely to occur at 

the beginning of the interictal events than the end, pointing to an increase in interneuron 

excitability. Altogether, these findings suggest that KCC2 antagonism enhances neuronal 

excitability.  

Finally, I analyzed the interplay between inhibitory and excitatory mechanisms during 

carbachol (CCh)-induced theta oscillations in vitro. My analyses of the single-unit activity showed 

that, around the onsets of these theta oscillations in the LFP activity, interneuron activity increased 



7 

 

before principal cell activity. After γ-aminobutyric acid type A (GABAA) signalling was 

antagonized, the duration of theta oscillations became more variable. Altogether, my findings 

highlight the role of inhibitory neurons and signalling in regulating theta rhythm and describe a 

neuronal interplay where interneurons fire before principal cells.  

The experiments outlined in this thesis examined three factors contributing to changes in 

neuronal activity underlying epileptiform discharges: seizure onset pattern, KCC2 activity, and 

theta rhythm. By examining neuronal activity with respect to these factors, the findings presented 

in this thesis is part of a larger research effort devoted to understanding the basic mechanisms of 

epilepsy.  
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Résumé 

L’épilepsie temporale mésiale est un désordre neurologique associé à de l’activité 

électroencéphalographique (EEG) pathologique. L’activité neuronale sous-jacente à l’activité 

épileptiforme enregistrée sur l’EEG est cependant peu connue. L’identification des facteurs qui 

contribuent aux changements de l’activité neuronale pendant les évènements épileptiformes 

pourrait contribuer à l’avancement des connaissances sur les mécanismes de base de l’épilepsie. 

Ainsi, j’ai effectué des enregistrements avec les tétrodes dans le cortex entorhinal du rat afin 

d’obtenir l’activité neuronale unitaire et l’activité des potentiels de champs locaux pendant les 

décharges épileptiformes ainsi que pendant les oscillations thêta.  

 Premièrement, j’ai étudié l’activité neuronale unitaire associée aux décharges 

épileptiformes induites par la 4-aminopyridine (4AP) in vitro. J’ai observé des décharges ictales 

qui apparaissaient soudainement (aussi nommé décharges ictales à « initiation soudaine ») et 

montré le rôle des neurones pyramidaux excitateurs au début de la genèse de ces décharges ictales. 

Les études précédentes avaient montré que les décharges ictales induites par la 4AP et caractérisées 

par une activité rapide à bas voltage (aussi nommées « low-voltage fast onset » ou LVF) étaient 

associées à l’activité d’interneurones inhibiteurs. En prenant en considération l’ensemble de ces 

résultats, j’ai montré que la genèse de ces deux patrons de décharges ictales est associée à une 

implication différente des interneurones et neurones pyramidaux.    

  Ensuite, j’ai étudié en in vitro les effets d’un antagoniste du co-transporteur K+-Cl- (KCC2) 

sur l’activité neuronale unitaire associée aux décharges ictales « LVF » induites par la 4AP. J’ai 

observé que les décharges qui ressemblent à de l’activité ictale pendant l’application de 

l’antagoniste du KCC2 ne sont pas associées à des augmentations significatives de l’activité des 

interneurones et des neurones pyramidaux; donc, les décharges ictales sont abolies pendant 

l’application de l’antagoniste du KCC2. De plus, les décharges interictales induites par la 4AP qui 

continuaient à être présentes pendant l’application de l’antagoniste du KCC2 étaient associées à 

des augmentations significatives de l’activité des interneurones et neurones pyramidaux. Toutefois, 

pendant l’antagonisme du KCC2, des augmentations significatives étaient constatées de la 

décharge neuronale et non de la synchronisation neuronale. Lorsque les antagonistes de la 

neurotransmission ionotropique glutamatergique étaient appliqués, l’activité des interneurones 

était augmentée de façon significative au début des évènements interictaux plutôt qu’à la fin. En 
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d’autres termes, j’ai observé une augmentation de l’excitabilité des interneurones. Ainsi, 

l’antagoniste du KCC2 favorise l’excitabilité neuronale. 

 Finalement, j’ai effectué des analyses de l’interaction entre les mécanismes inhibiteurs et 

excitateurs pendant les oscillations thêta induites par le carbachol (CCh) in vitro. Au début des 

oscillations thêta, j’ai observé que l’augmentation de l’activité des interneurones survenait avant 

l’augmentation de l’activité des neurones pyramidaux. Après l’application de l’antagoniste de la 

neurotransmission GABAergique, la durée des oscillations thêta devenait variable. En somme, mes 

résultats ont permis de mieux définir le rôle des neurones inhibiteurs et de la transmission 

inhibitrice dans le rythme thêta et l’interaction entre les interneurones et les neurones pyramidaux. 

Les procédures expérimentales présentées dans cette thèse ont permis d’étudier trois 

facteurs associés à des changements de l’activité neuronale lors de décharges épileptiformes : les 

décharges à « initiation soudaine », le KCC2, et le rythme thêta. En examinant l’activité neuronale 

associée à ces trois facteurs, les résultats présentés dans cette thèse contribuent au développement 

de connaissances sur les mécanismes de base de l’épilepsie.  
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Chapter 1: Background 

 

 

In this first chapter, I provide the context of the work outlined in this thesis by reviewing the 

relevant literature and highlighting the research rationales and objectives. The chapter begins with 

an introduction on mesial temporal lobe epilepsy that is followed by an examination of the current 

understanding of the basic mechanisms of epilepsy – focusing on the existing literature on the 

underlying neuronal activity. The chapter then discusses the objectives and rationales of the 

experiments presented in this thesis. 
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1.1. Mesial temporal lobe epilepsy 

Epilepsy is a neurological disease defined by an increased susceptibility to have seizures (Fisher 

et al., 2014). The worldwide median prevalence of epilepsy was recently estimated to be between 

4.9-12.7 per 1,000 persons (Ngugi et al., 2010; Fiest et al., 2017). In Canada, the overall prevalence 

of epilepsy was estimated to be 4.0 per 1,000 persons (Gilmour et al., 2016). These numbers have 

motivated epilepsy research in the laboratory, but these efforts have translated to limited progress 

in the clinic. For instance, while novel anti-epileptic drugs were consistently introduced to the 

clinical setting to control seizure occurrence, the proportion of patients gaining adequate seizure 

control through pharmacotherapy did not increase (Löscher and Schmidt, 2011; Brodie et al., 2014; 

Pohlen et al., 2017; Chen et al., 2018). While epilepsy surgeries were consistently demonstrated 

to be a therapeutic alternative for achieving adequate seizure control (Wiebe et al., 2001; Engel et 

al., 2012; Jobst and Cascino, 2015), it remained underutilized in the clinic and, thus, could benefit 

from further advances in candidate selection and surgical technique (Engel, 2018). Altogether, 

epilepsy remains an active area of research in order to improve therapeutic strategies.  

Epilepsy is also a heterogeneous disease that can be better described as epilepsies or 

epileptic syndromes rather than epilepsy per se. One of these epilepsies is mesial temporal lobe 

epilepsy (MTLE), in which seizures originate from limbic areas including the hippocampus, 

entorhinal cortex (EC), and amygdala (Quesney, 1986; Spencer and Spencer, 1994; Wennberg et 

al., 2002; Behr et al., 2014). MTLE was associated to a less favorable disease progression (Choi 

et al., 2016) and an increased likelihood of becoming medically refractory (Semah et al., 1998; 

Stephen et al., 2001; Gilioli et al., 2012), which is diagnosed when two or more pharmacotherapy 

attempts failed to provide adequate seizure control (Kwan et al., 2010). Consequently, a significant 

amount of research effort has been devoted to studying MTLE by investigating epileptiform 

activity generated in the limbic structures.  

Epilepsy produces symptoms in the local field potential (LFP) activity of the brain – that 

is, synchronized activity electrographically recorded from a neuronal ensemble using electrodes 

inserted into the brain (Buzsáki et al., 2012; Kandel et al., 2013). These electrographic symptoms, 

which are distinctive from baseline LFP activity, are commonly differentiated into ictal events, 

which are seizures or electrographic disturbances lasting several seconds, and interictal events, 

which are electrographic disturbances lasting only few seconds between ictal events (Gibbs et al., 

1935; Chatrian et al., 1974). To gain mechanistic insights into ictal and interictal activity of MTLE, 
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diverse acute and chronic models of epilepsy and of epileptiform activity were developed in the 

laboratory for research studies (Avoli and Jefferys, 2016; Lévesque et al., 2016a). The work 

conducted in this thesis is one of these investigations that aims to advance our understanding by 

providing insights into the basic mechanisms of MTLE.  

 

1.2. Ictal activity 

Conceptually, seizures are defined as “abnormal excessive or synchronous neuronal activity” 

(Fisher et al., 2005). This characterization implies that seizures – and seizure generation, or 

ictogenesis – involve increases in neuronal firing or synchrony. Accordingly, neurons were found 

to increase their firing around ictal onsets (Schmidt et al., 1959; Wenzel et al., 2019) and during 

ictal events (Prince and Wilder, 1967; Ishijima, 1972; Cymerblit-Sabba and Schiller, 2010). Such 

increases in neuronal firing were also reported in human epileptic patients (Calvin et al., 1973; 

Babb and Crandall, 1976; Babb et al., 1987; Bower et al., 2012; Schevon et al., 2012). In addition 

to firing, neuronal synchrony with the LFP activity was found to increase around ictal onsets 

(Bikson et al., 2003; Cohen et al., 2006; Wenzel et al., 2019) as well as during ictal events (Prince 

and Wilder, 1967; Ishijima, 1972; Butuzova and Kitchigina, 2008; Cymerblit-Sabba and Schiller, 

2010), which were also replicated in investigations in human epileptic patients (Verzeano et al., 

1971; Ishijima et al., 1975; Wyler et al., 1982; Truccolo et al., 2011; Schevon et al., 2012; Weiss 

et al., 2013). These findings altogether support the concept of seizures resulting from excessive or 

synchronous neuronal activity.  

Upon closer examination, the neuronal activity – particularly with regards to neuronal firing 

– underlying seizures appears to be more complex than what was implied in the conceptual 

definition of seizures. Namely, researchers were able to record neurons that increased their firing 

simultaneously with neurons that decreased their firing around seizure onset in similar proportions: 

39% and 37%, respectively (Bower and Buckmaster, 2008). Their reports were consistent with 

observations made from human epileptic patients (Truccolo et al., 2011; Weiss et al., 2016; 

Lambrecq et al., 2017). Altogether, the data associate seizures to bidirectional changes – namely, 

both increases and increases – in neuronal firing, which suggest that the underlying mechanisms 

of seizures and ictogenesis are more than increases in neuronal activity. 

Considering that neurons could categorized based on the neurotransmitters that they release, 

heterogeneous neuronal activity patterns in association to ictal events could be further 
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characterized by examining the activities of interneurons and principal cells separately. While 

increases in the firing of both interneurons (Butuzova and Kitchigina, 2008; Lillis et al., 2012; 

Grasse et al., 2013; Toyoda et al., 2015; Lévesque et al., 2016b; Wenzel et al., 2019) and principal 

cells (Fujita et al., 2014; Ewell et al., 2015) were found around ictal onsets, important differences 

also emerged. With respect to the temporal dynamics between interneuron and principal cell firing 

increases, researchers found that interneuron firing increases preceded principal cell firing 

increases, implicating interneurons – as opposed to principal cells – in ictogenesis (Grasse et al., 

2013; Lévesque et al., 2016b); these findings were corroborated by investigations in human 

epileptic patients (Elahian et al., 2018; Kandrács et al., 2019). Furthermore, with respect to 

neuronal synchrony with the LFP activity, interneurons increased their synchrony with the ongoing 

ictal events more than principal cells (Grasse et al., 2013; Neumann et al., 2017). These findings 

thus implicate increases in interneuron activity during seizures and ictogenesis.  

Seemingly contradictory findings also exist in the literature. Namely, some investigators 

found that principal cell activity increased more than interneuron activity during seizures (Aeed et 

al., 2020), suggesting that principal cells were more involved in ictogenesis than interneurons. 

However, a difference existed among these studies – the LFP activity patterns around the onsets 

of seizures. Different seizure onset patterns were identified in experimental models (Avoli et al., 

2013, 2016; Lévesque et al., 2016a) and in human epileptic patients (Perucca et al., 2014). Upon 

a closer examination, principal cell activity increased more than interneuron activity during 

seizures presenting with the hypersynchronous onset pattern (Aeed et al., 2020) – which is a high 

amplitude, low frequency discharge pattern (Engel, 2013; Avoli et al., 2016). On the contrary, 

some of the previously discussed studies that reported increases in interneuron firing and 

synchrony examined exclusively ictal events of the low-voltage fast onset pattern (Grasse et al., 

2013; Lévesque et al., 2016b; Elahian et al., 2018) – which is a low amplitude, high frequency 

discharge pattern (Engel, 2013; Avoli et al., 2016). In other words, heterogeneous neuronal activity 

firing patterns can be further characterized by considering the types of neurons and seizure onset 

patterns involved.  

At first glance, seizures appeared to be associated with heterogeneous patterns of neuronal 

activity, rather than the proposed increases in neuronal activity. Upon closer examination, this 

heterogeneity in neuronal activity pattern can be further dissected by distinguishing interneurons 

from principal cells and different seizure onset patterns. 
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1.3. Potassium-chloride cotransporter 2 (KCC2) 

The electrical activity of neurons is influenced by the ionic concentration gradient across the 

neuronal membrane. While many proteins are expressed by neurons to control the concentration 

gradients of different ions, one protein of particular research interest is K+-Cl- cotransporter 2 

(KCC2). Mutations in the SLC12A5, which encodes KCC2 in humans, were identified in people 

living with familial epilepsy (Kahle et al., 2014; Puskarjov et al., 2014; Stödberg et al., 2015; 

Saitsu et al., 2016; Saito et al., 2017; Till et al., 2019). These studies associated epilepsy with 

impaired KCC2 function – namely, mutations disrupted the intracellular Cl- extrusion and the 

KCC2 protein expression on the cell surface (Kahle et al., 2014; Puskarjov et al., 2014; Stödberg 

et al., 2015; Saitsu et al., 2016). Therefore, studies of human genetic mutations support an 

involvement of KCC2 in epilepsy.  

In ictogenesis, the role of KCC2 was previously interrogated with regards to ionic dynamics. 

KCC2 extrudes Cl- and K+ from neurons (Di Cristo et al., 2018) and is expressed by both 

interneurons and principal cells (Gulyás et al., 2001). Its activity was known to influence the 

intracellular [Cl-], which determined the integrity of γ-aminobutyric acid type A (GABAA) 

signalling (Kaila et al., 2014). Accordingly, previous experiments demonstrated that, at seizure 

onset, there was an increase in interneuron firing concomitant with an increase in intracellular [Cl-] 

in both interneurons and principal cells (Lillis et al., 2012). Given that KCC2 activity influenced 

γ-aminobutyric acidergic (GABAergic) response in both interneurons and principal cells (Otsu et 

al., 2020), the experiments together suggested that interneuron firing at seizure onset could result 

in disrupted GABAergic signalling due to an intracellular increase in [Cl-] from a pathological 

decrease in KCC2 activity. In addition to [Cl-] dynamics at seizure onset, researchers correlated 

increases in extracellular [K+] to increases in the interneuron firing and the GABAergic signalling 

(Librizzi et al., 2017). Based on previous experiments, KCC2 activity could mediate increases in 

extracellular [K+], resulting in neuronal membrane depolarization (Viitanen et al., 2010). In other 

words, interneuron firing at seizure onset could depolarize local populations of neurons due to an 

extracellular increase in [K+] from a pathological increase in KCC2 activity. Taking these data 

together, KCC2 could be involved in ictogenesis through its ability to modulate the [Cl-] and [K+] 

gradients. 

Experimental data from the literature implicated KCC2 in ictogenesis through GABAergic 

signalling of interneuron activity. More specifically, KCC2 modulated interneuron and principal 
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cell activities around seizure onset through its involvement in regulating intracellular [Cl-] and 

extracellular [K+]. In other words, increases in interneuron activity in association with ictal events, 

which were previously discussed (Butuzova and Kitchigina, 2008; Lillis et al., 2012; Grasse et al., 

2013; Toyoda et al., 2015; Lévesque et al., 2016b; Elahian et al., 2018; Kandrács et al., 2019; 

Wenzel et al., 2019), could modulate the activity of downstream neurons not only through 

GABAergic signalling but also through KCC2 activity.  

 

1.4. Interictal activity 

Similar to the reported neuronal activity pattern associated with seizures, interictal events were 

found to be associated to heterogeneous changes in neuronal activity. For example, while increases 

in neuronal firing during interictal events were reported among investigators (Enomoto and 

Ajmone-Marsan, 1959; Dichter et al., 1973; Karlócai et al., 2014), decreased and unchanged 

neuronal firings were also noted (Enomoto and Ajmone-Marsan, 1959; Prince and Wilder, 1967; 

Ishijima, 1972; Dichter et al., 1973). Similarly, increases and decreases in neuronal firing were 

identified in interictal events recorded in human epileptic patients (Altafullah et al., 1986; Keller 

et al., 2010; Alvarado-Rojas et al., 2013). Therefore, heterogenous changes in neuronal activity 

patterns were reported to occur during interictal events.  

Similar to the literature surrounding seizures and ictogenesis, some investigators also 

examined the interneuron and principal cell activities separately during interictal events. Notably, 

they found that interneurons were more likely to fire during interictal events than principal cells 

(Muldoon et al., 2015). Accordingly, when comparing neuronal firing during interictal events to 

during baseline between successive interictal events, only interneuron – not principal cell – firing 

significantly increased (Lévesque et al., 2016b). Taken together, interneurons play an important 

role in determining the dynamics of interictal events. 

To summarize, heterogenous changes in neuronal activity associated with interictal events 

could be further characterized by considering the types of neurons involved. By examining 

interneuron and principal cell activities separately, investigators established increases specifically 

in interneuron activity during interictal events. Considering the findings of neuronal activity 

patterns during ictal and interictal events altogether, it is evident that interneurons are critical 

players in epilepsy. 
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1.5. Theta rhythm 

Theta rhythm (4–12 Hz) is an oscillation activity commonly observed in the LFP recording of the 

hippocampus and is involved in physiological processes such as memory, synaptic plasticity, 

sensory information integration, network integration, and rapid eye movement sleep (Buzsáki, 

2002; Colgin, 2016). Recent work has also implicated theta rhythm in pathological conditions. For 

instance, increases in the power of theta rhythm were found around ictal onset in experimental 

models of epilepsy (Butuzova and Kitchigina, 2008; Grasse et al., 2013; Fujita et al., 2014; Toyoda 

et al., 2015; Karunakaran et al., 2016). This finding was replicated in investigations of human 

epileptic patients (Misra et al., 2018; Naftulin et al., 2018). Altogether, these findings illuminated 

a new area of epilepsy research – pre-ictal theta rhythm.  

Like investigations of ictal and interictal events, changes in neuronal activity in relation to 

pre-ictal theta rhythm were also examined and yielded insights into the mechanisms of ictogenesis. 

Increases in the firing of both interneurons (Ewell et al., 2015; Toyoda et al., 2015; Karunakaran 

et al., 2016) and principal cells (Fujita et al., 2014; Ewell et al., 2015) were identified. However, 

upon closer examinations, only the synchrony of interneurons with the ongoing pre-ictal theta 

rhythm was found to increase (Butuzova and Kitchigina, 2008; Grasse et al., 2013; Karunakaran 

et al., 2016). Similar increases in theta rhythm power and interneuron synchrony were also 

observed prior to seizure appearance in the mesial temporal lobe structures of human epileptic 

patients (Misra et al., 2018). Therefore, these findings – by highlighting the relationship between 

theta rhythm and the underlying interneuron activity before seizure onset – re-emphasize the role 

of interneurons in ictogenesis.  

 

1.6. Research objectives and rationales 

With the goal to advance therapeutic strategies for epilepsy, my graduate studies aim to advance 

our understanding of the neuronal activity associated to epileptiform activity. To this end, I utilized 

tetrodes to record interneuron and principal cell activities simultaneously with the LFP activity in 

the in vitro brain slice preparations. 

As discussed previously, seizure onset patterns were associated to specific changes in 

neuronal activity, thus could be used to clarify the reported heterogeneity in neuronal activity 

changes associated to seizures. Therefore, as our first objective, we aim to establish the 

changes in neuronal activity associated to the sudden onset ictal events recorded in the LFP 
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activity. To this end, we utilized the in vitro 4-aminopyridine (4AP) model of epileptiform 

synchronization. In this model, brain slice preparations are bathed in artificial cerebral spinal fluid 

(ACSF) containing 4AP, a K+ channel antagonist, that induces activities resembling both ictal and 

interictal events recorded from human epileptic patients (Avoli and Jefferys, 2016). In this model, 

three types of ictal onset pattern could be observed: low-voltage fast (LVF), sudden, and 

hypersynchronous (Avoli et al., 2013, 2016). We specifically examined the sudden onset ictal 

events and interpreted the findings in light of the previous study, in which changes in neuronal 

activity in association to LVF onset ictal events were analyzed (Lévesque et al., 2016b). These 

experiments are outlined in Chapter 2 and published as a distinct manuscript. 

While K+-Cl- cotransporter 2 (KCC2) was previously implicated in epilepsy, the influence 

of KCC2 activity on neuronal activity during ictal and interictal events remained elusive. 

Therefore, as my second objective, I aim to characterize the effects of KCC2 antagonism on 

the neuronal activity underlying LVF onset epileptiform activity. To accomplish my objective, 

I utilized the 4AP model of epileptiform synchronization. To antagonize KCC2 activity, I utilized 

VU0463271 that was reported to be a highly specific and potent KCC2 antagonist (Delpire et al., 

2012). Additionally, since interneuron activity were known to play a critical role in the generation 

of epileptiform activity, I pharmacologically isolated epileptiform activity generation from 

ionotropic glutamatergic signalling for further investigations. These experiments are outlined in 

Chapter 3 and 4; additionally, they are published as 2 distinct manuscripts, which separately 

described the influences of KCC2 antagonism on neuronal activity during 4AP-induced 

epileptiform events in the presence and absence of ionotropic glutamatergic signalling.  

Lastly, changes in theta rhythm before seizure onset were reported by epilepsy researchers. 

While the synchrony of the underlying interneuron activity with the LFP activity was also 

identified, our understanding of theta rhythm in ictogenesis could be further complemented by 

examining the interplay between inhibitory and excitatory neurons with respect to the types of 

neuronal activity and signalling. Therefore, for my last objective, I aim to elucidate the 

interplay between inhibition and excitation during theta rhythm. For this objective, I studied 

the carbachol (CCh)-induced theta oscillations in vitro, which allowed for pharmacological 

dissections of ionotropic excitatory and inhibitory signalling. In this in vitro model of theta rhythm, 

periodic bursts of oscillatory activity between 4–15 Hz – which is similar to the frequency range 

of theta rhythm – were induced in brain slice preparations by adding CCh, a muscarinic 
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acetylcholine receptor agonist, to ACSF (Kowalczyk et al., 2013; Lévesque and Avoli, 2018). 

These experiments are outlined in Chapter 5 and published as a distinct manuscript.  

Altogether, my research objectives will enhance our understanding of the basic mechanism 

of epilepsy by investigating the relationship between neuronal action potentials and their resulting 

epileptiform activity. Furthermore, the work conducted according to the research objectives will 

highlight the power and versatility of the methodology – the in vitro tetrode recordings in brain 

slice preparations for simultaneous investigation of single-unit and LFP activities – in epilepsy 

research. Lastly, the findings presented in this thesis will provide fundamental knowledge 

necessary for the advancement of therapeutic strategies for epilepsy. 
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Chapter 2: Dynamic Interneuron-Principal Cell Interplay Leads to a Specific Pattern of In 

Vitro Ictogenesis 

 

 

Previous experiments revealed that the increase in interneuron activity preceded principal cell 

activity around the initiation of low-voltage fast (LVF) onset ictal events. These important 

experiments added to a wealth of experimental work showing that interneurons actively contribute 

to the generation of seizures. However, epilepsy is a well-known heterogeneous disease with many 

different seizure onset patterns; thus, my colleagues and I investigated whether specific seizure 

onset patterns could be associated to specific neuronal interplay by utilizing tetrodes to 

characterize the 4-aminopyridine (4AP)-induced sudden onset ictal events in the rat entorhinal 

cortex (EC). This work was published in 2018 in the Neurobiology of Disease as a manuscript 

titled “Dynamic Interneuron-Principal Cell Interplay Leads to a Specific Pattern of In Vitro 

Ictogenesis.” 

 

 

 

Lévesque M, Chen L-Y, Hamidi S, Avoli M (2018) Dynamic interneuron-principal cell interplay 

leads to a specific pattern of in vitro ictogenesis. Neurobiol Dis 115:92–100. 
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2.1. Abstract 

Ictal discharges induced by 4-aminopyridine in the in vitro rodent entorhinal cortex present with 

either low-voltage fast or sudden onset patterns. The role of interneurons in initiating low-voltage 

fast onset ictal discharges is well established but the processes leading to sudden onset ictal 

discharges remain unclear. We analyzed here the participation of interneurons (n = 75) and 

principal cells (n = 13) in the sudden onset pattern by employing in vitro tetrode wire recordings 

in the entorhinal cortex of brain slices from Sprague-Dawley rats. Ictal discharges emerged from 

a background of frequently occurring interictal spikes that were associated to a specific 

interneuron/principal cell interplay. High rates of interneuron firing occurred 12 ms before 

interictal spike onset while principal cells fired later during low interneuron firing. In contrast, the 

onset of sudden ictal discharges was characterized by increased firing from principal cells 627 ms 

before ictal onset whereas interneurons increased their firing rates 161 ms before ictal onset. Our 

data show that sudden onset ictogenesis is associated with frequently occurring interictal spikes 

resting on the interplay between interneurons and principal cells while ictal discharges stem from 

enhanced principal cell firing leading to increased interneuron activity. These findings indicate 

that specific patterns of interactions between interneurons and principal cells shape interictal and 

ictal discharges with sudden onset in the rodent entorhinal cortex. We propose that specific 

neuronal interactions lead to the generation of distinct onset patterns in focal epileptic disorders. 
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2.2. Introduction 

A commonly used pharmacological tool to induce epileptiform synchronization is the potassium 

channel blocker 4-aminopyridine (4AP); this pharmacological manipulation makes interictal 

and ictal discharges occur in the rodent or guinea pig entorhinal cortex (EC) maintained in 

vitro (Avoli and de Curtis, 2011; de Curtis and Avoli, 2016). The EC is known to play a role in 

the generation of seizures in patients presenting with temporal lobe epilepsy (Rutecki et al., 1989; 

Deutch et al., 1991; Spencer and Spencer, 1994; Bartolomei et al., 2005). 

Field potential recordings have shown that ictal activity generated by the EC during 

application of 4AP presents with two main onset patterns (Avoli et al., 2013): (i) low-voltage 

fast (LVF) onset ictal discharges that are heralded by a ‘sentinel’ spike, and (ii) sudden onset ictal 

discharges that emerge abruptly from a continuous background of frequently occurring interictal 

spikes. The onset of LVF ictal discharges mainly depends on GABAA receptor signalling (see for 

review: Avoli and de Curtis, 2011; Avoli et al., 2016). In line with this view, in the presence of 

4AP, LVF ictal discharges are triggered in the rodent EC by optogenetic stimulation of 

parvalbumin-positive or somatostatin-positive inhibitory cells (Shiri et al., 2015, 2016; Yekhlef et 

al., 2015; Lévesque et al., 2016). Moreover, tetrode wire recordings from the EC have shown 

that interneuron activity increases shortly before the onset of 4AP-induced LVF ictal events 

whereas principal cell activity remains unchanged (Lévesque et al., 2016).  

With the exception of one intracellular study that addressed the activity generated by EC 

regular firing and thus presumptive principal cells (Lopantsev and Avoli, 1998), the participation 

of interneurons and principal cells to sudden onset ictal discharges (and to the accompanying, 

frequently occurring interictal spikes) remains to date unexplored. Therefore, we used here tetrode 

wire recordings in the rat EC to establish the involvement of these two cell types in this specific 

pattern of 4AP-induced epileptiform synchronization. 

 

2.3. Materials and methods 

2.3.1. Slice preparation and maintenance 

Male Sprague-Dawley rats (250–275 g; Charles River Laboratories, Saint Constant, QC, Canada) 

were deeply anaesthetized under 3% isoflurane in 100% O2, and then decapitated. The brain was 

removed and placed in ice-cold, oxygenated artificial cerebrospinal fluid (ACSF) (124 mM NaCl, 

2 mM KCl, 2 mM CaCl2, 2 mM MgSO4, 1.25 mM KH2PO4, 26 mM NaHCO3, and 10 mM ᴅ-
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glucose). The ACSF was bubbled with an O2/CO2 (95%/5%) gas mixture to maintain its pH at 7.4. 

The brain was then mounted on a vibratome (VT1000S; Leica, Concord, ON, Canada) and the 

obtained slices (thickness = 450 μm) were transferred to an interface chamber where they were 

maintained between warm (32 ± 1 °C) ACSF (305 mOSM/kg) and humidified gas (O2/CO2, 

95%/5%). Following a recovery period of approximately 1 h, epileptiform activity was induced by 

continuous bath application of 4AP (50 μM; Sigma-Aldrich, Oakville, ON, Canada) at a flow rate 

of 2 ml/min. All procedures were carried out in accordance with directives approved by the 

Canadian Council of Animal Care and by the McGill Animal Care Committee. 

 

2.3.2. Single-unit and field potential recording 

We used tetrode wire recordings in brain slices since it allowed us to analyze the activity of 

multiple single units in relationship with epileptiform activities induced with 4AP. Tetrode wires 

(0.05 mm, 0.5–1.2 MΩ) were mounted into a drive (NLX-18) (Neuralynx, Bozeman, MT, USA). 

In some experiments, up to 8 tetrodes were used. Tetrodes were placed above the horizontal slice 

(see Lévesque et al., 2016), slowly lowered using a micromanipulator into the EC and left in place 

for approximately 1 min. The region of the EC sampled by tetrodes was <500 μM in diameter. If 

no single-unit activity was recorded, tetrodes were moved to another region of the EC. The entire 

EC was sampled in one recording session. When single-unit activity was visible, it was recorded 

for 10 min after which the tetrode wires were moved to another region of the EC. Up to 3 single 

units could be recorded per tetrode, although in most cases only one single unit per tetrode was 

visible. A ground wire was connected to a screw on the table, to which the bath solution was 

grounded. One channel of the tetrode wire assembly, which was also placed in the medial EC, was 

used as reference. Recordings were performed with the software Neuroware (2.1) from Triangle 

Biosystems (Durham, NC, USA). Data were acquired at a sampling rate of 20 kHz with a recording 

bandwidth between 0.8 to 22,000 Hz. 

 

2.3.3. Clustering and identification of cell types 

Filtered signals (300–3,000 Hz) were analyzed with an unsupervised cluster cutting algorithm 

(WaveClus) (Quiroga et al., 2004). Peaks that were 5 standard deviations above the threshold were 

considered as action potentials generated from single units and were merged according to selected 

sets of wavelet coefficients. This step was followed by manual clustering, during which the 
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experimenter selected for further analysis single units with <2% of discharges in the refractory 

period (<3 ms) (Lévesque et al., 2016). The action potential of a single unit was visible on at least 

2 channels, and differed in amplitude between channels (Gray et al., 1995; Lévesque et al., 2016). 

Based on the channel in which action potentials with the highest amplitude were observed, 

we calculated the amplitude from the trough to the following peak, the peak amplitude asymmetry, 

the duration of the repolarization time and the width of the action potential at 50% amplitude 

(Sakata and Harris, 2009; Lévesque et al., 2016). Then, using k-means clustering, we classified 

single units as interneurons or principal cells. Units that could not be categorized as interneurons 

or principal cells were defined as unclassified. Auto-correlograms were computed with action 

potentials occurring outside of ictal discharges for each recorded unit. 

 

2.3.4. Single unit-interictal discharge relationship 

The first deflection from the field baseline was considered as the onset of the interictal spike 

(Figure 2.1Ba, arrowhead). Perievent time histograms were built for each single unit, with time 0 

representing the onset of interictal discharge. Histograms from interneurons and principal cells 

were averaged and consecutive bins, with amplitude >99% confidence interval of the mean, were 

considered as significant increases of firing rates. This procedure was performed for a time period 

of 100 ms before and after the onset of interictal spikes. 

Cross-correlations were obtained from pairs of single units that were simultaneously 

recorded during interictal spikes. To determine significant cross-correlation peaks, we compared 

the average cross-correlogram to the average cross-correlogram obtained from shuffled spike 

trains (repeated 10 times for each pair). Consecutive peaks separated by <3 ms in the cross-

correlogram that exceeded or were lower in amplitude than the 99% confidence interval around 

the mean of the shuffled cross-correlogram were considered as significant. 

 

2.3.5. Single-unit activity during ictal discharges 

The first field deflection from the baseline was considered as the onset of ictal discharges (Figure 

2.1Bb, arrowhead). Moreover, by employing spectrogram analysis (Figure 2.1A), we were able 

to identify the change in frequency that marked the onset of the tonic and clonic phase 

of sudden onset ictal discharges (Figure 2.1A and Bc, arrows). The return to baseline activity was 

considered as the end of the ictal discharge. 
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Perievent time histograms were built for each single unit, with time 0 representing the onset 

of ictal discharges. Histograms from interneurons and principal cells were averaged, and 

consecutive bins with amplitude greater or lower than 99% confidence interval of the mean and 

separated by <3 ms were considered as significant increases or decreases of firing rates. This 

procedure was performed for a time period of 2 s before and after the onset of ictal discharges. 

 

2.3.6. Single unit-ictal discharge phase relationship 

To estimate the relationship between single-unit firing and field transients at the onset of ictal 

discharges, we calculated the Hilbert transform of processed field potentials filtered between 9 and 

10 Hz, with 0° and 360° representing the peaks of the oscillations. The probability that single-unit 

discharges would fire at distinct phases was displayed in polar plots to examine the phase firing of 

single units during these oscillations. We used the Watson-Williams test to compare the mean 

angle vector in interneurons and principal cells. 

 

2.4. Results 

2.4.1. Epileptiform activity induced by 4AP 

As previously reported (Avoli et al., 2013), bath application of 4AP induced either LVF 

or sudden onset ictal discharges. In this study, however, we selected for analysis only brain slices 

(n = 22, 13 animals) in which sudden onset ictal discharges along with a pattern of frequently 

occurring interictal spikes occurred (Figure 2.1A). These interictal spikes (n = 238) lasted 

0.7 ± 0.02 s, and occurred every 2.2 ± 0.2 s, while ictal discharges (n = 28) lasted 28.8 ± 3.04 s and 

had an interval of occurrence of 144.7 ± 22.2 s. Ictal discharges were characterized by an initial 

tonic phase with fast, large amplitude transients recurring on average at 9.7 ± 0.3 Hz that was 

followed by a clonic phase with ictal spikes occurring at 3.07 ± 0.26 Hz. The tonic and clonic 

phases lasted 8.5 ± 0.6 s and 20.2 ± 2.7 s, respectively. 

 

2.4.2. Characterization of single units 

We recorded a total 94 single units during bath application of 4AP. An average of 7 (±7) single 

units were recorded per slice. As specified in the Methods section, several criteria were used to 

classify single units as putative interneurons or principal cells, but combining the width of the 

action potential measured at 50%, the amplitude from the trough to peak, and the peak amplitude 
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asymmetry provided the best separation (Figure 2.2A) (Sakata and Harris, 2009; Lévesque et al., 

2016). Employing the k-means clustering analysis on these variables, we could identify two groups 

of units that presumably reflected the activity generated by interneurons (n = 75) and principal 

cells (n = 13); six units were considered as unclassified because they could not be categorized in 

either group and were excluded from further analysis (Figure 2.2A). 

Panels B and C in Figure 2.2 show representative waveforms of the action potentials 

generated by a presumptive interneuron and a presumptive principal cell, respectively, along with 

their auto-correlogram. It should be noted that the auto-correlograms obtained from principal cell 

activity showed peaks surrounded by fast decays between 0 and 100 ms (Figure 2.2C); in contrast, 

this pattern was not observed in auto-correlograms obtained from the single-unit activity generated 

by presumptive interneurons (Figure 2.2B) (Csicsvari et al., 1998; Karunakaran et al., 2016; 

Lévesque et al., 2016). 

 

2.4.3. Single-unit activity during interictal discharges 

Figure 2.3 shows the activity of an interneuron (A) and a principal cell (B) during frequently 

occurring interictal spikes. The activity of both interneurons (n = 22) (Figure 2.3C) and principal 

cells (n = 13) (Figure 2.3D) was highly correlated with the field potentials corresponding to the 

frequently occurring interictal spikes (n = 6838 interictal spikes, 5 ms bins). Analysis performed 

by using 1 ms bins revealed that the firing rate of interneurons, but not of principal cells, 

significantly increased within a time period of 12 ms before the onset of the field interictal event 

(Figure 2.3C INT, inset). In addition, interneuron firing occurring during these interictal spikes 

was characterized by two peaks of significant increase: the first peak occurred between 22 and 

54 ms after the interictal field onset, and it was followed by a pause and a subsequent rebound 

increase in firing rate between 68 and 87 ms after onset (Figure 2.3C INT, inset). In contrast, the 

firing rates of principal cells significantly increased between 26 and 50 ms, a time corresponding 

to the first peak of interneuron firing (Figure 2.3D PC, inset). However, we could also identify a 

significant increase that peaked between 56 and 62 ms after the field potential onset, and thus it 

corresponded to a period of low interneuron firing (Figure 2.3D PC, inset). 

We also performed cross-correlation analyses between single units to further characterize 

their activity during interictal spikes, using pairs of interneurons (n = 26), pairs of interneurons and 

principal cells (n = 9) and pairs of principal cells (n = 3) that were recorded during periods of 
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frequently occurring interictal activity. We found that interneurons fired in synchrony, as depicted 

in the cross-correlogram by a single peak centered around 0 (Figure 2.3E). In contrast, 

interneurons and principal cells revealed an anti-phase relationship, since a trough between two 

significant peaks was observed in the cross-correlogram (Figure 2.3F), consistent with the idea 

that principal cells fired during periods of low interneuron firing. Finally, principal cells tended to 

fire in synchrony, with significant peaks in the cross-correlogram near 0 ms time lag (Figure 2.3G). 

 

2.4.4. Single-unit activity during ictal discharges 

Next, we investigated the relationship between single-unit activity and sudden onset ictal 

discharges. We selected for analysis only interneurons (n = 37 single units, 19 ictal discharges) and 

principal cells (n = 9 single units, 9 ictal discharges) that could be followed throughout the ictal 

activity (cf., Truccolo et al., 2011) (Figure 2.4A). This analysis indicated that principal cell firing 

preceded that of interneuron since the firing rates of principal cells significantly increased 627 ms 

before the onset of the ictal field event compared to 161 ms for interneurons (Figure 2.4B, C, solid 

lines). The significant increase in firing rates of principal cells was accompanied by a significant 

decrease in interneuron firing from 627 to 160 ms before onset (Figure 2.4B, dashed line). 

Moreover, during the initial phase of the ictal discharges, principal cell activity preceded 

interneuron firing since principal firing significantly increased from 254 to 918 ms after onset 

compared to 636 and 1693 ms for interneurons (Figure 2.4B, C, solid lines). Principal cell firing 

then decreased from 929 to 1682 ms after onset (dashed line), during which interneuron firing 

increased (from 929 to 1687 ms after onset, solid line). A second increase in principal cell firing 

was observed between 1739 ms and 2 s after onset (Figure 2.4C, solid line), and it was 

accompanied by a significant decrease in interneuron firing between 1694 ms and 2 s after onset 

(Figure 2.4B, dashed line). 

We next analyzed the relationship between single-unit firing and the large amplitude field 

transients occurring at 9.7 ± 0.3 Hz during the tonic phase of sudden onset ictal discharges. Figure 

2.5A shows the activity of an interneuron during a sudden onset ictal discharge whereas Figure 

2.5B shows the activity of a principal cell. Note that principal cell firing (Figure 2.5B, inset) 

tended to precede interneuron firing (Figure 2.5A, inset) during the tonic phase. Circular statistics 

indeed revealed that interneurons (n = 37 single units, 1392 action potentials) tended to fire during 

the rising phase of the field transients (mean direction = 234.95°) (Figure 2.5C), whereas principal 
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cells (n = 9 single units, 328 action potentials) fired after the peak of field oscillations (mean 

direction = 124.96°) (Figure 2.5D). The direction of the mean angle vector was significantly 

different between interneurons and principal cells (p < 0.01). 

 

2.5. Discussion 

This is presumably the first study to address the participation of presumptive interneurons and 

principal cells of the EC to a specific pattern of in vitro epileptiform synchronization 

termed sudden onset ictal discharges; this pattern emerges abruptly from a continuous background 

of frequently occurring interictal spikes. It must be remarked that the EC is a structure that plays 

a prominent role in the generation and maintenance of ictal activity in vitro in the 4AP model 

(Avoli et al., 2002), and often corresponds to the seizure onset zone in temporal lobe 

epilepsy patients (Rutecki et al., 1989; Deutch et al., 1991; Goldring et al., 1992; Spencer and 

Spencer, 1994; Bartolomei et al., 2005) and in animal models mimicking this disorder (Lévesque 

et al., 2012). 

Our main findings can be summarized as follows. First, interneurons consistently fire 

action potentials shortly before interictal spike onset, whereas principal cells fire during the 

interictal spikes once interneuron firing has decreased. Second, the onset of ictal discharges is 

heralded by principal cell firing, and this appears to lead to interneuron firing. Third, just after ictal 

onset, a further increase in principal firing precedes an increase in interneuron firing. Fourth, 

principal cell firing preceded interneuron firing during field transients occurring at 9 Hz during the 

tonic phase of sudden onset ictal discharges. Therefore, these findings strongly suggest that 

specific patterns of interplay characterize the frequently occurring interictal spikes and 

the sudden onset ictal discharges. Indeed, these patterns of firing activity during sudden onset ictal 

discharges and frequently occurring interictal spikes differ from what was observed during slow 

interictal spikes and LVF ictal discharges also induced by 4AP in the EC (Lévesque et al., 2016). 

 

2.5.1. Frequently occurring spikes are sustained by interneuron and principal cell network 

interplay  

In the experiments included in this study, 4AP application to brain slices induced in the EC 

frequently occurring interictal discharges, similar to what was previously reported by us 

(Lopantsev and Avoli, 1998; Avoli et al., 2013; Herrington et al., 2015). This pattern is different 
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from the typical interictal spikes induced by 4AP that occur with intervals of several or even tens 

of seconds and that can lead to the initiation of ictal discharges (Avoli et al., 2013, 2016). 

By employing tetrode recordings, we now demonstrate that the frequently occurring 

interictal spikes are initiated by interneurons, which is similar to what was reported for the slow 

and isolated interictal spikes typically induced by 4AP (Lévesque et al., 2016). However, we now 

provide evidence that the frequently occurring interictal spikes depend on a specific interplay 

between interneurons and principal cells, which is consistent with a previous study by Ziburkus et 

al. (2006), who also showed that principal cells tend to fire during periods of inactivation of 

interneurons. Karlócai et al. (2014) have also reported that during interictal epileptiform events 

induced by high potassium, parvalbumin-positive cells fire at onset whereas principal cells fire 

during periods of parvalbumin-positive cell silence. A decreased in principal cell firing then 

followed and was associated with a recovery in parvalbumin-positive cell firing, similar to what 

we have reported here. 

The active contribution of principal cells to the frequently occurring interictal spikes is 

therefore in contrast to their relatively low firing rate occurring during the slow interictal spikes 

recorded in brain slices generating LVF onset ictal discharges; these slow interictal events are 

usually associated to high firing from interneurons (Lévesque et al., 2016). This evidence is in line 

with the view that the slow interictal spikes induced by 4AP mirror GABAergic inhibitory network 

synchrony (Avoli and de Curtis, 2011) whereas frequently occurring interictal spikes would reflect 

the active contribution of interneurons and principal cells (Avoli et al., 2013). Accordingly, these 

frequently occurring interictal spikes are readily abolished by the concomitant application 

of NMDA and non-NMDA glutamate receptor antagonists (Lopantsev and Avoli, 1998; Avoli et 

al., 2013; Herrington et al., 2015) whereas slow interictal spikes continue to occur (Avoli et al., 

1996). 

 

2.5.2. Sudden onset ictal discharges are initiated by principal cell activity 

We have previously reported that LVF ictal discharges are initiated by high firing rates from 

interneurons whereas principal cell activity did not change before ictal onset (Lévesque et al., 

2016). Similar findings were obtained by Quilichini et al. (2012) in the low Mg2+ model of 

epileptiform synchronization, by de Curtis and Gnatkovsky (2009) and by Gnatkovsky et al. (2008) 

in the whole brain preparation, and in vivo by Grasse et al. (2013). It has been proposed that LVF 
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activity at ictal onset could result from sustained inhibitory firing from interneurons (Wendling et 

al., 2003). We now report that sudden onset ictal discharges, which are also likely to be recorded 

in the EC under 4AP (Lopantsev and Avoli, 1998; Avoli et al., 2013; Herrington et al., 2015), are 

triggered by principal cell activity. Furthermore, the tonic phase of sudden onset ictal discharges 

is characterized by 9 Hz oscillations, during which principal cell firing precedes interneuron firing. 

This pattern is different from what was obtained during LVF ictal discharges, in which 

interneurons tended to fire near the trough of oscillations at onset, at a preferred phase between 

90° and 150° (Lévesque et al., 2016). These findings are therefore consistent with the idea that the 

sudden onset ictal pattern may be dependent on glutamatergic synaptic transmission (Avoli et al., 

2013). 

The neuronal mechanisms that underlie the transition from an interictal to an ictal state 

under 4AP are currently unknown, but some evidence suggests that somatostatin-positive 

interneurons, highly coupled through gap junctions, may be highly sensitive to an increase 

of excitability induced by 4AP (Lillis et al., 2012). The recruitment of a sufficiently high number 

of interneurons during interictal spikes could therefore induce in some cases highly synchronized 

firing across large populations of interneurons, which would activate post-synaptic 

GABAergic receptors on principal glutamatergic cells and trigger depolarizations due to the 

activity of the potassium-chloride cotransporter 2 (KCC2) (Hamidi and Avoli, 2015). The 

cotransport of potassium and chloride out of principal neurons following the activation of 

GABAA receptors would cause increases in extracellular potassium that will facilitate the 

recruitment of more principal cells and lead to the generation of an ictal discharge (Hamidi and 

Avoli, 2015). The increase in excitation in principal cells that was triggered by the synchronization 

of interneuron firing under 4AP could therefore lead to the generation of sudden onset ictal 

discharges in the EC in vitro. In line with this view, changes in excitatory and inhibitory 

conductances in principal cells were reported in rodent brain slices under 4AP; principal cells 

showed an increase in excitation at ictal onset but were dominated by inhibition from interneurons 

during interictal periods (Žiburkus et al., 2013). 

We have previously reported that the activity of interneurons in the EC under 4AP is 

strongly phase locked to the field potentials during the tonic phase of LVF ictal discharges 

(Lévesque et al., 2016). We now provide evidence that under the same preparation, both 

interneurons and principal cells fired in phase with field transients at approximately 9 Hz during 
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the tonic phase of sudden onset ictal discharges. These findings provide further support to the 

hypothesis that the mechanisms that are involved in the generation and maintenance 

of sudden onset ictal discharges differ from the ones associated to LVF ictal discharges and highly 

depend on the contribution of principal cell network activity. 

 

2.5.3. Distinct patterns of epileptiform activities induced in the EC by 4AP 

It is unclear why 4AP can induce these two patterns of epileptiform synchronization in animals of 

the same age and strain. It is well known that 4AP blocks outward potassium currents and slows 

action potential repolarization (Storm, 1987), which affects neuronal firing and enhances the 

release of neurotransmitters at both the glutamatergic and GABAergic terminals (Avoli et al., 

2002). We have previously proposed that the occurrence of distinct patterns of interictal and ictal 

activities with similar concentrations of 4AP in the EC of brain slices reflects the different 

involvement of GABAergic networks, which should result from their different preservation 

following brain slicing (Avoli et al., 2013). The present study provides further evidence that the 

contribution of interneurons and principal cells differs between the frequently occurring interictal 

spikes and the slow interictal discharges as well as during the sudden onset and the LVF ictal 

discharges (Lévesque et al., 2016). Different patterns of interactions between interneurons and 

principal cells could therefore lead to distinct interictal activity and ictal onset patterns in the same 

region in vitro. 

 

2.5.4. Conclusions 

Our findings highlight the existence of a pattern of 4AP-induced epileptiform activity that relies 

on the dynamic interplay between interneuron and principal cell firings. We provide evidence that 

firmly establish the role of interneuron in initiating the frequently occurring interictal discharges 

but also the active contribution of principal cells to their generation. We also demonstrate that 

during sudden onset ictal discharges, principal cell activity leads the activity of interneurons but 

that both types of single units can fire in phase with the field potentials at ictal onset. Our findings 

therefore strongly suggest that distinct patterns of interictal and ictal activities recorded in the EC 

in the 4AP model of epileptiform synchronization depend on specific neuronal mechanisms. 

Future studies should investigate whether these findings could be applied to seizures 

recorded in animal models of mesial temporal lobe epilepsy since it has already been shown that 



36 

 

distinct types of seizure onset patterns may depend on specific neuronal mechanisms (Lévesque et 

al., 2012; Avoli et al., 2013, 2016). Recent studies have also demonstrated that 

the optogenetic stimulation of interneurons and principal cells may lead to the generation of 

different ictal onset patterns (Shiri et al., 2015, 2016). Overall, these findings could contribute to 

the development of therapies that are targeted toward the neuronal mechanisms of seizure onset 

patterns in epileptic patients. 
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2.7. Figures 

 

Figure 2.1. A: Representative example of a sudden onset ictal discharge recorded in the EC during bath 

application of 4AP, along with its corresponding power spectrogram. Note that sudden onset ictal 

discharges emerged from a background of frequently occurring interictal spikes. The arrow in this and 

following panels points to the transition from the tonic to the clonic phase, which was identified with the 

use of the power spectrogram. The spectrogram was computed using a frequency range from 1 to 50 Hz. 

To enhance the detection of seizure onsets, a gamma correction with a factor 0.2 was applied to the 

spectrogram to improve the contrast to random noise. B: Tonic (violet) and clonic (green) phases of the 

ictal discharge shown in A. The enlarged samples correspond to a frequently occurring interictal spike (Ba), 

the onset of a sudden onset ictal discharge (Bb), and the transition from the tonic to the clonic phase of an 

ictal discharge (Bc). The first deflection from baseline (arrowheads) was considered as the onset of interictal 

spikes (Ba) and the onset of ictal discharges (Bb). The transition from the tonic to the clonic phase (arrow) 

is shown in Bc. 
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Figure 2.2. A: Three-dimensional representation of the k-means clustering analysis 

showing interneurons (green circles, n = 75) and principal cells (blue circles, n = 13). Single units that could 

not be categorized as either interneurons or principal cells were considered as unclassified and removed 

from further analysis (i.e., they are not shown). B: Autocorrelogram and average waveform shape of action 

potentials from a presumptive interneuron. C: Autocorrelogram and average waveform shape of action 

potentials from a presumptive principal cell. Note that the principal cell shows a fast decay in the 

autocorrelogram between 0 and 100 ms; this phenomenon is not observed in the interneuron.  
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Figure 2.3. A: Peri-event histogram of a presumptive interneuron, with time 0 representing the onset of 

interictal spikes. Note the increase in firing rate before the onset of interictal spikes (n = 279). B: Peri-event 

histogram of a presumptive principal cell. Note the increase in principal cell activity after the onset of 

interictal spikes (n = 254). C, D: Peri-event time histograms of interneuron (n = 22) (C) and principal cell 

(D) (n = 13) firing with time 0 representing the onset of interictal spikes (n = 6838) (5 ms bins). Note that 

both interneurons and principal cells fired at high rates during interictal spikes. The insets show the same 

analysis but with smaller bin size (1 ms). Note that interneuron firing significantly increased 12 ms before 

the onset of interictal spikes, from 22 to 54 ms and from 68 to 87 ms after onset (solid lines). Principal cell 

firing significantly increased during periods of high (from 26 to 50 ms) but also low interneuron firing (from 

56 to 62 ms) (solid lines). The dashed line represents the 99% confidence interval around the mean. Shading 

represents SEM. E: Cross-correlogram obtained from pairs of interneurons (n = 26) during interictal spikes. 

Interneurons tended to fire in synchrony, with significant peaks around 0 ms time lags. F: Cross-

correlogram between pairs of interneurons and principal cells (n = 9). Note the anti-phase relationship, 

which is consistent with the idea that principal cells fire during period of low interneuron action potential 

discharge. G: Cross-correlogram between pairs of principal cells (n = 3) showing that they tended to fire in 

synchrony during interictal spikes. 
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Figure 2.4. A: Representative recordings from an interneuron (INT) and a principal cell (PC) recorded on 

the same tetrode with the field potentials and its corresponding power spectrogram. Note that single units 

could be recorded over prolonged period of time, during the interictal and ictal activity patterns. The inset 

shows the onset (arrowhead) of the ictal discharge. Note that the principal cell firing leads interneuron firing. 

B: Peri-event histogram showing the activity of interneurons (n = 37) 2 s before and after ictal onset, which 

is represented as time 0. Note that the firing rate of interneurons significantly increases 161 ms before ictal 

onset and from 636 to 1693 ms after onset (solid line) but showed a significant decrease from 627 to 160 ms 

before onset (dashed line). A significant decrease in interneuron firing was observed between 1694 ms and 

2 s after onset. C: Peri-event histogram showing the activity of principal cells (n = 9) 2 s before and after 

ictal onset (time 0). Principal cell firing significantly increased 627 ms before ictal onset, from 254 to 

918 ms and from 1739 ms to 2 s after onset (solid lines). A significant decrease was observed from 929 to 

1682 ms after onset (dashed line). Shading represents SEM. 
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Figure 2.5. A: Representative recording of an interneuron during a sudden onset ictal discharge. Note in 

the inset that interneurons could fire in phase with the field transients at ±9 Hz during the tonic phase of 

ictal discharges. B: Representative recording of a principal cell during a sudden onset ictal discharge. Note 

that principal cell firing tended to precede interneuron firing. C: Polar plot showing the distribution of phase 

angles for each action potential (n = 1392) from interneurons (n = 37) during the tonic phase of sudden onset 

ictal discharges. Time 0 represents the peak of oscillations (8–10 Hz) occurring during the tonic phase of 

ictal discharges. Note that interneurons tended to fire during the rising phase of field transients, at a mean 

angle of 234.95°. D: Polar plot showing the distribution of phase angles for each action potential (n = 328) 

from principal cells (n = 9). Note that principal cells tended to fire before interneurons, at a mean angle of 

124.96°. The direction of the mean vector was significantly different between interneurons and principal 

cells (p < 0.01). 
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Chapter 3: KCC2 Antagonism Increases Neuronal Network Excitability but Disrupts 

Ictogenesis In Vitro. 

 

 

K+-Cl- cotransporter 2 (KCC2) is a known player in the epileptic pathology. However, its exact 

role of KCC2 remained elusive with many seemingly conflicting reports, which existed in not only 

in vivo experiments but also in the simpler in vitro studies. These diverse reports thus point to the 

need for further research to elucidate the role of KCC2 in epilepsy. In order to extend our current 

understanding, I antagonized KCC2 activity by applying VU0463271 to the 4-aminopyridine (4AP) 

model of epileptiform activity and studied the changes in neuronal activity induced by KCC2 

antagonism. In part 1 of my experiments, I examined the 4AP-induced low-voltage fast (LVF) 

onset ictal events as well as the accompanying interictal events with tetrodes placed in the rat 

entorhinal cortex (EC). This work was published in 2019 in the Journal of Neurophysiology as a 

manuscript titled “KCC2 Antagonism Increases Neuronal Network Excitability but Disrupts 

Ictogenesis In Vitro.” 

 

 

 

Chen L-Y, Lévesque M, Avoli M (2019) KCC2 antagonism increases neuronal network 

excitability but disrupts ictogenesis in vitro. Journal of Neurophysiology 122:1163–1173. 
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3.1. Abstract 

The potassium-chloride cotransporter 2 (KCC2) plays a role in epileptiform synchronization, but 

it remains unclear how it influence such a process. Here, we used tetrode recordings in the in vitro 

rat entorhinal cortex (EC), to analyze the effects of the KCC2 antagonist VU0463271 on 4-

aminopyridine (4AP)-induced ictal and interictal activity. During 4AP application, ictal events 

were associated with significant increases in interneuron and principal cell activities. VU0463271 

application transformed ictal discharges to shorter ictal-like events that were not accompanied by 

significant increases in interneuron or principal cell firing. Interictal events persisted during 

VU0463271 application at an accelerated frequency of occurrence with significant increases in 

interneuron and principal cell activities. Further analysis revealed that interneuron and principal 

cell firing rates during 4AP-induced interictal events were increased after VU0463271 application 

without changes in synchronicity. Overall, our results demonstrate that in the EC, KCC2 

antagonism enhances both interneuron and principal cell excitabilities while paradoxically 

decreasing the ability of neuronal networks to generate structured ictal events. 
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3.2. Introduction 

Application of 4-aminopyridine (4AP) in in vitro brain preparations induces electrographic 

interictal and ictal events (Avoli and de Curtis, 2011). Several studies have reported that the 

generation of these epileptiform events is contributed by γ-aminobutyric acid type A (GABAA) 

receptor signalling resulting from interneuron firing (Avoli et al., 1996; Uva et al., 2015; Lévesque 

et al., 2016). This conclusion is supported by in vitro and in vivo optogenetic studies showing that 

interneuron activation in the 4AP model can trigger ictal discharges (Sessolo et al., 2015; Shiri et 

al., 2015, 2016; Yekhlef et al., 2015; Chang et al., 2018). In addition, results obtained from animal 

models of mesial temporal lobe epilepsy (Grasse et al., 2013; Toyoda et al., 2015; Karunakaran et 

al., 2016) and from epileptic patients (Elahian et al., 2018; Misra et al., 2018) have revealed that 

interneurons increase their firing rates at seizure onsets. Altogether, these findings suggest that 

synchronous interneuron activity paradoxically contributes to ictogenesis through the release of 

GABA, thus activating (mainly) postsynaptic GABAA receptors.  

 Activated GABAA receptor is permeable to Cl- and, to a lesser extent, to HCO3
− (Farrant 

and Kaila, 2007). In this context, the hyperpolarizing nature of GABAA receptor-mediated currents 

in the mature brain depends on a low intracellular [Cl-] that is maintained by the K+-Cl− 

cotransporter 2 (KCC2). KCC2 is a neuron-specific Cl− extruder that uses [K+] gradient to maintain 

low intracellular [Cl−] (Viitanen et al., 2010). Indeed, it has been proposed that the excessive 

activity of KCC2 leads to substantial elevations in extracellular [K+] similar to those occurring 

during synchronous activation of GABAA receptors caused by the intense firing of interneurons in 

the 4AP model (Avoli et al., 1996; Lévesque et al., 2016; Librizzi et al., 2017; González et al., 

2018). Therefore, KCC2 function may play an important role in epileptiform synchronization 

(Kaila et al., 2014; Di Cristo et al., 2018).  

 Several KCC2 antagonists have been developed over the last few years (Delpire et al., 2009; 

Lebon et al., 2012; Delpire and Weaver, 2016; Delpire et al., 2012), and these molecules have been 

tested in in vitro models of epileptiform synchronization such as the 4AP and the 0-Mg2+. One 

study reported that application of the KCC2 antagonist VU0240551, which was introduced by 

Delpire et al. (2009), transformed 4AP-induced ictal activity generated by neuronal networks in 

the rodent entorhinal cortex (EC) into a pattern of recurrent interictal events (Hamidi and Avoli, 

2015). More recently, VU0240551 was further optimized to produce VU0463271 that exhibits 

improved potency and selectivity for antagonizing KCC2 (Delpire et al., 2012). This new KCC2 
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antagonist was found, in Moss’s laboratory, to enhance the excitability of cultured hippocampal 

neurons and to induce recurrent field spiking in in vitro in the 0-Mg2+ and 4AP models as well as 

in vivo during acute intrahippocampal administration (Sivakumaran et al., 2015; Moore et al., 

2018). However, in one in vitro study performed by the same group, VU0463271 could prolong 

the ictal events induced by 4AP in the EC (Kelley et al., 2016); such finding was at odds with those 

obtained by us using VU0240551 to antagonize KCC2 (Hamidi and Avoli, 2015). Therefore, by 

employing tetrode wire recordings to dissect the underlying single-unit activity, we aimed to 

establish whether and how antagonizing KCC2 function with VU0463271 alter the epileptiform 

activity elicited in vitro by 4AP in the rat EC. 

 

3.3. Materials and methods 

3.3.1. Ethical approval 

All procedures were performed in compliance with the guidelines of the Canadian Council on 

Animal Care and were approved by the McGill University Animal Care Committee. 

 

3.3.2. Slice preparation and maintenance 

Male Sprague-Dawley rats (250–275 g; Charles River Laboratories, Saint Constant, QC, Canada) 

were decapitated under anaesthesia induced by 5% isoflurane. Following decapitation, the brains 

were extracted and placed in ice-cold artificial cerebrospinal fluid (ACSF; 124 mM NaCl, 2 mM 

KCl, 2 mM CaCl2, 2mM MgSO4, 1.25 mM KH2PO4, 26 mM NaHCO3, and 10 mM ᴅ-glucose) 

oxygenated with O2/CO2 (95%/5%) gas mixture to maintain a pH level of 7.4. The brains were 

then mounted on a vibratome (VT1000S; Leica, Concord, ON, Canada) to obtain brain slices with 

a thickness of 450 μm. Slices were then transferred to an interface chamber where they were 

maintained between warm ACSF (32 ± 1°C) and humidified O2/CO2 gas mixture (95%/5%). 

Following a recovery period of ~1 h, epileptiform activity was induced by continuous bath 

application of 4AP (50 µM; Sigma-Aldrich, Oakville, ON, Canada) at a flow rate of 2 ml/min. To 

investigate the contribution of KCC2 to 4AP-induced epileptiform synchronization, N-

Cyclopropyl-N-(4-methyl-2-thiazolyl)-2-[(6-phenyl-3-pyridazinyl)thio]acetamide (VU0463271; 

Tocris, Canada), a KCC2 antagonist (Delpire et al., 2012), was applied (4AP + VU0463271) at a 

concentration of 10 μM to fully antagonize KCC2 activity. 
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3.3.3. Single-unit and field potential recording 

The collection and analysis of single-unit activity was adapted from the protocol of Lévesque et 

al. (2016). Seven tetrodes, each made of four twisted tungsten wires (tip diameter = 50 μm, 

California Fine Wire Company, Grover Beach, California, USA), were inserted into individual 

microdrives (NLX-18; Neuralynx, Bozeman, MT, USA). A ground wire was connected between 

the board of the tetrode and the vibration isolation table (Newport, CA, USA) while a channel of 

a tetrode, placed in the EC, was used as reference. Tetrodes were lowered into the EC to record 

neuronal activity at a sampling rate of 20 kHz with a recording bandwidth between 0.8 to 22,000 

Hz using the Neuroware (2.1) software from Triangle Biosystems (Durham, NC, USA). Because 

of limitations in computer processing power, we only sampled 10 min of neuronal activity for each 

recording epoch. Off-line data analysis was performed with MATLAB (Mathworks, Natick, MA, 

USA; RRID: SCR_001622). 

 

3.3.4. Raw data processing for single-unit activity 

Raw tetrode data were filtered between 300 and 3,000 Hz to visualize single-unit activity (Figure 

3.1Aa) that was then analyzed with WaveClus (Quiroga et al., 2004). The unsupervised cluster 

cutting algorithm considered peaks that were five standard deviations (SDs) above the baseline as 

putative action potential discharges and clustered according to selected sets of wavelet coefficients 

(Quiroga et al., 2004). Then, the experimenter visually verified that 1) the putative single-unit 

clusters were distinct from the noise clusters, 2) the putative action potential discharges were 

visible on at least two channels of a tetrode wire, 3) the amplitudes of the putative discharges were 

different on different channels of the tetrode wire, and 4) less than 2% of the total number of 

putative discharges from the single-unit clusters occur during the refractory period (<3 ms) 

(Csicsvari et al., 1998).  

Single units were classified as presumptive interneurons or principal cells based on 

characteristics used in previously published studies (Freund and Buzsáki, 1996; Csicsvari et al., 

1998; Sirota et al., 2008; Sakata and Harris, 2009; Lévesque et al., 2016). From the averaged action 

potential waveforms of putative single units, three variables were computed: 1) the amplitude from 

the trough to the peak, 2) the asymmetry between the amplitudes of the peaks, and 3) the action 

potential width at 50% of amplitude (Figure 3.1Ab). Since our recordings appeared to be stable 

during the 10-min recording epoch – as revealed by the similarity in the averaged waveforms of 
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the first and last 50 action potentials (Figure 3.1Ac) – and between pharmacological manipulations 

– as revealed by the averaged waveforms of the same single unit under two different conditions 

(Figure 3.1Ad) –  we clustered all single units together. We first excluded outliers, defined as data 

points that were 5 SDs above the mean, then applied the k-means clustering to separate the single 

units into two groups – presumably reflecting interneuron and principal cell populations (Figure 

3.1B). 

 

3.3.5. Raw data processing for field potential activity 

Raw data were filtered between 1 and 500 Hz and down sampled to 2,000 Hz to visualize the field 

potential activity. The four channels of the tetrode were averaged together and normalized against 

an average of all field potentials recorded from all tetrodes used in the recording session, creating 

the final processed field potential (Figure 3.1Aa). In all conditions, interictal events were 

manually detected by an experimenter blind to the pharmacological manipulations; the onset was 

defined as the first deflection from baseline, whereas the termination was defined as the return to 

baseline activity (Figures 3.2Aa and 3.5Ba, arrowheads). The amplitude was defined as the 

difference between the maximum and minimum values during the event of interest. The onset of 

ictal events was defined as the onset of sentinel spike observed in the low-voltage fast-activity 

(LVF) onset pattern, while the termination was defined as the return to baseline activity. Finally, 

the onset of ictal-like events occurring during application of VU0463271 was defined by the 

occurrence of at least 10 spikes within a time window of 2 s, which was independently assessed 

by at least two experimenters. 

 Statistical comparisons were performed as the following. The duration of ictal events in 

the 4AP condition was compared with the duration of ictal-like events in the 4AP + VU0463271 

condition. Since most recordings only captured one ictal or ictal-like event, it was not possible to 

quantify the interval of occurrence of ictal and ictal-like events. Interictal duration, interval of 

occurrence, and amplitude were first averaged within a recording, then averages of the same 

pharmacological condition were pooled together and compared with other pharmacological 

conditions.   
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3.3.6. Qualitative analysis of single-unit activity 

To characterize the changes in single-unit activity around the events of interest in real time, raster 

plots and peri-event histograms were used. For the onsets of ictal events in the 4AP condition and 

ictal-like events in the 4AP + VU0463271 condition, raster plots were built by extracting single-

unit action potential discharges 10 s before and after the onset, defined as time 0, of events of 

interest. To reveal their distribution, the extracted action potentials were summed in 200-ms bins 

to generate ictal and ictal-like real-time peri-event histograms displayed below the raster plots. For 

interictal events, action potentials 1 s before to 2 s after the onset of interictal events, defined as 

time 0, were extracted to generate the raster plots and summed in 25-ms bins for real-time peri-

event histograms. 

Since events of interest had different durations, normalized peri-event histograms were also 

generated. Single-unit activity epochs were extracted around the events of interest to include pre- 

and post-event baselines of the same duration as the events of interest. The duration of the single-

unit activity epoch was normalized with 0% and 100% as the onset and termination of the events 

of interest, respectively. The spike density of each single unit was calculated by averaging the 

number of action potentials that occurred in each 1% bin. Average spike densities of single units 

of the same neuronal type in the same pharmacological conditions were averaged to produce the 

normalized peri-event histograms. For visual representation, the averaged spike densities were 

smoothed using a moving average filter with bin width of 11 data points. 

 

3.3.7. Quantitative analysis of single-unit firing 

To assess whether application of VU0463271 induced changes in single-unit firing rate during 

interictal events, we calculated the delay time from the onset of an interictal event to the first action 

potential that occurred during the interictal event as well as the change in firing rate for each 

interictal event (Figure 3.5B). The average interictal firing rate was calculated by dividing the 

number of action potentials that occurred during an interictal event by the duration of the interictal 

event (Figure 3.5Ba). Using a baseline period taken immediately before each interictal event onset 

with the same duration as the interictal event, the average baseline firing rate was calculated by 

dividing the number of action potentials that occurred during the baseline period by the duration 

of this period (Figure 3.5Ba). The firing rate change represents the difference between the average 

interictal firing rate and the average baseline firing rate (Figure 3.5Bb). The firing rate changes of 
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the same neuron type were pooled together and compared before and after the addition of 

VU04632371. 

 To assess whether VU0463271 application changes the firing relationship between single 

units, we performed cross-correlation analysis on pairs of simultaneously recorded single units 

during interictal events. In recordings where two single units could be identified, action potentials 

from 1 s before to 2 s after the onsets of interictal events, defined as time 0, were extracted. Binary 

action potential discharge data were generated using the timestamps of extracted action potentials. 

Cross correlations were performed using the binary action potential discharge data with the 

MATLAB function xcorr. They were then averaged to produce the average coincidence of 

simultaneously recorded pairs of single units. The Monte Carlo methods were used to correct for 

event-related increases in the action potential discharge that could artificially increase cross-

correlation coincidence. Action potential timestamps were randomly shuffled 5,000 times while 

maintaining the total number of action potentials for the given epoch. Simulated binary action 

potential discharge data were generated for calculating the cross correlations between simulated 

pairs of single units using the same procedure mentioned above, then averaged. The averaged 

simulated coincidence was subtracted from the average coincidence of the simultaneously 

recorded pairs of single units. The maximum of the corrected average coincidence was identified 

for subsequent statistical analysis.  

We displayed our quantitative data in box-and-whisker plots where the box captures the 25 

to 75 percentile range of the data distribution, while the line indicates the median. The ends of the 

whiskers represent the entire range of the data. 

 

3.3.8. Statistical Analysis 

To compare data central tendencies, we first assessed data normality using the Shapiro-Wilks Test. 

For data that were not normally distributed, we used the Mann-Whitney U-Test, or the Wilcoxon 

Rank-Sum Test. For normally distributed data, Two-Sample T-Tests were use. Statistical 

significance was established at p < 0.05. Since some data were not normally distributed, throughout 

the text, data central tendencies are expressed as median (interquartile range, IQR).  We applied 

the Brown-Forsythe test to compare data variances in the real-time peri-event histograms. To 

express the variances in distribution, the width of the distribution at half of the peak distribution 

was computed.  
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To assess for statistical significance in the normalized peri-event histograms, the Monte 

Carlo methods were applied. For each extracted single-unit activity epochs, action potential 

timestamps were randomly shuffled 5,000 times to simulate spontaneous single-unit discharge 

patterns. Average spike densities for simulated single-unit activity epochs were calculated using 

the same procedure mentioned above. Average spike densities of the acquired data that were 2.50 

SDs above the average spike densities of simulated activity were considered to be statistically 

significant changes in single-unit discharge activity. 

 

3.4. Results 

3.4.1. Characterization of single units 

We identified 171 single units recorded from 37 slices that were obtained from 23 animals. We 

excluded 2 single units from k-means clustering analysis since they were considered as outliers 

(Figure 3.1B). Using previously published guidelines aimed at characterizing action potential 

waveform shape (Freund and Buzsáki, 1996; Csicsvari et al., 1998; Sirota et al., 2008; Sakata and 

Harris, 2009; Lévesque et al., 2016), we identified 138 putative interneurons and 31 putative 

principal cells from our tetrode recordings (4AP: n = 80 interneurons, n = 12 principal cells; 4AP 

+ VU0463271: n = 58 interneurons, n = 19 principal cells). As illustrated in Figure 3.1B, insets, 

the action potential waveforms of putative interneurons were narrower and more symmetrical than 

those of putative principal cells. 

 

3.4.2. Effects of KCC2 antagonism on 4AP-induced field activity 

As previously reported (Avoli et al., 2013; Lévesque et al., 2016), interictal (Figure 3.2Aa) and 

ictal events with LVF onset pattern (Figure 3.2Ab) occurred in our experiments during bath 

application of 4AP (n = 22 animals). LVF ictal events often initiated with a sentinel spike, whose 

shape was similar to an interictal event, and were characterized by electrographic tonic and clonic 

phases. The duration of LVF ictal events (n = 91 events, n = 28 slices) was 90.97 s (IQR = 42.51–

126.26 s). The duration and the interval of occurrence of interictal events recorded in the 4AP 

condition (n = 1690 events, n = 32 slices) were 1.15 s (IQR = 0.97–1.39 s) and 23.79 s (IQR = 

16.09–31.50 s), respectively.  

Application of the KCC2 antagonist VU0463271 (n = 6 animals) changed the 4AP-induced 

activity to continuous interictal spiking (Figure 3.2Ac and 3.2Ad). These persistent interictal 
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events (n = 2960, n = 10 slices) had a duration of 0.28 s (IQR = 0.23–0.37 s) and interval of 

occurrence of 0.66 s (IQR = 0.54–0.95 s). Therefore, both the duration and the interval of 

occurrence of the interictal events recorded from the EC in 4AP + VU0463271 condition were 

significantly shorter than those occurring in the 4AP condition (duration:  Mann-Whitney U-Test, 

p = 5.50 × 10-27, W = 2523.00, z = -10.76; interval of occurrence: Mann-Whitney U-Test, p = 1.35 

× 10-27, W = 2485.00, z = -10.89; Figure 3.2A). 

This continuous interictal activity appeared to be a consistent finding, since it was observed 

in all slices during bath application of VU0463271 (Figure 3.2A). However, in seven of these 

slices, we could also identify sporadic accelerations in interictal spiking, which made this 

electrographic pattern resemble an ictal event, hereafter referred to as ictal-like event (n = 38 events; 

Figure 3.2B). These ictal-like events had a duration of 62.31 s (IQR = 48.80–74.74 s), which was 

significantly shorter than the duration of the ictal events that were recorded during bath application 

of only 4AP (Mann-Whitney U-Test, p = 0.02, W = 2014.00, z = -2.35). In addition, as illustrated 

in the enlarged sample in Figure 3.2B, the electrographic pattern of the ictal-like events occurring 

during applications of 4AP + VU0463271 was less structured (i.e., it was not characterized by an 

initial sentinel spike nor by any subsequent electrographic tonic-to-clonic phase transition), as 

compared to the ictal events that were recorded in the presence of only 4AP. 

 

3.4.3. Effects of KCC2 antagonism on single-unit activity during ictal discharges 

First, we analyzed single-unit activity around the time of initiation of the ictal events recorded 

under 4AP and of the ictal-like events occurring under 4AP + VU0463271. In Figure 3.3Ab, the 

raster plot indicates that interneuron (n = 65) and principal cell (n = 10) firings increased at the 

onsets of the ictal events occurring during 4AP application (n = 91). In contrast, single-unit 

activities generated by interneurons (n = 16) and principal cells (n = 8) did not appear to change 

at the initiation of ictal-like events (n = 38) occurring in the 4AP + VU0463271 condition. The 

real-time peri-event histograms further showed that both interneurons and principal cells increased 

their firings at the onsets of ictal events recorded during 4AP application; however, interneurons 

and principal cells did not increase their firings at the onsets of the ictal-like events occurring in 

the presence of 4AP + VU0463271 (Figure 3.3Ac).  

To statistically assess for changes in interneuron and principal cell activities during ictal and 

ictal-like events of different durations, we also constructed normalized peri-event histograms; 
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these histograms revealed significant increases in the firings of both interneurons and principal 

cells only during the LVF ictal events that were recorded during application of 4AP but not during 

the ictal-like events occurring during application of medium containing 4AP + VU0463271 

(Figure 3.3B). 

 

3.4.4. Effects of KCC2 antagonism on single-unit activity during interictal events 

Next, we analyzed the effects of VU0463271 on the single-unit activity occurring during 4AP-

induced interictal events. As illustrated in Figure 3.4Ab, both interneurons and principal cells 

fired action potentials at the onsets of interictal events in the presence of 4AP (n = 1690 events, n 

= 80 interneurons, n = 12 principal cells) as well as during the application of medium containing 

4AP + VU0463271 (n = 2960 events, n = 58 interneurons, n = 19 principal cells). The real-time 

peri-event histograms revealed that action potentials were concentrated at the onsets of interictal 

events under both pharmacological conditions (Figure 3.4Ac). However, the distribution of 

interneuron action potentials in the 4AP + VU0463271 (0.15 s) condition was less variable than 

that in the 4AP (0.58 s) condition (Brown- Forsythe Test, p = 1.76 × 10-82, F(1, 6300) = 381.24); 

this difference was not observed in the distribution of principal cell action potentials (4AP: 0.30 s; 

4AP + VU0463271: 0.13 s). To statistically assess the increase in single-unit activity during 

interictal events of different durations, we also constructed normalized peri-event histograms that 

revealed significant increases in interneuron and principal cell activities during interictal events 

under both 4AP and 4AP + VU0463271 (Figure 3.4B).  

The peaks of interneuron and principal cell activities in the real-time and normalized peri-

event histograms prompted us to also quantify and compare the changes in single-unit firing 

associated to interictal events recorded in the 4AP and 4AP + VU0463271 conditions. We found 

a significant decrease in the delay time from the onsets of interictal events to the first interneuron 

action potentials between the 4AP (0.19 s, IQR: 0.08–0.36 s) and 4AP + VU0463271 (0.09 s, IQR: 

0.06–0.14 s) conditions (Mann-Whitney U-Test, p = 3.05 × 10-44, W = 591837.50, z = -13.95; 

Figure 3.5A). A similar significant decrease was also observed for principal cells between the 4AP 

(0.16 s, IQR: 0.09–0.30 s) and the 4AP + VU0463271 (0.10 s, IQR: 0.08–0.13 s) conditions 

(Mann-Whitney U-Test, p = 8.51 × 10-7, W = 33340.50, z = 4.92; Figure 3.5A).  

Since the delay time between the interictal event onset and the first action potential does 

not provide information regarding the neuronal firing rate throughout the interictal events, we also 
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calculated the change in firing rate (Figure 3.5B). As shown in Figure 3.5C, we found that the 

change in interneuron firing rate in the 4AP condition (1.85 Hz, IQR = 0.98–4.23 Hz) was 

significantly lower than what was observed in the 4AP + VU0463271 condition (4.01 Hz, IQR = 

2.80–5.69 Hz; Mann-Whitney U-Test, p = 3.75 × 10-52, W = 481950.00, z = -15.20). The principal 

cell firing rate change in the 4AP condition (1.82 Hz, IQR = 1.02–3.73 Hz) was also significantly 

lower than the one in the 4AP + VU0463271 condition (4.12 Hz, IQR = 3.07–5.26 Hz; Mann-

Whitney U-Test, p = 1.77 × 10-17, W = 18258.50, z = -8.51; Figure 3.5C). 

Finally, we performed cross-correlation analyses on pairs of simultaneously recorded 

single units during interictal events recorded in 4AP and 4AP + VU0463271 conditions to assess 

for cell synchrony (Figure 3.6A). We found no significant changes in the average coincidence 

between pairs of single units recorded under the bath application of 4AP (n = 47) condition and 

those recorded under 4AP + VU0463271 (n = 40) condition (Figure 3.6B).  

 

3.5. Discussion 

In this study, we performed tetrode wire recordings in the in vitro model of 4AP-induced 

epileptiform synchronization to examine the effects of the KCC2 antagonist VU0463271 on the 

field and single-unit activities that were recorded in the rat EC. The main findings of our study can 

be summarized as follows. First, the typical LVF onset ictal discharges that are induced in vitro 

by bath application of 4AP were replaced, during application of VU0463271, by continuous 

interictal spikes that could, at times, accelerate in frequency of occurrence thus resembling an 

electrographic ictal-like discharge pattern. Second, significant increases in both interneuron and 

principal cell activities were only identified at the onsets of 4AP-induced ictal events and not at 

the onsets of ictal-like events recorded under 4AP + VU0463271. Third, 4AP-induced interictal 

events after the addition of VU0463271 were associated with significant increases in both 

interneuron and principal cell firings, while no change in synchronicity was observed. 

 

3.5.1. KCC2 function is needed for the generation of 4AP-induced ictal discharges 

As reported by Lévesque et al. (2016), EC interneurons and principal cells increased their firings 

at the onsets of 4AP-induced ictal events, which were consistently characterized by an LVF onset 

pattern followed by tonic and clonic electrographic phases. By normalizing the duration of these 

ictal events, we found significant increases in interneuron and principal cell activities. In contrast, 
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during application of the KCC2 antagonist VU0463271, interictal events became the predominant 

activity pattern. Although they could, at times, show increased frequency of occurrence – which 

made them resemble ictal events lacking both the sentinel spike and the electrographic tonic-clonic 

transition – these ictal-like events were not associated with significant increases in interneuron or 

principal cell activities at onset. Thus, the recruitment of neuronal networks during ictal events 

appeared to be disrupted by KCC2 antagonism. Our results are in agreement with those obtained 

by Hamidi and Avoli (2015), who employed VU0240551 to demonstrate that antagonizing KCC2 

function unravels the structured pattern of ictal events induced by 4AP to disclose a continuous 

pattern of recurrent interictal spiking. 

The recurrent interictal activity identified in our experiments during the application of 4AP 

+ VU0463271 has been previously described in the in vitro 0-Mg2+ model of epileptiform 

synchronization (Sivakumaran et al., 2015; Kelley et al., 2016). Similar continuous interictal 

spiking activity was also induced in vivo during acute unilateral intrahippocampal administration 

of VU0463271 (Sivakumaran et al., 2015). However, the same group of investigators has also 

reported that in the in vitro 4AP model, application of VU0463271 increases the duration of ictal 

events without disrupting their structure – which is different than our results – and proposed that 

KCC2 antagonism could exacerbate ictal activity (Kelley et al., 2016). More recently, Moore et 

al. (2018) have found that 4AP- or 0-Mg2+-induced ictal activity were attenuated in slices obtained 

from mice with genetic mutations that enhanced KCC2 function. While the literature suggests that 

KCC2 antagonism through the application of VU0463271 may induce variable effects in 

epileptiform synchronization, our data propose that antagonizing KCC2 function disrupts ictal 

events and produces a continuous pattern of recurrent interictal spiking. 

Indeed, the ability of KCC2 antagonism to de-structure the pattern of ictal activity recorded 

during 4AP treatment, is not in conflict with its capacity to enhance neuronal excitability. 

Supported by in silico results (González et al., 2018), previous experiments have established that 

an increase in extracellular [K+] – as a consequence of synchronous firing of interneurons releasing 

GABA that activates postsynaptic GABAA receptors – is needed for the initiation and maintenance 

of 4AP-induced ictal activity (Avoli et al., 1996; Librizzi et al., 2017). Given that KCC2 function 

is responsible for the GABAA receptor-dependent increases in extracellular [K+] (Viitanen et al., 

2010), we propose here that an overall downregulation of KCC2 function should disrupt ictal 

synchronization even though, as further discussed below, the concomitant increase of intracellular 
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[Cl-] causes a positive shift of the GABAA receptor reversal potential, thus inducing neuronal 

hyperexcitability (Sivakumaran et al., 2015; Kelley et al., 2018; Moore et al., 2018). In line with 

this hypothesis, mice with KCC2 downregulation in principal cells have been found to develop 

spontaneous seizures in vivo (Kelley et al., 2018). 

 

3.5.2. KCC2 antagonism leads to neuronal hyperexcitability 

Interictal events recorded during the 4AP + VU0463271 condition were shorter and more frequent 

than those observed in the 4AP condition. Real-time peri-event histograms revealed that 

interneuron action potentials were more concentrated after the application of VU0463271 and that 

these interictal events were associated to significant increases in single-unit activity. In addition, 

the decreased delay time between the onsets of interictal events and the first action potentials as 

well as the increased change in firing rate associated with interictal events upon VU0463271 

application for both principal cells and interneurons suggest an increase in neuronal excitability. 

Concomitant to these changes, no change in synchronicity was observed. Together, these findings 

suggest that KCC2 antagonism induced hyperexcitability in both principal cells and interneurons, 

possibly by depolarizing GABAA reversal potential, and not hypersynchrony between neurons, 

thus disrupting ictogenesis.  

Neuronal hyperexcitability due to KCC2 antagonism has been reported in the literature. 

Several studies have shown that in cultured hippocampal neurons, downregulating KCC2 increases 

neuronal excitability by inducing a depolarizing shift in the GABAA reversal potential 

(Sivakumaran et al., 2015; Kelley et al., 2018; Moore et al., 2018). Moreover, cell cultures 

expressing mutated SLC12A5 genes showed reduced KCC2 cell surface expression along with a 

depolarization of the GABAA reversal potential (Puskarjov et al., 2014). In line with these findings, 

the hippocampal formation of brain slices obtained from pilocarpine-treated animals exhibits a 

decrease in KCC2 expression as well as a depolarized GABAA reversal potential (Pathak et al., 

2007). Furthermore, GABAergic-dependent synchronized activity has been demonstrated in 

resected human epileptic brain tissues (Schwartzkroin and Haglund, 1986; Köhling et al., 1998; 

Huberfeld et al., 2007). Together, these studies indicate that KCC2 downregulation can indeed 

promote neuronal hyperexcitability.   
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3.5.3. Conclusions 

Our findings highlight the paradoxical effects induced by KCC2 antagonism on the 4AP-induced 

epileptiform activity generated by EC neuronal networks in vitro. We found that although 

antagonizing KCC2 leads to persistent and frequent interictal events – which should reflect 

neuronal hyperexcitability caused by a depolarizing shift of the GABAA receptor reversal potential 

– it abolished ictal activity. This effect should result from the abated increases in extracellular [K+] 

that result from KCC2 activity due to the postsynaptic activation of GABAA receptors. These 

seemingly conflicting results underscore the complex roles played by KCC2 activity in modulating 

GABAA receptor signalling along with in vitro epileptiform synchronization. 
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3.7. Figures 

 

Figure 3.1. Single-unit classification. A: Tetrode wire recording of single-unit and field potential activity 

in the rat entorhinal (EC) during application of 4-aminopyridine (4AP). (a) Examples of interictal 

discharges (asterisks) and of a low-voltage fast-activity (LVF) ictal discharge (grey line). (b) To cluster 

single-unit activity, the waveform shape of action potentials was quantified using three variables: trough to 

peak, peak amplitude asymmetry, and half-width duration. (c) Averaged waveform shapes of the first (solid 

line) and last (dashed line) 50 action potentials during a 10-min recording period. (d) Averaged waveform 

shape of the action potentials under 4AP (solid line; n = 254) and after the addition of VU0463271 (dashed 

line; n = 195). B: Three-dimensional representation of the k-means clustering analysis showing interneurons 

(Int; green), principal cells (PC; blue), and outliers (red) under 4AP (dots) and 4AP + VU0463271 (circles). 

The centroids of the clusters are marked with x.  
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Figure 3.2. Effects of VU0463271 on the field potential activity recorded from the entorhinal cortex (EC) 

during different pharmacological conditions. A: Addition of VU0463271 to the 4-aminopyridine (4AP) 

medium induces a pattern of continuous interictal spikes in the field potential recording. (a) Enlarged 

example of the interictal event recorded under 4AP; the onset and termination of this interictal event are 

indicated by arrowheads. (b) Low-voltage fast-activity (LVF) ictal event recorded under 4AP, with the 

onset indicated by the arrowhead. (c) Onset of continuous interictal activity recorded in the 4AP + 

VU0463271 condition. (d) An example of interictal events recorded ~300 s after the onset of continuous 

interictal activity under 4AP + VU0463271. B: An example of ictal-like activity in the 4AP + VU0463271 

condition; the arrowhead in the enlarged example identifies its onset.  
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Figure 3.3. Qualitative analysis of single-unit activity during epileptiform activity recorded under 4-

aminopyridine (4AP) and 4AP + VU0463271. A: Real-time analyses of single-unit activity during 4AP and 

4AP + VU0463271 epileptiform activities. A low-voltage fast-activity (LVF) ictal event in the 4AP 

condition and an ictal-like event in the 4AP + VU0463271 condition are shown in a, while raster plots and 

real-time peri-event histograms (200-ms bins) are illustrated in b and c, respectively. In the real-time peri-

event histograms, peaks of interneurons and principal cell firing occurred at 0.30 s and 0.10 s, respectively, 

after the ictal onset in the 4AP condition. B: Normalized peri-event histograms with time 0 representing the 

onset of the ictal events (interneurons: n = 76; principal cells: n = 12) recorded under 4AP and ictal-like 

events (interneuron: n = 26; principal cell: n = 11) recorded under 4AP + VU0463271. In the 4AP condition, 

the peak of interneuron activity occurred at 5.50% of the normalized ictal events, while the peak of principal 

cell activity could be identified at 17.50%. Dashed lines indicate the significance thresholds. 
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Figure 3.4. Qualitative analysis of single-unit activity during interictal events in the 4-aminopyridine (4AP) 

and 4AP + VU0463271 conditions. A: Real-time analyses of single-unit activity during interictal events in 

the 4AP and 4AP + VU0463271 conditions. Interictal events (a) along with corresponding raster plots (b) 

and real-time peri-event histograms (25-ms bins; c), are illustrated. In the real-time peri-event histogram, 

peaks of interneuron and principal cell action potential distributions in the 4AP condition were identified 

at 0.09 s after the onset of interictal events. In the 4AP + VU0463271 condition, peaks of interneuron and 

principal cell action potential distributions were identified at 0.06 s and 0.09 s, respectively, after the onset 

of interictal events. B: Normalized peri-event histograms with time 0 representing the onset of interictal 

events. Note that in the 4AP condition, the peak of interneuron activity during interictal events (n = 845) 

occurred at 14.50% of the normalized duration, whereas the peak of principal cell activity during interictal 

events (n = 159) occurred at 11.50%. In the 4AP + VU0463271 condition, the peak of interneuron activity 

during interictal events (n = 929) occurred at 26.50% whereas the peak of principal cell activity during 

interictal events (n = 283) occurred at 36.50%. Dashed lines indicate the significance thresholds. 
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Figure 3.5. Quantitative analysis of single-unit firing during interictal events recorded in the 4-

aminoypyridine (4AP) and 4AP + VU0463271 conditions. A: The delay time between the onsets of 

interictal events and the first interneuron (Int) and principal cell (PC) action potential occurring during the 

respective interictal events in the 4AP and the 4AP + VU0463271 conditions. Note that there is a decrease 

in the delay time between the onset of interictal events and both the first interneuron and principal cell 

action potential after the application of VU0463271. B: Analysis of the changes in firing rate. (a)  Single-

unit action potentials recorded before and during an interictal event. Arrowheads in the field potential 

recording denote the onset and termination of the interictal event. (b) The mathematical formula for 

calculating the change in firing rate. (C) Changes in interneuron (Int) and principal cell (PC) firing rate 

during interictal events in the 4AP and 4AP + VU0463271 conditions. Note that there is an increase in the 

change in firing rate of both interneurons and principal cells upon the addition of VU0463271. Mann-

Whitney U-Test was used to established statistical significance, *p < 0.05. 
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Figure 3.6. Cross-correlation analysis of pairs of simultaneously recorded single units during interictal 

events in the 4-aminopyridine (4AP) and 4AP + VU0463271 conditions. A: Sample pairs of simultaneously 

recorded single units during successive interictal events in the 4AP and 4AP + VU0463271 conditions. The 

action potential discharges of two different single units was represented by black (4AP: Int; 4AP + 

VU0463271: Int) and gray (4AP: Int; 4AP + VU0463271: PC). B: The average coincidence of the action 

potentials of pairs of simultaneously recorded single units during interictal events in the 4AP (n = 47) and 

4AP + VU0463271 (n = 40) conditions. Note that there was no significant change in the average 

coincidences of action potential discharge pattern between pairs of simultaneously recorded single units 

between the 4AP and 4AP + VU0463271 conditions.  
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Chapter 4: KCC2 Antagonism and GABAergic Synchronization in the Entorhinal Cortex in 

the Absence of Ionotropic Glutamatergic Receptor Signalling. 

 

 

Interneurons actively participate in epileptiform activity. Therefore, investigations of the 

epileptiform activity also need to characterize the role of inhibitory signalling of γ-aminobutyric 

acid (GABA). Thus, in part 2 of my experiments investigating the role of K+-Cl- cotransporter 2 

(KCC2) in epilepsy, I applied KCC2 antagonist VU0463271 to 4-aminopyridine (4AP)-induced 

epileptiform activity that was pharmacologically isolated from ionotropic glutamatergic signalling 

in the rat entorhinal cortex (EC) and studied the underlying neuronal activity using tetrodes. This 

work was published in 2020 in the Neuropharmacology as a manuscript titled “KCC2 Antagonism 

and GABAergic Synchronization in the Entorhinal Cortex in the Absence of Ionotropic 

Glutamatergic Receptor Signalling.” 

 

 

 

Chen L-Y, Lévesque M, Avoli M (2020) KCC2 antagonism and GABAergic synchronization in 

the entorhinal cortex in the absence of ionotropic glutamatergic signalling. Neuropharmacology 

167:107982.   
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4.1. Abstract 

γ-Aminobutyric acid (GABA), which is released by interneurons, plays an active role in generating 

interictal epileptiform spikes during blockade of ionotropic glutamatergic signalling, but it remains 

unclear whether and how the K+-Cl− cotransporter 2 (KCC2) influences these paroxysmal events. 

Therefore, we employed tetrode recordings in the in vitro rat entorhinal cortex (EC) to analyze the 

effects of the KCC2 antagonist VU0463271 on 4-aminopyridine (4AP)-induced interictal spikes 

that were pharmacologically isolated by applying ionotropic glutamatergic receptor antagonists. 

After the addition of VU0463271, these interictal spikes continued to occur at similar rates as in 

control (i.e., during application of 4AP with ionotropic glutamatergic receptor antagonists) but 

were smaller and shorter. Despite the absence of ionotropic glutamatergic receptor signalling, both 

interneurons and principal cells increased their firing during interictal spikes. Moreover, we found 

that KCC2 antagonism increased interneuron firing but decreased principal cell firing during the 

interictal spike rising phase; in contrast, during the falling phase, interneuron firing decreased in 

the presence of VU0463271, while no change was observed in principal cell firing. Overall, our 

results show that KCC2 antagonism enhances interneuron excitability at the onset of interictal 

spikes generated by the EC neuronal networks during blockade of ionotropic glutamatergic 

transmission but disrupts later neuronal recruitment.   

 

  



72 

 

4.2. Introduction 

While focal seizures are the hallmark of an epileptic condition, interictal epileptiform discharges 

(hereafter termed interictal spikes) are valuable to clinicians. For instance, they help clinicians to 

diagnose focal epilepsy and to identify epilepsy subtypes (Fisher et al., 2017; Tatum et al., 2018). 

Moreover, for epilepsy surgery, they have been used as markers of seizure onset zones (Jacobs et 

al., 2011; Tatum et al., 2018) and predictors of post-operative outcome (Rosati et al., 2003; 

Dworetzky and Reinsberger, 2011; Coutin-Churchman et al., 2012; Tatum et al., 2018; Mehvari 

Habibabadi et al., 2019). Therefore, identifying the fundamental mechanisms underlying interictal 

spikes in experimental epilepsy models should lead to improved epilepsy diagnosis and treatment 

in humans. To this end, basic science researchers have reproduced electrographic interictal spikes 

in the laboratory by applying drugs such as the K+ channel blocker 4-aminopyridine (4AP) to in 

vitro brain preparations (Avoli and de Curtis, 2011).  

These studies have revealed excessive firing of interneurons, which release γ-

aminobutyric acid (GABA) in coincidence with 4AP-induced interictal spikes, thus pointing to the 

involvement of inhibitory mechanisms in their generation (Avoli et al., 1996; Lévesque et al., 2016; 

Librizzi et al., 2017; González et al., 2018). In addition, these interictal spikes continue to occur 

in the absence of ionotropic glutamatergic receptor signalling, and they could be abolished upon 

blockade of GABAA signalling (Avoli et al., 1996, 2013; Sudbury and Avoli, 2007; Panuccio et 

al., 2010; Hamidi and Avoli, 2015; Lévesque et al., 2016). Hence, this evidence suggests that 

interneuron firing and subsequent GABAA signalling contribute to interictal spike generation, at 

least in in vitro models of epileptiform synchronization. 

An important consequence of GABA released from interneurons is the activation of 

GABAA receptors and the resulting Cl- influx into neurons that causes hyperpolarization of the 

neuronal membrane potential (Farrant and Kaila, 2007; Avoli and de Curtis, 2011; Kaila et al., 

2014; Di Cristo et al., 2018). To ensure GABAA receptor-mediated Cl- influx, neurons in the 

mature brain maintain a low intracellular [Cl-] using the K+-Cl− cotransporter 2 (KCC2); thus, in 

order to extrude Cl− from the neuron, KCC2 uses the [K+] gradient (Viitanen et al., 2010). 

Accordingly, excessive interneuron activity occurring at the onset of 4AP-induced ictal activity 

causes substantial elevations in extracellular [K+], presumably through KCC2 activity (Avoli et al., 

1996; Librizzi et al., 2017; González et al., 2018). Taken together, KCC2 activity and the 
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subsequent elevations in extracellular [K+] may have important implications in epileptiform 

synchronization (Kaila et al., 2014; Di Cristo et al., 2018).  

To study the role of KCC2 in epileptic disorders, KCC2 antagonists (Delpire et al., 2009, 

2012; Lebon et al., 2012; Delpire and Weaver, 2016) have been used in models of epileptiform 

synchronization. These experiments have established that antagonizing KCC2 enhances neuronal 

excitability by depolarizing the reversal potential of GABAA signalling (Sivakumaran et al., 2015; 

Moore et al., 2018; Chen et al., 2019). In addition, in many cases, KCC2 antagonism blocked ictal 

activity while enhancing interictal spike generation (Hamidi and Avoli, 2015; Sivakumaran et al., 

2015; Kelley et al., 2016; Moore et al., 2018; Chen et al., 2019). However, while previous studies 

have shown that GABAA signalling generates interictal spikes in the in vitro 4AP model of 

epileptiform synchronization (see for review de Curtis and Avoli, 2016), the role of KCC2 

antagonism during interictal spikes in the presence of ionotropic glutamatergic receptor 

antagonists was investigated in only one study using VU0240551 (Hamidi and Avoli, 2015), a less 

potent and selective predecessor of VU0463271 (Delpire et al., 2012). Therefore, we employed 

here tetrode wire recordings to understand whether and how the KCC2 antagonist VU0463271 

modifies the activity of presumptive interneurons and principal cells in the rat entorhinal cortex 

(EC) during interictal spikes occurring in the presence of 4AP and ionotropic glutamatergic 

receptor antagonists in an in vitro brain slice preparation. 

 

4.3. Materials and methods 

4.3.1. Ethical approval 

All procedures complied with the guidelines of the Canadian Council on Animal Care and were 

approved by the McGill University Animal Care Committee. All efforts were made to minimize 

the suffering and the number of animals used in the experiments. 

 

4.3.2. Specimen preparation and maintenance 

Brains of male Sprague-Dawley rats (250–275 g; Charles River Laboratories, Saint Constant, QC, 

Canada) – anaesthetized using 5% isoflurane (Fresenius Kabi Canada Limited, Toronto, ON, 

Canada) – were extracted and placed in ice-cold artificial cerebrospinal fluid (ACSF; 124 mM 

NaCl, 2 mM KCl, 2 mM CaCl2, 2 mM MgSO4, 1.25 mM KH2PO4, 26 mM NaHCO3, and 10 mM 

ᴅ-glucose; Sigma-Aldrich, Oakville, ON, Canada) that was oxygenated with O2/CO2 (95%/5%) 
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gas mixture to maintain a pH of 7.4. Brains were sliced with a vibratome (VT1000S; Leica, 

Concord, ON, Canada) to obtain slices containing hippocampus and EC (thickness = 450 μm) and 

then transferred to an interface chamber to be maintained between warm ACSF (32 ± 1°C) and 

humidified O2/CO2 (95%/5%) gas mixture. Following approximately 1-h recovery period, 

epileptiform activity was induced by continuous bath application of ACSF containing 4AP (50 

µM; Sigma-Aldrich, Oakville, ON, Canada) at a flow rate of approximately 2 ml/min (see also 

Chen et al., 2019). After the occurrence of baseline activity, NMDA receptor antagonist (RS)-3-

(2-carboxypiperazin-4-yl)-propyl-1-phosphonate (CPP; 10 μM; Tocris, Canada) and AMPA 

receptor antagonist 6-Cyano-7-nitroquinoxaline-2,3-dione disodium salt (CNQX; 10 μM; Tocris, 

Oakville, ON, Canada) were added to ACSF containing 4AP (4AP + CPP + CNQX) to isolate 

GABAergic synchronous events. To establish the role of KCC2 in these ionotropic glutamatergic 

signalling-independent interictal spikes, N-Cyclo-propyl-N-(4-methyl-2-thiazolyl)-2-[(6-phenyl-

3-pyridazinyl)thio]acetamide (10 μM; VU0463271; Tocris, Oakville, ON, Canada; Delpire et al., 

2012) was then added (4AP + CPP + CNQX + VU0463271). 

 

4.3.3. Tetrode recordings 

Collection and analysis of single-unit activity were based on previous studies from our laboratory 

(Lévesque et al., 2016, 2018; Chen et al., 2018, 2019). Four tungsten wires (tip diameter = 50 μm, 

California Fine Wire Company, Grover Beach, CA, USA) were twisted together to make a tetrode 

wire; seven tetrode wires were inserted into a microdrive (NLX-18; Neuralynx, Bozeman, MT, 

USA). A ground wire was connected from the drive (EIB-36-18 Drive; Neuralynx, Bozeman, MT, 

USA) mounted on the microdrive to the vibration isolation table (Newport; Irvine, CA, USA). A 

channel of one tetrode was used as the reference. All tetrodes were placed in the EC to record 

neuronal activity at a sampling rate of 20 kHz with a recording bandwidth between 0.8 to 22,000 

Hz using the Neuroware system (2.1; Triangle Biosystems, Durham, NC, USA). Due to limitations 

in computer performance, neuronal activity was sampled in 10-min epochs. We performed 

repeated sampling to minimize the number of animals used in our study.  Off-line data analysis 

was performed with MATLAB (Mathworks, Natick, MA, USA; RRID:SCR_001622). 
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4.3.4. Isolation of single-unit activity 

Raw tetrode recordings, which were filtered between 300 and 3,000 Hz (Figure 4.1A), were 

analyzed with WaveClus (Quiroga et al., 2004), an unsupervised cluster cutting algorithm. Peaks 

in the filtered signal that were 5 standard deviations (SDs) above the baseline were presumed to 

be action potentials and sorted based on sets of wavelet coefficients (Quiroga et al., 2004). For 

each identified cluster of action potentials, the experimenter visually verified that (i) it was distinct 

from the noise, (ii) action potentials were visible on at least two channels of a tetrode wire, (iii) 

action potentials were of different amplitudes between channels of the tetrode, and (iv) less than 

2% of the total number of action potentials occurred during the refractory period (<3 ms) (Csicsvari 

et al., 1998).  

Verified single-unit clusters were characterized using three variables based on previously 

published guidelines (Freund and Buzsáki, 1996; Csicsvari et al., 1998; Sirota et al., 2008; Sakata 

and Harris, 2009; Lévesque et al., 2016; Chen et al., 2019): first, the amplitude from the trough to 

the peak; second, the asymmetry between the amplitudes of the peaks; third, the action potential 

width at 50% of amplitude (Figure 4.1C). To cluster presumptive single units, we fitted Gaussian 

mixture models of various orders then selected the best model using Bayesian information criterion 

(Figure 4.1D). 

 

4.3.5. Isolation of field potential activity 

To visualize the field potential activity generated by the EC, raw tetrode recordings were filtered 

between 1 and 500 Hz and down sampled to 2,000 Hz. Then, the four channels of the tetrodes were 

averaged together and normalized against the average of all signals from all tetrodes used during 

the recording session. Using this final processed field activity (Figure 4.1A), an experimenter 

manually detected interictal spikes, of which the onset was defined as the first deflection from 

baseline and the termination as the return to baseline activity. The duration of interictal spikes was 

defined as the difference between the onset and termination times. The amplitude of interictal 

spikes was defined as the difference between the maximum and minimum values during each 

interictal spike. 
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4.3.6. Patterns of single-unit activity around the onset of interictal spikes 

We used raster plots, that are summarized in real-time peri-event histograms, and normalized peri-

event histograms to characterize the changes in single-unit activity around the onset of interictal 

spikes. The raster plots were built by extracting single-unit action potentials from 1 s before to 2 s 

after the onset, time 0, of the interictal spikes. The action potentials in the raster plots were summed 

in 25-ms bins and normalized to the total sum to generate real-time peri-event histograms. Since 

interictal spikes differed in durations, normalized peri-event histograms were generated by 

extracting epochs of single-unit activity around interictal spikes. These single-unit activity epochs 

included pre- and post-event baselines with duration same to that of interictal spikes. The duration 

of the entire single-unit activity epoch was normalized with 0% and 100% representing the onset 

and termination of interictal spikes, respectively. Action potentials generated by the same single-

unit type, interneurons or principal cells, in the same pharmacological condition, 4AP + CPP + 

CNQX or 4AP + CPP + CNQX + VU0463271, were summed in 1% bin and averaged to produce 

the averaged action potential densities in the normalized peri-event histograms. For visual 

representation, the averaged action potential densities were smoothed using MATLAB function 

movmean with bin width of 11 data points. 

 

4.3.7. Quantification of single-unit activity around the peak of interictal spikes 

We calculated the proportions of action potentials that occurred during the rising and the falling 

phases for all interictal spikes recorded for all single units. Specifically, the rising phase of 

interictal spikes was defined as the period between the onset and peak of interictal spikes, whereas 

the falling phase was defined as the period between the peak and end of interictal spikes (Figure 

4.4A). The number of action potentials that occurred in the rising and falling phases were 

normalized against the total number of action potentials generated by the single units during the 

interictal spikes to calculate the proportion of action potentials in the rising and falling phases, 

respectively. We then compared the total of the proportions of action potentials generated by the 

same type of single unit, either interneurons or principal cells, in the same phase, either rising or 

falling phases, across pharmacological conditions, between 4AP + CPP + CNQX and 4AP + CPP 

+ CNQX + VU0463271. 
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4.3.8. Statistical analyses 

For statistical comparisons between pharmacological conditions, we first assessed data normality 

using the Shapiro-Wilks Test and found that data were not normally distributed. Therefore, we 

expressed the data central tendencies as median (interquartile range) and used the Wilcoxon Rank-

Sum Test for hypothesis testing. Since Wilcoxon Rank-Sum Test compares sums of rank, we also 

reported the mean ranks (R) of our data. 

We performed Monte Carlo analysis to assess for statistical significance in the normalized 

peri-event histograms. For each extracted single-unit activity epochs, action potential timestamps 

were randomly shuffled 5,000 times to simulate random single-unit activity patterns. Using the 

simulated single-unit activity epochs, average action potential densities of the normalized peri-

event histograms were considered to be significant when they were 2.50 SDs above the average 

action potential densities of simulated activity. 

 

4.4. Results 

4.4.1. Single-unit characterization 

In the EC of 25 brain slices obtained from 12 animals, we performed tetrode recordings to study 

the relationship between field activity and action potentials generated by single units during 

interictal spikes generated during the application of 4AP and ionotropic glutamatergic receptor 

antagonists (Figure 4.1A). We recorded a total of 187 single units, for which the averaged action 

potential waveforms of the first and last 50 action potentials appeared to be similar (Figure 4.1Ba). 

Additionally, the shapes of the action potential waveform in the presence and absence of 

VU0463271 appeared to be similar (Figure 4.1Bb). As in previous studies from our laboratory 

(Lévesque et al., 2016, 2018; Chen et al., 2018, 2019), we used well-established characterizations 

of action potential waveform (Freund and Buzsáki, 1996; Csicsvari et al., 1998; Sirota et al., 2008; 

Sakata and Harris, 2009) to cluster the recorded single units into presumptive interneurons (4AP 

+ CPP + CNQX: n = 80; 4AP + CPP + CNQX + VU0463271: n = 85) or principal cells (4AP + 

CPP + CNQX: n = 14; 4AP + CPP + CNQX + VU0463271: n = 8) (Figure 4.1D).  

 

4.4.2. Alterations of interictal spikes by antagonizing KCC2 activity 

As previously reported (Avoli et al., 1996, 2013; Hamidi and Avoli, 2015; Lévesque et al., 2016), 

interictal spikes in the EC continued to occur during the application of the ionotropic glutamatergic 
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receptor antagonists CPP and CNQX (n = 2480 spikes, n = 21 slices, n = 12 animals; Figure 4.2A). 

The interictal spikes had a median interval of occurrence of 20.17 s (10.72–30.28 s), a median 

duration of 0.97 s (0.67–1.19 s), and a median amplitude of 22.97 μV (13.79–52.49 μV). Interictal 

spikes continued to occur at a similar interval of occurrence (20.65 s, 11.59–28.20 s) following the 

application of the KCC2 antagonist VU0463271 (n = 2560 spikes; n = 13 slices, n = 7 animals; 

Figure 4.2A and 4.2B); however, their median duration (0.86 s, 0.59–1.07 s) along with their 

median amplitude (13.35 μV, 9.33–18.97 μV) were significantly decreased (duration: R4AP + CPP + 

CNQX = 2.74 × 103, R4AP + CPP + CNQX + VU0463271 = 2.31 × 103, p = 1.64 × 10-25, W = 5.91 × 106, z = -

1.04; amplitude: R4AP + CPP + CNQX = 3.12 × 103, R4AP + CPP + CNQX + VU0463271 = 1.94 × 103, p = 4.26 × 

10-184, W = 4.96 × 106, z = -2.89) (Figure 4.2B).  

 

4.4.3. Effects of VU0463271 on single-unit activity pattern around the onset of interictal 

spikes 

Next, we characterized the pattern of single-unit activity around the onset of interictal spikes 

generated during application of 4AP and ionotropic glutamatergic receptor antagonists with and 

without VU0463271 in the medium. Examples of interictal spikes are illustrated in Figure 4.3Aa. 

As illustrated in Figure 4.3Ab, both interneurons and principal cells started firing around the onset 

of interictal spikes in both absence and presence of VU0463271 (4AP + CPP + CNQX: n = 1588 

interictal spikes for interneurons, n = 185 interictal spikes for principal cells; 4AP + CPP + CNQX 

+ VU0463271: n = 1764 interictal spikes for interneurons, n = 134 interictal spikes for principal 

cells). When we examined the action potential density in the real-time peri-event histograms, we 

noted that the peak of interneuron action potential density was higher in the 4AP + CPP + CNQX 

+ VU0463271 condition than in the 4AP + CPP + CNQX condition (Figure 4.3Ac). Moreover, in 

the normalized peri-event histograms, we found that single-unit action potential densities of both 

interneurons and principal cells significantly increased after the onset of interictal spikes under 

both the 4AP + CPP + CNQX and the 4AP + CPP + CNQX + VU0463271 conditions (Figure 

4.3B). Moreover, by performing this type of analysis, we noted that the peak of interneuron action 

potential density in the 4AP + CPP + CNQX + VU0463271 condition was higher than that in the 

4AP + CPP + CNQX condition.  
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4.4.4. Effects of VU0463271 on the occurrence of single-unit activity during interictal spikes 

As shown in the real-time and normalized peri-event histograms in Figure 4.3, interneuron action 

potentials after the onset of interictal spikes were more concentrated after the addition of 

VU0463271, suggesting that the pattern of interneuron activity was altered upon the antagonism 

of KCC2. Therefore, we adapted the methods outlined by Spoljaric et al. (2019) to quantify single-

unit activity around the peak of interictal spikes recorded with and without VU0463271 in the 

medium. Specifically, we calculated the proportion of single-unit action potentials that occurred 

in the rising and falling phase of interictal spikes (Figure 4.4A). As shown in Figure 4.4B, the 

proportion of interneuron action potentials in the rising phase was significantly higher in the 

presence than in the absence of VU0463271 (4AP + CPP + CNQX: 0.00%, 0.00–50.00%; 4AP + 

CPP + CNQX + VU0463271: 16.67%, 0.00–66.67%; R4AP + CPP + CNQX = 2.01 × 103, R4AP + CPP + 

CNQX + VU0463271 = 2.30 × 103, p = 8.54 × 10-17, W = 4.17 × 106, z = -8.32). As for principal cells, we 

observed that the proportion of action potentials in the rising phase was significantly lower after 

the addition of VU0463271 than before (4AP + CPP + CNQX: 0.00%, 0.00–38.46%; 4AP + CPP 

+ CNQX + VU0463271: 0.00%, 0.00–20.00%; R4AP + CPP + CNQX = 2.84 × 102, R4AP + CPP + CNQX + 

VU0463271 = 2.40 × 102, p = 2.71 × 10-4, W = 5.38 × 104, z = -3.64) (Figure 4.4B).  

As shown in Figure 4.4B, during the falling phase of the interictal spikes, the proportion 

of interneuron action potentials was significantly lower after the addition of VU0463271 than 

before (4AP + CPP + CNQX: 33.33%, 0.00–66.67%; 4AP + CPP + CNQX + VU0463271: 25.00%, 

0.00–60.00%; R4AP + CPP + CNQX = 2.23 × 103, R4AP + CPP + CNQX + VU0463271 = 2.11 × 103, p = 6.62 × 

10-4, W = 4.62 × 106, z = 3.40). In contrast, the proportion of principal cell action potentials 

occurring during the falling phase of the interictal spikes was not significantly different between 

the two pharmacological conditions (4AP + CPP + CNQX: 20.94%, 0.00–57.14%; 4AP + CPP + 

CNQX + VU0463271: 10.00%, 0.00–66.67%) (Figure 4.4B).  

 

4.5. Discussion 

The main findings of our study can be summarized as follows: 1) we confirmed that KCC2 

antagonism does not alter the interval of occurrence of interictal spikes generated during 

application of 4AP and ionotropic glutamatergic receptor antagonists but decreased their amplitude 

and duration; 2) despite the changes in field activity, interictal spikes were still associated to 

significant increases in interneuron and principal cell action potential densities under KCC2 
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antagonism; 3) KCC2 antagonism led to an increase in the proportion of interneuron action 

potentials in the rising phase concomitant to a decrease in the proportion of principal cell action 

potentials; and 4) during the falling phase, the proportion of interneuron action potentials 

decreased when VU0463271 was present in the medium, while no change was observed in the 

proportion of principal cell action potentials. 

 

4.5.1. KCC2 antagonism alters the dynamics of interictal spikes 

In line with findings reported by Hamidi and Avoli (2015), we found that the application of 

VU0463271 to medium containing 4AP and ionotropic glutamatergic receptor antagonists does 

not alter the interval of occurrence of interictal spikes. The similarity between intervals of 

occurrence in our pharmacological conditions suggests that interneurons can periodically and 

synchronously fire action potentials in the absence of ionotropic excitatory synaptic transmission, 

which was originally reported by Perreault and Avoli (1991, 1992), as well as during reduced 

KCC2 function. Moreover, our data suggest that these periodic and synchronous interneuron action 

potentials are capable of generating postsynaptic responses since they were mirrored by field 

potential events. Interestingly, the increase in firing associated to interictal spikes in absence of 

ionotropic glutamatergic signalling could also be identified in principal cells. These increases in 

firing could result from elevations in extracellular [K+] that accompany “excessive” activation of 

postsynaptic GABAA receptors (Avoli et al., 1996; Smirnov et al., 1999; Viitanen et al., 2010) and 

HCO3
--mediated depolarizing currents (Lamsa and Kaila, 1997). In addition, depolarizing GABAA 

signalling has been reported in hippocampal (Michelson and Wong, 1991; Perreault and Avoli, 

1991, 1992) and EC neurons (Lopantsev and Avoli, 1998). Finally, action potential firing may 

result from gap junction coupling (Yang and Michelson, 2001; Gigout et al., 2006; Fujiwara-

Tsukamoto et al., 2010). 

Confirming previous data from our laboratory (Hamidi and Avoli, 2015), we found that the 

duration and amplitude of ionotropic glutamatergic signalling-independent 4AP-induced interictal 

spikes became lower in the presence of VU0463271. In light of previous experiments showing that 

extracellular [K+] can influence the duration and the amplitude of synchronous field potentials 

such as epileptiform interictal spikes (Ogata et al., 1976; Hablitz and Lundervold, 1981; Chizhov 

et al., 2015), we interpret such changes in duration and amplitude as the result of decreased 

elevations in extracellular [K+] that are known to accompany 4AP-induced interictal spikes (Avoli 
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et al., 1996), which become smaller than control during pharmacological blockade using KCC2 

antagonist (Viitanen et al., 2010). Therefore, our findings are in agreement with previous studies 

that highlighted the role of transient elevations in extracellular [K+] in the generation of field 

interictal spikes (Avoli et al., 1996; Smirnov et al., 1999). 

 

4.5.2. KCC2 antagonism alters the pattern of single-unit activity during interictal spikes 

Using tetrodes, we found that interneuron and principal cell averaged action potential densities 

significantly increased around the onset of interictal spikes generated in the absence of ionotropic 

glutamatergic receptor signalling, showing that GABAA signalling can recruit single units through 

the mechanisms discussed in the previous section (e.g. depolarizing GABAA signalling, gap 

junctions, etc.). Upon closer examination, we found changes in the proportions of single-unit 

action potentials during interictal spikes recorded under KCC2 antagonism, suggesting changes to 

the underlying interplay between single units. Namely, we found that the proportion of interneuron 

action potentials in the rising phase was higher in the condition of reduced KCC2 function than in 

the condition of intact KCC2 function; this increase in the proportion of interneuron action 

potentials in the rising phase may mirror an increase in interneuron excitability, supporting our 

previous demonstrations of neuronal hyperexcitability during KCC2 blockade in the in vitro 4AP 

model (Chen et al., 2019). Furthermore, it has been demonstrated in cultured hippocampal neurons 

that downregulating KCC2 expression increases neuronal excitability by inducing a depolarizing 

shift in the GABAA reversal potential (Sivakumaran et al., 2015; Kelley et al., 2018; Moore et al., 

2018). Supporting the studies on cultured hippocampal neurons, both in vitro cell cultures 

expressing mutated SLC12A5 genes and the hippocampal formation of brain slices taken from 

pilocarpine-treated animal showed reduced KCC2 cell surface expression with depolarized 

GABAA reversal potential (Pathak et al., 2007; Puskarjov et al., 2014). Together, these studies 

indicate that KCC2 downregulation can promote neuronal hyperexcitability by depolarizing the 

GABAA reversal potential. 

 Despite the known neuronal hyperexcitability induced by KCC2 antagonism, we found 

significant decreases in the proportion of principal cell action potentials in the rising phase – in 

contrast with conditions of intact ionotropic glutamatergic receptor signalling (Chen et al., 2019) 

– and in the proportion of interneuron action potentials in the falling phase. Since interictal spikes 

were recorded in the absence of ionotropic glutamatergic signalling, the proportion of principal 
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cell action potentials throughout interictal spikes and the proportion of interneuron action 

potentials in the falling phase likely reflects a disruption in single-unit recruitment during interictal 

spikes. Our results are therefore in line with the view that increases in extracellular [K+] promotes 

neuronal recruitment (Viitanen et al., 2010; Avoli and de Curtis, 2011). These findings in single-

unit activity also support the observations in the field potential activity – namely, the significant 

decreases in the duration and the amplitude of interictal spikes could be attributed to extracellular 

[K+]. Taken together, our data emphasize the important role played by extracellular [K+] in the 

dynamics of interictal spikes. 

 

4.5.3. Conclusions 

Our findings highlight the interaction between KCC2 antagonism and GABAA signalling during 

interictal spikes generated by EC neuronal networks in vitro during blockade of ionotropic 

glutamatergic transmission. Specifically, our data show that KCC2 antagonism is not only capable 

of inducing neuronal hyperexcitability but that it can also disrupt neuronal recruitment during 

interictal spikes. The dual influence of KCC2 antagonism on neuronal activity altogether could 

lead to smaller and shorter spikes, suggesting that pathological neuronal activity depends on 

neuronal excitability as well as synchrony. 
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4.7. Figures 

 

Figure 4.1. Single-unit classification. A: Tetrode wire recording of single-unit and field potential activity 

in the rat EC. B: (a) Averaged waveform shapes of the first (solid) and last (dashed) 50 action potentials of 

a single unit recorded for 10 min. (b) Averaged waveform shape of the action potentials under 4AP + CPP 

+ CNQX (solid line, n = 96) and after the addition of VU0463271 (dashed line, n = 1645). C: The waveform 

shape of action potentials was quantified using three variables: trough to peak, peak amplitude asymmetry, 

and halfwidth duration. D: Clusters of presumptive interneurons (Int, green) and principal cells (PC, blue) 

under 4AP + CPP + CNQX (circles) and 4AP + CPP + CNQX + VU0463271 (triangles). The centroids of 

the clusters are marked with x.  
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Figure 4.2. Field potential activity recorded from the EC in the presence and absence of VU0463271. A: 

Interictal spikes persisted in the field potential recordings upon the addition of VU0463271 to 4AP + CPP 

+ CNQX condition. B: Quantification of the interval of occurrence, duration, and amplitude of interictal 

spikes recorded under 4AP + CPP + CNQX and 4AP + CPP + CNQX + VU0463271 conditions. Wilcoxon 

Rank-Sum Test was used to established statistical significance, *p < 0.05. 
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Figure 4.3. Single-unit activity around the onset of interictal spikes. A: Single-unit activity around the onset 

of interictal spikes in the 4AP + CPP + CNQX and 4AP + CPP + CNQX + VU0463271 conditions. Interictal 

spikes (a) along with corresponding raster plots (b) and real-time peri-event histograms (25-ms bins) (c) 

are illustrated. In the real-time peri-event histogram, peaks of interneuron and principal cell action potential 

densities in the 4AP + CPP + CNQX condition were both identified at 0.06 s after the onset of interictal 

spikes. In the 4AP + CPP + CNQX + VU0463271 condition, peaks of interneuron and principal cell action 

potential densities were identified at 0.06 s and 0.11 s, respectively, after the onset of interictal spikes. B: 

Normalized peri-event histograms with time 0 representing the onset of interictal spikes. Note that in the 

4AP + CPP + CNQX condition, the peak of interneuron action potential density during interictal spikes (n 

= 1588) occurred at 8.50% of the normalized duration, while the peak of principal cell action potential 

density during interictal spikes (n = 185) occurred at 9.50%. In the 4AP + CPP + CNQX + VU0463271 

condition, the peak of interneuron action potential density during interictal spikes (n = 1764) occurred at 

8.50%, whereas the peak of principal cell action potential density during interictal spikes (n = 139) occurred 

at 15.50%. Dashed lines indicate significance thresholds. 
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Figure 4.4. Quantification of single-unit activity during the rising and falling phases of interictal spikes. A: 

Examples of interictal spikes recorded in the 4AP + CPP + CNQX and 4AP + CPP + CNQX + VU0463271 

conditions. The grey box outlines the rising phase of the interictal spike, while the white box outlines the 

falling phase of the interictal spike. B: Quantification of the proportion of interneuron and principal cell 

action potentials in the rising and falling phases across pharmacological conditions. Wilcoxon Rank-Sum 

Test was used to established statistical significance, *p < 0.05.  
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Chapter 5: Single-Unit Activity in the In Vitro Entorhinal Cortex During Carbachol-Induced 

Field Oscillations 

 

 

An understanding of ictogenesis has profound clinical implications. Recently, changes in theta 

rhythm prior to seizure onset were identified. However, the interplay between inhibitory and 

excitatory mechanisms – especially with respect to the neuronal activity – during this described 

pre-ictal theta rhythm remained elusive. Therefore, I studied the neuronal activity underlying the 

in vitro model of carbachol (CCh)-induced theta oscillations in the rat entorhinal cortex (EC) using 

tetrodes. This work was published in 2018 in the Neuroscience as a manuscript titled “Single-Unit 

Activity in the In Vitro Entorhinal Cortex During Carbachol-induced Field Oscillations.” 

 

 

 

Chen L-Y, Lévesque M, Cataldi M, Avoli M (2018) Single-unit Activity in the in vitro Entorhinal 

Cortex During Carbachol-induced Field Oscillations. Neuroscience 379:1–12. 
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5.1. Abstract 

The muscarinic receptor agonist carbachol (CCh) can induce activity in the theta range (4–15 Hz) 

in the entorhinal cortex (EC), but the underlying network mechanisms remain unclear. Here, we 

investigated the interplay between interneurons and principal cells in the EC during CCh-induced 

theta-like field oscillations in an in vitro brain slice preparation using tetrodes. Field oscillations 

at 10.1 Hz (IQR = 9.5–10.9 Hz) occurred during bath application of CCh (100 μM; n = 32 

experiments) and were associated with single-unit (n = 189) firing. Interneuron activity increased 

before principal cell activity at the onset of the oscillations, and both interneurons and principal 

cells fired at specific oscillation phases with interneurons preceding principal cells, suggesting that 

interneurons modulate principal cell activity during such oscillations. The regularity of occurrence 

of CCh-induced oscillations was abolished by applying the GABAA receptor antagonist picrotoxin 

(100 μM; n = 13). These effects were accompanied by changes in firing with principal cells 

discharging action potentials before interneurons, along with a loss of preferred firing phase for 

principal cells in relation to the oscillation peaks. Blocking ionotropic glutamatergic transmission 

abolished CCh-induced field oscillations (n = 6), suggesting that ionotropic glutamatergic receptor 

signalling is necessary for their generation. Our results show that neuronal network interactions 

leading to CCh-induced theta-like field oscillations rest on the close interplay between 

interneurons and principal cells and that interneurons modulate principal cell activity during such 

oscillatory activity. Moreover, they underscore the role of ionotropic glutamatergic transmission 

in this type of oscillations. 
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5.2. Introduction 

Oscillations of neuronal networks are fundamental in brain functions (Buzsáki, 2015). During 

development, they are observed as giant depolarizing events that synchronize neuronal activity to 

assemble and to shape synapse and network formation (Griguoli and Cherubini, 2017). In the adult 

brain, oscillations have been most often studied in limbic networks, particularly in the 

hippocampus and in the entorhinal cortex (EC). These brain regions generate theta oscillations (4–

12 Hz) during sensorimotor integration, spatial navigation, memory, and learning (Düzel et al., 

2010; Buzsáki and Moser, 2013; Hasselmo and Stern, 2014; Colgin, 2016) and could shape 

synaptic plasticity that underlies these tasks (Pavlides et al., 1988). These oscillations appear to be 

shaped by interneuron activity that synchronizes principal cells during these oscillatory patterns 

(Cobb et al., 1995). 

The limbic system includes brain structures that have unique circuitries (Bland, 1986; 

Bland and Oddie, 2001). Among them, the EC plays a fundamental role in regulating the transfer 

of information between the hippocampal formation and other brain structures (Montoya and 

Sainsbury, 1985; van Strien et al., 2009; Deshmukh et al., 2010). The EC is known to receive 

cholinergic inputs from the medial septum, the diagonal band of Broca, and the basal forebrain 

(Beckstead, 1978; Alonso and Köhler, 1984; Insausti et al., 1987; Gaykema et al., 1990; Heys et 

al., 2012). These cholinergic inputs can influence memory, spatial navigation, and synaptic 

plasticity (Yun et al., 2000; McGaughy et al., 2005; Tanninen et al., 2015), as well as EC 

oscillatory activities (Pilly and Grossberg, 2013; Vandecasteele et al., 2014). Therefore, 

understanding how cholinergic signalling modifies the interplay between excitation and inhibition 

in the EC should help us to understand how rhythmic activities occur in this limbic area.  

The cholinergic receptor agonist carbachol (CCh) induces oscillations in the theta 

frequency range when applied in vitro to different structures of the limbic system. Konopacki et 

al. (1992) were the first to report in vitro theta-like oscillation in the EC during bath application 

of CCh. These CCh-induced oscillations have been shown to depend on the activation of 

cholinergic M1 receptors (Cataldi et al., 2011; Kowalczyk et al., 2013). In addition, the generators 

of these CCh-induced oscillations are not only found in different limbic structures but also self-

sustaining and independent of external inputs (D’Antuono et al., 2001; Lévesque et al., 2017). 

While some investigators have later found that CCh can also induce oscillations in the 

gamma frequency range in the EC (Dickson et al., 2000, 2003; Dickson and de Curtis, 2002), CCh-



94 

 

induced oscillations continue to be used as an in vitro model of the theta rhythm that occurs in vivo 

(Kowalczyk et al., 2013). However, it cannot be overlooked that in vivo theta oscillations occurring 

in awake, freely moving animals are atropine-resistant and perhaps less dependent on cholinergic 

inputs and on interneuron activity (Petsche et al., 1962; Kramis et al., 1975; Williams and Kauer, 

1997; Buzsáki, 2002). In the present study, we employed tetrode recordings in the EC to (i) 

characterize the participation of putative interneurons and principal cells CCh-induced field 

oscillations, (ii) identify the changes induced by γ-aminobutyric acid type A (GABAA) receptor 

antagonism on this oscillatory pattern, and (iii) establish the role played by ionotropic 

glutamatergic transmission.  

 

5.3. Materials and methods 

5.3.1. Brain slice preparation, maintenance, and treatment 

All procedures were conducted in compliance with the guidelines of the Canadian Council on 

Animal Care and the McGill Animal Care Committee. Brains were extracted from male Sprague-

Dawley rats (250–275 g; n = 17, Charles River Laboratories, Saint Constant, Quebec, Canada) 

under isoflurane-induced anesthesia then chilled for 3 min in ice-cold artificial cerebrospinal fluid 

(ACSF) continuously bubbled with O2/CO2 (95%/5%) gas. The ACSF had the following 

composition (mM): 124 NaCl, 2 KCl, 2 CaCl2, 2 MgSO4, 1.25 KH2PO4, 26 NaHCO3, and 10 ᴅ-

glucose. Horizontal brain slices (thickness = 450 µm, n = 32) were obtained with a vibratome 

(VT1000S; Leica, Concord, Ontario, Canada) and were placed in an interface chamber between 

warm ACSF (31–33 oC; pH 7.4; 305 mOSM/kg) and humidified gas O2/CO2 (95%/5%). Brain 

slices were allowed to recover for 1 h before starting the continuous bath application of CCh (100 

µM) at a flow rate of 2 ml/min. 

To investigate the contributions of ionotropic GABAergic and glutamatergic signalling, 

additional pharmacological agents were applied after stable CCh-induced oscillations were 

observed. In 13 slices, picrotoxin (PTX; 100 μM; Sigma-Aldrich, Canada) was applied to block 

ionotropic GABAA receptors (CCh + PTX condition). In 6 slices, 3-(2-carboxypiperazin-4-yl)-

propyl-1-phosphonate (CPP; 10 μM; Sigma-Aldrich, Canada) and 2,3-dihydroxy-6-nitro-7-

sulfamoyl-benzo[f]quinoxaline-2,3-dione (NBQX; 10 μM; Sigma-Aldrich, Canada) were applied 

to block ionotropic glutamatergic signalling (CCh + CPP + NBQX condition). 
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5.3.2. Tetrode recordings 

Neuronal activity was acquired with tetrode wires according to Lévesque et al. (2016). Briefly, 

seven tetrodes, each made from twisting four tungsten wires together, were inserted into individual 

microdrives (NLX-18; Neuralynx, Bozeman, MT, USA). A ground wire was connected to the 

recording table. A channel of a tetrode was used as a reference for online data visualization. 

Tetrodes were slowly lowered into the EC to record 10 min of neuronal activity at a sampling rate 

of 20 kHz with a recording bandwidth between 0.8 to 22,000 Hz using the Neuroware (2.1) 

software from Triangle Biosystems (Durham, NC, USA). Off-line data analysis was performed 

with MATLAB (Mathworks, Natick, MA, USA). 

 

5.3.3. Raw data processing for single-unit activity 

Single-unit analyses were adapted from Lévesque et al. (2016). Briefly, raw data filtered between 

300 and 3,000 Hz were analyzed with WaveClus (Quiroga et al., 2004), which considered action 

potentials that were five standard deviations (SDs) above the threshold as putative discharges from 

single units and clustered action potentials according to selected sets of wavelet coefficients. Then 

the experimenter verified that (i) the putative single-unit clusters were distinct from the noise 

clusters, (ii) the action potentials had to be visible on at least two out of four channels on a tetrode, 

(iii) the action potentials on different channels had to differ in amplitude, and (iv) less than 2% of 

the total number of action potentials of a single-unit cluster could occur during the refractory 

period (<3 ms) (Csicsvari et al., 1998; Lévesque et al., 2016).  

The classification of putative single units as interneurons or principal cells were based on 

previously published studies (Freund and Buzsáki, 1996; Csicsvari et al., 1998; Sirota et al., 2008; 

Sakata and Harris, 2009; Lévesque et al., 2016). Briefly, three variables were calculated from the 

average waveform of action potentials taken from the channel that recorded the largest action 

potential amplitude: (i) the amplitude from the trough to the peak, (ii) the peak amplitude 

asymmetry, and (iii) the action potential width at 50% of amplitude (Figure 5.1Ba and 5.1Ca). 

Average waveforms of the first and last 50 action potentials recorded were plotted together to 

demonstrate the stability of our recording (Figure 5.1Bb and 5.1Cb); similarly, pharmacological 

manipulations with GABAA and ionotropic glutamatergic receptor antagonists did not alter action 

potential waveform shape (Figure 5.1D). Therefore, a k-means clustering analysis was applied to 

all single units to identify putative interneurons and principal cells (Figure 5.1E). 
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5.3.4. Raw data processing for field potential activity 

Custom MATLAB scripts were used to identify CCh-induced oscillations in the field potential 

recordings. Raw data were filtered between 1 and 500 Hz and down sampled to 2,000 Hz. The four 

channels of the tetrode were averaged together and normalized against an average of all field 

potentials recorded from all tetrodes used in the recording session, creating the final processed 

field potential.  

To identify the onset and end times of each CCh-induced oscillation, the processed field 

potential was high-pass filtered above 3 Hz and band-stop filtered between 55 and 65 Hz. The 

resulting signal was enhanced by raising it to the 5th power. The noise fluctuations of the processed 

field potentials were estimated by calculating the moving standard deviations (MVSDs) with 1-s 

windows. The signal fluctuations were estimated by calculating the MVSDs with 0.0625-s 

window. The CCh-induced oscillation candidates were identified as signal epochs with (i) signal 

fluctuations greater than the 75th percentile of the noise fluctuation and (ii) duration greater than 

0.0625 s; CCh-induced oscillation candidates that were less than 0.25 s apart were merged 

together. The end times of CCh-induced oscillation candidates were adjusted by searching after 

the original end times where signal fluctuations became less than 25th percentile of the noise 

fluctuations. Finally, the algorithm searched before the onset and after the end of CCh-induced 

oscillation candidates to identify the closest time points when the signal was 0 μV, which were 

respectively labeled as the onset and end of CCh-induced oscillations.  

To quantify the frequencies of CCh-induced oscillations, discrete short-time Fourier 

transform with a 1-s hamming window and 80% overlap was applied to the processed field 

potential to calculate the power spectral densities (PSDs). The mean of frequencies between 4 and 

15 Hz, which is the reported CCh-induced oscillation frequency (Buzsáki, 2002), with PSD above 

the 95th percentile during CCh-induced oscillations was used to estimate the oscillation frequency. 

 

5.3.5. Classification of single-unit activity types 

To classify single-unit activity, we calculated the percentage of oscillations and intervals between 

oscillations that contained single-unit discharges in order to evaluate the consistency of single-unit 

firing during recurring CCh-induced oscillations. Furthermore, the difference in the proportions of 

spikes that occurred during CCh-induced oscillations and intervals between field oscillations was 
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also calculated to assess single-unit firing preference. Single units were classified in three groups: 

type A comprised of single units with steady firing during CCh-induced oscillations (Figure 5.2A), 

type B comprised of single units that also fired in between field oscillations (Figure 5.2B), and 

type C comprised of single units with sporadic firing during CCh-induced oscillations (Figure 

5.2C). 

 

5.3.6. Single-unit activities around CCh-induced oscillations 

To examine the relationship between single-unit activity and CCh-induced oscillations, single-unit 

discharges were extracted around CCh-induced oscillations. Each single-unit activity epoch 

contained segments before, during, and after the CCh-induced oscillation with the same duration 

as the oscillation. The durations of the single-unit activity epochs were normalized with 0% and 

100% as, respectively, the onset and end of CCh-induced oscillations. The spike density of each 

single unit was calculated by averaging the number of action potentials that occurred in each 1% 

bin. Average spike densities of single units of the same neuronal type in the same pharmacological 

conditions were averaged to produce peri-event histograms.  

To assess for significant relationship between single-unit activities and CCh-induced 

oscillations, the Monte Carlo methods were applied. For each subset of data of the same neuronal 

type and pharmacological condition, 10,000 single units were randomly sampled with replacement. 

Their action potential timestamps were randomly shuffled to simulate random single-unit 

discharge patterns. Average spike densities for simulated random single-unit activities were 

calculated using the same procedure mentioned above. Average spike densities of the acquired 

data that were 2.5 SDs above the average spike densities of simulated random activities were 

considered to be statistically significant changes in single-unit discharge activity. 

 

5.3.7. Single-unit phase firing during CCh-induced oscillations 

The Hilbert transform of processed field potential filtered between 6 and 14 Hz was used to define 

the phase of the CCh-induced oscillations with 0o and 360o representing the peaks of oscillations. 

The probability that single-unit discharges would fire at distinct phases was plotted in polar plots 

to examine the phase firing of single units during CCh-induced oscillations. The autocorrelations 

of single-unit discharge patterns were computed using MATLAB function xcorr. 
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5.3.8. Statistics 

The Shapiro-Wilks Test was applied to assess the normality of the data distributions. Normally 

distributed data were compared using the Two-Sample T-Tests; otherwise, data were compared 

using the Mann-Whitney U-Test. Throughout the text, results are expressed as median 

(interquartile range). Circular statistics were performed with CircStat Matlab toolbox (Berens, 

2009). The Kuiper’s Test was performed to compare single-unit discharge firing phase data to von 

Mises distributions. The Rayleigh Test for uniformity was performed on circularly normal data; 

otherwise, the Omnibus Test was performed. If non-uniformity was found in the data, the median 

of the phase data was calculated and plotted in black arrows and expressed as median throughout 

the text. Statistical significance was established at p < 0.05. 

 

5.4. Results 

5.4.1. Single-unit classification 

Using tetrodes, we acquired raw data that were filtered between 300 and 3,000 Hz to detect action 

potentials of putative neurons and between 1 and 500 Hz to visualize field potential activity 

(Figure 5.1A). As previously reported (Freund and Buzsáki, 1996; Csicsvari et al., 1998; Sirota et 

al., 2008; Sakata and Harris, 2009; Lévesque et al., 2016), action potential waveforms generated 

by putative interneurons (Figure 5.1Ba; green, Int) were narrower and more symmetric than those 

recorded from the putative principal cells (Figure 5.1Ca; blue, PC). Irrespective of the neuronal 

type, we could follow both types of single units throughout the recording as revealed by the 

similarity between the averaged action potential waveform shapes of the first and last 50 action 

potentials (Figure 5.1Bb and 5.1Cb). In addition, we could follow the same single units during 

different pharmacological manipulations: from the baseline, CCh only condition, to a treatment 

condition with the application of either the GABAA receptor antagonist PTX or the ionotropic 

glutamatergic blockers CPP and NBQX (Figure 5.1Da and 5.1Db). 

When we applied k-means clustering to the three waveform variables extracted from all 

single units, we could distinguish interneurons from principal cells (Figure 5.1E). Overall, from 

32 slices obtained from 17 rats, 189 single units were identified. In CCh only condition, 106 single 

units were classified as interneurons, and 17 single units were classified as principal cells. In the 

CCh + PTX condition (n = 13 slices), we identified 27 interneurons and 4 principal cells. Finally, 
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in the CCh + CPP + NBQX condition (n = 6 slices), we identified 30 interneurons and 5 principal 

cells. 

 

5.4.2. Single-unit activity during CCh-induced oscillations 

By filtering the field recordings between 1 and 500 Hz, we identified field oscillations during 

application of CCh. As previously reported (Dickson and Alonso, 1997; Williams and Kauer, 

1997; Cataldi et al., 2011; Kowalczyk et al., 2013; Lévesque et al., 2017), CCh induced regular 

oscillations (median duration = 0.6 s, IQR = 0.3–1.1 s) in the EC (Figure 5.2). Visual inspection 

of the data revealed a diversity in single-unit discharge patterns. To quantitatively describe the 

diversity in activity pattern, we calculated: (1) the percentage of oscillations that contained single-

unit discharges, (2) the percentage of intervals between oscillations that contained single-unit 

discharges, and (3) the difference in the ratios of spike discharges that occurred during CCh-

induced oscillations and during intervals between the oscillations. Single units with steady and 

preferential firing during most of CCh-induced oscillations were categorized as type A (Figure 

5.2A). Type B single units were cells that fired both between and during the CCh-induced 

oscillations (Figure 5.2B). Lastly, single unit that fired sporadically during the recording were 

categorized as type C (Figure 5.2C). As shown in Figure 5.2D, we found 42 type A (40%), 13 

type B (12%), and 51 type C (48%) interneurons as well as 3 type A (18%), 5 type B (29%), and 

9 type C (53%) principal cells.  

 To better understand the relationship between single-unit activity and CCh-induced 

oscillations, peri-event histograms of the average spike densities were centered around the onset 

of CCh-induced oscillations with the duration of the field oscillation normalized to 0–100%. As 

illustrated in Figure 5.3, we found increases in both type A interneuron and principal cell firings 

that were sustained throughout the field oscillations (Figure 5.3A). Upon closer inspection of the 

average spike densities around the onset of CCh-induced oscillations, type A interneurons 

appeared to increase their activity before principal cells (Figure 5.3A). Despite an increase in type 

B interneuron during CCh-induced oscillations, the increase was not statistically significant 

(Figure 5.3B). Type B principal cells firing also did not exhibit significant increases during CCh-

induced oscillations (Figure 5.3B). Type C interneurons only briefly significantly increased their 

firing near the end of oscillations (Figure 5.3C), while type C principal cell firing did not 

significantly increase during CCh-induced oscillations. 
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5.4.3. GABAA receptor involvement in CCh-induced oscillations 

Next, we investigated the role of GABAA receptor signalling in CCh-induced oscillations and 

single-unit activity by bath applying PTX in addition to CCh. Upon PTX addition, we observed 

changes in the dynamics of the field oscillations (Figure 5.4A). Specifically, we found a non-

significant increase in the average interval of occurrence, which changed from 2.9 s (IQR = 2.5–

3.2 s) in absence of PTX to 3.4 s (IQR = 1.9–4.0 s) in presence of PTX (Figure 5.4B). The average 

duration of the CCh-induced oscillations significantly increased from 0.6 s (IQR = 0.3–1.1 s) to 

1.4 s (IQR = 1.0–2.0 s) during PTX application (Figure 5.4B; Wilcoxon Rank Sum Test, W = 

3560, z = 5.213, p < 0.05). Coefficient of variation (CV) analyses of the duration also showed a 

significant increase from 0.3 A.U. (IQR = 0.2–0.5 A.U.) in CCh only condition to 0.8 A.U. (IQR 

= 0.4–0.9 A.U.) in CCh + PTX condition (Figure 5.4B; Wilcoxon Rank Sum Test, W = 3334, z = 

4.195, p < 0.05). The average frequency of CCh-induced oscillation also changed significantly 

from 10.1 Hz (IQR = 9.5–10.9 Hz) in absence of PTX to 9.1 Hz (IQR = 8.7–9.7 Hz) in presence 

of PTX (Figure 5.4B; Wilcoxon Rank Sum Test, W = 1344, z = -4.767, p < 0.05). Finally, CV 

analyses of frequency revealed a non-significant change from 0.30 A.U. (IQR = 0.27–0.32 A.U.) 

in CCh only condition to 0.29 A.U. (IQR = 0.26–0.31 A.U.) (Figure 5.4B). During GABAA 

receptor blockade, we also observed changes in single-unit discharge patterns (Figure 5.4C). We 

found that 45% (n = 12) of interneurons exhibited type A firing pattern, 11% (n = 3) exhibited type 

B firing pattern, and 44% (n = 12) exhibited type C firing pattern. In principal cells, we found 25% 

(n = 1) of type A and 75% (n = 3) of type C activity patterns (Figure 5.4D).  

To better understand the relationship between single-unit activity and field oscillations 

occurring during application of CCh and PTX, we built peri-event histograms of the average spike 

densities centered around the onset of field oscillations with their duration normalized to 0–100%. 

As illustrated in Figure 5.5A, only type A interneurons and principal cells significantly increased 

their firing but only transiently; thus, in contrast to what was seen in the CCh only condition, the 

increases in neuronal activity were not sustained. Notably, during GABAA receptor antagonism, 

the increase in the activity of type A principal cells was much greater in amplitude and occurred 

at an earlier time than the increase observed in type A interneuron firing (Figure 5.5A). Type B 

and type C interneurons and principal cells did not exhibit significant increases in firing activity 

(Figure 5.5B and 5.5C).  



101 

 

Peri-event histograms in Figures 5.3 and 5.5 suggest that only the activity of type A cells 

presumably contributed to the generation CCh-induced oscillations. However, they did not reveal 

the single-unit discharge pattern during CCh-induced oscillations, which can be quantified as the 

phase of oscillation at which single-unit discharge. Therefore, we assessed the phase firing of type 

A single-unit discharges using the Hilbert transformation of the field potentials. As shown in the 

inset of Figure 5.6, angles 0o and 360o corresponds to the peaks of the CCh-induced oscillations. 

We found that during application of CCh, type A interneuron firing phase distribution was non-

uniformly distributed (Figure 5.6, Omnibus Test, m = 10887, p < 0.05) with a median of 258.4o; 

under these experimental conditions, Type A principal cell firing phase distribution also exhibited 

non-uniformity (Figure 5.6, upper right; Rayleigh’s Test, z = 11.9, p < 0.05) with a median of 

72.0o. As illustrated in Figure 5.5B, during bath application of PTX, only type A interneuron firing 

phase distribution exhibited non-uniformity (Omnibus Test, m = 1175, p < 0.05) with a median 

firing phase of 314.4o. 

 

5.4.4. Ionotropic glutamatergic receptor involvement in CCh-induced oscillations 

To investigate the role of ionotropic glutamatergic signalling in CCh-induced field oscillations, 

we applied CPP and NBQX while recording single-unit activity generated by interneurons and 

principal cells. As previously reported (Dickson and Alonso, 1997; Lévesque et al., 2017), CCh-

induced oscillations were abolished by this pharmacological procedure (Figure 5.7A). However, 

both interneurons and principal cells continued to fire action potentials under these experimental 

conditions (Figure 5.7B). As illustrated in Figure 5.7C, there was a non-significant increase in 

firing frequency of interneurons from 1.1 Hz (IQR = 0.3–4.4 Hz) in the CCh only condition to 1.2 

Hz (IQR = 0.5–1.9 Hz) in the CCh + CPP + NBQX condition. Similarly, the principal cell firing 

frequency in the CCh only condition (1.1 Hz, IQR = 0.3–4.4 Hz) was also not significantly 

different when compared with the CCh + CPP + NBQX condition (1.2 Hz, IQR = 0.5–1.9 Hz). 

Despite the non-significant changes in firing frequency, we observed a change in the rhythmicity 

of firing as revealed by the autocorrelograms of action potential discharge patterns (Figure 5.7D). 

Namely, interneurons in the CCh only condition exhibited rhythmic firing at approximately 17 Hz, 

or a peak delay of approximately 0.06 s. In contrast, during application of CPP and NBQX, no 

rhythmicity in interneuron firing was observed. While principal cells did not exhibit a clear 
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rhythmic firing pattern under both CCh only and CCh + CPP + NBQX conditions, the 

autocorrelograms suggested that principal cell firing was more irregular during the latter condition. 

 

5.5. Discussion 

In this study, we performed tetrode recordings to examine single-unit activity during field 

oscillations that were induced by the cholinergic agent CCh in the rat EC maintained in vitro. The 

main findings obtained from our experiments are as follows: (i) during bath application of CCh, 

approximately half of the recorded single units increased their firing rate in coincidence with CCh-

induced oscillations; (ii) around the onset of CCh-induced oscillations, interneuron activity 

increased before principal cell activity; (iii) blockade of GABAA-receptor signalling led to a 

transient increase in neuronal firing during the field oscillations that was not sustained to the end 

of CCh-induced oscillations; (iv) antagonizing ionotropic glutamatergic signalling abolished the 

field oscillations but did not change the firing frequency while affecting their rhythmicity.  

 

5.5.1. CCh induced increases in single-unit activity during CCh-induced oscillations 

In line with previous in vitro studies performed in the hippocampus (Bland et al., 1988; Williams 

and Kauer, 1997; Konopacki et al., 2006), our findings show that CCh-induced field oscillations 

are associated with different single-unit activity patterns. Specifically, we found that 

approximately half of the principal cells and interneurons increased their activity during CCh-

induced oscillations. Upon closer examination, we also observed that the increases in interneuron 

activity preceded that in principal cells at the onset of CCh-induced oscillations. Furthermore, 

interneurons fired at a preferred phase of 258.4o, which was earlier than the principal cell preferred 

phase of 72.0o. Together, our data suggest that interneurons could be modulating principal cell 

activity during CCh-induced oscillations in the EC. Previously, Konopacki et al. (2006) have also 

conducted phase firing analysis and found that unclassified cells firing during CCh-induced 

oscillations exhibit a mean preferred firing phase of 234.6 ± 47.29° in the hippocampus, which is 

similar to what was observed here in EC interneurons. In our study, we further categorized our 

cells into interneurons and principal cells, and we show a presumptive role that is played by the 

interneurons in modulating principal cells during CCh-induced oscillations.  

Interneurons have been proposed to control the activity of principal cells and to modulate 

rhythmic activities of the brain (Cobb et al., 1995; Colgin, 2016). In vivo optogenetics studies have 
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also shown that interneurons could modulate the frequencies of in vivo hippocampal theta 

oscillations, gamma rhythm, and ripples (Stark et al., 2013; Lasztóczi and Klausberger, 2014; 

Amilhon et al., 2015). In addition to physiological brain rhythms, interneurons also play a role in 

pathological brain oscillations, such as the initiation of epileptiform activities (Sessolo et al., 2015; 

Yekhlef et al., 2015; Shiri et al., 2016). Therefore, our findings support the view that interneurons 

can modulate the activity of principal cells during CCh-induced oscillations in the EC. 

 

5.5.2. The role of interneurons and GABAA-receptor during CCh-induced oscillations 

By antagonizing GABAA-receptor signalling with PTX, we found an increase in the duration of 

CCh-induced oscillations, which may be attributed to a loss of regularity in the pattern of CCh-

induced oscillations, as demonstrated by a significant increase in the CV after PTX application. 

These results are in keeping with previous findings (Williams and Kauer, 1997; D’Antuono et al., 

2001; Lévesque et al., 2017). Therefore, in light of a previous investigation showing that CCh 

could induce membrane potential oscillations in the theta frequency range in a subtype of 

neocortical interneurons (Blatow et al., 2003), we propose that GABAA-receptor signalling forms 

a network that modulates CCh-induced oscillations. When we examined single-unit activity, we 

found that both interneurons and principal cells only fired transiently around the onset of the field 

oscillations recorded during GABAA-receptor antagonism, in contrast to their sustained firing 

when GABAA-receptor signalling was preserved. In addition, during application of medium 

containing CCh and PTX, principal cells increased their firing activity before interneurons at the 

onset of the field oscillations. Finally, preferred firing phase analyses showed that, while 

interneurons still exhibited a preference in their firing at 314.4o, principal cells did not fire at a 

preferred phase in absence of GABAA-receptor signalling. This evidence therefore supports the 

hypothesis that interneurons are involved in synchronizing the activity of principal cells and in 

modulating the structure and dynamics of CCh-induced oscillations. However, in the absence of 

GABAergic signalling, CCh-induced oscillations could still be present but with less regularity in 

their pattern. 
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5.5.3. Ionotropic glutamatergic signaling is necessary for the generation of CCh-induced 

oscillations 

We also found that CCh-induced oscillations were abolished by antagonizing ionotropic 

glutamatergic receptors. These data are consistent with what was reported in previous studies 

(Dickson and Alonso, 1997; Lévesque et al., 2017), and suggest that excitatory ionotropic 

glutamatergic receptor signalling is necessary for the generation of CCh-induced oscillations. By 

examining single-unit activity, we could identify a change in the rhythmicity of both interneuron 

and principal cell firing patterns. Together, our data suggest that ionotropic glutamatergic receptor 

signalling plays a crucial role in the generation of CCh-induced oscillations.  

 

5.5.4. Epileptiform synchronization and CCh-induced oscillations 

Several authors have emphasized that in vitro CCh-induced oscillations are similar to the atropine-

sensitive in vivo theta rhythm that occur under anesthesia (Bland et al., 1988; Kowalczyk et al., 

2013). These in vivo theta rhythms have been widely studied because they appear to facilitate 

sensorimotor integration, spatial navigation, memory, and learning (Düzel et al., 2010; Buzsáki 

and Moser, 2013; Hasselmo and Stern, 2014; Colgin, 2016). These physiological processes are 

believed to support long-term potentiation (LTP) (Bliss and Collingridge, 1993). In line with this 

view, in vivo hippocampal theta rhythm has been shown to facilitate LTP in anesthetized animals 

(Pavlides et al., 1988). Similarly, CCh-induced oscillations not only exhibit frequency ranges that 

overlap with in vivo theta rhythm but also have been shown to facilitate synaptic plasticity when 

applied to hippocampal slices (Huerta and Lisman, 1993).  

Therefore, it could be argued that CCh-induced oscillations represent a model of in vivo 

theta rhythm. However, it has been reported that in vivo theta oscillations in freely moving animals 

can be atropine-resistant as well as that they also do not rest upon principal cell involvement as 

much as CCh-induced oscillations (Buzsáki et al., 1983; Williams and Kauer, 1997; Buzsáki, 

2002). We have found here that principal cell activity is indeed necessary for the generation of 

CCh-induced oscillations in vitro, suggesting that they may not fully model the in vivo theta 

rhythm.  

The mechanisms underlying CCh-induced oscillations could be related to oscillatory 

activities that occur during epileptiform discharges. In human depth electrode recordings, it has 

been documented that some seizure onset patterns are marked by rhythmic activity in the theta 
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frequency range (Wennberg et al., 2002; Perucca et al., 2014). In the tetanus toxin animal model, 

spontaneous hippocampal seizures have been shown to occur more frequently during periods of 

prominent theta rhythm, namely the rapid eye movement sleep and exploratory wake behaviors 

(Sedigh-Sarvestani et al., 2014). Furthermore, recent studies in the hippocampus of the pilocarpine 

animal model of epilepsy have noted the appearance of oscillatory activities in the theta frequency 

range that preceded ictal events (Grasse et al., 2013; Fujita et al., 2014; Toyoda et al., 2015; 

Karunakaran et al., 2016). Upon closer examination, interneuron firing rate and coherence with 

field oscillations have been shown to increase during the appearance of this pre-ictal theta rhythm 

in the CA3 (Grasse et al., 2013; Karunakaran et al., 2016). Since several studies have found that 

CCh-induced oscillations are generated locally (Dickson and Alonso, 1997; Konopacki et al., 

2000; Lévesque et al., 2017), we propose that the pre-ictal theta rhythm, which is observed in the 

hippocampus of epileptic animals, could be acting through the same network underlying CCh-

induced oscillations described here. Williams and Kauer (1997) have reported that CCh-induced 

oscillations were longer in duration and smaller in amplitude when extracellular K+ was elevated 

from 2.5 mM to 5 mM. These findings could be further explored using tetrode recordings to 

uncover the contributions of interneurons and principal cells.  
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5.7. Figures 

 

Figure 5.1. Single-unit clustering of interneurons and principal cells. A: An example of raw data filtered 

between 300 and 3,000 Hz to detect action potential discharges (bars) and between 1 and 500 Hz to visualize 

field potential activity. In this example, the single unit is classified as a putative interneuron. B: 

Representative single unit shown in A classified as a putative interneuron (Int) based on the average action 

potential waveform shape (a). Single-unit activity was stable throughout the recording as shown by the 

similarities between the average action potential waveform shape of the first 50 (solid line) and last 50 

(dash line) action potentials during each tetrode recording (b). C: Representative single unit classified as a 

putative principal cell (PC). D: Average waveform shape of 2 single units that were followed under different 

pharmacological conditions: first under bath application of only CCh (a and b, solid line) then under bath 

application of CCh with the GABAergic antagonist PTX (a, dash line) or the glutamatergic antagonists 

CPP and NBQX (b, dash line). E: K-means clustering to classify putative single units into interneurons 

(green) and principal cells (blue).  
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Figure 5.2. Examples of single-unit activity during CCh-induced field oscillations. A: Representative 

recordings of type A interneuron (a, green) and a putative principal cell (b, blue). The field potential was 

high-pass filtered with cutoff frequency of 3 Hz for visual clarity. A selected oscillation was expanded in 

the inset showing the oscillation without additional high-pass filtering with black arrowheads marking the 

computer-identified onset and termination of the oscillation. B: Same as A for type B interneurons (a, green) 

and principal cells (b, blue). C: Same as A for type C interneurons (a, green) and principal cells (b, blue). 

D: Pie charts summarizing the proportion of type A, B, and C interneurons and principal cells identified in 

CCh only condition.  
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Figure 5.3. Average spike densities of interneuron and principal cell activity during CCh-induced field 

oscillations.  A: A peri-event histogram of the average spike densities of type A interneuron (green) and 

principal cell (blue) around the onset of CCh-induced oscillations. The dashed line shows the significance 

threshold (2.5 SDs above the simulated random neuronal activities). B: Same as A for type B interneuron 

(green) and principal cell (blue) activity around the onset of CCh-induced oscillations. C: Same as A for 

type C interneuron (green) and principal cell (blue) activity around the onset of CCh-induced oscillations.  
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Figure 5.4. CCh-induced field oscillations under GABAA-receptor antagonism.  A: A representative 

recording showing the change in dynamics of CCh-induced oscillations upon the addition of PTX. B: 

Boxplots summarizing the distribution of the average interval of occurrence (left), average duration (center, 

left), coefficient of variation (CV) of duration (center), average oscillation frequency (center, right), and 

CV of oscillation frequency (right) of CCh-induced field oscillations of the single units in CCh only and 

CCh + PTX conditions. The Shapiro-Wilks Test was performed to test for data normality. The Wilcoxon 

Rank-Sum Test was performed to test for significant alteration of CCh-induced field oscillations under 

GABAA-receptor antagonism if data are not normally distributed. Otherwise, the Two-Sample T-Test was 

used for normally distributed data. *p < 0.05. C: Two representative recordings showing an interneuron 

discharge pattern (a) with CCh-induced oscillations and a principal cell discharge pattern (b) with CCh-

induced oscillations. D: Pie charts summarizing the proportion of type A, B, and C interneurons (green) 

and principal cells (blue) identified in CCh + PTX only condition. 



115 

 

 

Figure 5.5. GABAergic influences to single-unit activity during CCh-induced field oscillations. A: Peri-

event histogram of average spike densities showing type A interneuron (green) and principal cell (blue) 

activities around the onset of CCh-induced oscillations under GABAA-receptor antagonism. The dashed 

line shows the significance threshold (2.5 SDs above the simulated random neuronal activities). B: Same 

as A for type B interneuron (green) and principal cell (blue) activity around the onset of CCh-induced 

oscillations under bath application of PTX. C: Same as A for type C interneuron (green) and principal cell 

(blue) activity around the onset of CCh-induced oscillations with the addition of PTX. 
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Figure 5.6. Phase Firing of type A single units in CCh only and CCh + PTX conditions. A: Polar histogram 

plotting the probability of type A interneurons (green) and principal cells (blue) firing at different phases, 

or angles, of CCh-induced field oscillations in absence and presence of the GABAA-receptor antagonist. 

Angles 0o and 360o correspond to the peaks of a cycle in an oscillation, while angle 180o corresponds to the 

trough of a cycle in an oscillation (a). The Kuiper’s Test was performed to compare single-unit phase firing 

data distribution to the von Mises distribution. The Rayleigh’s Test for uniformity was performed for 

circularly normal data; otherwise, the Omnibus Test was performed. *p < 0.05. For data with significant 

non-uniformity, the median angle is plotted in black arrow. 
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Figure 5.7. CCh-induced field oscillations and single-unit activity under glutamate receptor antagonism. 

A: A representative recording showing the abolishment of CCh-induced field oscillations upon the 

application of glutamate receptor antagonists CPP and NBQX with preserved single-unit activity. The 

activity of an interneuron (green) is shown. B: Examples of interneuron (green) and principal cell (blue) 

activities under the bath application of CCh with CPP and NBQX. C: Boxplots summarizing the median 

firing frequencies of interneurons (green) and principal cells (blue) in the absence and presence of 

glutamatergic blockers. The Shapiro-Wilks Test was performed to test for data normality; the Two-Sample 

T-Test was used for normally distributed data, while the Wilcoxon Rank-Sum Test was performed to test 

for significant difference if data are not normally distributed. *p < 0.05. D: Auto-correlograms of 

interneuron and principal action potential discharge patterns.  
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Chapter 6: General Discussion 

 

 

In this last chapter of my thesis, I discuss the significance of the findings obtained from my 

experiments. The chapter begins with a summary of the major findings that is followed by an 

examination the relevance of my findings to our understanding of the basic mechanisms of 

epilepsy. Finally, possible future directions that will extend the work described in this thesis are 

considered. 
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6.1. Summary of findings 

Despite our appreciation of the fundamental relationship between neuronal action potentials and 

the resulting local field potential (LFP) activity, our knowledge of the neuronal activity underlying 

epileptiform activity is limited. To date, the changes in neuronal activity in association to 

epileptiform activity were largely described as diverse and heterogenous – which is, in other words, 

uncharacterized. Recently, emerging literature demonstrated that heterogenous changes in 

neuronal activity during epileptiform activity could be characterized based on the type of neuronal 

activity and the seizure onset pattern. Extending these research efforts to advance our 

understanding of the basic mechanisms of epilepsy, I studied simultaneously recorded neuronal 

and epileptiform or physiological activities in the rat entorhinal cortex (EC) using in vitro tetrode 

recordings.  

 In Chapter 2, my colleagues and I characterized the changes in neuronal activity during in 

vitro 4-aminopyridine (4AP)-induced ictal events presented with the sudden onset seizure pattern. 

We found that, around the onsets of 4AP-induced sudden onset ictal events, the firing rate of 

principal cells increased before that of interneurons. Immediately after ictal onsets, further 

increases in principal cell and interneuron firing rates were observed; notably, similar to the pre-

ictal firing rate increase, this increase in principal cell firing rate preceded the increase in 

interneuron firing rate. Therefore, 4AP-induced sudden onset ictal events are characterized by 

principal cell activity increasing before interneuron activity – which is in stark contrast to the 4AP-

induced low-voltage fast (LVF) onset ictal events that are characterized by interneuron activity 

increasing before principal cell activity. 

 In Chapter 3 and 4, I studied the influence of K+-Cl- cotransporter 2 (KCC2) activity on 

neuronal and epileptiform activity by antagonizing KCC2 using VU0463271 in the in vitro 4AP 

model of epileptiform activity. By analyzing neuronal activity using single-unit recordings, I 

established that LVF onset ictal events were indeed abolished upon the application of VU0463271 

and were replaced by continuous interictal spikes. These 4AP-induced interictal events occurring 

in the absence of KCC2 activity were associated with significant increases in interneuron and 

principal cell firing. When I further dissected the influence of KCC2 on neuronal activity during 

4AP-induced epileptiform activity by antagonizing ionotropic glutamatergic signalling, I found 

that KCC2 antagonism shifted the occurrence of interneuron action potentials from the falling to 
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the rising phase of interictal events. Altogether, these findings suggest that KCC2 antagonism 

promotes neuronal hyperexcitability, particularly in interneurons.   

In Chapter 5, I examined the interplay between inhibitory and excitatory mechanisms 

during theta oscillations induced in vitro by carbachol (CCh). I found that, around the onset of 

CCh-induced theta oscillations, the increase in interneuron activity preceded the increase in 

principal cell activity; furthermore, both increases were sustained throughout the theta oscillations. 

Upon GABAA signalling antagonism, the sustained increases in interneuron and principal cell 

activities became transient, while the duration of the ongoing theta oscillations became more 

variable. Lastly, antagonizing ionotropic glutamatergic signalling abolished the theta oscillations 

and disrupted neuronal rhythmicity but did not change the neuronal firing rate. Therefore, the 

dynamics of theta oscillations are largely regulated by inhibitory mechanisms.  

 

6.2. Seizure onset patterns and changes in neuronal activity  

In light of existing experimental data, the work outlined in Chapter 2 of my thesis demonstrates 

that different seizure onset patterns are associated to distinct neuronal activity patterns. Previous 

experiments established that the increase in interneuron activity preceded the increase in principal 

cell activity around the onsets of LVF onset ictal events in the in vitro 4AP model of epileptiform 

activity (Lévesque et al., 2016b) and in human epileptic patients (Elahian et al., 2018). By 

demonstrating that principal cell activity increased before interneuron activity around the onsets 

of 4AP-induced sudden onset ictal events, I establish the relevance of ictal onset patterns to the 

characterization of changes in neuronal activity around ictal events.  

Notably, a causal relationship exists between the specific types of neuronal activity and the 

observed ictal onset patterns. Using optogenetic techniques, activation of parvalbumin- and 

somatostatin-expressing interneurons – but not of calmodulin-dependent protein kinase-positive 

principal cells – induced LVF onset ictal events in the in vitro 4AP model (Shiri et al., 2016). 

Altogether, seizure onset patterns are associated to specific, and perhaps distinct, patterns of 

neuronal activity. 

   

6.3. KCC2 antagonism and dynamics of neuronal activity 

In Chapter 3, I found that 4AP-induced LVF onset ictal events – which involved interneuron 

activity around their seizure onsets as previously discussed – were abolished upon KCC2 
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antagonism. In the literature, KCC2 antagonisms were found to induce increases in intracellular 

[Cl-] (Sivakumaran et al., 2015; Kelley et al., 2018; Moore et al., 2018) but not in extracellular 

[K+] (Viitanen et al., 2010). With respect to ictogenesis, increases in intracellular [Cl-] and 

extracellular [K+] were found around seizure onset and thus proposed to facilitate ictogenesis 

(Lillis et al., 2012; Librizzi et al., 2017) through KCC2-mediated increases in neuronal excitability 

(Viitanen et al., 2010; Sivakumaran et al., 2015; Kelley et al., 2018; Moore et al., 2018). Therefore, 

my finding – namely, KCC2 antagonism abolished ictal events – underscores the ictogenic role of 

extracellular increases in [K+]. Furthermore, since extracellular [K+] were proposed to facilitate 

ictogenesis by synchronously increasing excitability of populations of neurons in close proximity 

(de Curtis and Avoli, 2016; de Curtis et al., 2018), my findings suggest that KCC2 antagonism 

could be opposing the ictogenesis of LVF onset ictal by preventing neuronal hypersynchrony in 

local populations of neurons.  

With consideration to the existing data in literature, my investigations of the effects of 

KCC2 antagonism on 4AP-induced epileptiform activity in Chapter 3 and 4 provide further 

evidence emphasizing the role of KCC2 activity in neuronal excitability. Specifically, in 4AP-

induced interictal events that continued to occur in the absence of KCC2 activity, I identified 

increases in interneuron and principal cell firing. Such increases in neuronal firing supported the 

presence of neuronal hyperexcitability, which was previously associated with the intracellular 

increase in [Cl-] after KCC2 antagonism (Sivakumaran et al., 2015; Kelley et al., 2018; Moore et 

al., 2018). Neuronal hyperexcitability was further demonstrated when interneuron action potentials 

were redistributed to the rising phase of 4AP-induced, ionotropic glutamatergic signalling-

independent interictal events after KCC2 antagonism. Therefore, my experiments demonstrated 

that KCC2 antagonism induces neuronal excitability, presumably caused by intracellular [Cl-] 

increases, during epileptiform activity. Altogether, the experiments outlined in Chapter 3 and 4 

demonstrate that KCC2 activity inversely modulates neuronal excitability and synchrony.  

 

6.4. Interneurons in epilepsy   

In the work highlighted in this thesis, changes in interneuron activity underlie several changes 

observed in the LFP activity. More specifically, significant increases in interneuron activity 

preceded that in principal cell activity around interictal events occurring with the 4AP-induced 

sudden onset ictal events. Furthermore, KCC2 antagonism enhanced interneuron firing rate during 
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4AP-induced interictal events. For 4AP-induced interictal events that occurred in the absence of 

ionotropic glutamatergic signalling, KCC2 antagonism altered the underlying interneuron firing 

pattern. Finally, antagonizing GABAA signalling disrupted the interneuron activity and the 

rhythmicity of CCh-induced theta oscillations. Taken together, a recurrent theme throughout my 

investigations of neuronal activity underlying epileptiform activity is that interneuron activity 

contributes to epileptiform synchronization. 

The work outlined in this thesis thus echoes one of the fundamental concepts in our current 

understanding of the basic mechanisms of epilepsy – interneurons actively contribute to the 

generation of epileptiform synchronization (de Curtis and Avoli, 2016). Investigations of ionic 

gradient attributed increases in intracellular [Cl-] as well as extracellular [K+] that were identified 

around ictal onset to increases in interneuron activity (Lillis et al., 2012; Librizzi et al., 2017). 

Furthermore, analyses of neuronal firings associated increases in interneuron firing (Butuzova and 

Kitchigina, 2008; Grasse et al., 2013; Lévesque et al., 2016b; Wenzel et al., 2019) as well as 

interneuron synchrony with LFP (Grasse et al., 2013; Neumann et al., 2017) with ictal events. 

Similarly, interneuron activity was reported to increase before principal cell activity in human 

epilepsy (Elahian et al., 2018; Kandrács et al., 2019). In addition, examinations of pre-ictal theta 

rhythm reported increases in theta rhythm power and synchrony with underlying interneuron 

activity (Butuzova and Kitchigina, 2008; Grasse et al., 2013; Karunakaran et al., 2016). With 

optogenetic technology, researchers were able to establish a causal relationship between 

interneurons and ictal onsets – namely, optogenetic activation of interneurons initiates ictal events 

(Sessolo et al., 2015; Shiri et al., 2015, 2016; Yekhlef et al., 2015; Assaf and Schiller, 2016; Chang 

et al., 2018; Lévesque et al., 2019). Altogether, the experiments outlined in this thesis corroborate 

the literature and emphasize interneuron activity as an underlying mechanism of ictogenesis.  

 

6.5. Future perspective and concluding remarks 

The goal of my graduate studies is to advance therapeutic strategies for epilepsy. Given that many 

epileptic abnormalities could be captured by recording the LFP activity – which reflects the 

neuronal population activity – of the brain, understanding the neuronal activity during epileptic 

LFP activity could reveal mechanistic insights into the generation of epileptiform abnormalities. 

Accordingly, I utilized tetrodes – a technique that allowed me to simultaneously record neuronal 

and LFP activities – in in vitro models of epileptiform synchronization. A recurring revelation 
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throughout the experiments outlined in this thesis is that epileptic changes in LFP activity can be 

associated to distinct and specific changes in neuronal activity.  

 In Chapter 2, my colleagues and I characterized the neuronal activity during 4AP-induced 

sudden onset ictal and interictal events. By demonstrating that neuronal dynamics around the 

initiation of 4AP-induced sudden onset ictal events differs from that around the initiation of 4AP-

induced LVF onset ictal events (Lévesque et al., 2016b) – it is evident that seizures are 

heterogenous and could to be sub-classified based on the LFP pattern. In addition, the experiments 

revealed that the neuronal dynamics underlying 4AP-induced sudden onset ictal events also differ 

from that underlying the accompanying interictal events, which raised the question about the 

mechanisms underlying the switch in neuronal dynamics between ictal and interictal events for 

future work. Altogether, the work outlined in Chapter 2 demonstrates that the epileptic LFP 

patterns could be associated to distinct neuronal dynamics.  

In Chapter 3 and 4, I characterized the effects of KCC2 antagonism on the 4AP-induced 

neuronal and LFP activities. These experiments focused on 4AP-induced LVF onset ictal events, 

interictal events accompanying 4AP-induced LVF onset ictal events, and 4AP-induced interictal 

events that persist after ionotropic glutamatergic antagonism. As highlighted previously in the field, 

KCC2 involvement in epilepsy is highly dependent on the pathophysiological contexts that are 

under examination (Di Cristo et al., 2018). In other words, the effects of KCC2 antagonism must 

be examined in other models of epileptiform synchronization in order to increase the 

generalizability of the findings presented in these chapters. 

In Chapter 5, I examined the inhibitory-excitatory interplay during CCh-induced theta 

oscillations. My experiments implicated inhibitory mechanisms in the control of theta rhythm 

dynamics, which were found to be altered prior to seizure onset (Butuzova and Kitchigina, 2008; 

Grasse et al., 2013; Fujita et al., 2014; Sedigh-Sarvestani et al., 2014; Toyoda et al., 2015; 

Karunakaran et al., 2016). Hence, my findings in this chapter corroborate previous work pointing 

to inhibitory mechanisms as the source of pre-ictal changes in theta oscillations (Butuzova and 

Kitchigina, 2008; Grasse et al., 2013; Toyoda et al., 2015; Karunakaran et al., 2016). In other 

words, epileptic changes in the theta rhythm of LFP activity could be an indication of changes in 

the underlying inhibitory mechanisms. 

Altogether, the experiments outlined in this thesis associated epileptic changes in LFP 

activity with specific changes in the underlying neuronal activity. Future work could build on these 
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findings by characterizing the specific neuronal dynamics in other epileptic changes in LFP 

activity and establishing the reliability of epileptic changes in LFP activity as markers of neuronal 

activity changes in the epileptic pathophysiology. Together, these investigations would explore the 

potentials of epileptic changes in LFP activity as epileptic biomarkers, which would help advance 

epileptic therapeutic strategies in the clinic (Engel and Pitkänen, 2019; Pitkänen et al., 2019). 

While the work outlined in this thesis is not clinical in nature, it is part of the fundamental 

knowledge necessary for developing future clinical research that could advance therapeutic 

strategies available to people living with epilepsy. 

In conclusion, the aim of my PhD study is to expand our understanding of neuronal activity 

underlying epileptiform activity – in particular, to decipher the reported heterogeneity in neuronal 

activities associated with epileptiform activity. While the findings presented in this thesis are not 

immediately translatable into the clinics, I believe that they are making critical contributions to 

our understanding of the basic mechanisms of epilepsy.  
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