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Abstract

The focus of this paper is to apply sorne of the new analytic techniques ta positron

emission tomography (PET) data in order ta test the neuroanatomical plausibility of two

very specifie models of language processing: the model of Geschwind (1965), and that of

Petersen et al. (1988; 1989). Madel plausibility was assessed by fitting both rnodels to a

word repetition and a synonym generation rCBF PET dataset using methods based on the

examination of interregional correlations, and structural equation modeling.

Physiologically-based regions of interest were defined a priori through a review of PET

activation literature. The current study demonstrated (1) the feasibility of using a priori

defmed physiological regions of interest in model evaluation, (2) the advantages of using

structural equation modeling over interregional correlations, and (3) that neither model

proved to be a particularly good fit to the data.
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Résumé

Le but premier est de mettre en application de nouvelles techniques aux données de

tomographie par émission de positrons (TEP) afin de démontrer la plausibilité de deux

modèles très spécifiques d'assimilation du langage: le modèle de Geschwind (1965), et

celui de Petersen et al (1988; 1989). La plausibilité des modèles à été évaluée en tittant

les deux modèles à un dataset rCBF TEP de répétition de mots et de génération de

synonymes en utilisant des méthodes basées sur l'examen de correlation interrégionale et

le modelage d'équations structurées. Les régions d'intérêt à base physiologique ont été

défmies à priori à travers une revue de la littérature d'activation TEP. L~étude actuelle

démontre (1) la faisabilité d'utiliser des régions d'intérêt physiologique définies à priori

dans l'évaluation de modèles, (2) les avantages d'utiliser le modelage d'équations

structurées aux correlations intelTégionales, et (3) qu'aucun des deux modèles ne prouve à

être un bon fit aux données.
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Introduction

Serious study of the neural substrates involved in language processing began in the

rnid 19th century with the examination of aphasies, which allowed researchers to link

symptomology observed prior to death with lesions found at post mortem. This technique

led to fmdings of immense value with regard to substrates involved in language

production (Broca, 1861; 1865), language comprehension (Wemicke, 1874), and reading

and writing (Dejerine, 1891). Unfortunately, a backlash against these essentially

localizationist fmdings in the early part ofthe 20th century effectively halted much of the

research that was done in the area of the neuroanatomy of language, although clinicians

continued to make use of the standard aphasia classifications as proposed by Lichtheim

(1884). Study into the substrates associated with language was resurrected in large part

due to the revival of the work of the classical authors by Geschwind in general, and in

particular. by his disconnection theory (Geschwind, 1965). The cognitive revolution of

the 1970's enabled researchers to study language processing by dissociating language

processes from their substrate, thus proving to be a setback for study of the anatomical

localization of language, but also allowing researchers to concentrate on language

processing in normal non-Iesioned, subjects. Today, a focus of research in the area of

language processing by cognitive neuroscientists attempts to bring together cognitively

based and neuropsychologically-based modeIs of language processing with data provided

from functional neuroimaging techniques, such as positron emission tomography (PET),

as weIl as with new information with regard to anatomical connectivity in both humans

and animaIs. This approach is, by defmition, multidisciplinary.

ln the following sections, the introduction will follow certain steps in order to explore

how language processing, with emphasis on single-word processing, cao be modeled

using a systems approach. The fust section will endeavor to give an appreciation for the

capabilities of functional neuroimaging in general, and for the various analytical

techniques that may be used to extract the infonnation ofinterest, in particular. Next, the

neuroanatomical and functional connectivity of regions that have been indicated as

playing a significant role in language processing shaH be explored. In particular, this

section, rather than attempting to review all areas that might be implicated in language
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processes, will focus on the connectivity ofneuroanatomical regions that serve a critical

role in two specifie models of language processing: (1) the model of Geschwind (1965),

hereafter referred to as the Geschwind model, and (2) the model proposed by Petersen et

al. (1988; 1989), hereafter referred to as the Petersen et al. model. Anatomical

connectivity shaH be investigated via presentation of neuroanatomical data derived from

the study of both hurnan and non-human primates; functional connectivity via

presentation of fmdings primarily derived from fi.mctional studies of humans. The fmal

section will compare and contrast the Geschwind and Petersen et al. models with each

other, as weH as discuss the degree to which they reflect the neuroanatomical and

functional fmdings presented in the previous section.

Positron Emission Tomography (PET) Data Analysis:

An Overview ofVarious Analytic Techniques

PET is a functional technique that makes it possible to investigate potential links

between a given behaviour and the neural substrate associated with that behaviour. It is

similar to other techniques, such as MRI, in that PET is capable ofproviding three

dimensional images of the brain, albeit with a spatial resolution that is not quite as high as

that typically available with MRI. Unlike MRI, PET requires the injection of a

radioactively tagged marker. Functional activation sites are localized by detecting

emitted radiation while the subject is asked to perform a task. Although H2150 is

commonly used as a marker in studies of regional cerebral blood flow (rCBF), many

different substances may serve as markers (e.g. fluorodeoxygIucose (FDG),

neurotransmitters, etc.). Many different analysis techniques may be used in order to

extract the desired information from the scanning clataset, with different techniques

revealing different dimensions of the data. One ofthe most commonly used techniques

with rCBF data is hierarchical subtraction.

Hierarchical Subtraction

The use ofhierarchical subtraction was first introduced by Petersen et al. (1988,

1989). Studies ofthis type are generally designed as a hierarchy oftasks, with the

baseline task being the least complex, and each subsequent activation task adding one

clearly defined level of complexity to the task that immediately precedes it in the
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hierarchy. The correspondence between substrate and added behavioraI complexity is

gained by subtracting from the activations observed during a given task, the activations

that occurred in the task immediately preceding it. The subtraction procedure works on a

voxeI-by-voxeI IeveI, in that the counts stored at voxeI x,y,z in the baseline volume is

subtracted from the counts stored at the corresponding voxellocation in the activation

volume. This subtraction occurs over aIl of the voxels in the volumes, with the

differences stored in a difference volume. Each voxel in the difference volume thus

contains difference scores, reflecting both the positive and the negative differences in

rCSF between the baseline and the activation condition, i.e. a large positive score reflects

a large increase in rCBF in the activation condition as compared to the baseline condition,

whereas a large negative score represents a large rCBF decrease.

Now, if one were to engage in a subtraction ofa single baseline volume from a single

activation volume, one would probably not see a series ofdiscrete foei representing areas

of blood flow increase or decrease, but rather, one would probably be faced with an image

sa highly bathed in noise, that only with great difficulty might one be able to identify any

foei at aIl. This is due to the fact that changes in rCBF which result from the execution of

a cognitive task are usually quite small, typically ranging from 3 to 6%, and, as such, the

signal is easily overwhelmed by unwanted noise. The strength of the signal when

compared ta the intensity of the noise is best quantified by a measure ealled the signal ta

noise ratio, in which a signal with a high signal to noise ratio is most easily detected.

Thus, the problem ofnot being able to detect foei in a PET volume as a result of the

signal being overwhelmed by noise is a consequence of having a low signal to noise ratio.

The solution to the signal-ta-noise problem was fust systematicaIly investigated by Fox et

al. (1988), who found that substantiaI increases in signal-ta-noise couJd be achieved by

creating averaged volumes, reflecting activations across multiple performances on a given

task, and then subtracting the averaged volumes. For example, one could have a given

subject perform a baseline and activation task three times each, and then average aIl three

baseline volumes and all three activation volumes prior to performing the subtraction.

Unfortunately, relatively low sensitivity of the scanners available at the time made within-
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subject averaging impractical, and researchers therefore turned to the process of inter

subject averaging, which, in tum, introduced yet another problem.

Averaging volumes across subjects introduces a number of problems, due to the fact

that no two brains are geometrically alike. Brains can differ in three major respects: (1)

orientation in space at the time ofthe scan, (2) size, and (3) shape. The universal solution

ta this problem has been ta transform each brain ioto a standardized coordinate system

prior ta averaging. The transformation involves the application ofa number of linear

transfonnations which rescale and reposition each brain to match the size and position of

a standardized brain. The standardized space most frequently used is that ofTalairach

and Toumoux (1988). The transformation ofvolumes from native space, while having

the advantage of allowing averaging across subjects and thus increasing the detectability

of foci by increasing the signal-ta-noise ratio, does, however, come at the price of

decreased spatial resolution. The decrease in spatial resolution is introduced at image

reconstruction by smoothing each volume via a reconstruction tilter, which is necessary

in arder ta account for between-subject differences in gyral anatomy. Any increase in

signal-to-noise ratio must thus always come at the expense ofdecreased spatial

resolution.

Assessing Significant Change

Once the signal-to-noise ratio has been increased via inter-subject averaging of

volumes prior to subtraction, one is now in a position ta display the resultant averaged

subtraction volume and identify areas of rCBF increase or decrease related to the

additional load associated with the activation task being studied. Although visual

inspection of this volume cao provide converging evidence with regard to localization of

function, much would he gained by being able to objectively quantify and assess the

significaoce of local minima and maxima. Fox et al. (1988) attempted to provide this

needed level ofquantification with their technique of change-distribution analysis.

Change-distribution analysis uses an algorithm to search the inter-subject averaged

difference volume for local minima and maxima via a two stage process. Firstly, the

algorithm defines local minima and maxima to occur at all those voxels at which the

Mean rCBF change is greater than that ofaIl N surrounding voxels, where N is a function
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of the width of the reconstruction tilter used. Secondly, a center-of-mass aIgorithrn,

operating over a sphericaI region of interest (Rao whose size is determined by the size of

the reconstruction tilter, is used to fmd the center of the potential activation focus. This

procedure generates a list of ROIs, each identified by an x,y,z coordinate and a

magnitude. The degree of data reduction accomplished through the use of this procedure

is demonstrated in that an average volume consisting ofapproximately 50,000

intracranial voxels can typically be reduced ta between 350-700 foci. This procedure also

has the advantage ofallowing for the calculation of an omnibus test statistic, thus

enabling the researcher to state whether the conditions being compared actua11y did

significantly differ in rCBF.

An altemate rnethod of assessing significance requires the creation of a statistical

pararnetric map (SPM). An SPM is a three-dimensionaI volume similar to the difference

volume discussed previously. The major difference is that each voxel, rather than

containing a magnitude, contains a test statistic instead. The primary advantage of this

over change-distribution analysis is that each voxel can be assigned a significance value.

Assigning significance at the level ofthe voxel allows for testing much more complex

hypotheses (see Friston et al. (1991) for a complete discussion and Worsley et al. (1992)

for a more theoretical presentation on specifie methods). For example, whereas change

distribution analysis only allows for a test of the omnibus hypothesis, i.e. "Was there any

significant change at a11?", SPMs make it possible to test the following three types of

hypotheses: (1) a test of significance at a particular predefined location, i.e., "Was there

significant change at voxel x,y,z?", (2) a test of the omnibus hypothesis, i.e., "Was there

any significant change at a11?", and (3) a test ofsignificance over all voxels, Le., "Which

pixels were significant at p=.05 ". The increased power of SPMs, as defmed by being

able ta identify the significance of a blood flow or metabolic increase or decrease, has

resulted in the predominance of this method ofsignificance assessment.

What is a Region?

Many of the techniques to follow, require that the anaJysis he done at the level ofa

region of interest (RO!). This requires us to tirst discuss exactly how ROIs are defined,

since differently defmed ROIs will undoubtedly impact the results of the analysis.
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BasicaIly, there are two primary ways of defining ROIs: (1) anatomical, and (2)

functional. Anatomical ROI definition, is an older technique which is currently the

nlethod of choice in studies of cerebral glucose metabolism (Horwitz et al., 1984,

Horwitz et al., 1986; Azari et al., 1992). This technique typically uses a template to

divide the brain a priori into a number of anatomically based ROIs. In the study by

Horwitz et al. (1988), the brain was divided into 28 bilaterally defined ROIs and 3

midline ROIs, giving a total of 59 regions of interest. Voxel activation for aIl voxels

contained within each ROI are subsequently averaged in order to provide a measure of

mean ROI activation strengili. Although this technique does result in a drastic reduction

in data and, as such, aids in the interpretability of results, it is not without drawbacks. For

example, the decision to sample sorne regions by declaring them to he of interest, while

ignoring other areas, may introduce a selection bias. The effects ofthis selection hias can

be attenuated or eliminated by using large ROIs, thus effectively allowing the entire brain

to be sampled. Unfortunately, this solution to the selection bias problem introduces a

sornewhat different problem, since spatial resolution suffers as ROI size increases (see

Fox (1991) for an in depth review). In contrast to the anatomical method, and in response

to sorne of the problems highlighted by Fox (1991), the functional method defines ROIs a

posteriori, Le., after the data have been collected. An example ofa technique which uses

functional ROI defmition is change-distribution analysis (Fox et al., 1988). As previously

discussed, foci are identified through an examination of the local minima and maxima

contained within the subtraction volume. Once identified, the voxel is then made the

center of a spherical ROI. Although this method has a number ofadvantages over the

anatomically based method, functional ROI definition is still used primarily in studies of

cerebral blood flow.

Association ofRegions with Other Regions

Another area of interest is the potential functional and / or anatomical connections

that might exist between various different regions. That is to say, although it may weIl he

of interest to be able to say that a synonym generation task results in the activation ofa

region located at the medial superior temporal gyrus, it would also be of great interest if

one would be able to identify other regions, whose degree ofactivation varied in
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conjunction with that of the medial superior temporal gyms. Regions whose degree of

activation is correlated, might allow one to postulate the existence of either an anatomical

or a firnctional pathway connecting the structures. A very common way to investigate

possible associations between various areas is to create a correlation matrix ofaIl of the

ROIs, correlated across subjects. Horwitz et al. (1988), for example, used interregional

correlations to investigate how autism might affect regional cerebral metabolic rates

(gCMR). ROIs were anatomically defined (28 bilateral, 3 medial), and then

intercorrelated with each other, across two separate groups of 14 subjects (one control

group, one autistic group). The resultant two intercorrelation matrices were then

subtracted from each other, creating a difference matrix. Analyses were done at both the

level of the individual ROIs, as weIl as at the level of the lobular anatomy, made possible

by grouping the ROIs. Analysis of the difference matrix enabled the authors to determine

in which correlations the two groups most differed, e.g. (1) the autistics had fewer large

positive correlations between pairs of regions in the frontal and parietal lobes, (2) the size

of the correlations between the frontal/parietal regions and the thalamic nuclei was

decreased in the autistic group, and (3) 70% of the correlations were lo\ver in the autistic

group.

The previously discussed study should serve to highIight a characteristic ofmost PET

studies: a very small number of subjects. This is particuJarly problematic if one attempts

to do correlations. since correlations become increasingly unstable as the number of

subjects over which one correlates decreases. The previous study generated two

correlation matrices, each created by correlating across only 14 subjects. Fortunately, the

validity of the findings ofthis study are not in doubt, since the authors applied special

procedures to help ensure the reliability of the correlation coefficients. The two

procedures that were applied are caIIed "bootstrap" and 'Jackknife" (Efron, 1981). The

purpose of the jackknife procedure is to eliminate any correlation that was significant

merely due to a single outlier. It works by recomputing the partial correlation coefficient

with each subject, in tum, removed from the sample. Any correlation that has a large

value due only to one particular subject, will show a large drop in the correlation when

that subject is removed from the sample. The bootstrap procedure serves to eliminate
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correlation coefficients with large variances. This procedure works by randomly

selecting, with replacement, N correlations from a sample ofN, and then computing the

partial correlation coefficient. When this has been done N times, the partial correlation

coefficients are examined and a decision is made about the stability of the correlation.

One typically will only regard a correlation coefficient as stable if the partial correlation

coefficients exceed 0.5 on N-l ofN bootstraps. A similar procedure can also be applied

to the estimation of standard error for each correlation.

Altematively, it is also possible to compare the degree of association between regions

on a voxel-by-voxel basis (Friston et al., 1992a; Zeki et al., 1991). Zeki et al. (1991) used

this type of approach in attempting to localize areas ftmctionally associated with area V4

(colour detection). This was accomplished via the following steps: (1) generate a

difference volume by subtracting a baseline condition from an activation condition which

would cause area V4 to be stimulated, (2) find area V4 in the subtraction volume and

choose a "reference" voxel from within it, (3) create a covariance matrix by calculating,

across subjects, how every other voxel covaries with the reference voxel, and (4) analyze

the covariance matrix in order to determine which area(s) covaried with the area

containing the reference voxe!. This method has an advantage over the previous method

in that the analysis is performed at the level of the voxel rather than at the level of an

ROI, thus potentially providing much better spatial resolution, limited, of course, by the

degree of spatial smoothing applied during image reconstruction..

A third method of assessing the degree of association between regions makes use of

structural equation modeling (Horwitz & McIntosh, 1993; McIntosh & Gonzalez-Lima,

1992; 1993; 1994; McIntosh et al., 1994). The appeal ofthis method is that it allows

functional interactions to be viewed in the context of a network of inter-associated

regions, rather than simply as a series ofpairwise comparisons. Although the use of

structural equation modeling has long been applied in the social sciences, it is still in its

infancy with regard ta the analysis of functional data. The fust step in the use of this

teclmique is to create an anatomical network model of the system whose functional

interactions are to be modeled. This will usually involve defining which anatomical areas

are assumed to be ofpotential significance, the anatomicallinks which are known to exist



(

(

Comparing Models
9

between these areas, as weB as the direction of these anatomical links. For example, one

may be interested in investigating the functional associations contained within a network

comprised ofareas A, B, and C. Not only must one define that area A is linked to area B,

and that area B is linked to area C, but one must aIso state that area A is linked ta B via a

bi-directionaI link, whereas area B is linked to C via one link going from C to B. After

the anatomicaI network has been defmed, the next step is to use the functional data (blood

flow or metabolic) ta create an intercorrelation matrix using the ROIs defmed in the

anatomical network. Once the pairwise correlation coefficients have been obtained, the

fmal step is ta combine the infonnation contained in the anatomical network model with

the functionally derived infonnation, via the use of a specialized software package such

as LISREL (Joreskog and Sarbom, 1989), EQS (Bender, 1985) or AMOS (Arbuckle,

1992), to create a functional network mode!. The functional network model effectively

represents aIl the influences of the regions contained within the model on each other,

constrained, however, by the anatomical connections defined within the anatomieal

network model (see McIntosh & Gonzalez-Lima (1994) for a complete discussion). Once

the functional network model has been generated, inter-regional associations can he

assessed by examining the path coefficients assigned to each anatomical link. Based

upon this information, the researcher may, in an attempt to fine tune the anatomical

model, wish to exclude previously defmed regions from or include new regions into the

anatomical model and then regenerate the functional model from the revised anatomical

model.

Neuroanatomical Regions Involved in Language

Assigning neuroanatomical substrate to a model generally involves defining the

actual areas involved in the function of interest, such as language processing, and then

defining the connectivity between those areas. Although this appears quite

straightforward, the seemingly simple process ofnaming a specifie neuroanatomical

region can be a source ofconfusion.

Naming Neuroanatomical Regions

Naming the various neuroanatomical areas that may make a contribution ta language

processing is not an easy task. Somewhat surprisingly sorne of the problems arise from
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the simple fact that different areas of investigation, having different goals, have

developed different naming conventions. Different regions ofneocortex, for example,

have been labeled according to cytoarchitecture (Brodmann, 1909), order of

myelinization ofaxons (Flechsig, 1920), a standardized stereotaxic space (Talairach &

Toumoux, 1988), functionally defined processing modules, and gyral anatomy. As such,

we fmd ourselves in a situation in which, for example, the primary cortical receiving area

for audition can be defined as: (1) the primary auditory cortex, (2) area A 1, (3) area 41

(Brodmann, 1909), (4) Heschl's gyms, and (5) approximately located at coordinate [45,

24, 16] (Talairach & Tournoux, 1988). This is further complicated by the fact that the

above mentioned maps do not ooly differ in that the defmed areas are differently named,

but more importantly, in that there may be no real correspondence between regions

defmed by the various rnaps. As such, translating from one system to another may either

be impossible, or rnay require the application of sorne rather inspired assumptions. In

addition to the above problems cornes the fact that much of the cIinicaIly-derived aphasia

Iiterature has historically enjoyed reporting their findings based on pseudo

neuroanatomical areas, such as Broca's or Wemicke's areas, whose actual boundaries are

still a matter of sorne debate.

The above mentioned problems, though not insunnountable, do require us to impose

sorne constraints and make sorne observations. Firstly, studies that have reported

substrate using a nomenclature that only allows for a very general localization (e.g.

Broca's area) will only be ofuse to investigators who are interested in making very

general claims. Studies that aim to make more specific claims with regard to language

localization, such as this one, need to make use ofa nomenclature that aIIows for this

Ievel of specificity. It is for this reason, among others, that many studies have chosen to

report their fmdings using cytoarchitectonic parcellation and/or gyral anatomy. This

study will follow this course as well. Secondly, although many studies interested in

ftmctional-anatomical correlations report their findings using cytoarchitectonic maps,

many clinical studies as weIl as studies of anatomical connectivity report their findings

using gyral anatomy. It therefore becomes necessary to he familiar with this

nomenclature as weIl. As an aid to comprehension, this paper will occasionally give bath
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cytoarchitectonic and anatomicallabels for a given region, although focus will remain on

using cytoarchitectonic designations whenever possible.

Defming neuroanatomical regions via cytoarchitecture is preferred by many

researchers due ta the fact that (1) many studies have demonstrated a correlation between

laminar organization and function, e.g. the clear difference in the laminar organization of

primaI)' receiving cortex when compared to that ofadjacent association cortex, (2) a

given area is more likely to send projections to another area if the receiving area has a

similar Iaminar organization, thus allowing researchers to make inferences about

connectivity, and (3) gyral anatomy quite often reflects cytoarchitectonic boundaries,

since many (but not aIl) cytoarchitectonic boundaries are located in sulci, known as

"limiting sulci" (see Rademacher et al., 1993 for an in depth discussion). As such, much

work has been done with regard to better defining the cytoarchitecture of the cortex in

human and non-human primates. Unfortunately, the detection and delimiting of subtIe

changes in laminar organization, as weil as the naming of those areas, involves a certain

degree of subjective judgment, and it is therefore not surprising that researchers have

proposed a number of slightly different cytoarchitectonic maps. Thus, the most

commonly used human-based brain atlas, that of Brodmann (1909), uses numbers to

designate areas, whereas the atlas of von Economo and Koskinas (1925) uses a naming

system based on alphabetic labels. Happily, the isolated cytoarchitectonic regions are

quite similar, and it is thus not unduly difficult to translate from one area name to another.

The same sort of dilemma exists for monkey-based brain adases. The greatest problem,

however, arises when one wishes to take a monkey-based area and fmd its homologous

region in the human brain. This ability is ofgreat utility since much more work has been

done in the area of mapping function to anatomy and physiology in the monkey than in

the human. A step towards being able to integrate human and monkey findings has

resulted from the work ofPetrides and Pandya (1994). The authors created

cytoarchitectonic maps of the prefrontal regions of both monkey and human brains, and

then noted areas of similarity. Most of the anatomical and physiological information to

follow, detailing the structure of the brain will have been done primarily on rhesus

monkeys. Prefrontal areas shaH be converted to their human atlas equivalent (Brodmann,
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1909) using the tables provided by Petrides and Pandya (1994). Unfortunately, other

areas present a bit of a problem, since an equivalent inter-species cross-index does not yet

exist. As such, areas will assume to be similar across species if (1) the area in question is

part ofa primary sensory or parasensory area, since one would expect less inter-species

variation at that level, or (2) if the known cytoarchitecture is sunilar between the two

species.

On a point ofaccuracy, it should be noted at that, although activations, as reported

from functional studies, are reported with a great deal of specificity, e.g. BA 44 or BA 45,

it should be remembered that functional imaging studies that use inter-subject averaging,

as most ofthem do, by their very nature must sacrifice sorne degree of spatial specificity.

Steinmetz and Seitz (1991) found that brains transfonned into a given stereotaxie space

show residual zones ofvariation of between 1.5 ta 2 cm along defining sulci such as (1 )

the anterior ascending ramus, which defines the boundary between BA 44 and BA 45, (2)

the Sylvian fissure, and (3) the posterior ascending ramus, which serves to defme the

supramarginal gyms and thus, BA 40. Nonetheless, it would seem prudent to retain the

degree of specificity reported in the original studies, rather than simply attempting ta

group activations into sorne aggregate region (e.g. Broca's area), since such an

aggregation would necessarily result in the loss of potentially crucial information. Spatial

information must, however, be interpreted with care, and as such sorne activations that

faH very close to a cytoarchitectonic boundary have been noted. Thus designations such

as 44/45 or 44/6 (which are quite commonly observed) serve to reflect the fact that the

observed activations occurred close to a cytoarchitectonic boundary.

Defining Functional Regions

The areas involved in language processing can be identified functionally via

techniques such as PET, or clinically via the study of lesion to symptom correlations.

Although both of these techniques have advantages and disadvantages, the disadvantages

associated with the use ofclinical data are of 5uch importance, that we shaH now brietly

turn to the problems associated with the use ofcIinicaIly-derived infonnation as a source

of information about language processing.
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Historieally, language substrates have been inferred as a result of the post mortem

study of aphasies. Although this approaeh has provided the field with valuable

information over a great many years, this approach, unfortunately, does have a nwnber of

disadvantages. Firstly, one is relegated ta the study of language in an abnonnal

population, Le. a population in whom language is not funetioning properly. This raises

questions about the generalizability offindings to a normal population, sinee it is weil

known that cerebral reorganization ean oceur following trauma (Rasmussen & Milner,

1977). Secondly, loealization ofa particular lesion does not necesarily mean that the

lesioned area is critieal, or even involved, in language processing. A lesion might cause a

language disturbance by interrupting the connections between other, non-Iesioned, areas.

Thirdly, lesion data, at best, only gives information about areas that are both critical and

spatially focal, i.e. not distrihuted. That is to say, any area that might have a redundant

processor, or that might have its processing distributed over a larger region of cortex,

might not result in any noticeable language impairment as the result ofa lesion. Finally,

most lesions are the result of either hemorrhage or ischemia. These lesions can cause

extensive damage to a great number of cortical, subcortical, and white matter structures,

thus localizing of which of the damaged areas aetually contributed most to language

processing becomes impossible. The effects of this problem can he seen in that the

defined extent of any given language-significant area cao become sa large and poorly

defmed as ta be ofno use with regard to linking anatomy ta behaviour. In this regard,

some aphasia researchers (Schwartz, 1984; Caramazza, 1984) even argue that the

eorrespondence between syndromes such as Broea's aphasia or Wernicke's aphasia and

any particular substrate is so poody defmed, that any studies that categorize their subjects

by aphasia syndrome, expecting the syndrome to be an indirect measure ofthe locus of

damage, are fatally flawed. The above having been said, it should be emphasized that the

above mentioned problems do not attempt to minimize the great contribution that

classical aphasiology has made to the study of the neural substrates of language. They

merely serve to highlight that the traditionallesion-based approach is not without its

problems, and that other techniques, such as PET, have gained tremendously in recent

years precisely due to their ability to avoid the aforementioned problems.
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The following sections will present findings obtained using a number of different

techniques; however, since a major focus of this paper is the integration of

neuroanatomical fmdings with those derived from PET, the emphasis will be placed on

presenting functional rather than clinical data. Although the neuroanatomical

connectivity of areas that are implicated in playing a role in language-related processing

shaH be presented in the text to follow, as weH as often summarized via figures, it should

be noted that an exhaustive presentation of all known neuroanatomical linkages are

beyond the scope ofthis paper. Since the figures will serve ta incorporate both

neuroanatomical and functional fmdings in a condensed fonn, a brief word is required to

exp!ain the Iabeling conventions used. Firstly, connectivity between two neuroanatomical

areas is depicted via a solid line connecting those two areas. If, in addition, the

directionality of the connection is also known, this shaH be indicated via an arrowhead;

strong reciprocal connections shaH be indicated by a connecting line with two

arrowheads. Further information about neuroanatomical connectivity may also be given

by naming the neurotransmitter known to be present in a given linkage, as well as its

action, inhibitory or excitatory, if known.

Functional cOIUlectivity, Le. presumed connectivity based upon functional data cao be

oftwo types: (1) CoAct (+/-) indicates that functional studies have found these areas to

coactivate either in a positive direction, i.e. they both activate at the same time, or in a

negative direction, i.e. when one area activates, the other usually deactivates, and (2) COIT

(+/-) indicates that activity within two areas has been found to correlate in either a

positive or a negative direction. CoAct findings, the most common type, result from

subtractive techniques, whereas Corr findings are the result ofperforming inter-regional

correlations. FinaHy, the figures attempt ta correlate specifie substrates with specifie

tasks by noting which tasks resulted in substrate activations or deactivations. To be able

to represent this information on a figure, activations were classified along three

dimensions: (1) input modality of the stimulus, (2) primary processing leveI involved in

carrying out the task, and (3) a task specifie description. For example, an activation

described as being AWRp was the result of an auditory (A) ward (W) repetition (Rp)
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task. The single-Ietter codes used to represent input modality and processing level

information are given in Table 1~ the 2-letter task specifie codes are described in Table 2.

Insert Table 1 about here

Insert Table 2 about here

Although many regions of the brain have been implicated in language processing, we

are obviously unable to examine them ail. As such, the following section shaH be limited

primarily to a discussion ofthose regions that play a role in either the Geschwind or the

Petersen et al. models. The anatomicaI and functionaI fmdings presented in the following

section should enable us to provide a better critique these two competing models.

The Limbic System

The limbic system, itself, is not known to make any direct contribution to either the

comprehension or the production of language. However, due to the vast degree of

connectivity between the limbic system and virtually every other region of the brain (with

particular emphasis on the reciprocaI connections with prefrontal regions), components of

the limbic system may have profound indirect effects on language. This is evidenced by

the fact that, as shaH be detailed below, activation of the anterior cingulate and other

limbic components is commonplace in PET language studies. Having said that, the

literature on the connections of the limbic system is aImost without end. As such, l will

necessarily be forced to limit the description of limbic system connectivity to a minimum,

while focusing mostly on PET studies which have resulted in limbic system activation.

Cingulate Gyms (CG)

The bulk of cingulate activations have been found to occur in the anteriormost

section of the CG. The exact nature of the contribution to language processing made by
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Table 1

Modality and Processing Level Codes

Description Example

Input Modality

X NIA

V visual

A auditory

Processing Level

N noise

S pseudowords "tweal"

W words "tree"

L letter "lrdttrx"

0 other
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Task Specific Codes

Description
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Example

Task

Ld lexical decision

Wg word generation

Vg verb generation

Sg synonym generation

Ag antonym generation

Fw word fIuency

Fc category fIuency

Fv verb generation fluency

Fo orthographic fi uency

Rd read

Rp repeat

Ps passive

Sc semantic categorization

Sm semantic monitoring

(

Pd

Pm

Fd

Ry

phonemic discrimination

phonemic monitoring

feature discrimination

rhyming judgment

make a word/nonword decision

generate a word (any word) with a given attribute

generate one verb for a given noun

generate one synonym for a given
adjective/adverb
generate one antonym

generate as many four letter words as possible

generate the names ofas many animaIs as
possible
generate as many verbs as possible for a given
noun
generate words beginning with the letter "a"

read a word or pseudoword

repeat a word, pseudoword, or letter

listen/look passively

Compare 2 words for semantic features, ideally
this task will have no STM component
monitor input for a word with a given semantic
attribute. This task will require the subject to
retain a target attribute in memory
compare two phonemes and make a
same/different judgment
monitor words/pseudowords for a given target
phoneme
identify a visual feature

decide whether one word/pseudoword rhymes
with another
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the anterior CG is still unclear, although it has been implicated as taking part in a number

of different systems. Sorne have proposed that the anterior CG in an important

component of an anterior attentional system, which is primarily concerned with the

selection among competing, complex contingencies, Le. target detection or "selection for

action" (posner et al, 1988; Petersen et al., 1988; 1989; Posner & Petersen, 1990). A

somewhat different view of the role of the anterior cingulate is held by Fletcher et al.

(1995), who suggest that the anterior cingulate may play a role in the maintenance of

goaI-directed behaviours, in particular, they propose that it may be involved in the

suppression of other influences that might adversely affect goal attainment. Friston et al.

(1993) see the anterior CG involved in two independent functional systems, (1) an

attentional system, and (2) an intentional system. According to the authors, activation of

the proposed intentional system, which is critical to the intrinsic generation ofwords, was

found to be invariant over time, whereas activation of the attentionai system, critical for

the acquisition ofperceptual set, was found to decrease monotonically over time, i.e. level

of activation decreased with practice. They emphasize the finding that any given anterior

cingulate activation may reflect the operation of two independent and overlapping

anatomical systems.

Pandya et al. (1981) divide the CG into three sections, based on the connectivity of

the various sections. The rostral portion (BA 25, BA 32) has connections to the frontal

convexity (BA 9, BA 11/12/13) as weIl as the rostral STG. The medial cingulate (BA 24)

receives afferents from various thalamic nuclei, and projects efferents to frontal premotor

(BA 6), frontal eye field (BA 8), and orbital frontal cortex (BA 11112). The caudal

cingulate (BA 23) sends efferent projections to BA 9 (DLPFC) and BA 11/12 (orbital

frontal cortex). Goldman-Rakic (1987) somewhat simplified this scheme by ooting that

rostral efferents (BA 24) differ in connectivity from caudal efferents (BA 23), thus

pointing to a potential rostral-caudal difference in cingulate function. The anterior CG

has strong reciprocal cormections to the prefrontal cortex (Goldman-Rakic, 1987), and in

particular to BA 6, BA 9, BA 12, and dorsal BA 8. A study of the cytoarchitecture of the

rostral CG found it to be agranular and have a prominent layer V CVogt et al., 1995). The

caudal CG, which appears ta be less involved in language processing, projects to areas 9,
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Il, and 46 (pandya et al., 1988) among others. The retrosplenial area lies somewhat

caudal to the caudal CG, and can be argued to be a part of the parahippocampal

fonnation, although ils connectivity shaH briefly be discussed here, due to its proximity to

the CG. The retrosplenial area is comprised of areas BA 26, BA 29, and BA 30. In a

study which aimed to describe the connections between the DLPFC and the hippocampal

fonnation. Goldman-Rakic et al. (1984) discovered a lateral and a medial pathway

connecting these two structures. Of interest is the fact that the medial pathway is a major

source of reciprocal connections between the DLPFC (BA 9 in the monkey) and the

presubiculum (the retrosplenial cortex). Moreover, the presubiculum aIso receives

afferents from temporal and parietal association cortices, and sends efferents to the

entorhinal cortex. Thus the presuhiculum may serve as a link through \vhich multimodal

association areas may merge inputs and gain access to the mesial memory system; a

system which would he of obvious importance with regard to the encoding, but not the

retrieval, of language. An examination of Figure 1 appears to support the above

presented neuroanatomical evidence ofviewing the CG as being comprised of an antero

medial section, which activates frequently during language tasks, a caudal section, which

appears less involved in language-related processing, and the retrosplenial area, which is

primarily involved in episodic memory encoding (Fletcher et a!., 1995).

Insert Figure 1 about here

A detailed examination of anterior cingulate activations shows Most of them to

involve both auditory and visual presentation ofwords, with most tasks requiring

semantic processing such as verb fluency (Warburton et al., 1996), category fluency (Frith

et aL, 1991a; Warhurton et aL, 1996), orthographie f1uency, (Frith et al., 1991a), verb

generation (petersen et aL, 1989; Raichle et aL, 1994), word generation (Friston et al.,

1993), synonym generation (Klein et aL, 1995), semantic monitoring (petersen et al.,

1988; 1989), semantic categorization (Fletcher et aL, 1995; Zatorre et aL, 1996), episodic
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memory encoding (Fletcher et aL, 1995), and episodic and semantic memory retrieval

(Fletcher et al., 1995). Only one phonological task, a phonemic discrimination task

(Zatorre et aL, 1992), resulted in anterior cingulate activation.

Relatively few caudal cingulate activations were noted, with the only common

attribute being that aIl of the tasks involved the auditory presentation ofwords.

Activations were noted as a result ofphonemic discrimination (Zatorre et al., 1992;

1996), and semantic categorization (Demonet et al., 1992; Zatorre et al., 1996) tasks.

Similarly, activation of the retrosplenial area also occurred only rarely, in response to an

episodic memory encoding task (Fletcher et al., 1995).

The Frontal Lobe

Recent work on the anatomical connectivity and functional significance of frontal

cortex has implicated it in functions that are primarily supramodal and integrative in

nature. Common to many theories of frontal lobe function, is its proposed involvement in

the temporal organization ofpotentially complex behaviours, although many researchers

also agree with the position of Goldman-Rakic (1987), who views the frontal cortex as

significantly contributing to behaviours that are not extemally triggered. Work with non

human primates has been then the primary source of information with regard to obtaining

a better understanding of frontal cortical function and connectivity, and this approach has

been quite effective. Unfortunately, this focus on animal work, has made it exceedingly

difficult for researchers to develop a general framework defining possible frontal

contributions to an ability that is distinct to humans, i.e. language. An interesting

framework has, however, been proposed by Alexander et al. (1989), the result ofan

integration of non-human primate findings on neuroanatomical connectivity and human

lesion studies. This framework separates posteriorlbasal systems, which are capable of

some independent operation, from frontal functional systems, which exercise control on

the posteriorlbasal systems. The authors identified four frontal ftmctional systems: (1) a

system involved in motor control (BA 4, BA 6), responsible for articulation and linguistic

prosody, lateralized to the left posterolateraI cortex, including various subcortical

components, (2) a cognitive system (BA 44, BA 46, BA 6), lateralized to the left lateral

frontal cortex, and involved in grarnmar and word-finding, (3) a formulation system,
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located in anterior frontal regions, implicated in more abstract verbal skills, and (4) an

activation system, located in medial frontal cortex (SMA, anterior cingulate), and

involved in the initiation of verbal communication. The systems vary in their degrees of

lateralization, with the motor and cognitive systems being more lateralized than either the

fonnulation or the activation systems. Although this framework benefits from the fact

that it was constructed based upon current studies ofneuroanatomical connectivity, it also

does have a few potential drawbacks. Firstly, the fIexibility of the framework is a result

of a lack of specificity with regard to the precise definition ofthe substrates involved in,

and the postulated functions attributed to, each system. Secondly, validation for the

functions assigned to each systems, has come primarily through the examination of

damaged language systems, Le. patient populations.

Innumerable connections exist between the frontallohes and other brain regions,

most ofwhich are reciprocal in nature. Neurotransmitter distribution of the frontal cortex

is still under investigation. Cholinergie neurons are broadly distributed throughout the

entire frontal cortex, as throughout aIl cortex in general. Distribution ofdopaminergic

neurons throughout the primate frontal cortex has recently been investigated by Williams

and Goldman-Rakic (1993). Among their major findings were: (1) distribution of

dopamine does not respect cytoarchitectural boundaries, (2) dopamine concentration is

greater in the medial regions and declines as one moves laterally, and (3) dopamine

concentration declines as one moves rostrally and caudally from areas 8 and 6 (SMA).

Inferior Frontal Gyms/Cortex - (IFG)

The !Ianterior speech area" and "Broca's area" are two terms that are used

synonymously. This dates from Paul Broca's discovery that damage to the posterior part

of the IFG of the left hemisphere can cause language production problems (Broca, 1861;

1865). Unfortunately, Broca's area itself is not particularly weIl delimited (Broca's own

patient had extensive subcortical damage), and its connection with the rather

amorphously defined "Broca's aphasia Il serves to muddy the waters even further (see

Mohr (1976) for an in depth review ofhow Broca's area relates to Broca's aphasia). As

such, l will define the anterior speech area as being comprised of the pars opercularis and
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the caudal part of the pars triangularis. In cytoarchitectural tenns, these areas correspond

to Brodmann's (1909) areas 44 and 45, respectively.

The proposed involvement ofthe inferior frontal gyms is quite varied, ranging from

the processing of segmented phonology, occurring in the more caudal areas (Zatorre et al.,

1996; Paulesu et al., 1996) to the storage and processing of semantic information, in the

more rostrally situated areas (Petersen et al., 1988; 1989). An attempt to unify the

anterior and the posterior speech areas has lead to the assertion that highly structured

semantic information is stored in the posterior area, whereas the mechanism needed to

access and manipulate that information is located in the anterior area (Binder et aL, 1993).

Damage to the anterior area would result in semantic access errors while leaving the

information itself intact, whereas damage to the posterior area would result in the actual

loss of semantic information (Shallice, 1989). Along the same lines, Binder et al. (1994b)

propose an integrative approach, suggesting that both the anterior speech area and the

posterior polymodal areas comprise a distributed network, with each node in the network

providing a complementary function.

Clinicians have typically associated damage to the anterior speech area with errors in

speech production, a c1assical symptorn of Broca's aphasia, whereas damage to the

posterior speech area has been associated with errors of comprehension, a symptom of

Wemicke's aphasia. Although this dichotomy has clinical utility, current

electrophysiological work has, however, found that the anterior speech area rnay be

involved in both speech production and comprehension. Schaeffier et al. (1996),

implanted patients with subdural electrodes and found that although stimulation of the

cortex of the posterior portion of the inferior frontal gyms (reported as Broca's area) did

indeed result in expressive errors, receptive errors were produced equally by stimulation

ofeither Broca's or Wemicke's area. Similarly, other researchers have noted that

stimulation ofeither the anterior or the posterior speech areas, can result in similar errors,

such as errors in counting, inability to name objects, or the generation of phonemic or

semantic paraphasias during object oaming (Penfield & Roberts, 1959; Ojemann et al.,

1989). These results suggest that the anterior/posterior dichotomy might be oot be as
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strong as traditionally assumed. Aiso suggested by these results, is the existence of a

rather strong link between the anterior and the posterior speech areas.

Area 44. According to sorne researchers, the potential invoivement of a particular

area in language processing may be inferred from two different types of physical

asymmetry: (1) Ieft-right asymmetty in humans, with the area on the left assumed to be

larger and more involved in language than its homologous area on the right, and (2) inter·

species asymmetry, that is to say, if a given area is proportionally larger in one species

than in another, when measured against surrounding areas, then this asymmetry may

reflect the fact that different species may make differential demands on that particular

substrate. Both ofthese methods of detennining involvement in language processing

assume a positive correlation between size of area and processing capacity, and both of

these techniques have been used to explore BA 44. As an example of the fust type of

asymmetry study, Galaburda (1980) found BA 44 in humans to be Iarger on the Ieft than

its homologue on the right. Another left-right asynunetry study by Scheibel (1984)

compared the degree of dendritic branching found in layer III pyramidal neurons of the

pars opercularis and caudal pars triangularis in eight recentIy deceased subjects. Scheibel

hypothesized that a within-subjects comparison of the Ieft opercular region with the right

homologous region, shouid show a greater degree of dendritic complexity on the Ieft, due

to this area's known involvement in speech, and in Iight of the asymmetry found by

Galaburda (1980). Tissue sampIes, although taken from both areas 44 and 45, were

primarily representative of area 44 (pars opercularis). The findings showed that, although

the total dendritic length between the two areas did not differ significant1y, the left side

did show that its total dendritic length was comprised ofa greater number ofhigher order

branches. The author interpreted the greater degree ofbranching found in left opercular

level ID pyramidal neurons to reflect a potential for more complex infonnation

processing.

Investigation of the cytoarchitecture ofBA 44 in humans by Petrides and Pandya

(1994) found this area to have a very poorly developed layer IV (the granular layer), thus

indicating a paucity of thalamic inputs, as weIl as very large pyramidal cells located in the

lower part of layer III, and a densely packed layer ll. These investigators aIso were able
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to isolate a homologous area in the monkey, i.e. an area with similar cytoarchitecture,

located in a similar position in the frontal lobe. The monkey homologue was determined

to be situated on the posterior bank of the lower ramus of the arcuate suIcus. This area in

the macaque is much smaller than BA 44 in the human, potentially pointing to its unique

contribution to language processing. Connections between this area and other areas in the

macaque monkey were investigated by Deacon (1992). Deacon found this area to connect

mainly with motor areas such as the premotor, supplementary mator and the precentral

motor cortex, although sorne parietal connections to the inferior parietal cortex and the

dorsal opercular bank of the Sylvian fissure were also noted. Frontal connections were

sparse and consisted ofareas to which area 45 aiso projected, such as the sulcus

principalis, the ventrallateral prefrontal cortex, the anterior cingulate, and the dorsal

insular cortex.

Insert Figure 2 about here

Various researchers conducting activation studies have implicated left BA 44 and

BA 45 in phonetic segmentation (Zatorre et al., 1996; Paulesu et al., 1996), a subvocal

rehearsal system (Paulesu et al., 1993), a store for articulatory representations or to

provide access to such a store (Zatorre et al., 1992), and an intentional system (Friston et

al., 1993). An examination of BA 44 activations suggests that they might he divided to

two qualitatively different types; those located quite close to the premotor cortex, and

thus strongly associated with articulatory programming, and those more rostrally situated

activations that appear ta be more involved in phonetic segmentation (see Figure 2). An

example of the former is provided by Paus et al. (in press), who, during a phoneme

production task, did not find BA 44 activation, but did report a left precentraI gyms

activation. Evidence that rostral BA 44, conversely, is less involved in articulatory

programming, is given by Paulesu et al. (1996), in finding Ieft BA 44 activation during a

rhyming and a short-term memory task that required no verbal response. Ofthe

remaining activations, most ofthem are the result of auditory stimulus presentation, and
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are located either in mid BA 44, or near the bowuia..ry ofBA 44 and BA 6, with the

phonological tasks generally situated caudally, and the semantic tasks situated rostrally.

Phonological activations were noted during phonemic discrimination tasks (Zatorre et al.,

1992), rhyming tasks (Paulesu et al., 1993; 1996), and phonemic monitoring tasks

(Zatorre et al., 1996), whereas more rostral semantic activations were noted for tasks

involving the generation of a word in response ta a letter stimulus (Friston et al., 1993),

and a verb fluency task (Warburton et al., 1996).

Activations occurring at the boundary of BA 44 and BA 45 are similar in nature to

those fOWld in BA 44, i.e. most of the activations resulted from auditorily presented

stimuli, and most of the tasks had a strong phonological component. The phonological

tasks included tasks such as rhyming (paulesu et al., 1996), phonemic discrimination

(Zatorre et al., 1996), phonemic monitoring (Demonet et al., 1992), and the sHent

repetition ofpseudowords (Warburton et al., 1996). The only tasks noted to produce

activations in this area that had a strong semantic component were verbal tluency tasks

(Wise et al., 1991, Warburton et al., 1996), and a task in which subjects were required to

make concrete/abstract judgments on visually presented nouns (Desmond et al., 1995).

Tasks requiring semantic categorization (Wise et al., 1991), or category fluency

(Warburton et al., 1996) did not result in BA 44/45 activations, thus questioning the role

that this area plays in making subordinate category judgments.

Area 45. A number ofstudies examining left-right BA 45 asymmetries in humans,

as well as inter-species BA 45 asymmetries have been done. In a post mortem study of

cytoarchitectonic asymmetries of BA 45 in 19 human brains, Hayes and Lewis (1995)

found that the pyramidal cells of layer ID had a significantly larger cross-sectional area in

the left hemisphere than in the right. The authors interpreted this asymmetry to indicate

that the larger layer ID pyramidal cells might potentially be involved in certain lateralized

aspects ofmotor speech ftmction. Application of the concept ofreet, core, and belt lines

(Galaburda & Pandya, 1983), in which infonnation is fed forward from layer ID into layer

IV, would argue for the possibility of information flow from area 44 layer ID rostrally ioto

layer IV of area 45. Conversely, infonnation could flow from area 45 to area 44 via feed

back linkages from layer VI to layer I. In. another investigation of the degree of
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asymmetry of the pars triangularis, Foundas et al. (1996) found that, of Il patients, who

had previously undergone sodium Amytal testing in arder ta detennine language

lateralization ( 10 with left hemisphere language, 1 with right hemisphere language),

volumetrie analysis of their MRl scans identified 9 of the 10 left hemisphere language

patients ta have had a significant leftward pars triangularis asymmetry, and showed the 1

right hemisphere patient to have had a significant rightward asymmetry. The researchers

also note that for 10 of the Il patients, the direction ofpars triangularis asymmetry

coincided to the direction of planum temporale asymmetry, thus linking both pars

triangularis and planum temporale asynunetry to speech production~as measured by

sodium Amytal testing.

The architectonies of BA 45 in both humans and the monkey was explored by

Petrides and Pandya (1994). Cytoarchitectonically, this area differs from BA 44 in that it

has a very weIl developed layer IV. Lower layer mpyramidal celIs are well represented

and layer II is also well developed, just as in BA 44. Minor cytoarchitectonic differences

within BA 45 resulted in the authors subdividing this area into a rostral part (45A) and a

caudal part (45B). A cytoarchitectonically similar area was noted in the monkey, and was

thus similarly subdivided into area 45A, lying on the anterior convexity of the arcuate

sulcus, and area 45B, lying within the rostral bank of the arcuate sulcus. Of interest is

that the caudal area 45B is relatively much larger in the human than in the macaque, a

finding which is similar to that for BA 44, whereas the more rostral area 45A does not

seem to show this inter-species asymmetry to the same extent. This fmding is in

accordance with the belief that the area critical to language processing in the left frontal

lobe is comprised of the pars opercularis and caudal pars triangularis (areas 44 and 45B).

In accordance with the above findings, Deacon (1992) found area 45B in the monkey to

connect primarily with prefrontal and auditory cortex~ as opposed to the primarily motor

related connections reflective of area 44. Ofparticular interest is that connections were

noted between this area and the superior temporal gyrus as weIl as the dorsal bank of the

superior temporal sulcus, as depicted in Figure 3. This implies that the granular layer of

area 45B might he the primary inferior frontal receiving area for information transported

from the STG via the arcuate fasciculus, in accordance with the Geschwind mode!.
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Insert Figure 3 about here

The functional contribution of BA 45 is difficult to define because most researchers

do not attempt to differentiate BA 44 contributions from those ofBA 45. As such, many

of the functions that have been attributed to BA 44, are also attributed to BA 45.

Nonetheless, sorne similarities as well as differences between these two areas cao be

noted. The primary similarity between these two areas is in that phonological tasks such

as phonemic discrimination (Fiez et al., 1993; Zatorre et al., 1996) and rhyming (Klein et

al., 1995, Paulesu et al., 1996) can resu!t in either BA 44 or BA 45 activations. BA 45

activations differentiate themselves from those of BA 44 in that they appear to be more

involved in both active and passive tasks in which words, rather than letter strings or

pseudowords, are processed, thus indicating semantic-related processing. As was the

case for the more active tasks, passive activations were not dependent upon input

modality (Petersen et al., 1990; Zatorre et al., 1992). The active tasks consisted ofverb

generation (Petersen et al., 1989; Raichle et al., 1994), synonym generation (Klein et al.,

1995), and semantic categorization (Kapur et al., 1994). A Ione verb fluency activation

was found near the boundary with BA 46 (Warburton et al., 1996), in accordance with the

accepted role of the dorsolateral prefrontal cortex in fluency tasks. As such, BA 45

appears to be more involved in semantic processing than fluency.

Areas 47 and Il. The possible involvement ofBA 47 in language related processing

is indicated by the fact that it's located very close to the areas classically associated with

language production, i.e. just inferior to BA 45, as weIl as inferior and rostral to BA 44.

It should he noted, however, that BA 47 activation is not found nearly as frequently as

BA 45 or BA 44 activations, perhaps as a result ofthe nature of the activation tasks used.

Petrides and Pandya (1994) defined an area, area 47/12, that they identified as being

cytoarchitectonically homologous in both man and macaque. This area does not appear to

show any significant relative inter-species asymmetry, thus allowing us to propose that

this area might serve the same functionaI purpose in both human and non-human
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primates. CytoarchitectonicaIly, area 47/12 is defined bya distinct layer II and a weIl

developed layer IV. Layer III contains small and medium sized neurons in the upper part

and larger pyramidal neurons in the Iower part. Layers V and VI contain small and

medium sized pyramidal neurons.

BA 47/ Il activations cao be characterized by the scarcity ofactivations related to

phonologicaI processing, a Iack ofactivations resulting from verbal fluency tasks, a

tendency for the tasks to be visual rather than auditory, particularly with regard to BA Il

activations, and a predominance of semantic tasks. Semantic tasks include semantic

categorization (Kapur et al., 1994), verb generation (Petersen et aL, 1989), semantic

monitoring (petersen et al., 1989), and synonym generation (Klein et aL, 1995). Passive

tasks involving the presentation ofwords have also resulted in BA 47 activation (Petersen

et aL, 1990; Zatorre et aL, 1992). Those who believe that the role ofleft BA 47 is

primarily semantic in nature, propose that these activations, in response ta passive word

presentation, retlect the automatic activation of the semantic system (posner & Snyder,

1975; Petersen et aL, 1990; Zatorre et aL, 1992; Price et al., 1996). Aiso ofinterest, and

contrary to other language-related prefrontal areas, right-sided BA 47 activations have

also been noted, although Most of these activations have been the result of tasks with a

prominent memory component, such as retrieval from episodic, but not semantic,

memory (Fletcher et aL, 1995), or maintenance in short-tenn memory ofboth words or

pseudowords (Fiez et aL, 1996b), thus indicating fimctionallateralization of left and right

BA 47.

The Parietal Lobe

The parietal lobe of the left hemisphere is historically associated with language

processing for a number ofreasons. Firstly, the rather lose definition ofWemicke's area,

an area whose damage is frequently associated with fluent aphasia, has allowed this area

ta encompass not only the posterior third ofthe superior temporal gyms as defined by

Geschwind (1969), but also the angular gyms and the supramarginal gyms, both ofwhich

are located within the inferior parietal lobe. Secondly, the angular gyms, a parietal area

which corresponds with area 39 ofBrodmann (1909), plays a critical role in the

disconnection theory model of language as proposed by Geschwind (1965).
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Inferior Parietal Lobule OPL) : Supramarginal Gyms

Isolating the function of the supramarginal gyms (roughly equivalent to BA 40) on

the basis ofhuman lesion data is rather difficult due ta its proximity to the posterior STG

and the angular gyms, and that focallesions ofthe supramarginal gyms are rare. CapIan

et al. (1995), in an attempt to correlate symptomology with posterior speech area damage,

performed a morphometric analysis of the MRIs of 10 aphasic patients, who had

presented with difficulties in phonemic discrimination. The researchers fOWld that

damage to the Ieft supramarginal gyms and/or the bordering parietal operculum was most

often associated with errors in phonemic discrimination and identification.

Activation studies have supported the proposaI that the left supramarginal gyms is

primarily activated during the execution of tasks with a phonological component, such as

orthographic fluency (Rueckert et al., 1994), phonological short-term memory access

(Paulesu et al., 1993; 1996), complex phonemic discrimination or phonemic monitoring

(Demonet et al., 1993; Zatorre et al., 1996) or feature detection during display of a letter

string (priee et al., 1996). Activations occurred without regard to presentation modality,

and aIl were lateralized to the left. These findings support the claim of Paulesu et al.

(1993; 1996), that left BA 40 functions primarily as a short-term phonological store.

Arguing against the role of the supramarginal gyrus in general phonological processing,

Paulesu et al. (1993) report left BA 40 activation during a short-term memory task that

required aceess to the phonologieal store, but not during a letter rhymingjudgment task,

that did not require such access. The authors eonclude that Ieft BA 40 is the site of the

short-term phonological store component of the articulatory loop system, and that it will

always activate when faced with a task that has a phonological short-tenn memory

component.

Inferior Parietal Lobule (lPL) : Angular Gyrus

It should be noted that although the angular gyrus has been împlicated in language

processing, from a clinicaI point of view, damage ta the Ieft angular gyrus is primarily

associated with Gerstmann's syndrome (Gold, 1995). Gerstmann's syndrome is

assoeiated with left-right confusion, alexia, agraphia, and acalculia. The aforementioned

symptoms serve to point to the involvement of the left angular gyms in language, as weIl
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as its apparent involvement in body-centered spatial processing. Dejerine (1891)

suggested that the left angular gyms was the locus ofvisuaI word images~ i.e. a visual

ward lexicon. Damage to the left angular gyrus results in both alexia and agraphia

(Benson & Geschwind~ 1969). Geschwind (1965) believed that the left angular gyms

contained mIes that were used to either recode visual word fonns into their phonological

equivalents or vice versa. He also believed that the visual word fonn to phonology

recoding was essential in order to access either the anterior speech area or the semantic

system.

The areas ofgreatest interest in the IPL, with regard to language processing, is the

multimodal area located in the caudalmost part of the IPL, consisting of the caudal part of

area PG and area Opte This area can be considered as containing, in part, the angular

gyrus and Brodmann's area 39. Efferent fibers from this area have been found to project

to area 46 and to the dorsal areas 8 and 6 in the frontal lobes. (pandya & Yeterian, 1990),

the association cortex of the upper bank of the STS (areas TPO and PGa), area Tpt

(Pandya & Sanides, 1973), the caudal cingulate gyrus (area 23), and the parahippocampal

gyrus (areas TF, TH, and TL) ( Pandya et al., 1988). Afferents are received from the

posterior cingulate (area 23) (Pandya et al., 1988) and from the inferior temporo-occipital

region (Henderson et al, 1986).

Prior to presentation of the activation studies demonstrating activation in the area of

the angular gyrus, one should fust take note ofa relevant finding made by Mwi et al.

(1996). In a recent fMRI study, Muri et al. (1996) claim to have identified the locus of

the human posterior eye field (PEF), reportedly located deep in the intraparietal sulcus,

bordering Brodmann areas 39 and 40. Ofnote is that this area is very close to the area

which has been shown to activate in response to reading visually presented words. As

such, and assuming that there is no lateralization of function within the PEFs, bilateral

activation in this area, or activation of this area in concert with a frontal eye field, must

always be regarded as potentially reflecting the activity of the PEFs, rather than the

activation ofa "visual word store". To illustrate this point, Demonet et al. (1994) found

bilateral activation of the angular gyrus during execution ofa lexico-semantic task. This

resuJt suggests either (1) that the bilateral activation reflects activation of the posterior
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eye fields (Muri et al., 1996), and/or (2) that a connection may exist between the left and

the right angular gyri, and that this connection is not inhibited during lexico-semantic

processing. üther studies have similarly found either bilateral angular gyrus activation

(Kapur et al., 1994; Demonet et al., 1993), or anguJar gyrus activation in concert with left

frontal eye field (BA 8) activation (Demonet et al., 1992; 1993). Bilateral angular gyms

activation during semantic tasks has led these authors to argue for the involvement of left

and right angular gyri in semantic processing, even though bilateral angular gyrus

activation has also been noted during the performance of a phonemic discrimination task

(Kapur et al., 1994). Altematively, it could be argued that these particular angular gyms

activations might be more associated with eye movement and the inclination ofsubjects

to move their eyes during demanding tasks.

Insert Figure 4 about here

Researchers perfonning activation studies have proposed that the angular gyms may

be (1) an area important for semantic processing (Demonet et al., 1992; 1993), (2) a

"ward fonn area" (Menard et al., 1996), in support of Dejerine (1891), and (3) an area

involved in the phonological coding ofboth auditorily and visuaUy presented words

(petersen et al., 1990), in an extension to the proposai of Geschwind (1965). As can be

seen in Figure 4, most of the tasks associated with angular gyrus activation are semantic

in nature, although activations have also been reported during tasks requiring passive

presentation ofwords and pseudowords (Fiez et al., 1996a; Petersen et al., 1990), reading

(Menard et al., 1996), as weIl as rhyming tasks (petersen et al., 1990). Ofthe semantic

activations, those related to fluency, such as orthographie fluency (Frith et al., 1991a),

category fluency (Frith et al., 199 la; Warburton et al., 1996), and verb fluency

(Warburton et al., 1996) appear predominant. Activation has not yet been fOWld in

response to simple word repetition tasks.
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The Temporal Lobe

The functional significance of the dominant temporal lobe to language processing

has long been known, primarily as a result of post mortem studies of aphasie patients.

The tirst to make the connection between language impainnent, primarily in the realm of

language comprehension, and damage to the posterior region of the superior temporal

gyms was Wernicke (1874). Since then, the actual area encompassed by Wemicke's area

has been the source of sorne confusion (Bogen & Bogen, 1976), mostly due to the fact

that classical aphasiology has a1ways been more interested in correlating rather abstract,

and constantly changing, symptom profiles with neuroanatomy, rather than simply

correlating specifie symptoms with neuroanatomy. As a result ofthis approach,

Wernicke's area can be interpreted as encompassing most of the middle and posterior left

temporal lobe, as weB as the entire inferior parietal lobe. Since this definition of

Wernicke's area is obviously too broad to serve any useful purpose, the following

paragraphs will refer ta the various subareas that comprise the posterior speech area by

either gyral anatomy or cytoarchitectonic designation.

Superior Temporal Region (STR)

The two structures of interest located on the dorsal surface of the temporal lobe

consist of Heschl's gyri, the locus of the primary auditory cortex (PAC), and the planum

temporale. We shaH tirst explore the general structure of this region, prior to examining

these areas in particular.

The cytoarchitecture of the STR was elucidated by Galaburda and Pandya (1983).

They proposed a system of three rostrocaudallines, starting at the temporal pole and

running caudally until the end of the Sylvian fissure. These lines were designated as the

root, core, and belt lines, and the detailed interconnections between these regions were

expanded upon by Cipolloni and Pandya (1989). In addition to detailing both the intra

and interhemispheric cOlUlectioos ofthese areas (primarily via layer ill), these authors

al50 noted that the root line received projections from the insula, and that the core and

belt lines received projections from the superior temporal sulcus (STS). Since Galaburda

and Pandya (1983) had previously ooted the existence ofprojections emanating from the

primary auditory areas to parasensory areas, and then 00 to association cortex in the STS
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and the insula, the findings of Cipolloni and Pandya (1989) suggest that the connections

between PAC and multimodai association areas are reciprocal. This is ofparticular

interest ta the area of language processing, since the insula and the cortex of the STS are

known to be multimodal association areas and may thus be involved in amodal language

processing. Connectivity of the STR to subcortical structures is defined by (1) the

existence of the expected linkage from the ventral medial geniculate nucleus (MGN) of

the thalamus to the PAC, (2) the connection from the dorsal MGN to BA 42 and BA 22,

as weIl as (3) a reciprocal corticothalamic projections from aIl STR areas back to the

MGN (pandya et al., 1994). STR corticothalamic projections arise primarily from layer

VI and likely use glutamate as a neurotransmitter.

Primary Auditory Cortex CPAC)

Heschl's gyms afferents are aIl subcortical, while efferents project to the insula, the

frontal operculum, the planum temporale, the supramarginal gyrus, and the angular gyrus

(Galaburda & Sanides, 1980; Carpenter & Sutin, 1983). Studies of the PAC of the cat by

Prieto et al. (1994) have helped to shed sorne light on the cytoarchitectonic and

neurochemical structure of this primary receiving area. The PAC was found to contain a

high concentration of inhibitory GABAergic neurons (24.6%), measured across aIl layers,

with layer 1showing the highest concentration at 94%. Results ofactivation studies shaH

not be discussed in depth at this point, other than to note (1) that PAC activation is

routinely found during auditory stimulus presentation, and (2) researchers are starting to

correlate PAC activation with other regions in order to detennine the extent ofmodality

specifie processing found at the site, i.e. a high correlation with PAC implies that the

other area has a greater involvement in lower-level acoustic processing.

Planum Temporale

Ollie interest in the left planum temporale (pn in language processing stems from the

finding by Geschwind and Levitsky (1968) that the planum temporale was larger on the

left than on the right in approximately 65% of the cases that they examined. This finding,

when combined with the finding that approximately 96% ofall right-handers are left

hemisphere for language (Rasmussen & Milner, 1975; 1977), has served to point to a

possible role of the planum temporale in language processing. Although the evidence



(

Comparing Models
38

supporting planum temporale asymmetry is quite strong~ its existence and/or its

interpretation is by no means undisputed. Musiek and Reeves (1990), for example, found

the planum temporale ta be larger on the left, but also found a suniIar asymmetry for

Heschl's gyms, thus painting to the predominance of the left hemisphere in general

auditory processing, rather than language related processing. The Heschl's gyrus

asymmetry found by Musiek and Reeves has recently been further explored by Penhune et

al. (1996), who, in an in-vivo MRI study ofPAC volume, noted that the L>R asymmetry

is due to an increase in left PAC white matter, reflecting greater left-sided connectivity.

The volume of PAC gray matter was not found to differ significantly between

hemispheres. The authors suggest that the increase in left PAC connectivity might be

related to the left hemisphere's dominance for speech, thus arguing that specialized

speech-Ievel processing begins much earlier than has previously been suggested.

On a fmal note with regard to PT asymmetry, it has recently come to light that the

technique used to measure PT volume or surface area can, itself~ have an effect on

whether or not an asymmetry is found. Westbury et al. (1996), for example, investigated

this possibility by measuring PT asymmetry, using in-vivo MRI scans, via both a classical

knife-cut method and an objective rule-based method. The results were in the expected

direction, with the classical method showing an asymmetry, and the rule-based method

indicating no asymmetry. This study demonstrates that studies of PT asymmetry must be

interpreted with care, and close attention paid to how the area of the PT is defmed and

measured.

Results from activation studies are varied, and do not definitively answer the

question of whether the PT does contribute to phoneme-Ievel language processing, or

whether its function is confined to general acoustic analysis, like the PAC. Evidence for

sorne involvement of the left PT in linguistic processing was found by Paulesu et al.

(1996) who found activation during a letter rhyming judgment task. Of significance was

that the PT activated even though stimuli were presented visually and the subjects had to

respond manually. The manuai response is significant because Paus et al. (in press) aIso

found left PT activation during a simple phoneme production task in which subjects were

not allowed to hear their own speech. This activation, in the absence to speech input,
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could be explained as a result ofcorollary discharge emanating from frontal motor or

premctor areas~ although this would not explain the findings ofPauIesu et al. (1996). The

Paus et al. group aIse found that both the rate of phoneme production and bilateraI

putamen activation correlated positively with PT activation. These results, unlike those

ofPaulesu et al. (1996), emphasize the involvement of the PT in quite low-Ievel

processing, perhaps fimctioning to modulate the perception ofone's own voice.

Superior Temporal GymS (STG)

Wemicke (1874) found that damage to the posterior STG as weIl as to cortex in the

adjacent inîerior parietal lobe and the posterior middle temporal gyrus (MTG) was

associated with difficulties in language comprehension. Geschwind (1969), in an attempt

to clarify the extent of Wernicke's area, reduced the core of Wemicke's area to include

only the posterior third of the left STG, although many researchers still use a somewhat

more liberal defmition of the area. The posterior STG has been associated with

processing at both the semantic and phonologicallevel. Paulesu et al. (1996), for

example, propose that this area is the store for whole word phonology, which is conveyed

to the anterior speech area via the insula, which converts from whole worc anology to

segmented phonology en route. The notion that this area is the locus of a whole word

phonology store is not dissimilar from that proposed by Geschwind (1965), although the

proposed routes by which information is transferred to the anterior speech area are quite

different. While not denying that the posterior STG plays a role in phonological

processing, Binder et al. (1993) have proposed that this area might also be involved in

lexico-semantics. They propose a dichotomy in which highly structured fonns of

semantic information are stored in the posterior speech area~ and that access to this

semantic store cao only gained by the engagement ofspecialized retrieval mechanisms,

located at the anterior speech area. The distinction between storage and retrieval is in

accordance with the ideas of Shallice (1989), and receive support from lesion studies

correlating site of lesion with the occurrence of a "pure" semantic deficit. In such a study,

in which Hart and Gordon (1990) compared lesion sites ofthree patients with a "pure"

semantic deficit with those ofother aphasies, the authors were able to isolate an area

encompassing the posterior portion ofthe left STG and MTG as well as the inferior
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portion of the left inferior parietal lobe, which, when damaged, aIways resulted in a

semantic impairment. Patients with lesions only slightly encroaching into this area

suffered less severe semantic deficits, implying that the lesion is associated with partial

destruction of the semantic store, rather than impairment of a semantic access

mechanism.

The area ofthe STG, which corresponds roughly ta BA 22, can be defmed

cytoarchitectonically (Seltzer & Pandya, 1978; Galaburda & Pandya, 1983), or

altematively, it may be segmented on the basis on the long cortico-cortical efferents

which project from it (Chavis & Pandya, 1976). Although most of the work tracing the

connectivity of this region has been done on monkeys, it is assumed that much of the

connectivity between human and non-human primates is sunilar, ifnot identical. Studies,

similar in nature ta the work ofPetrides and Pandya (1994), giving a correspondence

between monkey and human cytoarchitectonics in the area of the STG, are underwayand

will prove helpful in future studies ofhuman STG connectivity.

In an early attempt to map the STG, Chavis and Pandya (1976), divided the STO into

three association areas, based upon cortico-cortical projections. These areas were named

AA 1, AA2 and AA3, proceeding in a caudal ta rostral direction, and projected to BA 8,

dorsal prefrontal areas, and medial prefrontai and orbitofrontal areas, respectively. The

distinct temporofrontal fiber tracts projecting from the belt regions of the STG were

further highlighted by Petrides and Pandya (1988). They found that rostral areas (pro,

Ts l, Ts2) projected to mediaI and orbital frontal cortex via the uncinate fasciculus,

whereas the fibers originating from the middle part ofthe STG (Ts3, paAlt) projected to

lateral frontal and dorsal medial areas via the extreme capsule situated dorsal to the fibers

of the uncinate fasciculus, and the fibers originating from the temporoparietal area (Tpt)

projected to the frontal lobe via the extreme capsule, the arcuate fasciculus, and the

superior longitudinal fasciculus (see Figure 5). Pandya et al. (1988) also found

temporofrontal projections to be distributed in a sunilar caudal to rostral pattern as was

observed by Chavis and Pandya (1976), and similarly noted that mast STG belt areas aiso

projected to polymodal and paralimbic areas as weIl.
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Insert Figure 5 about here

Although activation profiles for the STG are quite heterogeneous, most researchers

propose a crucial role for this region in language processing. Wise et al. (1991) quite

elegantly provided evidence for this by ooting that left posterior STG blood flow did not

correlate highly with the rate ofword presentation (r=.36). Conversely, other areas such

as the right posterior STG and the PAC were found to correlate significantly with

presentation rate. This finding was interpreted as support for the proposaI that the left

posterior STG is primarily involved in processing that is not strictly defmed by low level

stimulus related processing. This finding has been challenged by Binder et al. (19??),

who found left STG ta correlate strongly with presentation rate. This study, however,

suffered from a oumber ofweaknesses, such as (1) only 3 subjects were examined, and

(2) the correlations were not localized to the posterior STG, Le. sorne subjects showed

strong rostral STG correlations, others showed medial or caudal STG correlations.

Bilateral decreases in posterior STG have been noted during semantic categorization

tasks (Kapur et aL, 1994), word generation tasks (Friston et al., 1993; Fletcher et al.,

1995), and word fluency tasks (Frith et al., 1991 a), whereas bitemporal increases were

found during an episodic memory encoding task (Fletcher et al., 1995) and a lexical

decision task (Frith et al., 1991 a). Bitemporal decreases, which are often associated with

increases in BA 46 activation (Friston et aL, 1993; Frith et al., 1991a), have been linked

to an attentional shift away from modality specifie processing (Kapur et aL, 1994; Frith et

al., 1991a; 1991b) ta higher level, possibly semantic, processing. Fletcher et al. (1995),

noting bitemporal increases during an episodic memory encoding task and bitemporal

rCBF decreases during a retrieval task, interpreted these findings to reflect that more

phonological and semantic processing occurs during initial encoding than during

retrieval. Frith et al. (1991 a) had a somewhat different interpretation for the bitemporal

increases found during a lexical decision task. The increases, according ta the authors,

reflected a spreading activation through an auditory word lexicon located in the superior
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temporal cortex. Blood f10w reduction in the STG together with BA 46 activation during

a word generate task, thus reflected BA 46 inhibiting inappropriate lexical items.

A semantic role for the posterior STG was proposed by Wise et al. (1991) who found

that the presentation ofboth words and pseudowords resulted in similar activations

during tasks that involved passive semantic processing, such as listening to the passive

presentation ofpseudowords, and those that required more active semantic processing,

such as semantic categorization and verb fluency. The authors reasoned that, since no

frontal activations were observed during the semantic tasks, as would be predicted by

Petersen et al. (1988; 1989), semantic processing must have been carried out in the STG.

Activations related to phonological processing, which seem to be more strongly

lateralized to the left STG, have been observed during tasks requiring rhyming judgment

(Paulesu et al., 1996), phonemic monitoring (Demonet et al., 1992), and the auditory

presentation of words and pseudowords (Fiez et al., 1996a). Fiez et al. (1996a) see the

role of the posterior STG region to be much more phonological in nature than semantic,

postulating that it functions as a fonn of short-term storage for speech information. This

is somewhat in accordance with the view of Paulesu et al. (1996) that the left

supramarginal gyrus serves as a phonologicaI store.

Superior Temporal Sulcus (STS)

The STS serves as a multimodal association area (Galaburcla & Pandya, 1983), and

has both afferent and efferent connections with the belt and core lines of the superior

temporal region (Cipolloni & Pandya, 1989). Afferents are received on the upper bank of

the STS (areas TPO and PGa) from the posterior cingulate cortex (area 23) (pandya et al.,

1988).

Activation patterns for the STS are sunHar to those of the STG. Bilateral activations

were noted dwing the execution oftasks that might activate semantics, such as lexical

decision (Frith et al., 1991a), repeating auditorily presented words (Howard et al., 1992),

and passively listening to pseudowords, words, and text passages (Binder et al., 1994a).

Both Frith et al. (1991a) and Howard et al. (1992) argue that these results provide support

for the hypothesis that the auditory input word lexicon is located in the area of the STS.

Although purely phonological tasks appear less likely to result in STS activation,
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Demonet et al. (1992) were able to demonstrate mid-STS activation during a phonemie

monitoring task~ possibly arguing against the existence of a whole word lexicon at this

location.

Middle Temporal Gyms fMTG) / Temporo-Oecipital Junction

Hart and Gordon (1990), in a study of aphasies with pure semantic deficits, found

that the area of overlap of the lesion sites eneompassed the left posterior 25% of BA 22

and BA 21, as weIl as a small amount ofrostral BA 39 and BA 37. The authors referred

to this area as the left posterior temporo-parieto-occipital junction. AIl patients with

lesions that eneroached upon this area showed semantic deficits, whereas patients without

semantic deficits never had lesions that invaded this area. The authors interpreted this

fmding as conclusive prooffor the essential role that this area must play in semantie

processing. Unfortunately, the results of activation studies do not point quite as clearly to

the involvement ofthis region in semantie proeessing.

For the purpose ofexamining activations, this region shaH be defined as being

comprised of BA 21 and the lateral surface of BA 37. An inspection of the characteristics

of the activation tasks, yield very little in common between them. Activations have been

obtained by both auditory and visual presentation ofwords and pseudowords alike,

although tasks in which words were presented auditorily seem to be somewhat more

predominant. With regard to the activation tasks themselves, activations have been

obtained for passive presentation of words (Zatorre et al., 1992), word repetition (Howard

et aL, 1992), phonologicaI monitoring (Demonet et al., 1992), semantie eategorization

(Demonet et aL, 1992), verb generation (Raiehle et al., 1994), verb fluency (Warburton et

aL, 1996), and visual feature deteetion (price et aL, 1996). Most activations were

lateralized to the left, however, some right-sided activations have been reported as well

(Demonet, 1992; Priee et aL, 1996).

Howard et al. (1992) claim to have located both the auditory and the visual word

Iexicons in the area of the posterior MTG and STS. The tirst activation, which resulted

from what, in effect, was simple repetition ofauditorily presented words, was found on

the posterior left MTG, and proposed to he the site ofthe auditory word lexicon. The

second activation, which was subsequently elaimed to be the locus of the visuaI word
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lexicon~ resulted from performance of a simple reading task. The two activations were

separated by approxirnately 16 mm, with the auditory word lexicon situated 10 mm

rostral and 12 mm inferior ta the proposed visuaI word lexicon. Of sorne interest is the

fact that Raichle et al. (1994) found an activation situated between the two reported by

Howard et al. (1992) during the performance ofa task in which subjects were required to

generate a verb in response to the visual presentation ofa noun. Although this activation

verified the importance of the posterior left MTG in the performance of a language task,

it was of sorne concem that Petersen et al. (1988; 1989) did not find a similar activation,

although an identical activation task was used. Raichle et al. explain this difference in

fmdings by noting that the area only activated after the presentation rate had been slowed

from 1 word every sec, to 1 word every 1.5 sec, implying that this area cao only be fully

activated when given enough time to access the lexico-semantic network.

Models of Language Processing

Although the neuroanatomical and functional data presented previously serve ta give

us much information with regard to which areas are connected to other areas, and which

areas seem to activate in response to stimuli or tasks with certain attributes, we still have

yet to present an integrated view ofhow language is processed. That is ta say, we need to

create a construct that will allow us to make predictions regarding how the system, i.e. the

interconnected network of language-related substrates, will function, given a specific

stimulus, or alternatively, how the system will function following damage to any of the

postulated components. A number of models which allow us to make predictions of this

nature alreadyexist, and are primarily oftwo types: those that have evolved over many

years of patient study, and are thus supported by clinical neurology, and those much more

recently developed models proposed by cognitive psychology. The following paragraphs

will explore two such models that shaH be the focus of the remainder ofthis paper, the

clinically-based model of Geschwind (1965; 1969), i.e. the Geschwind model, and the

cognitively-based model of Petersen et al. (1988; 1989), Le. the Petersen et al. model.
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Seriai Single-Route Model (Geschwind, 1965: 1969)

ModelOverview

In a seminal article published in 1965, Norman Geschwind outlined his

disconnection theory, as weIl as how this theory might he applied ta the development ofa

neurologically plausible model of language processing. The hallmarks ofthis model,

illustrated in Figure 6, are (1) discrete processing modules, which are associated with

serially activated discrete substrates, i.e. a given stimulus is completely processed by one

stage prior ta being passed on to the next, (2) most, but not all, of the links hetween

substrates are unidirectional, and (3) the essential contribution of the angular gyms.

Insert Figure 6 about here

Neuroanatomy

Although this model aIIows for stimuli to enter the system from tactile, visual, and

auditory modalities, this description will focus on the pathway critical to auditory input

and oral output of speech. Since the actual flow is shawn in Figure 6, 1will simply

highlight sorne of the assumptions that this model makes. Firstly, input is assumed to

enter the cortex at BA 41 (the primary auditory cortex), passed on to BA 42 (the para

auditory cortex) and subsequently to BA 22 (the auditory association cortex) in a strictly

seriaI fashion. Since BA 42 is assumed ta be the primary calIosaI receiving and sending

area, speech received at right primary auditory cortex is assumed to be transferred from

right BA 42 to left BA 42 for subsequent language-related processing in the left

hemisphere.

The auditory association cortex (BA 22) is defined as being equivalent to Wemicke's

area, and has been localized primarily to the posterior portion of the Ieft superior temporal

gyrus. Geschwind postulates that this area serves as a storehouse ofauditory

associations, Le. a modality-specific auditory Iexicon, from which associations stored in

other modalities can be triggered, via a pathway through the angular gyms. It should be

pointed
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out here that although many authors have interpreted the Geschwind model ta implicate

this area in "semantic" processing, although Geschwind himseIf was quite clear in

declaring this area to be involved ooly in within-modality association. In fact, Geschwind

et al. (1968) presented a case of isolation of the speech area in which, although aIl areas

critical to language, including posterior BA 22, were still intact, the authors state that the

inability of the speech areas to stimulate multi-modal associations made comprehension

impossible. This implies that the authors felt that semantics, which is obviously

necessary for comprehension, cannot be localized to a specific modality, and thus cannot

be wholly contained within BA 22.

The temporo-parieto-occipital junction plays perhaps the most significant role in this

model. This area, which also roughly corresponds to BA 39 and the angular gyms, is

postulated to contain mIes by which infonnation in one modality is translated iuto

another, thus making the arousaI ofcross-modal associations, and therefore

comprehension, possible. As such, the model allows for visual or somatosensory stimuli

to invoke words stored in posterior BA 22, or conversely, words in posterior BA 22 can

invoke the memory ofpreviously stored visual or somatosensory stimuli. This bi

directional flow of infonnation makes necessary one of the few explicitly declared

reciprocal connections, Le. those between modality-specific association areas and the

angular gyms.

The fmaI language-related stage ofprocessing postulated by Geschwind is localized

to Broca's area, an area that contains the leamed rules for translating a particular sound

into a motor sequence. Speech infonnation is transferred to Broca's area, which

Geschwind defmed as being located immediately adjacent to BA 6 and cao thus be

equated to BA 44, via the arcuate fasciculus from posterior BA 22. The arcuate

fasciculus path, as presented by Geschwind, appears to be unidirectional, running from

BA 22 to BA 44; the model does not anticipate any need for a reciprocal connection.

Critique

The Geschwind model is still the dominant model of language processing in clinical

neurology. The model is not, however, without its weaknesses, sorne ofwhich were

acknowledged by Geschwind (1969) himself. Geschwind, for example, noted that since



(

(

Comparing Models
49

Many actions require a combination of input from Many different modalities prior to

motor programming, he suggested that the inferior parietal lobe might also play a role in

inter-modality infonnation mixing. He also noted that the middle temporal gyms (MTG),

not included in the original model, might be involved in naming, particuJarly in tasks in

which the target name can only he found by a combination ofa number ofclues, each of

which by themselves would be insufficient to complete the task. The involvement of the

MTG is defended by noting that it is continuous with the angular gyrus, which does play a

significant part in the model. Unfortunately, these potential modifications to the 1965

model were not specified in enough detaiI, Le. no precise localization or information

about hypothesized connectivity, to allow them to be implemented in a testable model.

Another possible problem with the model lies in its assumption that the inferior

lateral cortex adjacent to BA 6, which l have previously identified to be BA 44, is the

main receiving area ofposterior BA 22 etierents, via the arcuate fasciculus. The possible

contribution of the arcuate fasciculus is not in question, since Petrides and Pandya (1988)

found, in work on the monkey, that there were indeed temporofrontal fibers which

originated in area Tpt of the temporoparietal area and projected to frontal areas via this

fiber tract (among others). The problem lies with the contention that BA 44 is the prime

receiving area of the temporofrontal efferents. In a cytoarchitectonic study ofthe monkey

frontal lobes, Petrides and Pandya (1994) found layer IV to be poorly developed,

indicating that this area would seem to be an unlikely candidate to receive a projection of

long association fibers. This is supported by the findings of Deacon (1992) who found

only sparse connections between BA 44 and the temporal lobes. The findings ofthese

researchers do, however support an alternative area, BA 45, which was found to have

both a weil developed granular layer (petrides & Pandya, 1994), and strong connections

from BA 45B to many auditory areas, the dorsal bank ofthe superior temporal sulcus in

particular (Deacon, 1992).

Another challenge to the Geschwind model has come from the fiulctional

neuroimaging work of Petersen et al. (1988, 1989). Petersen et al. scanned subjects both

while repeating words and while generating an appropriate verb to a presented noun.

Stimuli were presented auditorily and visually. The authors noted the following
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ïncongruities with the Geschwind model: (1) the model predicts that visually presented

words must be converted in the angular gyms and then arouse the equivalent

phonologicaI representation in posterior BA 22 prior to output; no such activations were

fOWld, and (2) the verb generation task activated a left frontal, rather than the predicted

posterior BA 22 site. Although these criticisms ofthe Geschwind model have,

themselves, been criticized; with critics arguing that the verb generation task May not

have been an effective manipulation, or that the scanner May not have been sensitive

enough, or that the subtraction that was done May have been inappropriate, it does,

nonetheless, point to the potential of using activation studies to test models in

neurologically intact subjects.

On a somewhat more positive note, it should be noted that the Geschwind model,

though clinically-oriented, does share much in common with sorne cognitively-oriented

models, such as that ofEllis and YOWlg (1988). For example, according to the

Geschwind model, phonological processing occurs in the para-auditory cortex adjacent to

the primary auditory cortex and then moves on to the phonological association stage

located in the posterior STG, regarded to be the locus ofWemicke's area, and finally on

to the motor programrning stage. This configuration shares much in common with the

Ellis and Young model in that (1) Geschwind's phonological coding stage is analogous to

Ellis and Young's auditory analysis system; a phoneme extraction stage, (2) the

phonological association stage could be regarded as serving a sunilar function as Ellis and

YOWlg'S auditory input Iexicon, (3) the motor programming stage could be considered as

containing Ellis and Young's speech output lexicon, and (4) a unidirectionallink exists

between the phonological association stage (auditory input lexicon) and the motor

programming stage (speech output lexicon) via the arcuate fasciculus. Many other

differences separate these two models, however, the similarities do point to the potential

for a reform of the Geschwind Madel.

Parallel-Route Model (Petersen et al., 1988, 1989)

Madel Overview

The model ofPetersen et al. is unique in that it is based upon models of language

processing developed by cognitive psychology, and in that an attempt was made to test
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the predictions ofthe model using a non-clinica! population. In accordance with

cognitive models, such as that proposed by Ellis and Young (1988), Petersen et al. 's

model postulates (1) separate modality dependent pathways for auditory and visual

language input, (2) the ability for visual and auditory processing to occur concurrently,

(3) the existence of separate input and output lexicons, and (4) the direct aceess to output

modules without the need to route information through semantics.

Insert Figure 7 about here

Neuroanatomy

Figure 7 summarizes the findings of Petersen et al., noting both the proposed

funetional contribution of eaeh module, as weIl as assoeiated substrates. Neural

substrates are deseribed via referenee to gyral anatomy, cytoarchitectonie area, and

stereotaetic eoordinates according to the atlas ofTalairach and Toumoux (1988). As

stated previously, most salient is the fact that this model postulates the existence of

separate auditory and visual language processing paths. With regard to the auditory

pathway, auditory input undergoes basic non-language specifie processing in the primary

auditory cortex; the output ofwhich is then passed to the temporoparietal cortex for

phonological coding. It should be noted that, according to this model, the

temporoparietal cortex is the stage at which language-specifie processing fust occurs.

Once the phonological code has been generated, the code may then be used to access the

semantic system (BA 47) direetly, or to access the output processing stages, which can be

aceomplished either directly or indirectly via the semantic system. A parallel input

pathway has been proposed for visual word input. Processing begins at the striate cortex,

the output ofwhich is passed to the left media! extrastriate cortex for the generation of

visual word related codes. The processing that OCCUlS at this stage is analogous to the

processing which occurs at the temporoparietal cortex in the auditory pathway, and

therefore similarly, this stage is the tirst language-specifie processing stage. As is the
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case in the auditory stream, the visuaI code can be used ta access bath the semantic

system and the output processing stages directly. An enhancement of the model was

made by Petersen et al. (1989), in that a pathway connecting the temporoparietal cortex

and the left medial extrastriate cortex was created, allowing for the conversion ofauditory

codes into visual word codes, and vice versa.

An examination of the stereotactic coordinates reveals bilateral activation during

both initial auditory and visual coding stages, retlecting the fact that these activations are

not tied to language-related processing. As expected, the temporoparietal activation,

related to phonological coding was lateralized to the left hemisphere, although somewhat

surprisingly, the analogous visuai word coding stage exhibited a bilateral activation. The

reason for this is unknown, particularly since other studies (Petersen et al., 1990; Price et

al., 1996) have found left lateralized media! extrastriate activations during tasks in which

words and pseudowords were presented. Activations noted during tasks of semantic

association using bath auditory and visual stimuli were found to be only 8.6 mm apart,

indicating modality nonspecific processing. The same modality nonspecific finding can

be noted for both the Broca's area and midline SMA activations, as weIl as aIl motor

output related activations.

Critique

Petersen et al. successfully address one of the major drawbacks of most models

spawned from within cognitive psychology, in that they extend their model by assigning

specific neural substrates ta each of the postulated functional modules. Assignment of

substrate enables the model to make predictions with respect to lesion localization in

clinical populations, thus drastically improving the clinical utility of this model over other

cognitively-based models.

The most questionable assumption of this model stems from the postulated, and

rather poody defmed, phonological coding stage. The model makes the somewhat

adventurous c1aim that information is passed directly from the PAC to the inferior

parietal lobe, where it undergoes language specifie processing, i.e. phoneme extraction

and lexical access. This would seem to be highly improbable given that numerous studies

have pointed to the involvement ofboth the planum temporale and the posterior STG in
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language specific processing. Also, the model predicts that reciprocal connections must

exist between the temporo-parietal area and both the left anterior inferior frontal cortex

(BA 47) (semantic association) and Broca's area (BA 44) (motor programming). An

examination of Figure 4 shows that, although no such connections have been found, BA

39 does have connections, albeit not proven reciprocal connections, with BA 46 and BA

6, areas that faH close to the areas suggested by the Petersen et al. model. The above does

not question the involvement of the temporo-parietal region in language processing, but

merely attempts to point out that the model May assign too great a role ta this region.,

while ignoring the contribution of adjacent regions.

This model also presumes the existence of two other pathways that should be

considered. The first is the reciprocal pathway presumed to connect the phonological

coding stage with its visual homologue. A connection ofthis type linking the left

extrastriate cortex and the left angular gyms via the left inferior temporo-occipital areas.,

has been proposed by Henderson (1986) and supported by cases of alexia without

agraphia following left inferior temporo-occipitallesion, thus supporting the possibility of

such a link. The model also requires a reciprocal connection between the extrastriate

cortex and both BA 47 (semantic association) and BA 44 (motor programming). The

superior longitudinal fasciculus seems unIikely to be the fiber tract used for the projection

to both BA 47 and BA 44, since its frontal projection connects primarily to dorsolateral

prefrontal regions. Another possibility is presented by a combination ofthe inferior

longitudinal fasciculus, which projects from the occipital cortex to the temporal pole, and

the uncinate fasciculus, which connects the temporal pole with the inferior frontal gyrus.

This solution would require a synapse at the temporal pole, which should result in an

activation during studies in which visual stimuli are presented. Although temporal pole

activations are rather uncommon during language studies, this could be the result of the

activation being subtracted out, since baseline and activation tasks usually use the same

modality. A third, and perhaps the most probable, option is the inferior occipitofrontal

fasciculus, which projects from the frontal lobes to the temporal and occipital lobes

without the need for a synapse. In summation, it would appear as if this connection,

although not yet precisely defined, is indeed possible.
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Let us now turn to compare this model with two others. Examination ofthis model

makes clear, a number of ways in which it differs from the cIinicaIly-oriented Geschwind

model (1965), as weIl as from the cognitively-rooted model ofEllis and Young. The

most striking difference from the Geschwind model is the redefinition of the angular

gYrUS from a critical cross-modal code conversion mechanism, to the module responsible

for sorne rather vaguely defined phonological processing, as well as serving as the

auditory input lexicon. The second rather striking difference from the Geschwind model

is the inclusion ofa frontal semantic association module, although the precise function of

this module is not clearly defined. It is elear, however, that ifone aceepts Shalliee's

( 1989) notion that a semantic system is comprised of two separable eomponents; one

responsible for access and control of the semantic store and one serving as the actual store

of highly structured semantic information, Petersen et al. see this area as being a part of

the former component. Finally, the Petersen et al. model differs from that ofGeschwind

in the high degree of specifieity with which substrates have been assigned, avoiding the

rather nehulous pseudo-areas encompassed by the tenns "Broca's area" or "Wernicke's

area".

Differences hetween the Petersen et al. model and that ofEllis and Young have also

been noted. These differences can be summarized as follows: (1) the phonological

coding stage of Petersen et al. is represented in the Ellis and Young model as two separate

stages; a phoneme extraction stage, and an auditory input lexicon, (2) the consolidation of

these two stages into one makes the unidirectional eonneetion from the input to the output

lexicon as proposed by Ellis and Young wmecessary, (3) the phoneme level stage of Ellis

and Young is not explieitly accounted for in the Petersen et ai. model; its proposed

functionality must he considered as Ïntegrated into Petersen et a1.'s motor programming

stage, (4) Petersen et al. proposes a bi-direetional conneetion between the phonologjeal

and visual ward eoding stages; a similar link exists in the Ellis and Young model, exeept

that the link oceurs at the leveI of the output rather than the input lexicons, and (5) the

Petersen et al. model, by virtue of its use of PET, is much more specifie in its assignment

of substrate to postulated funetions. Thus, the two models differ primarily in that the

Petersen et al. model is a simplification ofthe Ellis and Young model with regard to the
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specification of functional stages, however, it exhibits much more specificity in the

defmition of substrate.

Using PET to Test Models ofSingle-Word Processing

Two models of language processing were presented in the immediately preceding

paragraphs; the Geschwind model (1965; 1969) and the model ofPetersen et al. (1988;

1989). The Geschwind model still enjoys vast acceptance from clinical neurology,

whereas the Petersen et al. model, or models like it, are gaining more acceptance from the

area of cognitive neuroscience. We therefore find ourselves in a situation in which we

are presented with two models, both ofwhich have proven themselves to be eminently

useful in their respective fields; the Geschwind model in the diagnosis of language

disorders and lesion localization, and the Petersen et al. modet in attempting to supply a

valid neuroanatomical foundation for cognitively-based models of language processing.

Alas, even though both ofthese models have made significant contributions, bath models,

since they postulate different substrates for sunHar functions, obviously cannat bath be

right.

We thus find it necessary to propose a methodology that can he used to compare both

of these models against each other in order to detennine which ofthe models offer a

"better fit ta the data". Historically, the "data" that the models have had ta fit has always

been clinically derived, i.e. models needed to be able ta accoWlt for the various symptoms

associated with language disorders. Unfortunately, this approach, based on pathological

findings, has the consequence of developing models that may not, as discussed

previously, reflect the functioning ofan unimpaired language system. This problem is

compounded by the fact that bath of the two proposed models have been developed with

the pathological findings in mind, thus although both models show weaknesses and

strengths, they both do a rather good job of accounting for much ofthe clinical data. One

solution to this problem, the one ta be further explored in the remainder of this paper,

involves fitting the above mentioned models to PET data collected frOID a neurologically

normal population during the performance of language tasks.
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Experiment # 1: Assigning Substrate to Functional Processes

The prime advantages of using PET data to test models of language processing are

(1) the ability to localize activation much more precisely than would be possible via the

study of lesion data, and (2) the ability to test the models on a non-pathological

population. The first step in the process of model testing via PET data requires us to

precisely define the regions of interest (ROIs) that we believe to make a meaningful

contribution to language. As mentioned previously, ROIs can be defined either

anatomically via predefined templates, or physiologically based on previously done

activation studies. As physiological ROI definition offers a number of advantages over

the anatomical method, we shaH opt for this method. Now, although the Geschwind

model is clinically-based, and does define the proposed substrates, the degree of required

specificity is lacking, since physiological ROIs are optimally defined as x,y,z coordinate

triplets in a stereotactic space, such as that ofTaiairach and Toumoux (1988). One could

attempt to solve this problem by assigning to the Geschwind model substrates, the

equivalent coordinates as determined by the Petersen et al. study. Unfortunately, this

solution is not optimal, since, for example, Petersen et al. did not find an activation that

accurately retlects the Wemicke area substrate that the Geschwind model requires. One

also would need to assume that the activations of Petersen et al. are typical of aIl

activation studies; an assumption that is not justified. It must also be noted that not aIl

activation studies result in sunilar activations, even when an attempt is made at complete

replication. Differences in activation locus may reflect differences in control tasks,

activation tasks, brain morphology (particularly when only a very small number of

subjects are scanned), preprocessing methods, methods of statistical analysis, or

thresholding. As such, no one particular activation dataset can reliably be used to

detennine activation site loci, generalizeable to other datasets.

We are thus faced with the problem that, prior to being able to test our models, we

must first he able to assign substrate to the various stages of the models that we intend to

test. More specifically, we would like to be able to determine the locus of robust

language-related activation sites, Le. activation sites found to activate over a number of

different language studies, carried out by a number ofdifferent laboratories. As such, it
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was decided that these substrates could best be detennined by carrying out a meta

analysis of the PET language activation Iiterature to date, and note those regions that most

consistently activated between studies. The resulting physiologically-defined ROIs

should then make it possible to assign specific substrates to any model that, itself~ does

not propose specifie infonnation with regard ta the exact locus of the neural substrates

associated with that model.

Method

Since the purpose ofthis experiment is ta identify physiological ROIs from a review

of language activation literature~ one is confronted~ once again, with the problem of

determining an appropriate method to identify regions for inclusion into the meta

analysis. Studies which report their findings using gyral anatomy tend to Jack specificity,

Le. an anterior middle frontal gyrus activation, while somewhat informative, is still quite

vague. The problem is even worse for studies wruch report their findings in tenns of

pseudo-anatomical areas such as Broca's or Wernicke's areas, for reasons previously

discussed. For these reasons, it was decided to sample only those studies that reported

their findings using a standardized stereotactic space. This method was considered the

most appropriate not only due to its degree of specificity with regard to localization, but

also because the coordinates by which such activations are identified are more easily

manipulated by statistical techniques.

Criteria for Study Selection

The focus of the literature search was on studies that found activations while subjects

performed language related tasks. Language related tasks are rather broadly defined to

include any task that requires the subject to perform any type ofprocessing necessary to

either produce, comprehend, or manipulate elements of language. Although it was

realized that such a broad definition might result in the inclusion ofa number ofstudies

that would otherwise not be considered optimal, it was decided this potential drawback

(1) was outweighed by the advantage ofsamp1ing over as Many studies and conditions as

possible, and (2) could be controlled for by the nature ofthe statistical analysis

performed.
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The literature was sampled from 1988 to present, starting with the seminal study of

Petersen et al. (1988), in which the subtractive methodology was first introduced. Earlier

studies were avoided due to the fact that earlier studies (1) used quite 10w resolution

scanners, (2) suffered from an imperfect ability to localize activations ( see Drevets et aL,

1992), often due to the fact that Many researchers used neither a stereotactic atlas nor a

superimposed MRl to aid in 10calization, and finally (3) Many of the earlier studies did

not publish the stereotactic coordinates related ta their activation sites.

Statistical Analysis

Ail activation x, y, and z coordinates were subjected ta a K-means c1uster analysis, in

order to produce anatomically meaningful c1usters ofactivations. The K-means

clustering was perfonned using the SPSS for Windows version 7 statistical software

package. Input to the cluster analysis consisted ofthe x, y, and z coordinates for each

activation data point, converted into the stereotactic space of Talairach and Tournoux

(1988). Coordinates were not standardized, i.e. transformed to having a mean of 0 and a

standard deviation of l, since aIl variables were measured on the same scale. The

c1ustering process begins by assigning a gjven number ofcluster centroid triplets, to

which aIl other triplets are assigned. The initial centroids cao either be explicitly

assigned, if one is interested in hypothesis testing, or, as is currently the case, the

centroids can be estimated from the data, if one is primarily interested in using the

method to group the observations. Once the initial centroids have been computed, a11

other observations are then classified to one ofthe cluster centers, on the basis of

Euclidean distance of a given coordinate to the cluster centroids, i.e. a case is assigned to

the cluster for which the distance from the case to the cluster centroid is the smallest.

Once aIl cases have been assigned, Mean values for each variable (x, y, and z) within each

cluster are computed, resulting in new, adjusted cluster centers. If these new values do

not differ significantly from the old, then the process stops, else the classification process

repeats, using the new cluster centers. The final result should provide us with clusters of

data points located very near to each other in physical space, since clustering was

perfonned on measures of physical distance, Le. the x, y, and z coordinates measured in

millimeters.
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Initial cluster analysis results were manually inspected with regard to detennining the

anatomical validity of each of the activations comprising each cIuster. Activations that

were found ta be inappropriately clustered, e.g. an activation explicitly reported as being

superior cerebellar being classified into an inferior occipital cluster, were either manually

reclassified into another cluster, or removed from the analysis. Clusters were also

examined with regard to thé Euclidean distance of each cluster member from the cluster

center. Target cluster size was defined to be such that no individual activation was to be

more that 15 mm from the cluster center, thus creating clusters with a diameter ofno

greater than 30 mm. Clusters found to be larger than the target size were, themselves,

subjected to re-clustering ta see whether the cluster could be broken into smaller, more

tightly packed cIusters. If this was not possible, outiiers, identified as being located more

than 15 mm from the cluster center, were removed from the cluster, and the cluster center

coordinate was then recomputed. This procedure was repeated until the target c1uster size

was attained.

Results

A search of the literature resulted in the sampling of 261 activations across 19

studies and 41 conditions. AlI activations were classified according to input modality,

processing level, and task using the codes presented in Tables 1 and 2. The results are

surnrnarized in Table 3.

Insert Table 3 about here

Of the initial 261 activations, 22 could not be clustered, and were thllS removed from

the analysis. The remaining 239 activations were grouped into 43 clusters. Figure 8

graphically displays cluster locations superimposed onto the left and right laterai surfaces

of the rendered cortical surface of an averaged brain that was created as the result of

averaging the individual MRIs of305 neurologically intact individuals (Evans et al.,

1992a). The medial activations are shown superimposed onto a blurred sagittal slice

taken approximately 8 mm from the midline. Obviously, the displayed lateral and mediaI
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Table 3

Classification Summary Information

No. of Studies No. of Conditions No. of Activations
(0/0)

Input Modality

X 1 2 2 (1)

V 8 13 78 (30)

A 12 30 181 (69)
Processing Level

N 0 0 0 (0)

S 5 5 29 (11 )

W 16 34 210 (81)
L 4 4 22 (8)
0 0 0 0 (0)

Task

Ld 1 1 3 (1)

Wg 1 1 2 (1)

Vg 2 2 20 (8)
Sg 1 2 30 (12)

Ag 0 0 0 (0)

Fw 0 0 0 (0)

Fe 2 2 14 (5)
Fv 2 6 32 (12)

Fa 1 1 1 (0)

Rd 1 1 2 (I)

Rp 3 3 20 (8)
Ps 6 7 41 (16)
Sc 5 5 32 (12)

Sm 1 1 3 (1)

Pd 3 3 13 (5)
Pm 2 2 15 (6)
Fd 1 3 19 (7)

Ry 2 2 14 (5)

(
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surfaces serve only as a reference frame, and cannot he used to extract detailed

infonnation about c1uster localization. Details with regard ta cluster size and location are

presented in Tables 4 and 5. Although Tables 4 and 5 present infonnation with regard ta

aIl clusters, the discussion ta follow shaH focus on those clusters that are ofparticular

importance with regard to the task ofassigning substrate to the Geschwind and Petersen

et al. models.

Insert Table 4 about here

Insert Table 5 about here

Insert Figure 8 about here

Frontal Lobe

An examination of Figure 8 demonstrates a marked asymmetry of the frontal lobes

with regard to both number of clusters and number of activations per cluster. Sïnce

language-specifie frontal activations are typically lateralized ta the dominant hemisphere,

bilateral activations are thus indicative of either non-language processes, or articulatory

processes. As such, allieft-sided clusters were examined ta see whether they might

match any of the right-sided clusters in bath location and function. The results are

presented in Table 6.
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Table 4

Cluster Information - Frontal and Temporal Structures

Cluster Name No. of X Y Z Description
Points (Talairach & Tournoux, 1988)

Bl1.47 L 8 -32 37 -3 BA 11/47

B45.46 L Il -42 29 14 BA 45/46, :MfS

B4 L 6 -42 -9 42 BA4

B45 L 14 -43 20 21 BA 45,:MfS

B44 L 10 -41 9 28 BA 44

B8.9 L 3 -27 41 31 BA 8/9

BadOl L 6 -25 -7 21 Heterogenous cluster

B47.In L 7 -42 18 1 BA 47/ insula

Bad02 L 5 -26 21 5 Heterogenous cluster

Ins R 3 32 17 7 Anterior insula

B8.9 R 2 34 29 34 BA 8/9, MfS

(
84 R 2 48 -Il 39 BA 4, PMe

B37 L 8 -45 -54 -10 BA 37, posterior ITG

MTGr L 9 -54 -13 -3 BA 21, mid MTG

B42 L 10 -53 -24 9 BA 41/42

PT L 7 -46 -35 10 BA 22/21, STS or Planum Temporale

MTSm L 9 -46 -37 -8 BA 21/20, posterior MTS/lTG

ITSm L 5 -57 -36 -14 BA 21/20, posterior ITS

B37 R 3 37 -58 -5 BA 37, ITG basal surface

STSr R 3 49 10 -7 BA 22, STS

STSc R 5 52 -35 7 BA 22/21, STS

STSm R 6 52 -15 -4 BA 21, STS

PTr R 7 54 -20 10 BA 41142, or Planum Temporale

PTc R 2 45 -30 16 BA 41, PAC

PAC L NIA -34 -25 12 Left Primary Auditory Cortex

PAC R NIA 38 -23 7.5 Right Primary Auditory Cortex

(
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Insert Table 6 about here

Bilateral Clusters. It should fust be noted that Table 4 indicates that ail three right

sided clusters are comprised ofvery few activations. In fact, 2 of the clusters consist of

only 2 activations, a cluster size that would not have been accepted as a cluster on the left

side. These right-sided clusters were, nonetheless, included in this analysis, since it was

felt that they could still contribute to a better understanding ofsome ofthe left-sided

clusters. As can be seen in Table 6, ail 3 right-sided clusters were found to have

homologous c1usters on the left. Ins_R / B47.In_L are primarily involved in processing

auditory stimuli, 88.9_R / B8.9_L both process visual and auditory word stimuli, and

84_R / B4_R seem to control the mouth area of the primary motor cortex.

Unilateral Clusters. The asyrnrnetricalleft-sided clusters are of great interest, since

they reflect many ofthe language-related neuroanatomicaI findings discussed previously.

As expected, cIusters were found for BA 44 (B44_L), BA 45 (B45_L), and BA 11/47

(B Il.47_L). B45_L differs from B44_L primarily in that (1) B45_L appears to have

more fluency related tasks (verb, category, orthographie), and (2) B45_L tasIes

concentrate more on lexical retrieval and less on tasks requiring phonological processing.

The processing profile ofBl1.47_L differs markedly from that ofB45_L and B44_L in

that ( 1) both visual and auditory stimuli are equally represented, whereas the other two

areas favour auditory stimuli, (2) no fluency tasks are found in this cIuster, (3) no

phonological tasks are found in this cluster, and (4) most ofthe tasks are higher level

tasks in whieh one response is generated for each stimulus, e.g. verb or synanym

generation or semantic categorization. The last remaining cluster of interest is B45.46_L

(BA 45/46), which somewhat unexpectedly fonned a cluster separate from 845_L (BA

45). This cluster differs from B45_L in that it cantains fewer tluency tasks (only 2 verb

flueney activations), has even fewer phonological tasks, and seems to respond equally

weIl to either visual or auditory stimuli.
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Table 6

Homologous Clusters

Right-Sided Left-Sided Inter-Cluster Distance Shared Characteristics
Cluster Cluster (mm)

Modality Leve! Task

Ins R B47.In L 12 A,V W,L fv, Ps, Ry

88.9 R B8.9 L 14 A,V W Fe,Fd

84 R B4 L 7 A,V W Rp

B19 R B19s_L 12 A,V W Ps, Pm

B37 R B37_L 10 V S, W Fd

STSe R PT L 7 A S, W Fe, Rp, Ps, Sc

STSm R MTGr L 3 A S, W Ps, Sc

PTr R B42 L 4 A,V S, W Sc,Ps
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Temporal Lobe

As was the case for the frontal lobe clusters, a number oftemporal lobe clusters, with

similar activation profiles, could be found in homologous regions of both hemispheres.

Bilateral Clusters. The pairing between homologous clusters PTr_R and B42_Lare

difficult to interpret, since both of these clusters encompass the region around the primary

auditory cortex, thus allowing for the possibility ofthis area representing either PAC (BA

41), auditory association cortex (BA 42), or the planum temporale. A comparison of the

PTr_R 1B42_L cluster centers with the probability maps ofthe PAC (penhune et al.,

1996) and the planum temporale (Westbury et al., 1996), result in much higher

probability values in the planum temporale (n=.50 and Ir.48) than in the PAC (R=.1 0 and

Q=.20), indicating that these clusters might not primarily represent PAC. Additional

support for the proposition that these clusters should not be interpreted as reflecting PAC

is provided by the following distance related information: (1) an analysis of the Euclidean

distances separating the PTr_R / B42_L cluster centers from the approximated center of

the PAC probability map peaks (right = 47.5, -16.2,4.6; left = -42, -23.4,7.3) is 9.27 mm

and Il.15 mm, and (2) the PTr_R / B42_L cluster centers are situated very close to the

lateral surface, whereas BA 41 is situated more medially. As such, for the purposes of

substrate assignment, PTr_Rand B42_L shaH be regarded as reflecting either the more

laterally located auditory association cortex (BA 42) or the planum temporale.

Another somewhat less clear bilateral cluster pairing is that of B37_R / B37_L. The

difficulty arises in that, although both clusters are involved in processing visually

presented words and pseudowords during the perfonnance of low-level feature

discrimination tasks, B37_Lis also involved in processing auditory stimuli during the

perfonnance ofhigher-Ievel tasks, such as synonym generation, verb t1uency, phonemic

monitoring, and semantic categorization. The STSm_R / MTGr_L cluster pairing bas a

somewhat less divergent activation profile, with both clusters involved in auditory word

and pseudoword processing, although, whereas STSm_R activations are primarily word

related, MTGr_L activations reflect a greater emphasis on pseudoword processing. The

final bilateral cl1.&Ster pairing, STSc_R / PT_L, is located in the posterior third of the STG,
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and is comprised of activations that result primarily from the auditory presentation of

words during tasks which include semantic categorization and category fluency.

Unilateral Clusters. The two remaining left-sided clusters, MTSm_L and ITSm_L,

are both located near the middle inferior temporal gyrus. These two clusters are only

separated by 12.3 mm and share quite sunHar activation profiles, with both clusters

favouring the auditory presentation ofwords, and engaged by tasks offluency (verb and

category), as weil as generative tasks, such as verb or synonym generation. MTSm_L

differentiates itselffrom ITSm_L in two respects: (1) MTSm_L is involved in tasks

requiring a semantic component, such as monitoring or categorization, and (2) MTSm_L

contains activations resulting from word repetition tasks.

Parietal Lobe

Only three parietal clusters were found, allieft-sided. B39_L and B40_L, bath of

which are located at the inferior-mast region of the inferior parietal lobe, seem somewhat

more likely to activate in response ta the presentation, either visually or auditorily, of

pseudowords, whereas the more dorsally situated B7.40_L oruy contains activations

resulting from the auditory presentation ofwords. With regard ta task profiles, B39_L

and B7.40_L are similar in that both clusters contain semantic-related activations, i.e.

sYn0nym generation, semantic categorization, or semantic monitoring, whereas B40_L

contains primarily fluency-related activations.

Medial

AlI medial clusters share an involvement in lexical retrieval. The more caudally

located B32.6_M appears particularly involved in fluency tasks, as well as other lexical

tasks such as verb and syoonym generation. Its involvement in fluency tasks is expected

due to the proximity ofB32.6_M to the SMA. B8_M, which is situated rostrally from

B32.6_M, and thus further away from the SMA, while lacking the fluency activations,

retains activations that result from generative and semantic categorization tasks. None of

the medial clusters were found to have a preference for any particular presentation

modality.
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Discussion

The primary purpose of this meta-analysis was to assign substrate to two of the

models discussed previously: the Geschwind model, which suffered from an under

specification ofthe proposed language-related substrate, and the Petersen et al. model,

which suffered frOID an over-specification of the substrate, since aIl substrates were

generated post hoc, from only one dataset. The cluster analysis, as shaH be described in

greater detail below, was able ta successfully generate new physiologically defined ROIs,

that are both quite specifie in their degree of localization, while at the same time being

generalizeable to other datasets. We now turn to the task ofassignffig the new ROIs ta

each of the aforementioned models.

The Geschwind Madel

Assigning cIusters ta the various components of the Geschwind model proved to be

rather straight-forward (see Figure 9). The greatest difficulty involved assigning substrate

to PAC. Although clusters PTr_R and B42_L faH quite close ta the probability peaks as

defmed by Penhune et al. (1996), the rather low probability values for bath cluster centers

challenges the interpretation that these clusters represent PAC. As such, it wouid appear

as if the most reasonable interpretation of these cIusters wouId be as representing the

para-auditory cortex as described in the second stage of the Geschwind model. This then

leaves us with the problem of assigning substrate ta PAC. At fust glance, it would appear

as if these regions would be best defined by using the peak values of Penhune et al.

Unfortunately, the use of the peak PAC values would result in the overiap of the PAC

sampling spheres with the spheres of adjacent temporal lobe clusters. It was therefore

decided to shift the PAC sampling spheres somewhat mediaIly in order to minimize the

spatial autocorrelation problem. The final PAC coordinates, while maximizing the

distance between PAC and adjacent sampling spheres (see Table 7), were adjusted in

such a way 50 as to ensure that the PAC sampling spheres were still able to sample the

PAC peak probability areas. The PAC coordinates are given in Table 4.
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Table 7

Inter-Cluster Distances Less than 20 mm

Cluster A Cluster B

B45 L B44 L

PAC L PT L

PAC L B42 L

PAC R STSc R

PAC R PTr R

B42 L PT L

STSc R PTr R

Euclidian Distance
(mm)
13.2

15.75

19.26

18.45

16.47

13.1

15.4
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Insert Table 7 about here

Insert Figure 9 about here

The Petersen et al. (1988) Madel

Most of the problems encountered assigning substrate ta the Petersen et al. model

were similar to those encountered with the Geschwind modeI, i.e. assignment of substrate

to the primary and secondary input cortices, and were soIved in a sunilar fashion. Aiso in

accordance with the substrate assigned ta the Geschwind model, cluster B44_L was

assigned the raIe of Broca's area, and clusters B4_L / B4_R were determined ta represent

the speech area of the primary motor cortex (PMC). Cluster B39_L, aIthough included in

bath modeIs, is assigned a slightly different raIe in the Petersen et al. model, in that it is

implicated in a phonologicaI coding function, rather than the cross-modal code

conversion function foreseen by Geschwind. It should also be noted that aIthough both

models acknowledge the need for a processing stage between Broca's and the PMe,

usually localized to either the SMA or premotor cortex, none of the models explicitly

derme the connectivity of such a stage, thus making cluster assignment rather difficult,

even though an SMA cluster, B32.6_M, was identified. Sînce it was deemed criticaI ta

the integrity of the Petersen et al. model ta assign this substrate, it was assumed, in

accordance with the general framework of the Petersen et al. model, that processing flow

proceeds in parallel from the phonologicaI coding stage (the angular gyms) to the

semantic association area, Broca's area, and the SMA. A further parallel path was also

then postulated to connect the PMC with bath Broca's area and the SMA.. Further details

with regard to inter-cluster connectivity, as proposed by the Petersen et al. model, are

displayed in Figure 10.
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Insert Figure 10 about here

Experiment # 2: Testing the ModeIs

Now that potential substrates have been assigned to the various stages of the modeIs

under consideration, the next step in this procedure is ta judge the fitness of bath ofthese

models. This judgment can be accomplished at two different levels. Firstly, one can

examine each model separately in order to see how it fits the data, and ta detennine

whether minor adjustments, such as the addition of other neuroanatomically supported

pathways might result in a better fit ta the data. Secondly, the models cao be compared

against each other in order to see whether any one particular model fits the data better

than the other.

In addition to the above mentioned model comparisons, this experiment will also

seek ta examine two somewhat different approaches to performing the required

comparisons: (1) a method based on the examination of interregional correlation matrices,

as demonstrated by Horwitz et al. (1992), and (2) a structural equation modeling approach

(SEM), as demonstrated by McIntosh and Gonzalez-Lima (1992; 1993; 1994). Sïnce

bath of the above methods are based on the analysis of either an interregional correlation

matrix or an interregional covariance matrix, model tests could ooly be carried out on a

dataset that was large enough ta be able ta generate stable interregional correlations. This

problem was addressed by creating an aggregate dataset comprised ofblood flow

activation data derived from two separate studies conducted by Klein et al. (1995; 1996).

Of greatest interest to the current study was the Klein et al. (1995) finding of a left

inferior frontal gyrus activation, relative ta the repetition baseline, during rhyme, and

synonym generation tasks. Sïnce this activation site, which was reported to be close to

that reported by Petersen et al. (1988), was active regardless of whether the subjects were

required to perfonn a phonological or a semantic search, the authors concluded that this
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region is associated with the process ofgeneral lexical search, rather than semantic

processing, as was suggested by Petersen et al. (1988).

These particular datasets were selected., since the nature of the tasks used made them

quite suitable to testing the assumptions of the Geschwind and Petersen et al. models.

Both studies included a baseline condition in which subjects were simply asked ta repeat

a heard ward, and an activation condition in which subjects were instructed ta generate

synonyms in response ta auditorily presented words. The repetition task, due to its

simplicity, made it possible to test many of the components included the Geschwind

model, such as initial auditory coding, phonological coding, phonological association

(lexical access), motor programming, and output. The simplicity of this task makes no

explicit requirement for semantic access, which is ideal, since the Geschwind modeI does

not claim ta account for semantic processing. As such, one would expect the Geschwind

model to be a better fit to the repetition data than the synonym generation data.

Conversely, the synonym generation task, due to its explicit requirement for semantic

processing, allows us to test the more complex predictions embodied in the model of

Petersen et al. The Petersen et al. model would predict that inclusion of the paths linking

the semantic association substrate to the rest ofthe model, should not result in a

significantly better fit when processing the repetition data, however, inclusion ofthese

paths should contribute significantly to model fit when fitting the synonym generation

data.

Method

Subjects

Data for 19 subjects (9 male, 10 female) were obtained from a reanalysis of data

collected by Klein et al. (1995; 1996). Mean age was determined to he 22.8 years. AlI

subjects were right-handed and spoke English as their tirst language. Scanning protocols

and procedures were in accordance with the ethical guidelines for human experimentation

of the Montreal Neurological Institute.

Scanning Methods

Both PET and M:RI scans were collected for all subjects. PET data were acquired

using a Scanditronix PC-2048 system, yjelding 15 slices at an intrinsic resoIution of 5.0 X
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5.0 X 6.0 mm (Evans et al., 1991a). The tracer was introduced using the bolus H2150

methodology (Raichle et al., 1983), thus allowing regional CaF to be measured in each

condition. Following acquisition, PET images were reconstructed using an 18 mm

Hanning tilter in order to account for individual differences in gyral anatomy, as weIl

increase the signal to noise ratio. MR images were individually collected using a Philips

1.5T Gyroscan (63 slices, 2 mm thick), whieh were then coregistered with the PET

images (Evans et al., 1991 b). PET and MRI images were then linearly resampled into the

standardized stereotaxie space ofTalairach and Toumoux (1988) (Evans et al., 1992a),

resulting in 80 transverse slices with voxel dimensions of 1.34 X 1.72 X 1.5 mm. AIl

volumes were then normalized to 100 ml/cm3/g in order to remove the influence of

global CaF (gCBF). This normalization step is of particular importance in studies of

interregional correlations, since intersubject blood flow differences are greater than

intrasubject differences, therefore perfonning a correlational analysis on raw CBF data

would result in high correlations among aIl ROIs. After data was coIIected for aIl

subjects, a final averaged MRI volume was created by averaging aIl of the resampled

individual MR volumes.

Stimuli

The stimuli consisted of 2 lists of 22 words, presented binaurally through Eartone 3A

insert earphones. The word list used for the repetition task, although different from that

used for the synonym generation condition, was matched to the synonym generation list

with regard to word characteristics (word frequency, length, number of syllables, and part

of speech).

Testing Procedure

Prior to scanning, earphones were inserted and subjects catheterized to allow for the

administration of the bolus. Prior ta each scan, subjects were instructed to keep their eyes

closed. Each task was initiated 30 seconds prior to bolus injection. Scan acquisition was

initiated automaticaIly when the scanner detected radiation levels to he above a preset

threshold level, and continued for 60 seconds thereafter. Stimuli were presented at a rate

of one every 4.2 seconds. In the repetition condition, subjects had merely to repeat the

presented word out loud, whereas in the synonym generation condition, subjects were
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required. within the allotted time, to generate a synonym corresponding to the presented

word. Ifunable to generate a synonym, subjects were instructed ta respond with the ward

"pass". Both latency and accuracy measures were recorded.

ROI Definition

Both model comparison methods to he explored in this paper share the need to create

either an interregional correlation matrix or an interregional covariance matrix. These

matrices can only be produced by sampling the PET activation volumes at specific

locations called regions of interest (ROIs). As discussed previously, ROIs can either he

created a priori via the superimposition ofan anatomical template upon the activation

data, or post hoc. by creating ROIs at locations where activation peaks were previously

found as the result ofa statistical examination of the dataset, typically by inspecting the

results of a subtraction. The current experiment steers a course between these two

methods by using a priori defined physiological ROIs.

The results presented in experiment #1 permit us ta sample very specific locations

frOID within our dataset, based purely on the findings ofother language activation studies,

whose activation coordinates have been cast into a standardized stereotaxie space. The

creation of physiologically defined ROis requires information with regard to the shape

and the extent of the area to be sampled. It was decided to create spherical ROis since

spherical ROIs will result in a unifonn sampling of the space around the centroid, and

since spherical ROIs do not require us ta impose assumptions about the precise nature of

the ROI, as would be the case if one decided ta shape the ROI to confOrIn to the

boundaries of a particular anatomical region. The next step is ta define the precise extent

of the ROI, or in the case of spherical ROIs, the radius ofeach sampling sphere. The

extent ofeach sphere is constrained by two factors. Firstly, a sphere cannot be made too

large, since~ in doing so, one loses one ofthe greatest advantages ofPET, i.e. the

excellent spatial resolution. Secondly, one must he careful that one does not make a

sphere so large sa that it results in two adjacent spheres overlapping, and thus sampling

the same voxels. The inclusion ofthe same voxels in different spheres will result in

spatial autocorrelation, which manifests itself by artificially inflating the correlation

between the sampling spheres. This potential problem is best illustrated in the current
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experirnent bythe cluster centroids for B44_L and B45_L. Table 7 shows that the

centroids ofthese clusters are separated by 13.2 mm. As such, the maximum radius for

each ofthese sampling spheres must be no greater than 6.6 (13.2/2) mm. The defmition

of a larger radius would necessarily require that sorne of the voxels located along the

periphery of each of the spheres be included in both spheres, resulting in spatial

autocorrelation.

In order to avoid this problem and thus reduce the effects of spatial autocorrelation,

aIl intercluster Euclidean distances were computed (see Table 7), and the sampling radius

for aIl ROIs was set to no greater than 1/2 the distance separating the closest ROIs. In

this case, it was decided that a 5 mm radius wouid be optimal. It should he noted at this

point that this solution does not completely eliminate the effect of spatial autocorrelation,

it simply reduces it. Spatial autocorrelation still will have a minimal effect, since our

dataset has been blurred with an 18 mm Gaussian tilter, and as such, voxels that are

located near the periphery of any given ROI may still exert an influence onto the voxels

of other nearby ROIs. Whether this impact is particularly strong is best detennined by

examining the strengths of the interregional correlations. Once the dimensions of the

sampling spheres have been defined, actual activation data for each ROI is detennined by

computing which voxels faIl within the defined sampling sphere for each individual ROI

for each subject and condition. The fmal activation value for each ROI is simply

calculated as the arithmetic mean activation of aIl voxels that comprise that ROI.

Statistical Analysis

Interregional Correlations. Examination of the correlation matrices serve both

exploratory and hypothesis testing purposes. A confinnatory analysis is made possible

since both models make predictions with regard to the correlations that are expected to

differ significantly from zero. With regard to the Geschwind model, an examination of

Figure 9 demonstrates that only 5 correlations are predicted to he nonzero, i.e. paths (a),

(b), (c), (d), and (h). Paths (e), (f) and (g) cannot he tested since our dataset does not

include activation data in response to visually presented stimuli. Path (h) running from

the left posterior STG to the left angular gyms can, however, he tested even in the

absence ofdata resulting from visual stimulus presentation, since Geschwind explicitly
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states that auditory input can spread to visual areas via the angular gyms. In order to test

whether any ofthese correlations are, in fact, significant at the R=.05 level, a Bonferroni

correction for multiple comparisons must be applied. As sucb, correlations found to be

significant at the R=.O 1 (.05/5) level shaH be declared as significant.

The significance levels for the correlations for the Petersen et al. model were for

computed separately for each condition. As can be seen in Figure 10, removal of the

purely visuai areas from the model, leaves us with 7 paths (paths (a) through (g» to be

tested for significance. Application of the Bonferroni correction for multiple

comparisons, lowers the alpha level from Ir.05 to IF.007 (.05/7). Although this

significance Ievel is valid for the synonym generation data, it could he argued that such an

alpha value is too conservative for the repetition data, since Petersen et al. envisioned the

semantic association area (B 11.47_L) to oruy be active during explicitly semantic tasks.

As such, we should not be testing the correlations represented by paths (d) and (e), thus

dropping the number ofcomparisons down ta 5. This, in turn would result in an adjusted

alpha value ofR=.O 1 (.0515) for the repetition data.

It is clear that in the course of model testing, sorne of the correlations will he found

to be significant, as predicted, while others will fail ta reach significance. These expected

partial failures leave us with the opportunity ofexamining the remaining correlations in

order to note whether gaps in the model under investigation might be filled through sorne

other route. Such exploratory, hypothesis-generating work might yield in a slightly

modified model, that could be tested in the future with a different dataset. However,

rather then inspecting a11 of the remaining correlation coefficients, once must first limit

the correlations to those that are statistically significant by controlling for multiple

comparisons. This can be achieved, as was the case in the previous two paragraphs, by

applying a Bonferroni correction to the experiment-wise alpha level, which is IF.OS in

this case. The number ofcomparisons would he computed by (1) calculating aIl possible

correlations between the 13 sampled ROIs, and then (2) subtracting the number of

comparisons that were made a priori (either 5 or 7). Dividing the experiment-wise error

by the number ofcomparisons (73 or 71) results in a per comparison alpha ofeither
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R=.00068 or ~.00071, respectively. We shaH use the value of~.0007 for these

comparisons.

It should be noted at this point that, since we are clealing with rather small sample

sizes, the calculation of the significance of the difference of a correlation coefficient,

either from zero, or from another correlation coefficient, is somewhat more complex. In

particular, although estimates ofstandard error ar~ quite accurate when using a rather

large number of observations, these estimates become increasingly less reliable as sample

size decreases. This problem is best dealt with by estimating the standard errors from the

sample itself via the use ofa bootstrap procedure (Efron, 1981), as discussed in sorne

depth by Horwitz et al. (1992). Although Horwitz et al. (1992) state that 100 bootstrap

samples appear to generate stable estimates ofstandard error for correlation coefficients,

a test ofthis recommendation with rCBF data found that the standard errors were actually

most stable using 200 bootstrap samples (see Appendix A). As such, standard errors

were estimated via bootstrap using 200 samples, and these were then in tum used to

generate either t-values, in the case of tests comparing correlation coefficients to zero, or

z-scores, when testing for a significant difference between two correlation coefficients.

Structural Equation Modeling. Structural equation modeling was perfonned with the

aid of the AMOS 3.1 software package (Arbuckle, 1992), using maximum likelihood to

generate all estimates. In order to increase the number of estimable parameters and keep

aIl model error from being accounted for by residual variables, residuals were constrained

following the suggestion ofMcIntosh and Gonzalez-Lima (1994). These authors argue

that regions that receive input from other regions within the model (endogenous regions)

should have their residuals fixed ta between 35% and 50% oftotal region variance, with

regions that receive a greater numher of inputs, Le. regions that have more predictors,

aIlowing for less residual variance. Regions the receive no input from within the model

(exogenous regions) must have their residuals set to 100% of their variance. As such, a11

ROIs, with the exception ofPAC, had their residuals constrained to 50% oftotal region

variance. PAC residuals were set to 100% in the Geschwind model, since PAC is

exogenous in that modeL Detennination ofPAC residual was somewhat more difficult

for the Petersen et al. model, since this model allows for a feedhack connection from
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temporo-parietal cortex. In recognition of the fact PAC most likely receives the bulk of

its input from structures outside the model, it was decided to set the PAC residual to 70%

of region variance, thus allowing for the feedhack connection to exert sorne influence

onto PAC.

ModeIs were initially evaluated on a per model (Geschwind or Petersen et al.) and

condition (repetition or synonym generation) basis, thus resulting in 4 models to be

evaluated. The initial step in the evaluation process is the examination of the chi-square

statistic for that particular model/condition, which fonns the basis of an omnibus test of

that model. The chi-square statistic can be interpreted as a goodness of fit measure, in

that it is a measure of the error encountered when attempting to fit the sample data to the

proposed model. Thus, a model that results in a high chi-square statistic indicatives a

model that is a worse to fit to the data than one that produces a smaller chi-square

statistic. The actual significance of the model is determined by computing a p-value

based upon the chi-square statistic and a measure ofmodel parsimony, as reflected by the

modeI's degrees of freedom. The resultant p-value cao be interpreted as "the approximate

probability, under the hypothesis that the specified model is correct, that the chi-square

statistic would have reached a value as high as its CUITent value; thus ifR< .05, then the

departure of the data from the model is significant at the R=.OS level" (Arbuclde, 1992).

The goodness of fit of a model can also he described by the use of any number of

goodness of fit indices. Most commonly used are termed (1) the goodness of fit index

(OFI), and (2) the adjusted goodness of fit index (AGFI), both ofwhich were proposed by

Joreskog and Sorbom (1984). The OFI is calculated by subtracting the ratio of sum of

squares residual over sum of squares total (detennined when comparing the sample

covariance matrix to the estimated matrix) from 1. The resultant index takes on values

ranging from 0 to l, with 1 indicating a perfect fit. The AGF! is identical to the OFI, with

a modification that forces it to take the parsimony of the model ioto account byadjusting

the index for the number of parameters that must be estimated, i.e. the more parameters to

be estimated, the more the index is adjusted downward. An AGF! of 1 indicates a perfect

fit, a truly bad fit can result in a negative AGFI. Many structural equation modeling

software packages will not ooly compute many different measures of fit, they will aIso do
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this for 2 default models: (1) the saturated model, and (2) the independence model. The

saturated model is a version of the model which one is attempting ta fit, with no

constraints imposed, i.e. all parameters are free to be estimated. The second default

model, the independence model, is the opposite of the saturated model, and much more

usefuI. This model assumes that all paths between variables are fixed at zero, i.e. that all

variables are uncorrelated. In doing so, the model will often he an extremely poor fit to

most datasets, and thus the measures of fit of this default model will also reflect this poor

degree of fit. The use ofthis default model is in that one can compare one's own modeis

indices with that of the independence model. If the fit of the model Wlder consideration

has goodness of fit indices that are only minimally better than that of the independence

modeI, the model under consideration might weIl require revision.

Following the test of the omnibus statistic and inspection ofthe various measures of

fit in order to gain an appreciation for general model fit, one could next examine the

actual path coefficients for the model in question to detennine which of the coefficients

were able to reach significance. Under the AMOS package, this is done by noting

whether the critical ratio (CR), a measure fonned by dividing the regression weight by the

estimate of standard error, is above 2. The approximate value of2 (actually 1.96) reflects

the fact that the CR has a standard nonnai distribution, and therefore any CR greater than

1.96 would be significant at the n=.OS level. The interpretation of the meaning of the

path coefficient must be done carefully in blood flow studies. Simply, the path

coefficient describes either the proportional increase or decrease in blood flow that would

result from a 1 unit increase at the predictor variable, assuming aIl other variables are

held constant. For example, if region A is linked to region B via a unidirectional link,

with a path coefficient of, say, .4, then, a 1 unit increase in blood flow at A would result

in a .4 unit increase at B. Similarly, if the path coefficient were -.4, then a 1 unit increase

at A would result in a .4 unit decrease at B. Care must he taken not to interpret these

coefficients as indicators of inhibition, as inhibition could well result in a rCBF increase.

Other model characteristics of interest include: (1) the modification indices, which

suggest how the model might be improved by the consideration ofadditional paths, and
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(2) the squared multiple correlation (SMC), which indicates how much of the sample

variance for a given ROI is accounted for by that ROI's predictors.

Results

Interregional Correlations

The Geschwind Model. An examination ofthe correlation coefficients for both the

repetition and synonym generation tasks as displayed in Table 8, demonstrates the

existence ofa great number ofhighly significant correlations (uncorrected for multiple

comparisons). Somewhat surprlsingly, ooly two of the correlations predicted ta be

significant by the Geschwind model, were found ta be so: (1) path (d) (see Figure 9)

Iinking left BA 44 to the left PMe was found to be significant in the repetition task,

1=3.04, ~=.008, and (2) path (a) representing the correlation between left PAC and BA 42

was found ta be highly significant for the synonym generation task, 1=7.41, p<.OOO l, and

approaching significance in the repetition task, t=2.45, Q=.025. Path (h) linking BA 42

with ROI PT_L approached significance for both the repetition task, 1=2.24, Q=.039, and

the synonym generation task, !=2.06, ~=.055. An examination ofTable 9 indicates that

only the correlation between B42_L and B39_L was found to differ significantly from the

repetition condition to the synonym generation condition, ~1.99, IF.047, with the

correlation changing from r=-.OS in the repetition task to r=.42 in the synonym generation

task. It should be noted, however, that Geschwind does not propose a linle between these

two areas.

Insert Table 8 about here

Insert Table 9 about here
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Table 8

Interregional Correlations for Repetition and Synonym Generation Conditions

BI I.47_L 845 L 844 L B4_L 84 R B32.6 M PAC_L PAC R B42_L PT L PTr_R SrSe R B39 L

BII.47_L .07 .03 .II -.03 .12 .06 .04 -.24 .14 .13 .00 .24

B45_L -.21 .58·· .13 .22 .12 -.51 •• -.21 -.31 -.35 -.42 'Ir'lr .39 • -.11

B44_L -.24 .42· .26 .48 ** .41 • -.42·· .03 -.28 • .16 -.36 • .61 •• -.02

84 L .1 .31 .44 •• .47·· .16 -.10 .08 -.34 • .15 -.45 •• .11 -.26

84 R .01 .43 •• .63 JIIJ11 .63 JIIJ11 .03 -.08 .63 U .13 .11 -.04 .72· J11 .14

B32.6 M .19 -.17 .19 .27 .07 .01 -.19 -.06 .23 -.49 .. -.19 -.23

PAC_L .31 -.40 -.46·· -.37 • -.38·· .00 .35·· .73·· .53 •• .39" -.22 .24

PAC_R .07 -.16 .35 .11 .44·· -.24 .14 .43·· .36·· .57·· .54·· .41

B42_L -.09 -.28 -.12 -.43·· -.38·· .25 .50 • .27 .44 .27 .11 .42·

PT L .21 -.36 .14 .08 -.18 .34 .50 • .33 • .43· .11 .12 .31

PTr_R -.12 -.20 -.04 -.25 .10 -.41 • -.13 .S7·· .07 .00 .17 .46··

SrSc_R -.03 .27 .38·· .14 .46·· -.36 • -.13 .70·· -.06 .09 .51 •• .48··

839_L .42·· .08 .01 -.07 .19 -.49·· .18 .48·· -.08 .16 .28 .62·*

Correlations for the repetition condition are displayed below the diagonal, whereas those for the synonym generation condition are displayed above the diagonal.
• = significant at the p=.05 level (2-tailed)
•• = significant at the R=.OI level (2-tailed)
Bold Fated = significanl al the R=.OOI level (2-tailed)
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Table 9

Differences in Interregional Correlations (Synonyn Generation - Repetition)

811.47 L 845 L 844 L 84 L 84 R 832.6_M PAC L PAC_R B42_1. PT L PTr R STSe R 839 L

B11.47_L

845 L .28

844 L .27 .16

B4_L .01 -.17 -.18

84 R -.03 -.21 -.16 -.16

B32.6_M -.07 .29 .22 -.11 -.04

PAC_L -.25 -.11 .03 .28 .30 • .00

PAC R -.03 -.05 -.32 -.04 .19 .05 .21

B42 L -.15 -.03 -.16 .09 .50 • -.31 .22 .16

PT L -.07 .01 .02 .07 .29 -.11 .03 .03 .00

PTr R .24 -.23 -.32 -.20 -.14 -.08 .51 • .00 .20 .12

STSc_R .03 .12 .23 -.03 .26·· .17 -.09 -.16 .17 .04 -.33

B39_L -.18 -.20 -.03 -.19 -.05 .27 .06 -.06 .50 • .14 .18 -.15

• =significant at 1F.05 (2-tailed)
•• =significant at 1F.01 (2-tailed)
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The Petersen et al. Model. An examination of the correlations for the Petersen et al.

mode!, shows this model ta fare little better than the Geschwind model. Qnly two

correlations were found to be significant at the Bonferroni corrected alpha level. These

correlations, which both occurred only in the repetition condition, included: (1) path (b)

(see Figure 10), connecting the angular gyrus ta the SMA, 1=3.49, R=.0028, and as was

the case for the Geschwind model, (2) path (g), connecting BA 44 to the left PMC,

1=3.04, R=.0075. AlI other correlations for either the repetition or the sYnonym generation

conditions did not even approach significance, with the exception of path (d), connecting

the angular gyrus to BA 11147. Interestingly, even though Petersen et al.'s model quite

explicitly denies any possible contribution of this area during a simple word repetition

task, path (d) does seem, nonetheless, to make a contribution, 1=3.80, R=.OOI. However,

since this path was not explicitly tested a priori, its significance can only be tested using

the global Bonferroni correction, i.e. the correction assuming 73 comparisons, at which

level path (d) fails to find significance.

Structural Equation Modeling

The Geschwind Model. The omnibus tests of the Geschwind model found that this

model could be rejected as being an acceptable fit to the data for both the repetition, X2

(16) =35.1, R=.004, and the synonym generation, X2 (16) =33.5, R=.006, conditions.

Examination of the critical ratios for both conditions, found results sunilar to those found

via the interregional correlations approach. Reaching significance in the repetition task at

the R<.05 level, were paths (a), ~3.02, and (b), ~2.26 (see Figure Il). Both paths (c)

and (h), which, according to the model, project efferent fibers that originate from the

phonological association area, did not approach significance. The results for the synonym

generation task were similar, with paths (a) and (b) reaching signjficance, with z-scores of

~4.37 and ~2.68,R<.OS, respectively. As was the case with the interregional

correlations, path (d) linking BA 44 with PMC was clearly not significant, r 1.11).

In5ert Figure Il about here
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The path linking PAC_L to B42_L was then further explored, since a certain amount

of confusion was encountered with regard ta this path in the interregional correlation

analysis~ i.e. why was it stronger in the synonym generation task than in the repetition

task? As previously mentioned the linle from PAC_L to B42_L was found to be

significant. Next, the existence of a reciprocallink was tested. The PAC_L residual was

set to 70% oftotaI variance, and an additionaI path, Iinking B42_L to PAC_L was

installed ioto the model and initially set to zero. The model was run and the PAC_L to

B42_L path was still found to be significant, ~3.66, 2<.05. The parameter on the new

path was then freed and the model renm. As a result of the additional path, the old path

coefficient dropped slightly, 13=.472, however, remained significant, ~2.60, R<.05. The

new path was not found to contribute significantly to the fit ofthe model, ~ X2 = 1.32, il

df= 1, Q=.25, nor was it, itself: significant, ~1.07, R>.05.

The squared multiple correlations (SMC) generally reflected the weakness of the

model. The highest SMC was found for ROI B42_L, for which 33.6%), for repetition, and

51.5%, for s}1lonym generation, of its variance was accounted for by its single predictor

variable, left PAC. Second best predicted ROI was PT_L, which had 22.1 % and 28.50/0

of its variance accounted for in the repetition and synonym generation tasks by its single

predictor variable, B42_L. AIso of interest is the SMC of B4_L, that dropped from

16.6% in the repetition task to 6.5% in the synonym generation task, reflecting a change

in processing occurring at its predictor variable, B44_L, during the syoonym generation

task.

Inspection of the modification indices reveaIs that the data for both tasks would fit

the model better, if a temporo-frontal path were to be added to the mode!. In particular,

both tasks would benefit from the inclusion of a link from PAC L to B44 L. The- -
addition of such a path, which wouId take on a path coefficient ofapproximately -0.45,

would resuIt in a drop in the X2 statistic ofbetween 9.2 and 9.9 at the cost of only one

degree of freedom (significant at the Q<.005 level). Whether the physiology supports

such a modification shalI he discussed in the next section.

Although not predicted by the Geschwind model, the results of the interregional

correlation analysis, suggested that a sunilar analysis as the above also be perfonned
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using the right hemisphere homologous ROIs. Of greatest interest was tha!, although the

onmihus test of the model to the repetition data found the model to he an adequate fit, X2

(16)=21.56, Q=.158, the same test of the synonym generation data resulted in a clear

rejection ofthe model, X2 (16)=52.74, Q<.OOI. This fmding is ofparticular interest, since

the results of the interregional correlation found there to be very strong and highly

significant correlations amongst most of the right hemisphere ROIs included in the

Geschwind model. The primary factor responsihle for the rejection of the model for the

synonym generation data appears to he the very weak and noisy path (b), linking the

planum ROI PTr_R with ROI STSc_R, located in caudal superior temporal sulcus. Left

hemisphere analyses assigned path coefficients of .690 and .729 to this path for the

repetition and synonym generation tasks, respectively. As discussed previously, both of

these coefficients were found to be significant at the IF.OS level. Similarly, the right

sided repetition-related path coefficient was also found to he significant, ~2.76, g<.OS,

and ofsirnilar magnitude, f3=.770. The magnitude ofthis path coefficient was found to

decrease in the synonym generation condition, f3=.215, and was no longer found to differ

significantly from zero, ~.933, n>.05. With regard to noise, inspection ofarea PT_L

SMCs (area PT_L is the left-sided homologue to STSc_R), found them to be moderately

high and of similar magnitude between conditions (22.1 % for repetition, 28.S% for

synonym generation). The STSc_R SMC for the repetition condition was also found to

be in the same range as for PT_L (29.7%), however, in the synonym generation condition

the SMC decreased by approximately 85% to 4.6%.

Examination of the modification indices for the repetition task suggests the addition

ofa path from PAC_R ta STSc_R, resulting in a minimum decrease in the omnibus X2

statistic of S.907 at the expense of 1 degree offreedom. Although this modification

would be marginally significant at the IF.05 Ievel, a physiological basis for such a

modification is not clear. The modification indices for the synonym generation task

reflect the poor fit of the model to the sample data, by proposing the possible addition of

three temporo-frontal connections, each significant at the Q=.OS level. Clearly, however,

one would do best to formulate a new model to embrace the results of the synonym

generation data, rather than attempting to incorporate these post hoc suggestions.
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The Petersen et al. Model. The results of the testing ofthe Petersen et al. model

were not encouraging. The fit of the model ta the repetition data was tested by fixing the

path coefficients for paths (d) and (e) (see Figures 12 and 13) to zero. Fixing these paths

to zero in bath directions, thus isolating the ROI representing the semantic association

area from the rest of the model, reflects the prediction of the Petersen et al. model, that

this area should not make a significant contribution to a non-semantic task, such as that of

simple repetition. Computation of the omnibus test statistic indicated that the model was

a particularly bad fit ta the data, X2 (11) = 35.0, Q<.OOl. This was reflected by the fact

that none of the critical ratios for any of the proposed paths were able to attain

significance at the R=.05 leveI.

Insert Figure 12 about here

Insert Figure 13 about here

Inspection of the modification indices, suggested that the model would benefit from

the inclusion of a path linking B 11.47_L to B39_L, resulting in a minimum drop in the X2

omnibus statistic of 15.6 at the expense of one degree of freedom. The second highest

modification index proposed the addition of a reciprocal path from B39_L to B II.47_L.

Since these linkages actually comprise part of the Petersen et al. model, it was decided to

reron the model, while estimating, Le. freeing, the path coefficients for paths (d) and (e).

The omnibus statistic for the modified model, although still indicating that the model be

rejected, X2 (7) = 21.8, R=.003, did find that freeing the new paths contributed

significantly to the fit of the model, L\ X2 = 13.2, L\ df= 4, Q<.025.

Attempting to fit the model ta the synonym generation data resulted in similarly poor

results as encountered for the repetition data. The full Petersen et al. modeI, which

included the paths required ta link the semantic association area, RDl B Il.47_L, into the
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model, provided an astonishingly poor fit ta the data, X2 (7) = 31.2, }I<.OO 1. Aiso as was

the case for the repetition data, none of the criticai ratios for any ofthe paths were found

ta even approach significance. The devastatingly poor fit of the model, precludes the

examination of any of the other conventional indices of fit. It is of interest, however, that

although the AGFI for the Petersen et al. model was .100, the AGFI for the independence

model was a rather high 0.731. This result suggests that even ifone were to attempt ta

modify the model ta fit the sample data, one would still have great difficulty in achieving

a better goodness of fit than can be found by simply assuming that aIl ofthe areas are

functionally independent ofone another. This would argue that, with regard to synonym

generation, the problem with the Petersen et al. model is not ooly that required pathways

may be missing, but that the model is missing the areas that are critical to synonym

generation.

As a final test of one of the Petersen et al. modeI's assumptions, the paths linking the

semantic association area were fixed at zero, and the model rerun. The results were

similar ta those found with the repetition data in that, as expected, the model was still

rejected at any conventionallevel ofsignificance, X2 (11) == 34.3 t Q<.OOI. Ofinterest,

however, was the fact that fixing these paths, and thus removing the effect ofthe semantic

component from the model, did not result in a significant decrease in the fit of the model,

l1 X2 = 3.1, l1 df= 4, R>.5. This casts yet more doubt on the involvement ofBl1.47_L in

tasks of semantic association.

Madel Comparisons. Examination of the GFI and AGFI measures of fit reflect the

results of the various omnibus tests. The best model was found ta be that ofGeschwind,

when imposed onto the right hemisphere and used ta fit the repetition data (GFI=.729,

AGFI=.644). This model was followed by the left hemisphere Geschwind model for the

repetition data (GFI=.688, AGFI=.591) and for the synonym generation data (GFI=.654,

AGFI=.546), however, as previously noted, this model was rejected as an appropriate fit

to the data by the omnibus tests. The Petersen et al. model was an abysmal fit for the

repetition data (GFI=.649, AGFI=.330), and an even worse fit for the synonym generation

data (GFI=.700, AGfI=.lOO). As mentioned previously, it is ofnote that the fit of the
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Petersen et al. model to the synonym generation data is substantially worse than that

provided by the independence model (GFI=.80S, AGFI=.73 1).

Discussion

Interregional Correlations

Examination of the interregional correlations brings into rather sharp focus one of

the limitations of the interregional correlations approach, i.e. that when looking at

correlations, we are tmable ta test specifie hypotheses about the directionality ofproposed

linkages. For example, the interregional correlational analysis of the Geschwind model

(See Figure 9) found path (a) linking left PAC with left BA 42 to he highly significant

during the syoonym generation task, yet nonsignificant during the repetition task. How is

this to be interpreted? ROIs representing primary sensory and motor cortices were

purposely included in all models, since any areas that were found to correlate highly with

them couid be said to be engaged in lower level processing. With this in mind, one would

have to interpret the path (a) correlation by cIaiming that BA 42 is more involved in low

level sensory processing during a synonym generation task than during a repetition task.

Yet, this assertion is highly counter-intuitive. The problem is a result of the fact that the

correlation does not reflect directionaIity, although the model does. As such, rather than

assuming the model to be correct with regards ta directionaIity, one could just as rightly

assume the model ta he incorrect, since it makes more intuitive sense that BA 42

influences left PAC (perhaps in an inhibitory way) during the synonym generation task, in

arder ta squelch unnecessary auditory input, which might otherwise shift attention from

the higher level processing task. This problem exists in aIl correlational analyses, and

thus requires the researcher ta be very careful when attempting ta interpret the resuIts.

Causality (and thus directionality ofproposed linkages) cannot be tested by purely

correlational methods.

Having noted the above potentiaI problem, we now tum ta considering how weIl the

data fit the Geschwind model. Considering that only 2 of the 10 interregional correlations

predicted by the Geschwind model were found to be significant, it would appear as if the

data do not support the Geschwind model particuIarly weIl. This lack ofsupport is

exacerbated by the fact that: (1) the significant correlation found at path (a) for the
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synonym generation task (see Figure 9) is not, as noted above, easily interpreted, and (2)

the path (c) linking the anterior speech area with the posterior speech area, a critical

assumption ofthe Geschwind model, did not approach significance for either task. Only

path (d) linking left BA 44 with left PMe was confirmed by the data and can be relatively

easily interpreted. Since both ofthese areas were significantly correlated for the

repetition task, but not the synonym generation task, this points to the fact that the

processing profile of BA 44 changes with the task, Le. during the repetition task, BA 44

must have been performing lower level motor progranuning related tasks, whereas for the

synonym generation task, the nonsignificant correlation with BA 4 indicates the

involvement of BA 44 in sorne other higher level task that may be related either to lexical

access or phoneme assembly.

Although the above does not abide weIl for the Geschwind model, examination of

the interregional correlations for the right-sided homologous ROIs provide sorne

interesting information. The reader should note that the right-sided homologous ROIs

were created as a result of the same literature review that was used to create the left-sided

C!usters. Clusters were defined to be homologous ifthey shared a task profile and ifthey

were very close in proximity (with correction made for hemisphere). The initial test of

the Geschwind model used on1y left-sided ROIs, since Geschwind was quite clear that his

model was a model of language processing in the dominant hemisphere, which is, of

course, the Ieft hemisphere for the vast majority of individuals. An inspection of the

interregional correlations that were found to be significant even after the application of a

global Bonferroni correction adjusting for 73 comparisons (see Table 10) is of particular

interest due to the predominance ofright-sided ROIs. Yet more fascinating is the fact that

the right-sided interregional correlations are extremely supportive of the Geschwind

mode!. With reference to Figure 9, and using the right-sided homologous areas, it can be

seen that: (1) path (a) exists for bath conditions, (2) path (h) does not exist, however, an

alternative path linking right PAC to the PT_L homologue (STSc_R) takes its place, (3)

the criticallink (c) exists, (4) path (h) providing access ta the angular gyms exists, and (5)

path (d) linking left BA 44 to right PMe aIso exists. AIl right-sided correlations that fall

within the Geschwind model were also noted ta be higher than their left-sided counter-
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parts. Other right-sided paths may have been found significant, had we not had to

perform a global Bonferroni correction. A possible explanation for this finding is

presented below.

Insert Table 10 about here

The Petersen et al. model (see Figure 10) appears ta he just as incongruous with the

observed pattern ofleft-sided interregional correlations as the Geschwind model. Path (a)

linking left PAC ta the tempora-parietal cortex (B39_L) did not approach significance in

any of the conditions. This was ta be expected, since it is known that efferent PAC fibers

project primarily only ta immediately adjacent association cortex in higher-order primates

(Flechsig's principle). Paths (c) and (e) also failed to achieve significance for both

conditions, thus leaving no plausible pathway to transmit infonnation from the posterior

speech area to the anterior speech area, effectively isolating BA 44 from any input. One

of the few significant correlations observed was that of path (b), linking temporo..parietal

cortex with SMA, during the repetition task. However, this correlation is difficult to

interpret, since aIl other correlations either defining the linkage between temporo-parietal

cortex and PAC or SMA and PMC were nonsignificant. An attempt to fit the model onto

the right hemisphere, a tactic that proved profitable for the Geschwind model, failed,

since none of the areas, other than the primary receiving or output areas, had right-sided

homologous ROIs. As such, the model of Petersen et al. can be said ta have fared much

worse than that of Geschwind.

Structural Equation Modeling At a macroscopic level, the results of the structural

equation modeling (SEM) of the Geschwind model were very much in accord with those

attained via the interregional correlations (IRCs). The SEM approach rejected the

Geschwind model as a reasonable fit to the data under aIl conditions, other than when

fitting the right hemisphere repetition data. This resuit ref1ects that attained by the IRe

approach, ifone makes the assumption that the model must he rejected unless ail critical

pathways are found ta he significant. As was previously noted, this was not the case for
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Table la

Significant Interregional Correlations Not Predicted by Either Model

Condition ROI A ROIB Pearson's r t-stat p-value

REP B44_L B4 R .63 7.53 <.0001

B4 L B4 R .63 5.40 <.0001

PAC R PTr R .57 5.11 .0001

PAC R STSc_R .70 8.80 <.0001

STSc R B39 L .62 5.07 .0001

SYN B45 L B44 L .58 4.74 .0002

B44 L B4 R .48 4.81 .0002

B44 L STSc R .61 5.89 <.0001

B4 R PAC R .63 5.37 .0001

B4 R STSc R .72 9.92 <.0001

PAC R PTr R .57 5.32 .0001

Application ofa Bonferroni correction for 73 comparisons, assuming an experiment-wise
alpha ofp=.OS, resulting in a per comparison alpha threshold ofp=.00068.
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bath left hemisphere conditions, with the theoretically critical pathway connecting the

posterior with the anterior speech areas being the most troublesome. Applying this logie

to the IRes observed for the right hemisphere synonym generation data would, in

agreement with the SEM results, have required the model to be rejected for the same

reason, i.e. a nonsignificant correlation between areas PTr_R and STSc_R.

This not, however, ta say that bath approaches are of equal utility. A major

advantage of the SEM approach is that, regardless ofwhether a model is rejected or not,

SEM is able to generate an objective statistic, i.e. a chi-square statistic, that can be used to

quantify model fit. Paths can then be either constrained or freed, the model rerun, and the

difference in model fit, as measured by the chi-square statistic, objectively tested. As

such, SEM allows us to objectively test alternative models, as long as the models tested

are nested, Le. the more constrained model can be generated by fixing one or more of the

parameters comprising the less constrained modeI. Even if it is impossible to create

nested models, thus not allowing for an objective test, one still has the option of

comparing the fit ofvastly divergent models via any of a number of goodness-of-fit

indices. Such a comparison made it possible for us to state that the Geschwind model

was a better fit to the data than the Petersen et al. model.

SEM aIso has the advantage of being able to test link directionality, a capability

beyond that of the IRC approach. This was demonstrated in noting that, although IRe

was able to show that the path linking PAC_L to B42_L became high1y significant during

synonym generation, the IRC approach was unable to test the hypothesis the this increase

reflected B42_L acting upon PAC_L, rather than vice-versa. This hypotbesis, was

however, quite easily tested using SEM, allowing us ta conclude that a reciprocal link

from B42_L ta PAC_L was not a reasonable explanation for the noted significant

correlation.

The ability to suggest new connections not encompassed by the original models,

although possible via bath approaches, aIso benefits from the fact that SEM is sensitive to

link directionality. For example, in examining the IRes found in Table 8, one could note

the existence of a highly significant negative correlation between PAC_Land B44_L,

however, only using the information provided by the SEM modification indices could one
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note (1) the direction of the suggested path, from PAC_L to B44_L, and (2) the minimum

drop in the chi-square statistic ifone were to add this path, thus providing information

about the significance of making the suggested change. Obviously, the addition of any

new paths are subject to neuroanatomical validation. In this particuIar case, a direct link

seems improbable, however, an indirect link might have sorne potential. Galaburda and

Pandya (1983) noted that information cao flow frOID PAC to mu1ti-modal areas located at

the STS and the insu1a; in addition, Deacon (1992) found fibers linking BA 44 with

dorsal insular cortex. Such an indirect path, linking PAC to BA 44, cou1d he tested by

creating and sampling an insular cortex ROI, and then including it into the mode!.

Similarly, the fmdings of Galaburda and Pandya (1983) can also be used to give

neuroanatomical validation for the inclusion ofa path projecting from PAC_ R to

STSc_R. The addition ofthis path, as suggested by examination of the modification

indices for the right hemisphere repetition data, would result in a significant chi-square

decrease, 2<.005.

Left vs. Right Hemisphere A somewhat unexpected result of the model comparisons

that were done, was that, regardless of a approach used, the best fit ofdata to model was

achieved when fitting repetition data ta the Geschwind model using right hemisphere

homologous ROIs. This is particuIarly disturbing, since the suggestion that language is,

after aIl, primarily a right hemisphere function, is not really worth seriously entertaining.

This is not to say, however, that the right hemisphere plays no role in language

processing. As a matter of fact, the finding that the right hemisphere fits the repetition

data weIl, while not fitting the synonym generation data, is in hannony with the current

view that the right hemisphere May weIl be quite capable of performing simple language

processing, while being unable to accomplish higher level semantic tasks. The problem

lies in the fact that ail models were rejected when attempting to fit the left hemisphere

data. As such, one feels compelled to offer possible reasons for this unexpected finding.

A couple ofpossibilities present themselves. Firstly, one could argue that the

stronger right-sided interregional correlations might reflect the fact that the right

hemisphere uses higher-Ievel cortex to accomplish language-related processing, that may

be accomplished by subcortical structures in the left hemisphere. As such, since the
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Geschwind model does not postulate the involvement ofany subcortical structures, the

right hemisphere data might be a better fit to the mode!. This hypothesis could be tested

by testing various models of language processing that include subcortical components

(Alexander et aL, 1987; Crosson, 1985; 1992; Wallesch & Papagno, 1988), and noting

whether hemispheric differences exist with regard to model fit.

A second possibility is based upon the assumption that association cortex that is

specialized for a given function might he able to accomplish a given function more

efficiently, thus allowing for the implementation of the function with less tissue, whereas

association cortex that is less specialized, while still being able to carry out the fimction,

may be less efficient in how the function is implemented, and thus require more tissue. In

this instance, one could argue that the language components that we are attempting to

measure via our ROIs, might have a smaller spatial extent on the left than on the right.

As a result, the greater spatial extent of the right hemisphere components, when

considered over ail subjects in the study, are more likely to overlap, resulting in higher

correlations in the right hemisphere. This possibility can be tested by increasing the size

of the sampling sphere, so that it is more likely ta include the non-overlapping left

hemisphere components. Such an increase should result in increased left hemisphere

correlations.

Finally, the low left hemisphere correlations could be the result of greater inter

individual variability, with regard to component localization, within the left hemisphere.

This hypothesis could be examined either (1) by increasing the size of the sampling

sphere, or (2) by examining the normalized blood flow peaks, across subjects, within a

given radius ofeach ROI center, and noting differences in peak variability hetween

hemispheres.

Conclusion

The purpose of this paper was to examine whether new PET analysis techniques

could he applied in order to test the validity ofmodels of language processing. To this

end, results were obtained that bear on both the techniques used to test these models, and

on the models themselves.
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With regard to modeling techniques, this study differentiates itself from all others in

the way that regions of interest were assigned to processing stages. Previous studies have

defined their ROIs either anatomically or physiologically. Anatomically defined

templates, while benefiting from being defined a priori, have the disadvantages of being

time consuming to implement, and not particularly precise with regard to spatial

localization, ifone is to sample the entire brain while keeping the number ofROIs

manageable. Physiological ROI creation has the advantage ofbeing more spatially

precise, however, this method suffers from the fact that (1) one must define the ROIs by

inspection ofthe current dataset., i.e. ROIs are not defined a priori, or (2) ROIs are defmed

by selecting a coordinate generated frOID single, particular study, thus limiting

generaIizabiIity ofthat ROI to other datasets. This study, successfully, was able to steer a

middle course by creating a priori defined physiologicai ROIs, resuiting from a meta

analysis of the language activation literature. Support for the validity ofthe resulting

ROIs was given by noting that (1) objectively created clusters were fonned at regions of

cortex, in accord with current knowledge about language substrates, e.g. distinct left

lateralized clusters were identified separately for BA 44 and BA 45, (2) processing that

could reasonably be assumed to be bilateral, created bilateral clusters, e.g. B42_Land

PTr_R, that were close in both proximity and task profile, and (3) left-sided clusters

contained a significant number of data points per c1uster. The major drawback ta this

approach is the immense overhead associated with carrying out such a meta-analysis.

This drawback., however, may in the near future be overcome, as researchers develop

shared activation databases, that will allow extraction of standardized coordinates for aIl

studies within a given domain, e.g. language, or even within a given task, e.g. synonym

generation. Such databases should allow researchers ta quickly and easily cluster

hundreds ofrelated data points, resulting in the creation ofROIs with enough data points

per ROI ta compute meaningful measures ofROI dispersion. This, in tum, should allow

for the creation ofvariable sized ROIs, rather than having to fix the ROI size, as was done

in the current study.

This study also served to demonstrate that, of bath ofthe techniques that were

evaluated, the structural equation modeling technique was able to offer significantly more
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than that offered by the use of interregional correlations. It is ofparticular interest to note

that the SEM technique does appear ta be capable of modeling higher level cognitive

systems, although sorne difficulties must still be addressed. For example, the inability of

either SEM or IRCs ta fit either of the models to left hemisphere data, selVed ta point to

potential inter-hemispheric differences in the organization of the language substrates,

even at the level of simple word repetition. It was aIso of interest to note that even

though the Geschwind model was able to fit the right hemisphere repetition data, it was

remarkably unsuccessful at fitting the right hemisphere synonym generation data. This

finding lends support to the asertion that lexicO-semantic tasks may be predominantly

left-lateraIized.

On a technical point, it must be realized that the assignment of residuals during the

modeling process via a mIe of thumb method, should be recognized as a source of

possible problems. Although fixing residuals at either higher or lower values will not

influence the generated path coefficients, it does, however, influence the amount of

variance that must be accounted for by the model, and may thereby resuIt in either an

increase or decrease in associated error terms. As such, seemingly minor adjustments in

residuals may result in a given model or path being either rejected as being an

unacceptable fit, or not. AlI that one can do ta address this problem is to be aware of its

existence, and perhaps explore various potential residuals settings in order ta see how

these adjustments might impact model fit.

A final finding ofthe current study, addresses the primary research question under

consideration, i.e. which model fits the data best. As stated previously, the best fit to the

repetition data is obtained by applying the Geschwind model to the right hemisphere data.

With regard to the left hemisphere data, aIthough neither model proved to be a

particularly good fit, once again, examination of the goodness-of-fit indices point to the

Geschwind model as being the least objectionable. The model ofPetersen et al. was

found to be a stunningly poor fit to the left hemisphere data, and could not he tested on

the right hemisphere due to the lack ofright-sided homologous ROIs. Also ofnote is that

the postulated semantic association area, whiIe oot contributing significantly to fitting the

synonym generatioo data, did make a significant contribution to the fit of the repetition
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data. A major reason for the extraordinarily bad fit of the Petersen et al. model might

weB be the result ofpostulating a direct connection between PAC_L and B39_L. The

insertion ofintermediate areas, such as B42_L and PT_L, might result in a much better fit

of the model, since it seems as if the insertion of a particularly bad link into a model may

have the effect of propagating that resulting error throughout the entire model.

Future Directions

A number of avenues still remain available with regard to using SEM to model

language processes. Of greatest significance is that the problems encountered in

attempting to map models onto left hemisphere data he identified and solved. The most

promising and easily implemented solution involves sampling the left hemisphere using

larger sampling spheres. The correction ofthis problem, will then allow us to refit the

models and perhaps to suggest an alternative to bath models. Also, the rather positive

results that were obtained for the right hemisphere repetition data leads us to believe that

any future model of low levellanguage processing must include inter-hemispheric paths.

Further, in an effort to develop new models ta be validated with subsequent datasets,

datasets could be analyzed for the existence oftask-specific networks via techniques such

as partialleast squares (PLS) and the use ofreference voxel-based techniques.

More generally, although the area of modeling language via SEM appears to be quite

promising, it would seem as if the greatest strides are to be achieved by the combination

of PET and SEM with other technologies. For example, although SEM can provide sorne

information with regard to causality via the imposition of an underlying anatomical

model, meaningful temporal information can best he gained by incorporating other

techniques such as fMR.I and ERPs into a test battery. AIso, techniques such as

transcranial magnetic stimulation can he used at the level of the individual to test whether

postulated language networks are valid at the level of specifie individuals, and if not, how

these networks may change between individuals. The ability to make sucb detenninations

could have a profound impact in the areas of clinical neurology, neuropsychology, and

apbasiology.
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Appenclix A

Significance testing and the correlation coefficient

When performing interregional correlational analyses, one is concemed with being

able to judge the significance of two types ofcomparisons. Firstly, one is concemed with

being able to detect whether a given ROI correlation pair can he said to differ

significantly from zero, i.e. to be able to state that, within a given probability, these two

areas appear to he correlated in the population. Secondly, when either the magnitude or

the direction of a correlation hetween two ROIs varies from one condition to the other,

one needs to be able to ascertain whether the size of the difference between coefficients is

above that that one would nonnally expect, i.e. whether the size ofthe ditference reflects

a different underlying population correlation. How these two types of differences can be

tested, is detailed below.

Testing the difference between a correlation coefficient and zero

We shaH first consider testing for a significant difference between a given correlation

coefficient and zero. The test is quite simple and is given in equation (1), as presented by

Howell (1992).

r-p
t=--

Sr

(1)

Since we are testing whether our correlation coefficient is significantly different from

a population value ofzero, the value of rho in the equation can be set to zero. The

Pearson's r is calculated in the usual way. The remaining term in the equation, Sr

,representing the standard error associated with the correlation, can he calculated as

shown in equation (2).

~
_r'2

S = --
r N-2

(2)

(

We would now, thllS, be in a position to generate at-value, distributed on N-2

degrees of freedom. Unfortunately, this is not quite possible, because the estimate of

standard error given in equation (2) assumes N ta be quite large, and therefore as N

decreases in size, the estimate ofthe standard error becomes less and less valid. A



(4)

(

(
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solution to this problem involves using the sample itself to generate an estimate of the

standard error, and will be discussed shortly.

Testing the difference between !wo correlation coefficients

Tests for a significant difference between two correlation coefficients use a z-score

rather than the t-statistic used in the previous section (Howell, 1992). The computation to

generate the z-score is given in equation (3).

r.1 -r.,
z- -

- ~s. +S.l'. "2

(3)

The numerator of the calculation contains the two correlation coefficients, that have

been transfonned via the Fisher transform in order to make the distribution ofr

approximately nonnai. The computation for the Fisher transfonn is shown in equation

(4).

, Il +rlr =(0.5) loge -
l-r

The denominator of equation (3) contains the estimates ofstandard error for both

correlations. As one might suspect, these estimates are also unstable when computed on a

small sample size. However, for completeness, the standard computation used to

estimate standard error is given in equation (5).

S,..= -JN-3

(5)

Estimation of standard error

The previous two sections attempted to make clear that the estimation of standard

error for correlation coefficients is profoundly effected by sample size. Horwitz et al.

(1992) addressed this problem by using a bootstrap procedure (Efron, 1981) to estimate

the standard error based on the actual sample itself. The bootstrap procedure works as

follows: (1) given a sample of size N, randomly select, with replacement, a subsample,

also of size N, (2) caiculate the correlation coefficient for the subsample and apply the

Fisher transform, (3) perfonn steps (1) and (2) X number oftimes, and (4) the standard
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error for the correlation is given by computing the standard deviation of the X rI values.

We are DOW free to enter the bootstrapped standard error into equations (1) or (3).

The only question that remains to be addressed is with regard ta how many

subsamples (X) should be taken during the bootstrap procedure. Horwitz et al. (1992)

state that they were able to obtain stable results with 100 subsamples, when applying this

method to regional metabolic data. Since it was unknown whether this recommended

value was particular to metabolic data, or perhaps influenced by the size of the sample

used by Horwitz et al., it was decided to perform a test in arder to confinn the

recommended use of 100 subsamples. The test was carried out by performing bootstraps,

using numbers of subsamples varying from lOto 500, selected from the repetition rCBF

data. Figure A-l, which is comprised of the correlations that were found to be the most

labile across the number of subsamples used, ilIustrates the results of the test. Of note

are: (1) aIl correlations show a great deal of instability within the 10-60 subsamples range,

and (2) estirnates of standard error do not stabilize until we reach the 200 subsamples

point. In particular, it should be noted that a number ofestimates shift dramaticalIy

between 100 and 200 subsamples. AlI estimates appear to he quite stable for aIl

subsamples greater than 200. As such, it was decided ta use the bootstrapped estimates

based upon 200 subsamples, rather than the 100 figure suggested by Horwitz et al. Since

the reasons for the discrepancy between the findings of Horwitz et al. and the current

study are unclear, it would seem wise for researchers to perfonn sirnilar tests when

attempting to arrive at an optimal value for the number of subsamples.

Insert Figure A-l about here
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