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ABSTRACT

In an attempt to show how rational explanation of human and animal behaviour

has a place in the scientific explanation of our physical world, Fador advances the

language of thought hypothesis. The purpose of this dissertation is to argue that,

contrary ta the language of thought hypothesis, we need not possess a linguistic internal

representational system distinct from any naturallanguage ta serve as the medium of

thinking. 1 accept that we have an internaI representational system, but by analyzing

Fodor' s theory of content, 1 show Fodor's argument that the internai system must be as

expressive as 80y naturallanguage, which he uses in arguing that the internal system is

the linguistic medium of thought, is UDsound. Distinguishing an infonnational theory of

content from a causal theory of content, which Fodor contlates, 1 argue that internal

representations, whose content is determined by the information they carry, cannot be

related in a way that corresponds to semantic associations between terms in naturaI

languages, reflecting actual associations of items in the world. Furthermore, provided

certain animal cognition, which is homogeneous with human cognition, CaR be

explained without requiring that the internaI system possess anything corresponding ta

the logical connectives, the internal system neeil not possess anything corresponding to

the connectives. 1 give such an explanation of animal cognition by developing an

approach ta content in the RyleanlDennettian tradition, based on the notion of

embodied cognition, in which animaIs embody the hypotheses they entertain in virtue of

their total dispositional state, rather titan explicitly representing them. It follows that

there are two features of naturaI languages, semantic associations of terms and

possessing logical connectives, that the internaI system need not have. Henee a rational

interpretation of linguistic behaviour need not be derived from an intentional

interpretation of the ttansfonnations on intemal representations, from which it follows

that the internaI system need not be the medium of thought, which cao be a natura!

language. Also, if the internai system need not plssess anything corresponding to the

logical connectives, it need not be as expressive as naturallanguages, and henœ it need

not be linguistic.
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RÉSUMÉ

En essayant de d~montrercomment les explications rationnelles des
comportements humain et animal ont leur place dans l'explication scientifique de notre

monde physique, Fodor ~met l'hypothèse du langage de la pensée. Cette thèse a pour

but de débattre que, contrairement ll'hypothèse du langage de la pensée, nous n'avons

pas besoin de posséder un système de représentation linguistique interne distinct de tout
langage naturel, qui est le vBücule de la pensée. J'accepte que nous ayons un système

de représentation interne, mais en analysant la th60rie du contenu de Fodor, je
démontre que llargument de Fodor que le système interne doit être aussi expressif que

tout langage natuœl-argument qu'il utilise pour promouvoir ridée que le sys~me
interne est le v~hicule linguistique de la pens6e-est mal fon~. En distinguant une

théorie ionfonnationelle du contenu d'une théorie causale du contenu--eontrairement l
Fodor, qui les combine-fexplique qu'on ne peut pas établir un rapport entre les

représentation internes, dont le contenu est d~terJlliœpar l'information qu'elles
communiquent, dl une maniere qui corresponde aux associations sémantique qui existent

entre les termes des langages naturels, reflétant les associations actuelles dl items dans le

monde. De plus, étant donn~ qu'on peut expliquer une certaine cognition animale

(homogène à la cognition humaine) sans exiger que le système interne possède quoi que
ce soit qui corresponde aux conjonctions logiques, le système interne n'a pas besoin de

possèder quoi que ce soit qui corresponde aux conjonctions logiques. Je présente une

telle explication de la cognition animale en développant une façon d 1aborder le contenu

selon la tradition de Ryle et Dennett, basée sur la notion de la cognition incarnée selon

laquelle les animaux incarnent les hypothèses qu'ils nourrissent en raison de leur ~tat

naturel total, au lieu de les représenter explicitement. n s'ensuit qulil y a deux

caracteristiques des langages naturels, nommément, c'est-l-dire les associations

sémantiques des termes et la possession de conjonctions logiques, dont le système
interne nia pas besoin. Par conséquent une interprétation rationelle du comportement

linguistique nia pas besoin de provenir d'une interpœtation intentionelle des

transformations des rep~tationsinternes, d'où il s'ensuit que le système interne n'a

pas besoin d'être le v6ücule de la pensée, lequel peut~ un langage naturel. Aussi, si
le système interne nia pas besoin de posséder quoi que ce soit, aucun B~mentqui

corresponde aux conjonctions logiques, il n'a pas besoin d'eue aussi expressif que les
langages naturels, donc il nia pas besoin d'eue linguistique.
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INTRODUcnON

Fodor (1975) advances the hypothesis that there is a language of thought. The

hypothesis is offered as an attempt to explain the place of the mental, rationality in

particular, in a physical world of causes and effects. The language of thought is much

like a machine language in a computer, on Fodor's view. The actual operations of the

language of thought are syntaetic, but they have an intentional interpretation according

to which they are rational transformations of symbols havinl intentional content. Il is

important in assessing Fador's language of thought hypothesis to Iœep in mind Fodor's

main project of trying to secure the place of rational (intentional, psychologjca1)

explanation within scientific discourse, in light of challenges from sceptics and

eliminativists to the effect that intentionality bas DO place in the scientific explanations

of our physical world. 1 am in agreement with Fodor that rational explanation does have

a place in scientific discourse, and much of this project is devoted to uncovering what

commitment to this position entails.

Fador' s argument for the language of thought hypothesis proceeds in two stages.

First, he argues that thinIring occurs in an internai. representational system, which 1

refer to as the weak hypothesis. Then, based on empirical evidence, Fodor makes

severa! detailed daims about the nature of that representational system; Most

imPOrtantly, Fador argues that the internal representational system is a linguistic

system, hence a ltmguagt! of thought. Other features of the internaI representational

system, according to Fodor, are that it is private, it is innate, il is very rich-in the

sense that it contains a representation of everything for which we have a concept-,

1
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transformations of internaI ieprcsentatiOIlS bave an intentional interpretation as truth

preserving rules, the internaI system is distinct from any naturallanguage, and thinking

animals possess the same internal representational system as humans. 1 refer ta the

claim that the internal representational system bas the cbaracteristics Fodor attributes 10

it as the strong hyplthesis.

Fodor offers three arguments that the language of thought must be distinct from

naturallanguages; Le. that it must~ mentalt!s~. The aim of this dissertation is ta

challenge that claim. Specifically, since Fodor argues that there must be a linguistic

representational system distinct from naturallanguages 10 serve as the medium of

thought, in challenging the language of thought hypothesis, 1 simply argue that there

need not he a mentalese. 1 accept the weak hypothesis that there is an internal

representational system, and Fodor's argument that this system is innate. 1 also accept

that at least some human thought occurs in a linguistic medium. However, 1 disagree

that the internai. representational system is the linguistic medium of thought. My

position is that the innate internal representational system need not be linguistic, and

that for competent (natural) Ianguage-users it need Rot be the medium of thinking,

which can be a naturallanguage. 1 develop the position that the fint words we leam

correspond ta our internal representations, as Fodor argues; however, in continuing to

leam a naturallanguage it is possible to add structure ta the naturallanguage tenns that

need not be present in the internal representational system. Two ways that structure cm

he added to the naturallanguage tenns are: (i) leaming ta use the logical connective

terms of a naturallanguage from which terms tbat are already known can be combined

2
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ta fonn new terms; (ri) associating terms 10 reflect associations of items in the world 10

which the tenns refer. Once a naturallanguage bas been leamed, it cao supersede the

internai representational system as the medium of thought. Furthermore, since structure

is imposed on the naturallanguage tenns by naturallanguage itself, e.g. by the use of

the terms for the logical connectives, the tationality of transformations of natural

language terms need not be derived from any inteDtional interpretation of the operations

of the internal representational system. -It must ROt be forgotten that lM smuuuical

characterization ofo~n verbal ~pisoda is lM primluy US~ ofsmwntical t~rms. and

thal oven linguistic ~ve1US as se11Ul1llÎcally c/uut1Cteriud art lM 1IIIJtk1for the inner

episodes illlroduced by tM tMory- (Sellars 1956/1997, p.1OS, emphasis in original).

In chapter 1, 1 simply present Fodor's arguments that there is a language of

thought having the characteristics he attributes 10 it. My aim in this chapter is 10 make

clear just what 1 am challenging in challengjng the daim that there must be a mentalese,

and what the arguments for the claim are. 1 begin the challenge in eamest by critiquing

Fodor's theory of content for symbols in the language of thought, in chapters 2 and 3. 1

argue that the key condition for content according 10 Fodor, asymmetric dependence, is

not satisfied by any symbol, 50 that the theory fails 10 gjve content to internai

representations corresponding 10 the content of our intuitive semantic types. 1 use my

critique of Fador's theory of content 10 severa! ends, in chapters 4 and S. FUst, on

Fodor's theory of content, associations between terms in naturallanguages reflec:ting

associations that occur between items in the world cannot obtain between internai

representations of those items. Also, FocIor's theory of content does not apply to the

3
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logical connectives. It is compatible with Fodor's position on content that the internai

representational system does not possess anytbing corresponding 10 the logical

connectives. Thus, provided it is possible 10 explain certain cognitive functions of

animaIs that are homogeneous with the cognitive fonctions of Ianguage-using humans,

without requiring that the internai representational system possess anything

corresponding 10 the logical connectives, the internai system need Dot possess anything

corresponding 10 the logical connectives. In chapter 6, 1 offer such an explanation of

animal cognition. l base this explanatioD on a general approach 10 content, that l

develop in chapter S as an alternative to Fador' s theory of content, motivated by the

way in which his theory fails. The alternative approach is based on the notion of

embodied cognition, presented by Andy Clark. It is a dispositional account, in the

tradition of Ryle, Armstrong, Stalnaker, and particularly, Oennett. Having given the

required expIanation of animal cognition, it follows that the internai representational

system need not possess anything corresponding 10 the logical connectives. Then, since

the internai representations cannot be associated in a way corresponding ta the way that

the items they represent are associated in the world, and since the internai

representational system need not possess anything corresponding 10 the logical

connectives, it follows that the intentionality of naturallanguages, particularly that

transformations of naturallanguage tenns are truth preserving, need not be derived

from the intentionality of the internai representational system. But, then, contrary ta

Fodor' s language of thought hypothesis, the internal representational system need not

he the medium of thinking. Also, since the intemal system need not possess anytbing

4
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corresponding to the logical connectives, it need DOt be as expressive as natural

languages, in which case the internai system need DOt be linguistic. 1 conclude by

suggesting how my alternative approach to content might be used 10 develop an account

of abstraction and how it might be that thought is truth preserving.

AlI of the arguments in this dissertation are my original work. Where someone

has helped me develop my line of reasoning, 1 have made a note ta that effect. Also,

where 1 have use:d someone clse's position in developing myargument, 1 have made it

clear in the texte

s
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CHAPrERI

THE LANGUAGE OF THOUGHT

1.1 Introduction

In this chapter, 1 Iay out Fodor's position that tbere is a language of thought,

mentalese, an intemallinguistic medium of thinking, distinct from naturallanguages. 1

begin by presenting Fodor's (weak) hypothesis that thinking occurs in an internaI

representational system. 1 then present the characteristics Fodor daims the internal

representational system 10 possess (the strong hypothesis), most notably tbat it is a

linguistic representational system distinct from naturallanguages. Fodor appeaIs to

Many of these characteristics in arguing that the linguistic medium of thought is distinct

from naturaI languages. Next, 1 consider Fodor's argument for the weak hypothesis that

thinking occurs in an internaI representational system. 1 conclude the chapter by giving

a detailed presentation of Fodor's three arguments that the language of thought must be

distinct from naturallanguages. 1 respond 10 the first two arguments in the course of

presenting them and 1 sketch my response 10 the third argument, but its full presentation

must await chapter 4, since it requires material developed in chapters 2 and 3

conceming Fador's theory of content for symbols in the language of thought.

1.2 lWJat is the Hypothesis t1uJl there is an Inte17Ull RepreselUariolUll System?
(Weak Hypothesis)

The language of thought hypothesis is a hyplthesis about the nature of rario1Ull

thought, not restricted to thinking in humans (Fador 1975, pp. 29, 198-201). Fodor

does not c1arify wbat he means by rational. thought and he does not define it: -1 don't

6
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propose to quibble about wbat's ID count as thinking- (Fodor 1975, p.S6). However, il

seems ta be contrasted with arational brain processes, such as brain activity that causes

mental states without being intentionally characterizable itself, that is, without being

something ta which we assign content. 1 -The events wbich fix such [mental] states have

no interpretation under that assignment of formulae which works best overall ta

interpret the etiology of our mentation. ... Sorne mental states are, as it were, brute

incursions from the physiologicallevel- (Fodor 1975, p.2(0). Thus, Fodor

acknowledges that there are mental events whose occurrences do not result from

processes with an intentional characterization, but these are not instances of what Fodor

taIœs to be rational thinking2 50 they do not fall within the scope of the claim that there

is a language of thought (Fodor 1975, pp.200-201).]

Though Fodor does not explain what he means by rational thinking, he does

indicate what bis hypothesis concems by considering examples of the kinds of processes

he talœs to be typical cases of rational thought: considered action, concept leaming, and

perceptual integration, which is the process of forming a coherent description of the

distal environment based on immediate percepts caused by the environment. Fodor' s

1 Tbere are cases Fodor wouId DOt coœider instances of rational tbougbt, even 1bough the
relevant brain processes are ÏDtentionally charaeterizable. For example, an actress who worries
about forgetting ber Iines, which makes ber œrvous, sucb dlat ber œrvousœss causes ber ta forget
her lines, does not ralionally 1bink ber way ta forgetting ber 1ïDes.

2 That is, the term 'mental' is DOt coextensive widl the term 'rational' for Fodor; ratber
'mental' meaœ 'psycbological' construed in a broad seœe.

3 For chose already fami1iar widl the JanauaIe of tbougbt hypocbesïs, rational chinlri"l just
is the operatiDg of the languaae of tbouIbt, wbicb accounts for SOlDe but DOt ail of our mental
51af.eS, accordiDg to Fodoc. Of course, Fodoc caDDOt put it Ibis way in arlUÏDl tbat chinki"l is die
operating of a lanpage of tbougbL

7
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analysis of these examples for a common element leads him to conclude tbat rational

thinking is a process of inductive genera]jzatÏon tbat proceeds by Canning hypotheses

and testing them against available data. This is an empirical c1aim based on evidenœ

from psychology and the models that psychological theories employ 10 explain the data

from studying considered action, concept leaming, and perceptual integration. 1 now

present a brief sketch of Fodor's analyses of these rational thought processes; al this

stage 1 do not engage Fodor's claims, since 1 am merely clarifying wbat the language of

thought hypothesis is about.

According to Fodor, concept leaming is determining tbat certain environmental

conditions obtain, as indicated by sorne response.4 The model for this process is that

hypotheses about the environmental conditions are formed and tested. Bach hypothesis

is assigned a probability of obtaining, which is used to fix an order for testing the

hypotheses. A hypothesis is tested by producing a response when the conditions

specified in the hypothesis obtaîn. Sorne kind of positive indicator 10 the response, such

as a food reward for animals or the word -yes- for humans, counts as confirming

evidence for the hypothesis. A hypothesis that is confirmed by the available data serves

as the grounds for an inductive inferenœ that the concept 10 be leamed bas in its

extension just those things satisfying the conditions specified by the hypothesis. The

argument for this account of concept leaming is that it best fits with the data showing

that there is a non-arbitrary -relation between what is leamed and the experiences that

• Fodor maJœs die case 1bat die particular respoœe is irrelevant aDd 50 is DOt wbat is heinc
learned. (Fodor 1975, pp.3S-6, foocnote 6). NonecbeJess, SOlDe response must he possible in cbe
appropriate candilio. if Ibe coaœpt bas been Ieamed.

8
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occasion the leaming· (Fodor 1975, p.38). Specifically, the experiences that occasion

leaming some concept are confirming evidence for the hypothesis that grounds the

inductive generalization.

Considered action is a process of representing a given situation, the behavioural

options an organism bas in that situation, and the expected consequence of each

behavioural option. This is a process of hypothesis formation and confirmation in which

each hypothesis bas the form that in the given situation a particular bebaviour will bave

a consequence of a certain value, from which a preference ordering is then assigned to

each consequence. The data used ta formulate the hypotheses are derived from past

experiences, and the inductive generali13tion is the choice of the behaviour that is most

highly preferred in the given situation. The argument for this account of considered

action, over say a behaviourist account, is that it is able to explain how it is that

decisions are often based on possible outeomes, which are not environmental events.

Whatever it is that conditions a response, it bas to be able to cause that resplnse,

according to behaviourists; hence the rnere possibility of sorne event cannot detennine

an organism's behaviour. Furthermore, bebaviourists deny that internaI mental states

about the possibility of sorne event cao cause behaviour. But then there is nothing in the

behaviourists' ontology by which behaviour cao be determined based on what an

organism judges 10 be its best option in a given situation. Any model that does aIlow

that organisms choose among various options in determining their behaviour is a torm

of hypothesis formation and confirmation, according to Fodor.

Models of perceptual integration follow the same pattern. Hypotheses must be
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formed about the distal source of proximal stimulations. Typically tbcre are many

possible environments that could cause a specified sensory input. 50 perception involves

hypothesizing about the nature of the environment and assigning a probability 10~h

hypothesis by integrating sensory information with background information about the

environment. An inductive generalization about the nature of the environment is made

based on the probabilities each hypothesis receïves. Fodor's defense of this position

rests on the empirical fact tbat any information an orpnism gets about its environment

is mediated by some sensory mechanism. Sensory mechanisms are sensitive 10 the

physical properties of environmental events, but the ensuing perceptualjudgments are

typically not in terms of physical properties. Thal is, we typically perceive events

individuated as types other than physical types, even though our sensory mechanisms

only deteet physical properties. This suggests that, al sorne level, possible perceptual

categories are associated with sensory inputs. The association of perceptual categories

with sensory inputs is a process of hypothesis formation and confirmation, based on

previously confirmed associations.

In processes of hypothesis formation acd confirmation, the data are represented

and the hypotheses are fonnulated in terms of a set of symbols, aIso referred 10 as

internai representations, that detennine the conceptual and perceptual spaces of a

creature. The processes of hyplthesis formation and confirmation that constitute

rational thinking are computational processes, where computations are manipulations of

symbols based on rules concemed exclusively with the syntax of the symbols, i.e. non...

semantic properties of the symbols. The computations are Performeci on tolœns of

10
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symbol types; symbol toJœns are ttansfonned into tolœns of othee SYmbol types. That is

to say, the computations that constitute rational thinking are systematic transformations

of 10kens of internai representation types. The internai representation types, their

tokens, and the rules by which internaI representations are transfonned constitute an

intemal representational system.S

1.3 What aTe the Characteristics ofthe flllenrœ RepresenlOlionm System?
(Strong Hypothesis)

The principal characteristic of the internaI representational system that serves as

the medium for rational thought, according to Fodor, is that it constitutes a longuage.

But what exactly is being claimed in saying that the internai representational system is a

language? It does not follow that just because a set of symbols operates according 10

rules that this system does oonstitute a language. In order for a representational system

to he a linguistic representational system it must have certain properties. The key

features of linguistic representational systems for my purposes are that they are

productive and systematic.6 The productivity of linguistic representational systems is

simply that there is no limit to the number of expressions that are well-formed in a

linguistic representational system. The systematicity of linguistic systems is that a

system which can express certain propositions cao express certain other propositions.

.5 1 use the term ·system- bere, as opposed fi) -scbeme· which is c:haraeterized purely in
terms of synœx, because, cbough syntax derermines die strue1Ure of die system, internai
representations do bave content.

6 As Kaye points out, -DO weU-developed tbeory yet dis1iDpüsbes Jin&uistic from DOD

linguistic representations- (Kaye 1995, p.93). Thus, 1 taIœ productivity and syseematicity merelyas
œcessary conditions for a system ID he linguistic.

11
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For example, any system that cao express, -Mary is tall, - and -Bob is strong· an

express -Mary is strong· .7 Clearly naturallanguages possess these features. What

explains the productivity and systematicity of naturallanguages is that ·natura!

languages have a syntax which is compositional and recursive. That is, every natural

language bas minimal elements, and rules for combining and recombining these

elements, such that the meaning of Iarger expressions is systematically dependent upon

the meaning of itsl parts, and how they're combined.•.• naturallanguages have a

combinatorial semantics- (Stainton 1996, p.114, emphasis in original). Thus, the

productivity of naturallanguages is a result of the fact tbat the primitive meaningful

elements can be combined, ad infinitum, in determinate ways to produce new

meaningful elements. Naturallanguages are systematic because the rules by which

primitive meaningful elements are combined to form complex meaningfu1 elements

ensure that if a system cao form certain expressions, it can fonn ManY more with the

sarne structure. Henceforth, 1 will take productivity and systematicity as necessary

features for a system to be a linguistic representational system. So Fodor's claim that

the internai representational system is a language of thought entails that the internal

representational system is productive and systematic.'

7 Note dlat because the resourœs by wbich naturallaDguaaes are systematic are
compositional, die -other propositiom- dlat can he expressed are 1bose dlat are expressed usiDg the
same structure. 1'bouIh compositionality uplaïns the systematicity of natural Jan&uaaes it œed DOt
he assumed for systematicity. Sec helow.

• 1 taJœ it dlat -ics- sbould read -tbeir- , but 1 bave foUowed the teu in die quotation.

9 l'be productivity and syst.ematiclty of die intemal represemational system foUow u an
immediate consequence of Fodor's anti-boocstrappiDg arpmeat (1.9), in wbich he arsues tbat die
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It is consistent with the weak hypothesis that different creatures could possess

different languages of thought, even within a single species. However, it follows !rom

Fodor's reasoning that there is a single language of thought common to humans and

animaIs that thïnk. That is, humans and animais think by transforming the elements of a

single set of symbols according 10 the same rules. Fodor's reasoninl which entails this

claim is based on empirical evidenœ suggesting homogeneities between the thought

processes of humans and thinking animais (Fodor 1975, pp.57-S, especially note 3).

Briefly, the idea is that the homogeneities are explicable if humans and animals share a

common internai representational system, and with no serious alternative explanation on

offer, Fedor draws the obvious conclusion; there is one language of thought. 10

Furthermore, Fodor argues that the language of thought must be innate in order to

enable humans 10 leam the naturallanguages they speak. 1 consider these claims in

detail below when 1 present Fodor's arguments that the language of thought cannat be a

internaI representational system is at leut as expressive as any naturallaDguage. Regardless of
whether or DOt it bas a combinatorial semantics, a system tbat is at least as expressive as any
natura! language must he productive and systematic because, by supposition, it cu express
whatever naturallanguages can express. Of course, it does DOt foUow chat die system bas a
combinatorial semanâcs. However, since animais and bUlllam bave only finit.e cognitive resources,
the language of tbougbt c:mnot he productive, and bence DOt as expressive as naturallaDguages, if
it does DOt have a combiDatorial semantics.

10 It might he wondered why animais couId DOt bave an iDt.emal representaâonal system
that is a subset of die buman represen1aâonal system. The probIem widl Ibis sugesâon for Fodor
is tbat he argues tbat die language of 1bouIbt cannot be a naturallanguaF because animais tbiDk
(1.5). But if Fodor acœpted tbat die internai representational system of animais wu a smaIler
system tban die system bumam. use, the conclusion wouId DOt foUow. In faet, tbis sugestïon is
essentiaUy my respoD!e ID Fodor's arJUlDent tbat animais dünk (1.6). Wbat Fodor is DOt commiu.ed
ta is that any crealUre tbat tbinks bas the same laD&uaae of dIoupt as hllmans. Alieœ, foc
example, couId bave a different IanpaF of1bouIbt because 1bere œed DOt he bomoFneities
between their tbinking and ours.
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natural language.

Another cbaracteristic of the language of thought is that the rules according to

which internai representations are transfonned are biologically determined by the

possible state changes in the brain. The reason is tbat while the language of thought

hypothesis is logically consistent with materialism, dualism, or idealism, Fodor places

materialist constraints on the view, specifically toJœn physicalism. For Fodor, every

mental event is 10Jœn identical with a physical event, thus the possible changes in brain

states correspond to the possible transformations of the internai. representations. lI

Fodor's claim that the transformations of internaI representations occur according to

rules amounts ta the claim that the innate biological structure of the brain which

determines the possible states of the brain cao be intentionally characterized as

determining under what conditions funher symbols can be tokened given that a specifie

symbol is already tokened.

The rules according to which the language of thought operates are generally

truth preserving. -The Iœy 10 the nature of cognition is that mental processes preserve

semantic properties of mental states; trains of thought, for example, are generally truth

preserving, 50 Ü you start thinking with true assumptions you will generally arrive at

conclusions that are al50 true- (Fodor 1987, p.lS4). However, sinœ transformations of

representations are token identica1 with physical transformations that occur in the brain,

it is incumbent on Fodor 10 explain how the rules qua biologically determined physical

11 In fact, a subs~ of die possible cbaDges in brain states corresponds to die possible
transformations of internai representations, siDœ DOt ail neural events are mental events.
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state changes are generally truth preserving. Fodorls explanation is that organisms are

simply built 10 maJœ it the case that constraints on certain of their physical state changes

are semantically evaluable as truth preserving transformations of internai

representations. This explanation is motivated by taking very seriously an analogy

between the language of thought and machine languages in computers.

A machine language is the internaI system of representations in which computen

perform calculations. 'Ibat is, computers are built 10 compute in a machine language.

According 10 Fodor, the language of thought is also an internaI system of

representations that creatures are built 10 use in order 10 perform computations that

constitute thinking. A machine language performs a series of operations on symbols

according 10 rules, where oo1y the syntactic features of a symbol detennine what can be

done with it. However, computers are constructed so that the syntactic operations they

perform correspond 10 semantic inferences. That is, computers are built so that their

physical processes have a particular semantic interpretation. According ta Fodor, the

language of thought functions in the same way. The state changes that brains can

undergo are determined by physica1 (neural) properties, but some of these

transformations have a (naturalistic) semantic interpretation as truth preserving semantic

inferences because of the way creatures are built. 12

12 "[A computer bas] die foUowiDg property: die operations of sucll a macbiœ coDSist
entirely of traœ!ormations of symbols; in the course of performing dIese operations, die mac:biœ
is sensitive soIely to die syntactic properties of die symbols; and die operations 1bat die machine
performs on the symbols are entirely confined ta a1terations oftbeir sbapes. Yet die macbiDe is 50

devised tbat it will craœfonn one symbol imo anocber ifand onIy if the symbols 50 traILÛOI1Ded

stand in certain selfflllllÏC relations; e.'., tbe relation abat the premises bear to the conclusion in a
valid argument. . .. Computers are a solution ta che problem of mediatiDg between die causal
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The language of thought is a private language, in the sense that there are no

public criteria or conventions for applying the 5ymbols or terms of the language (Fodor

1975, p.68). Creatures that have a language of thought are simply bullt to use symbols

in sorne ways, but not others that are logically possible. As 1 statecf above, the

manipulations of representations that a creature tan perform are constrained by the way

it is built, because 5uch manipulations are token identical with physical brain proceSse5.

Creatures transform representations accordinc ta rules not by leaming a set of rules and

applying them; rather the physical state chances they caR undergo, as determined by

their physical makeup, constitult! rules. Thus it is not public criteria or conventions that

dictate the use of symbols, it is the private inner workincs of creatures detennined by

their physica1 designs. The language of thought is not private in the sense that its ternis

refer 10 things that only its speaker can experience, such as sense data, ete.. Symbols in

the language of thought cao he representations of anything, including extemal abjects

and states of affairs.

Fodor argues that the language of thought is distinct from naturallanguages,

5uch as English or Japanese. 13 His conception of the relation between the language of

thought and naturallanguages is motivated by the analogy between the language of

thought and machine languages. In addition to a machine language, computers operate

in Many other languages 5uch as Basic, Pascal, and Fortran. lbese other languages are

properties of symbols and dleir semantic propenies. 50 i/Ihe mind is a son of computer, we begin
to see bow you can bave a dIeory of mental proce'les 1ba1. •• explaiDs bow lbere couId regularly be
nonarbitrary content relations amonc causally rela1led 1bougbts· (Fodor 1990, 1'1'.22-3).

13 Fodor's 1bree arJUlDeD1S for Ibis position are preseDlled below.
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compiled into the machine language, computations are performed in the machine

language, and the results are decompiled back to the user-language. Similarly, whatever

language a person rnigbt speak, the computations they perform that constitute thinking

are conducted in the language of thougbt. Naturallanguages merely express those

thoughts. Renee the language of thougbt must be a very rich system, whicb is 10 say it

must possess a vast range of symbols. 14 The language of thought must contain symbols-

not necessarily primitive-of everytbing for wbich we bave a concept, sinœ wc cou1d

not think of something for which we had no representation if thinking is simply a

process of transfonning representations. It follows that, in particular, the language of

thought must be at least as rich as any naturallanguage because the thoughts expressed

in a naturallanguage are formulated in the language of thought (Fodor 1975, pp.82,

133).15

1.4 Ârgument for the Existence ofan /ntemal Representario1Ull System

Fodor's argument that there is an internaI representational system which serves

as the medium for thinking is a very simple one:

(PR 1) Cognitive processes, such as considered action, concept leaming, and perceptual

integration, are computational processes. (pR 2) Computation presupposes a

14 The view as presented is neutral concemina wbat proportion of symbols in die lanpage
of thougbt are primitive. l'be claim is simply dlat die lanpaF of Ibougbt is plwerful eDOUJb ta
generate a vast range of symbols. Of course, Fodor's current position is tbat vinuaIly ail of die
symbols are primitive, wbich can he taJœn as an additional cbaraeteristic of the Jansuaae of
thougbt; however, 1 will DOt develop dUs dleme sinœ an analysis of lexical decomposition is DOt

pertinent to my argument.

~ An analysis of dùs daim is a major portion of Ibis dissertation.
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representational system in which the computations caB be perfonned. (Conclusion) It

follows that any organism capable of cognitive processing must possess a

representational system in which it performs the computations that constitute those

cognitive proeesses.

Note that this argument merely supports the claim that thinking occurs in an

internai representational system; it does not establish that an internai representational

system must he a linguistic system. For this dissertation, 1 am gtanting the argument,

though one could challenge either premise. Premise 2 holds only when certain

assumptions are made about computational processes. Roughly, Fodorls view supPOses

the explicitness of the representations that, say, a connectionist system would not

exhibit. 16 As Fodor says: -according to RTM [the representational theory of rnind],

mental processes are transformations of mental representations. The rules which

detennine the course of such transformations may, but neednIt, be themselves explicitly

represented. But the mental contents (the 1thoughts 1
, as it were) that get transformed

must he explicitly represented or the theory is simply false- (Fador 1990, pp.23-4,

emphasis in original). Fodorls justification of premise 1 rests on the fact that the only

plausible models we bave of processes of rational thought, such as considered action,

concept leaming, and perceptual integration, are computational models. l
? Not only does

Ul The intermedialle procescing stepS of a coDDeCtionist system bave no semantic
interpretation, 50 the processïnl caDIIOt be interpreted as transformatioœ of internai
representatioDS. lbus, die operations of a CODDecûonist system would model -brute incursions
from the physiolopcallevel- ratber tban rationallhjnkinc, aD Fodor's view.

11 Fodor taIœs it tbat alternative aCCOUDlS of copitive proœsses, sucb as bebaviourism,
have been adequately refuted.
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it not follow from this fact that no other kinds of models are possible, Fodor is also

making the assumption that we are ontologically committed to the entities of our

theoretical models (Foetor 1975, pp.SI-2); one could dispute Fodor's weak hypothesis

by challenging the assumption. Furthermore, Fador's analysis of cognitive processes

does oot demonstrate tbat models of these proœsses are computational; rather, it makes

the case that they are processes of hypothesis formation and confirmation. In order ta

infer premise 1 from his analysis", Fodor requires a connectioo between processes of

hypothesis formation and confirmation and computational proœsses. Specifically,

Fodor requires that cognitive processes of hypothesis formation and confirmation just

are computational processes. Fodor himself does not maIœ explicit any connection

between these processes and he olten uses the notions interebangeably; however, 1 think

it is possible to argue for the required connection as follows.

Processes of hypothesis formation and confirmation are computational processes

because organisms must represent not only actual circumstanœs but also non-actual,

possible situations or outeomes with a probability assigned to each possibility. Those

probabilities are computed, as is the degree to which a hypothesis is confirmed. Fodor

II Fodor explicidy deDies chat he is attempliDg ta delDOlBtrate dlat cognitive pr0cesse5 are
computational (Fodor 1975, p.39, DOte 10); radier, he claims tbat he is simply assllming dlat chey
are-as a working hypothesis because il is presupposed by cognitive psychology-and invesûgating
the consequences of dUs assumption. However, he does aaempt ID justify the assumption. In faet,
the main tbeme of the entïre first cbapter (Fodor 1975) seems ID he tbat considered acdon, concept
learning, and percepeual integration are computadonal procesles. For eumple, Fodor arpes as
follows: "My present point is dlat 1bere is only one kind of dIeory chat bas ever been proposed for
concept leaming-indeed, tbere wouId seem to he onIy one kind of 1beory tbat is conceivable-and
this theory is ÏDCOberent unIess 1bere is a laD&uaF of tbou&bL In dûs respect, the anaIysis of
concept leaming is liIœ die anaIysis of coœidered cboiœ; we c:aDDOt bepn 10 mate seille of die
phenomena unIess we are willing ID view tbem as computational.•. • (Fodor 1975, p.36).
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cites sorne evidence which indieates that the process of assicning a probability to a

hypothesis is sensitive to the form. in which the hypothesis is couched. For example,

logically equivalent hypotheses are not, in general, assigned the same probability

(Fodor 1975, pp.39-40, 57).19 This is good evidenœ that the representation of a

hypothesis is being syntaetically manipulated in determining a probability assignment,

which is what our notion of a computational process requires. The process of assigning

a probability to some hypothesis begins with a representatiOll which encodes the

hypothesis and ends with a representation of the expected probability of the hypothesis;

the assignment is simply a systematic20 transformation of one representation inta

another, which just is the notion of computational processes we inttoduced. So it

follows that proœsses of hypothesis formation and confirmation are cornputational

processes as we have understood thern; hence, cognitive processes are computational, as

the argument for the weak hypothesis requires.

Fodor' 5 analysis of considered action, concept leaming, and perceptual

integration, together with the argument that processes of hypothesis formation and

confirmation are computational not ooly shows that cognitive processes are

computational, but that their being rational proœsses at aIl is tied essentially to their

being computational. Rationality seems to inherendy require the representation and

evaluation of various possibilities; a creature is rational when it adopts its best guess of

19 Fodor cites Wason and JobDson-Laird 1972 as 1be source of tbis data.

3) l'be transformation is systematic in die sense tbat 1be expected probability is tbat of 1be
hypotbesis wbose repre5eD1ItiOIl is beinl transformed•

20



•

•

•

its best option in a given situation.21 To do 50 it must bave some Idnd of representation

of its options and it must have a way to evaluate them. Thus an investigation of rational

thought processes seems to suggest that they must be processes of hypothesis formation

and confirmation, and empirical results support the daim that processes of hypothesis

formation and confirmation are computational processes. ft follows that rational thought

processes must be computational processes.

RecaI1, that the entire analysis of rational thought processes serves to justify the

assumption that these processes are computational. Theo sinee computation presupposes

a representational system in which to perform the computations, any organisms tbat

exhibit rational thought processes must possess an intemal system of representations.

1.5 Fint Argume1U IhIJIlhe LangUilge ofThought is IlOt a Natural Language
(Animais Think)

As Fodor points out, an attractive way of satisfying the demands that we have a

representational system for performing computations that constitute cognitive processes

is to suggest that the required representational system is a naturallanguage.22 The

appeal is that -it allows the theorist both 10 admit the essential role of computation (and

hence of representation) in the production of behavior and to resist the more scarifying

implications of the notion of a language of thought- (Fodor 1975, p.56). Supposing the

medium in which we think is a natural. language does not commit us 10 the existence of

anything to which we are not pretheoretically committed anYWaY. However, Fodor

21 This point is crilical and will be discussed at IeJlllh iD cbapters 4 and 6.

22 SeUars (1956/1997), Barman (1974), and Field (1978) advaDœ dûs view.
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argues that this attractive line of reasoning leads ta an untenable position. -The obvious

(and, 1 should have thought, sufficient) refulation of the claim that naturallanguages

are the medium of thought is that there are nonverbal organisms that think- (Fodor

1975, p.56). In particular, Fodor argues that the processes of considered action,

concept leaming, and perceptual integration are achievements of infrahuman organisms

and preverbal children. Since these are computational processes they presuppose a

representational system, and the representational systems of inftahuman organisms and

preverbal children cannot be naturallanguages.

An interesting underlying assumption in the above argument is that infrahuman

organisms and preverbal children think rationally by much the same processes as

language-using humans. If the processes were not similar il would not follow that just

because language-using hurnans and infrahuman organisms and preverbal children think

that language-using humans do not think in a naturallanguage. Il could be the case that

verbal humans think in naturallanguages while other thinking organisms use a

different, simpler representational system for thinking. Only if verbal humans and other

organisms think by much the same processes cao it follow that naturallanguages cannot

he the medium of our thinking. Fodor's defense of the claim that language-using

humans and other organisms do think by virtua1ly the same proc:esses is based on

empirical results. Empirical evidence suggests that -there are homogeneities between

the mental capacities of infraverbal organisms and those of fluent human beings which,

so far as anybody knows, are inexplicable except on the assumption that infraverbal
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psychology is relevantly homogeneous with our psychology- (Fodor 1975, p.57).23 In

particular, what seems to be homogeneous is the tcpresel1tational system that verbal

humans and other organisms use for thinking. Some evidence that the representational

systems are the same is that nonverbal organisms seem ta be sensitive ta the same fonns

of hypotheses, i.e. the same tepresentations, as verbal humans. For example, nonverbal

organisms and verbal humans have greater difficulty leaming disjunctive concepts than

negative or conjunctive conœpts (Fodor 1975, pp.57-8). l'be similarity in competencies

between nonverbal organisms and verbal humans is evidence of similar representational

systems. Clearly 10 the extent that verbal humans and nonverbal organisms use the same

representational system for thinking, that system cannot be naturallanguage.

1.6 ResP01Lft! to the ÂTgU11U!nt thol Â1Ii11Ul1S ThinJc

One possibility that Fodor does not consider is that verbal humans share

relatively simple representational processes with nonverbal organisms, explaining the

homogeneities between our mental capacities; but in addition, verbal humans possess a

much richer representational system, which might explain the much greater mental

capacities of verbal humans. The augmented representational system of verbal humans

would have ta be as rich as any naturallanguage, sinee it would have ta express the

predicates of any naturallanguage, as Fodor claim~; but this vicw would not commit

us ta supposing that chimpanzees and rats have representational systems as rich as a

%3 The only evidenœ Fodor cites uses preverbal cbildren as subjec1s. l'be source of die
evidence is Fodor, Garre~ and Brill (1975).

2A This argument is presented below.
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naturaI language just because they exhibit some of the cognitive capacities that we have;

nonlanguage-using organisms could have a relatively simple representationaI system

they use for thinking-simple enough tbat the rules goveming the use of the

representations need not be linguistic. Verbal humans could possess a representational

system sufficiendy similar ta the representational systems of nonverbal organisms to

account for homogeneities in thought, but that system could be vastly augmented in

verbal humans. The question is then open as to wbether the augmented representational

system of verbal humans could be a naturallanguage. The argument that we share

certain capacities with nonverbal organisms is i.rrelevant in determining whether we use

naturaI language as a medium for thinking ü some simple, non-linguistic

representational system is sufficient for explaining those capacities. 25 The additional

elements augmenting our internaI representational system are, by supposition, unique 10

verbal humans.26 -The short and simple answer to this [argument] is that the natural

(spoken) language theory of thought an happüy accept the claim that many thoughts do

not occur in (mental tokeos of) naturallanguage- (Kaye 1995, p.l02).

2.5 Kaye mates die same point. -1bis interestiDg fiDdiDg [the bomogeneities of dJou&bt
between verbal bumans and non-verba1 organisms] suggesas tbat die represen1abonal systems of
adults, infants and animaIs are similar, but does DOt imply abat animais' and infants'
representations are similar ta our Iin,uistic representations.... the fiDdiDg may show only abat
adult humans sbare some DOn-1inguis1ic representaDons widl infants and animaIs- (Kaye 1995,
p.l04, emphasis in original).

2lI5 Anotber way of puUing Ibis response is ID point out tbat Fodor is beging the question in
cJaiming tbat animaIs 1bink. For example, in -'IbouIbt and Tait- Davidson deDies tbis view
{Davidson 1984, pp.lSS-170). In panicular, tbere is DO re&IOD ta suppœe dlatjust because animais
demonstrate simiIar bebaviours (mten1ÎonaUy cbaracterized) ID bpmans iD certain situaDons tbat
animaIs require a linpistic representaâonal system. 1 re1Unl ID dUs issue in (4.8), and a full
discussion of it comprises cbapter 6.
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1. 7 Second Argument tMl tM LtmgUDg~of7'1IoIIght is Mt a NtJlllral Lœagutlg~
(I1UUlleness)

Fodor does not consider the question of an augmented representational system

being a naturallanguage, because he does not even entertain the possibility of an

augmented representational system. But he offers a second line of reasoning that the

language of thought is distinct from aIl natural languages, by arguing tbat the language

of thought is ïnnate. According 10 Fodor, in arder to leam a language, an organism

must leam the predicates of that language, wbich œquires at least leaming some

determination of-though not a procedure for determining-the extensions of those

predicates. However, a detennination of the extension of a predicate is itself just

another predicate. Thus, leaming a language requires having a stock of predicates,

coextensive with the predicates of the language being leamed. Furthermore, not eW!ry

predicate can be leamed, since an organism leams even its first predicate in lerms of

sorne coextensive predicate27
; some predicates must be innate. Now sinee aU natura!

language predicates are leamed, the innate predieates must be distinct from natural

language predicates. The tint predicates of a naturallanguage that a child leams simply

cannot he learned in tenns of coextensive naturallanguage predicates because the child

does not yet know any coextensive naturallanguage predicates.2I

Leaming what the predicates of a language mean involves leaming a

%7 This point is developed and defended below.

21 Of course, Ibis reasoaiDg does DOt preelude aome ..1UraI JaDauaF predicates beinl
leamed in terms of o1ber aaturallanpaae predica1leS, 0Dœ suffideDdy many ..1UraI Jan&uaIe
predicates bave been leamed.
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determination of the extension of these predicates. Leaming a
determination of the extension of the predicates involves leaming that
they fall onder certain rules (Le., truth rules).29 But one cannot leun that
P falls onder R unIess one bas a languace in which P and R an be
represented. Sa one cannot learn a language unless one bas a language.
In particular, one cannot leam a tint language unless one already bas a
system capable of representing the predicates in that language and their
extensions. And, on pain of circularity, that system cannot be the
language that is being leamed. But first languages are learned. Hence, at
least sorne cognitive operations are carried out in languages other than
naturallanguages (Fodor 1975, pp.63-4, emphasis in original).

To complete the argument that the language of thought is distinct from any

naturallanguage it remains ta be shown that the innate predicates in terms of which

naturallanguage predicates are leamed are predieates of the language of thought. Fodor

argues that we leam the predicates of a naturallanguage by leaming some

determination of the extension of those predicates. Leaming a determination of the

extension of sorne predicate is, Iike ail cognitive processes, a process of hypothesis

formation and confirmation (Fodor 1975, p.59). Since naturallanguage predicates are

leamed in terms of the innate predicates, these innate predicates must be the ones used

in formulating the hypotheses ta learn the naturallanguage predicate. But sinee the

language of thought just is the system of representations in which hypotheses are

formulated and confinned, the innate predicates in terms of which naturaI language

predicates are leamed must be predicates of the language of thought, as required. Now

since the argument above showed lhat the innate predieate5 are distinct from natural

19 Fodor defiDes a trulb ruIe as an inducûve geœralization based on bypotbesis formation
and confirmation chat determines the extensions ofpredicates for SOlDe lanpage (Fodor 1975,
p.S9). A more 1borougb presentation of 1be notion of a 1rUtb rule is given below.
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language predicates, it follows that the predieates of the lanpage of thought are distinct

from naturallanguage predicates; hence, the language of thought is distinct from any

naturallanguage.

The key to the innateness argument as 10 why the language of thought cannot be

a naturallanguage is that naturallanguages are leamed. In order ta leam the predicates

of a natural. language, one bas 10 learn (al Ieast) a determination of the extension of

those predicates. Since leaming is a cognitive process, it involves fonnulating

hypotheses and confirming them.30 Fodor calls the hypotheses by which we leam a

determination of the extension of a naturallanguage predicate, truth rules. A truth rule

for a predicate P is of the form:

(1) rp,l is true iffx is G.

A truth mIe is true if its substitution instances are true, where a substitution instance is

obtained by:

1. Replacing the angles by quotes. . ..
2. Replacing 'P,' by a sentence whose predicate is P and whose subject is
a name or other referring expression.
3. Replacing 'x' by an expression which designates the individual
referred ta by the subject of the quoted sentence (Fodor 1975, p.59,
footnote 5).

It is clear from this definition that G and P are coextensive whenever (1) is true. Note

also that the expression on the right-band sicle of a truth rule need not be from the same

language as the sentence quoted on the Ieft. In lact, the point of Fodor's innateness

:J) Again Fodor's argument for Ibis claim is dlat 1be onIy plausible models 'Ne bave of
learning is as a cognitive process of hypodJesis formation and confirmation.
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argument is that, at least in the initial stages of language leaming, the expressions on

the left and right-hand sides of a truth rule cannot be stated in the same language. The

reason is that -and this point is critical, G in formula (1) is used, not mentioned.

Hence, if leaming Pis leaming a formula of form (1), then an organism can leam P

only if it is already able ta use at least one predieate that is coextensive with P, VÎZ., G

(Fador 1975, p.SO). Now sinœ in the initial stages of leaming a language one is not

able 10 use any predicate of that 1ancuage, the right-hand expression must be from a

language different from the language ta which the predicate in the leCt-band expression

belongs. -Trivially, one cannot use the predicates that one is leaming in arder 10 leam

the predicates that one is using- (Fodor 1975, p.82). In particular, the predicates in

terms of which tirst naturallanguages are leamed must not belong ta any naturaI

language.

As Fodor states, it is a -critical- point of the innateness argument that Gis used

in formula (1) and not mentioned. Thus, some independent reason that G must be used

in (1) is required. Fodor does not explicitly offer such a reason, but one is readily

available. Leaming P could not be guaranteed if G were merely mentioned in formula

(1) and not used. If G were merely mentioned, G could be a predicate whose extension

the leamer did not know. AIl she would leam is that G and P are coextensive; in tact,

Gand P could be predicates of the same language. Leaming a rule similar 10 (1) except

that G is mentioned and not used would not enable the leamer 10 predicate P of

anything if she could not pœdicate G of anything. And if there is nothing of which she
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could predicate P, sbe would not have leamed p.'l Moreover, leaming is notjust

formulating hypotbeses; one of the hypotheses must be confinned. Suppose a leamer

has formulated severa! hypotheses about a predicate P of the form ~: fpy
1 is true if( fGi)

is truen , in which the Gi are merely mentioned and that the leamer cannot use the Gi•

Nothing can count as confirming evidence of one hypothesis over another, because she

is unable to determine of anything whetber it is in the extension of Gi , for any i. And

since the language of tbought is private, notbing about the way other people use the

naturallanguage term P cao help her choose between the possible predicates Gi in the

language ofthought. Only by comparing how people use P to the way the Gi are used

cao she determine which Gi is coextensive with P, and by supposition she cannot use

the Gi . So unless she cao use the predicates in a language of thought, she cannot leam

the predicates of the naturallanguage.

31 Fodor seems te forget titis point in discussing verificationism:
If, e.g., it is true 1bat 'chair' means 'portable seat for one', tben it is plausible tbat
no one bas mastered 'is a chair' UDless he bas leamed lbat it faUs under the trutb
rule ,ry is a chairl is true iff x is a portable seat for one'. But someone migbt weil
know tbis about 1is a chair' and still DOt he able te leU about SOlDe given abject
(or, for tbat matter, about any given abject) wbetber or DOt il is a chair. Re wouId
he in this situation if, e.g., bis way of 1elling wbetber a dling is a chair is to fiDd
out wbetber it satisfies che rigbt-band side of die IrUth rule, and if he is unable ta

tell about this (or any) dùng wbetber it is a portable seat for one (Fodor 1975,
p.62, empbasis in original).

If someone really is uuable -te tell about this (or any) 1bing wbetber it is a portable seat for one- ,
then sbe is unable ID use me predicate 'is a portable for seat for one', for surely using a predicate
entails predicating it of tbiDp, bence sile couId DOt leam 'is a chair' in terms of 'is a portable scat
for one'. Nonetbeless, requiriDg tbat Gis Wied in (1) does DOt commit Fodor ta the position tbat the
meaning of a predicate is JÎven by a procedure foc detennininc the extension of die predicate, oDly
that te leam ics meaning en1aÜS being able ta use il, 1bouIb, of course, not infaIlibly.

32 1am using the DOtation Gi06 ID mean chat G, is a predicate wbose arsument is x.
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1.8 Response 10 lM l1111Qleness ÂTgJI1Mnt

The simple response to the innateness argument is tbat while it cornmits us to an

innate internal representational system, this is something to which we were already

committed in responding to the argument that animais thïnk. Humans must possess an

internai representational system similar to the intemal representational. systems of other

thinking animaIs in order to explain the homogeneities in thought. Fodor's innateness

argument malœs a compelling case that early language acquisition is mediated by this

internai representational system. What Fodor's argument does not demonstrate is that

once a naturallanguage is leamed il cannot be the medium for thinking, nor that the

internaI representational system is a linguistic system. Leaming the tirst predicates of a

naturallanguage could be much as Fodor presents il. Naturallanguage predicates could

he leamed by formulating hypotheses that pair the naturallanguage predicates with

predicates belonging to the internaI representational system, provided these hypotheses

use the innate predicates. However, because of our finite mental capacities we cannot

have infinitely many primitive innate predicates. Theo, since there are infinitely many

naturallanguage predicates, not all of them caR be coextensive with a primitive innate

predicate. Some of our naturallanguage predicates must be coextensive with

combinations of other predicates. Nowa correct hypotheses for leaming a natural

language predicate that is coextensive with a combination of some other predicates must

use, not merely mention, the combi1Ultion of those other predieates. However, ta use a

combination of predicates, they must aetualIy be combined, and aetually combining

predicates geneTtIles a MWpmliCtlle, because infinitely many combinations are possible
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and our innate stock of primitive internaI representations must be finite. Now nothing in

Fodort s innateness argument precludes the possibility tbat combinations of predicates

used to leam a naturallanguage predicate are combinations of MlUral /onglltlge

predictlles. In fact, sinee the combinations aetua1ly fonned must be coextensive with

predicates of naturallanguage in order that those predicates might be leamed, natural

language imposes structure on the representational system that Janguage-users employ.

It is thus al least possible that the structure imposed is imposed on those elements of

naturallanguage that have already been leamed, and not on the innate elements of the

representational system. In fact, it could be the case that the internaI representational

system is not linguistic in that it is not productive or systematic, or is 50 to only a very

limited degree. In this case, early language acquisition would serve simply to introduce

naturallanguage predicates coextensive with the predicates in the internal

representational system. However, once a stock of naturallanguage predicates had been

leamed, naturallanguage would impose structure on them by which they could be

combined to fonn other predicates that enabled the leaming of more naturallanguage,

combinations that the elements of the internal representational system could not enter

into. 33 At such a point, naturallanguage could supersede the internaI representational

system as the medium of thought. Nonetheless, the homogeneities between our thinking

and that of preverbal organisms would remain because what structure is present in the

internai representational system would be embedded in the structure of naturallanguage

33 1 develop Ibis sugestïon in cbapter 4.
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in virtue of the predieates in naturallanguage coextensive with the predicates of the

internai representational system.

It is important 10 notice that unless the predicaœs on the right-hand side of a

truth role are used, as Fodor's argument requires, it wouId not be necessary 10 actually

generate combinations of predicates. AIl that would be required would be a

representation of the combinations by which they could be mentioned in hypotheses for

leaming naturallanguage predieates. In !hat case, naturallanguage would not impose

any structure on the internal representational system. However, since the predicates

must he used, naturallanguage does impose a structure on representations used in

thinking. In particular, it is naturallanguage that detennines what combinations of

predicates are actually produced in the formation of hypotheses for leaming natura!

language. ]oC

Fodor' s innateness argument does not preclude the possibility that thinking

occurs in naturallanguage. It merely shows that early language acquisition must employ

the internai representational system that we share with preverbal organisms. And though

truth mIes employed in early language acquisition must be expressed in the internai

representational system, this expressive power is not indicative of a linguistic

representational system, since every truth ruIe bas exacdy the same form, differing only

in what predicates occur in each rule. In particular, the power of the internal

representational system 10 express truth rules does not entail that the internal

" 1 will assume lbar naturallanguages do DOt differ al die level of loaical forme Given 1bis
the specifie natural language beinlleamed is irrelevant ta die structure imPJSed.
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representational system is either productive or systematic.]J However, my reasoning as

ta how naturallanguage could be the medium of thougbt entails tbat, beyond early

language acquisition, naturallanguage actually increases the expressive power of our

intemal representational system. Fodor's third argument that the language of thought

cannot be a naturallanguage argues against exactly this possibility.

1.9 Third Argumelll thol the Lœaguage of11Jought is not a NatuTal Language
(Anti-Bootstrapping)

The anti-bootstrapping argument argues agtlÏnsl the possibility that -a foothold

in the language having once been gained, the child tben proceeds by extrapolating his

bootstraps: The fragment of the language first intemalized is itself somehow essentially

employed to leam the part that' s left. This process eventually leads 10 the construction

of a representational system more elaborate than the one the child started with- (Fador

1975, p.83). Specifically, the anti-bootstrapping argument tries to demonstrate that the

language of thought is at least as expressive as any naturallanguage, by denying the

possibility of using one part of a natura! language in order ta leam another part of that

natural language t1ull cannot be expressed ill tenns oflMfinI part. The reasoning is as

follows.

Every predicate we leam is leamed in terms of a coextensive predicate. Thus,

we can ooly use the portion of a natural language we have leamed to leam new

predicates. That is, we cannot use a naturallanguage to leam a predicate that is not

expressible in terms of the portion of that naturallanguage we already DOW, because

" 1 retum ta tbis point in cbap1er 6.
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we cannot fonnulate a truth rule containing a predicate coextensive with the one 10 be

leamed; by supposition we do DOt knowa predicate that is coextensive with the one 10

he leamed. Now this reasoning extends ta show that the language of thought must be al

least as expressive as any naturallanguage. The tirst naturallanguage predicates we

leam must he leamed in terms of the language of thought, sinee by supposition we do

not know any coextensive naturallanguage predieates that we could use in a truth rule.

So the fust natural1aDguage predieates we leam an be expressed in the Ianauage of

thought. Once we have leamed some naturallanguage predieates, any other natural

language predicate we leam is either leamed in terms of a coextensive predicate in the

language of thought or a coextensive predicate in naturallanguage. If it is learned in

terms of a predicate in the language of thought, then clearly the language of thought can

express that predicate. However, even if it is leamed in terms of a natura! language

predicate we have already leamed, lhal predicate is coextensive with some predieate in

the language of thought. Renee the predicate we are leaming is coextensive with a

predicate in the language of thought, and 50 cao he expressed in the language of

thought. In general, if a naturallanguage pn:dicate P is leamed in terms of another

predicate Q in the same naturallanguage:J6, the language of thought cao. still express P,

for the predicate Q in terms of which P is leamed, being a naturallanguage predicate,

must itself have been leamed. Again Q might have been leamed in terms of a

coextensive predicate in the language of thougbt or a coextensive predicate in natura!

3e 1 assume chat P and Q are in die same naeurallanpase bec:ause die issues Fodor raises
concemjim language acquisition.
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language. But, sinee we can oo1y leam finitely many naturallanguage predicates and

the first predicates we leam must be leamed in terms of some coextensive predicate in

the language of thought, there must be a finite chain of coextensive predicates

connecting any predicate we leam to a predicate in the language of thought. Now, since

the biconditional used in truth rules is transitive, it follows that for every predicate we

leam there is a coextensive predicale in the language of thought; hence, the language of

thought is at least as expressive as any natural language. Fodor puts it thus:

...1 have been saying that one an't leam P unless one leams something
like ,rpyl is true if{ Gx', and that one can't leam thm unless one is able to
use G. But suppose G is a predicate (not of the intemallanguage but) in
the same language that contains P. Theo G must itself have been leamed
and, a hypothai, leaming G must have involved leaming (for sorne
predicate or other) that G applies iff il applies. The point is that this new
predicate must either be a part of the intemallanguage or 'traceable
back' to a predicate in the intemallanguage by iterations of the present
argument. In neither case however does any predicate which belongs to

the same language as P play an essential role in mediating the leaming of
P. . .. Nothing can be expressed in a natural language that can' t be
expressed in the language of thought (Fodor 1975, pp.83-4, emphasis in
original).

As 1 mentioned above (1.3), that the internal representational system is a

linguistic system follows as a consequence of the anti-bootstrapping argument. Natural

languages possess all of the properties of linguistic representational systems, because

they are linguistic representational systems. In particular, they are productive and

systematic. Since the internaI represeIltational system is at least as expressive as any

naturallanguage, it must also be productive and systematic Thus, a consequence of the

anti-bootstrapping argument is that the internai representational system is a languagt! of
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thought.37

This same reasoning actually serves as an independent argument for a version of

the language of thought hypothesis. Ruman thought is expressed in naturallanguages,

which are productive and systematic. 'Ibis indicates that the medium underlying thought

must he productive and systematic; 50 there must be a language of tbought. -Linguistic

capacities are systematic, and that l s because sentences have a constituent structure. But

cognitive capacities are systematic 100, and that must be because thoughls have

constituent structure. But if thoughts have constituent structure, then LOT is true-

(Fodor 1987, pp.1So-lS l, emphasis in original). This version of the language of

thought hypothesis is not one 1 propose 10 challenge. Notice, however, that this

argument does not identify the language of thought with the internal representational

system; that identification requires the anti-bootstrapping argument, which 1 argue, in

chapter 4, is unsound. Thus, 1 accept that there is an internal representational system,

though 1 conœive its character differently from Fodor (5.7). 1 al50 acœpt that there is a

language of thought. What 1 deny is that the internaI representational system must be

the language of thought. 1 argue that the internal representational system need not be

linguistic, and that a natura! language cao be the language of thought.

37 TechDically, Fodor œeds ID show lbatany otber feature aecessary for beÎDI a JiDluistic
system is one chat che internal representadonal system bas in virtue of beiDI at least as expressive
as naturallanguages wbich bave the feature. For my purpose5, produc1ivity and systemadcity are
the only features 1 need coœider.
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1.10 Response ro lM ÂlIlÎ-BootstrappingAT~lIl

My short response to the anti-bootstrapping argument is that it is entirely

possible that natura! language predicates leamed in terms of coextensive predicates in

the internal representational system cm be combined to fonn new predicates that are

not expressible in the internai. representational system, because predicates in the internaI

representational system cannot be 50 combined. It is then possible to learn natura!

language predicates tbat are not coextensive with any predieate in the internaI

representational system in tenns of such combinations, from which it follows that

natura! languages have more expressive power than the internal representational

system.]8 A full development of this response comprises chapter 4.

1 tum now 10 an analysis of Fodor's theory of content for symbols in the

language of thought. This analysis serves three purposes in the dissertation. First, 1

show that a result 1 establish in demonstrating why Fodor' s theory of content fails

contradicts the conclusion of the anti-bootstrapping argument, which suggests that the

anti-bootstrapping argument is unsound. Fodor cao only resist this conclusion by

abandoning the notion that the content of symbols in the language of thought is

determined by the causal relations between tolœns of a symbol and the world. This

move is open, but it is very unclear how Fodor can maIœ it without pving up

naturalism (2.2). A second purpose of my analysis is that in being very clear how

31 Anodler possibility is tbat sorne terms of nalUl'allaDpaae are DOt Ieamed. In my full
response to the anti-bootstrappiDg arpament (cbapter 4). 1 daim tbat die Josical connectives are
such terms and tbat tbey aIlow us 10 leun predicates in a naturallanpaae tbat are DOt espressible
in the language of tbought.
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symbols in the language of thought get their content, on Fodor t 5 story, we caR see that

the content of the logical connectives is determined differently from that of other

symbols. This exposes an implicit premise in the anti-bootsttapping argument as false.

Once the premise is made explicit, we cao see that the internai representational system

need not possess anything corresponding 10 the logical connectives, and 50 need not be

as expressive as naturallanguages, provided that animal cognition cao be explained

without requiring the internai representational system possess anything corresponding 10

the logical connectives. The third purpose of my analysis of Fodor t s theory of content

is that by understanding just why Fodorls theory fails, it is possible to talœ a different

approach 10 content that avoids these difficulties. 1 present such an alternative approach

to content in chapter S, and 1 use this approach in chapter 610 expIain the behaviour of

animals and preverbal children without requiring that the internai representational

system is linguistic.
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CHAPrER2

FOOOR'S THEORY OF CONTENT

2.1 Introduction

As we saw in chapter l, Fodor' s token physicalism together with the hypothesis

that there is a language of thought, leads Fodor to the position that certain

transformations of neural states just are transformations of symbols in an internai

representational system. l 1be arguments we have considered so far are intended ta show

that there is an intemal representational system, and to demonstrate some of the

characteristics of that system. However, since token physicalism is not entailed by the

weak hypothesis, but rather is a constraint Fodor places on the view, it is incumbent on

Fodor ta explain how it could be that neural states are endowed with intentional

content. The sufficient conditions for neural states to have content that Fodor proposes

provide the framework of a causal theory, which, li.ke any causal theory of content, is

subject to the criticism known as the disjunction problem. In this chapter, 1 present the

naturalistic constraint, which Fodor imposes on materialist theories of content in arder

to respond ta sceptics or outright eliminativists regarding intentional explanation, and

what that constraint entails for Fodort s J :ct. 1 explain the disjunction problem for

causal theories of content, and present Fodor's theory of content, which includes the

notion of asymmetric dependence as an attempt to solve the disjunction problem. 1

consider an objection to Fodor' s theory due to Ned Black, to which, 1 argue, Fodor bas

1 As we saw in (1.3), Fodor's version of roba pbysicalism is a Ibesis about bath events
and states.
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an adequate response; however, 1 develop objections closely related ID Block's

objection, which 1 argue show that Fodor's theory cannot solve the disjunction

problem.

2.2 The NalUTalistic Consuainl

1 suppose that sooner or later the physicists will complete the catalogue
they've been compiling of the ultimate and i.m:ducible properties of
things. When they do, the lilœs of spin, dulnn, and cJuuge will perhaps
appear upon their liste But aboumas surely won't; intentionality simply
doesn't go that deep. Il's bard 10 sec, in face of tbis consideration, how
one can be a Realist about intentionality without aIso being, to sorne
extent or other, a Reductionist. If the semantic and intentional are real
properties of things, it must be in virtue of their identity with (or maybe
their supervenience on?) properties that are themselves ~ilheT intenlionaI
noT semantic. If aboutness is real, it must be œa11y sornething eise
(Fodor 1987, p.97, emphasis in original).

-It counts as conventional wisdorn in philosophy that (1) the

intentionallsemantical predicates form a closed circle and (il) intentionaI states are

intrinsically holistic· (Fodor 1990, p.Sl). 1 will refer ta (i) and (ü) as the standard

assumptions conceming intentionality. The first standard assumption, (i), is that it is not

possible ta formulate sufficient conditions2 for reaJjzjng semantic/intentional predicates

in an exclusively non-semanticlnon-intentionallanguage. That is, any sufficient

conditions for satisfying a semanticlintentional predieate must be stated in a vocabulary

2 Fodor Dever explicidy addresses the issue of wbat consttaims are ta be placed on the
sufficient conditions, but he implicidy requires lbat dley bave IODle Idnd of explaDatory power.
That is, the condiâons sbouId reveal in some way wby die neural S1afleS iD question bave the content
tbat they do. For eumple, a sufficient condiâon for content is baving a body molecuJarly idenucal
to mine iD a world moIecuIarly identical to tbis one. (1 lOt tbis example &am Pietrolki, personaI
communicaâon, tbouIh he attribua it to BIock.) Bowever, sucb • CODdiâon bas no explanatory
power and 50 is DOt a soluâon of die kind Fodor requires ID the problem ofbow neural scata cou1d
have content.
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that includes other semantic/intentional predicates. The point of assumption (ü) is that it

is not possible 10 have isolated or singular inteDtional states. Anytbing that cao be in

one intentional state must be able 10 be in many other intentional states.3 Fodor rejects

both of the standard assumptions, thereby setting himself the goal of producing a theory

of content waccording 10 which (i) and (ri) are both false" (Fodor 1990, p.82, footnote

3); what Fodor calls a naturalized semantics.

The naturalistic constraint on theories of content, obtained by rejecting (i), is

that sufficient conditions for realizing semanticlintentional predieates must be

formulated in some non-semœuic/non-i1Uenrionallanguage. Il is worth noting that

holding the naturalistic constraint 10gether with 101œn physicalism commits Fodor 10 a

kind of type identity theory. The reason is that, given bis 10lœn physicalism, Fodor

needs ta explain how a particular neural event (1Olœning) can be a 10kening of an

intentional event type, and because of the naturalistic constraint, the explanation must

he given in a non-illlentional vocabuIary. That is, Fodor's theory must show that a

neural tokening bas the content P, if Z, where Z is described in non-intentional

language. Any tolœning of a neural event type satisfying the conditions specified by Z

has the content P. But then Z specifies a non-intentional type, ail of whose tokenings

have content P; Le. the tokenings of type Z are a subset of the 10lœnings of type P.

3 A strong motivation for holism is abat intenlional explaDatioDS of bebaviour, i.e.
explanations of behaviour in 1erms of beliefs and desires, seem ID require dlat iDtentional states do
DOt occur in isolation. lbus, in adopting atIDmïsm, the burden is on Fodor ta sbow bow die
naturalis1ic sufficiency coDditioœ he offers for content are adequale for JrOUDdinI intentional
explanation. My main criticism of Fodor's dIeory of COIIIient is tbat die sufficiency conditions
cannat grouDd ÏDtenDonal explanations.
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Hence, the naturalistic constraint commits Fodor to something much stronger than Mere

token identity, as expressed in, say, Davidson' s position of anomalous monisme

Fodor's motivation for adopting the naturalistic constraint is to fend off

scepticism regarding intentional explanation that he sees arising from the two standard

assumptions conceming inteDtionality.4 The Most extreme challenge 10 intentional

explanation comes from the eliminativists. Physicalists hold that every event can be

described in the language of the natura! sciences. In orcier to maintain inteDtional

explanation, some connection between semanticlintentional predieate5 and predicates of

the natural sciences is required. But the eliminativists take the assumption that the

semantic/intentional predicates fonn a closed circle, as grounds for denying a

connection5 between the semanticlintentional predicates and the predicates of the naturaI

sciences, and conclude that intentional. explanation is ta be eliminated from ail scientific

discourse. Fodor answers the challenge from eliminativism in the MOst direct way

possible; he rejects assumption (i) that the semanticlintentional predicates Conn a closed

circle; i.e. he adopts the naturalistic constraint. Thus, the naturalistic constraint is

central in Fodor' s overall project of defending intentional explanation. Without the

naturalistic constraint, bis view is in danger of collapsing into eliminativism.6 In the

~ While Fodor's cbeory of content rejeclS bath of tbe standard ascumptioœ conceming
intentionality, the discussion in tbis cbapter, except for a short section near the end of this cbapter,
focuses on the first assumption lbat die intenâonallsemantic predicates fonn a closed circle.

, This is a bit too SIrOng. Tbere couId he some conœction hetween semanâc/int.entional
predicates and predicates of die naaural sciences, but DOt one of iDterest 10 tbe sciences.

6 The denial of assnmpâoD (i) is DOt die only way to establisb a CODIIeetion betweeD
semanûcrmtencional predicates and tbe predicates of1be nalUra1 sciences. Davidson's posilion of
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following discussion it will be important 10 Jœep in mind Fador's strong commitment 10

the naturalistic constraint.

2.3 Causal Theories ofContOll and tM Disjunctioll Problen

Very roughly, a causal theory of content says that the content of a symbol is the

property of being whatever it is that causes the symbol 10 he toJœned. For instance, if it

is dogs that cause a symbol to be toJœned, then the meaning of that symbol is the

propeny ofbeing a doge The extension of the symbol -dog- is ail and OOy dOIS

"[s]ince the extension of a symbol is just the set of things that have the property that the

symbol expresses" (Fador 1990, p.S9). Of course, this characterization is much too

crude 10 he a position anyone actually holds, but it serves to higblight the crucial

difficulty confronting causal theories of content. Sometimes symbols are falsely

tokened; that is, something that is not in the extension of the symbol causes it 10 he

tokened. However, if the content of a symbol were simply the property ofbeing

whatever it is that causes the symbol to be 1okened, it should not be possible 10 have

false tokenings. Instead, a symbol tokened by things that have different properties

would have as its content a disjonctive property. For example, if a fox causes a

tolœning of the symbol "dog", then it seems that the symbol "dog" should mean the

property of being a dog or the property of being a fox, according to causal theories. But

the content of the symbol "dog" is not the disjunctive property. Foxesfals~ly10ken the

symbol "dog". The burden for causal theories of content is 10 explain taise toJœnings of

anomalous monism aDd Denneu's inlentionai staDce accept (i) witbout denying imeD1iona!
explanation, tbough lbey are interpretationist aud sa incompatible witb Fodor's Intentionai
Realism.
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symbols in terms of the causes of those tolœnings.7 Because, according ta causal

theories, the content of symbols is ostensibly a disjunetive property, the problem of

explaining false 10lœnings in terms of their causes is known as the disjonction problem.•

Causal theorists have attempted to solve the disjunction problem', and it is

crucial for them 10 do 50, for without a solution their theories let the content of

symbols wrong, which is entirely unsatisfaetory. -Indeed, it is so unsatisfaetory that the

question whether a natural semantics is possible bas reœntly come to be viewed as

identical in practice 10 the question whether the disjunction problem can be solved

within a naturalistic framework- (Fodor 1990, p.60). The exact nature of the

disjunction problem depends on the kind of causal theory beinl offered, 50 1 will

present the SPecifie issues that Fodor must address once 1 have presented his theory of

content.

2.4 What is Fodor Ojfering?

Before presenting Fodor' s theory, it is worth considerinl exactly what it is that

Fodor is offering. He is not presenting a theory of content in the sense that he is

claiming that the conditions he specifies are, in fact, the ones that obtain. Instead he is

7 In fact, die disjuDction problem is a special case of a more gencraI problem of error chat
any theory of content must address, not just causal dIeorïes. That ÎS, any 1beory must have an
account of bow we mate the kinds of errors we do; chose errors lead ta die disjuDction problem for
causal 1heories of content.

• Anotber way ofpuUing the disjuDction problem is as foUows: wben 1binp havinl
different properties cause tokeniDgs of a symbol, in virtue of wbat are Ibose tolœniDp toIœnings of
the same symbol1

~ Fodor (cbapller 3, 1990) reviews some oftbe major causal tbeories of content and tbeir
attempts to solve the disjuDction problem.
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offering naturalistically specified sufficient conditions for symbols in the language of

thought 10 have the content we intuitively ascribe to people's mental states: a possibility

argument. If it were the case that the conditions he presents did obtain, then content

could be accounted for in non-intentional terms. By ooly providing sufficient

conditions, Fodor's aim is 10 show that the ostensibly daunting task of giving a

naturalistic account of content is rea1ivable, thereby responding 10 critics who argue that

a naturalistic account is impossible. Of course, providing sufficient conditions does not

guarantee that a naturalistic account of content is correct; thus, what Fador is offering

is rather modest, too modest, in facto 1 will argue that the conditions Fodor offers could

he sufficient for content oo1y if there were no semantic associations between symbols in

the language of thought. However, in that case little would remain of psychology,

which is incompatible with Fodor's main project of preserving psyehological

explanation that originally motivated his attempt 10 give a theory of content.

2.5 Fodor's Theory ofConte1U

Fodor's theory of content is a causal theory given in terms of nomie relations

among properties. Fodor offers the following conditions as being sufficient for a

symbol "X" in the language of thought ta Mean the property of being an X:

1. 'Xs cause ·X·s' is a Iaw.
2. Some ·X·s are actually caused by Xs.
3. For aIl Y not=X, if Ys qua Ys aetually cause ·X·s, then Ys causing
"X"s is asymmetrically dependent on Xs causing ·X·s (Fodor 1990,
p.121).

These conditions are naturalistic; they are stated in non-intentional. terms and it would

he possible for something 10 be in one interltional state with being able to be in any
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others.

Condition 1 is aetuaIly an abbreviated way of saying that there is anomie

relation between a property of Xs (in virtue of whieh Xs cause "X" tokenings) and the

property of being a cause of "X· tokenings (Fodor 1990, p.l02 and p.121). It is

important ta notice that there could be, and in general there will be, several nomie

relations between properties in virtue of which Xs cause ·X· tolœnings and the property

ofbeing a cause of ·X· tokenings. The Jaw that 'Xs cause ·X·s· is a generalization of

the nomie relations between properties of Xs and being a cause of ·X· tolœnings not

statable in the terms in whieh the nomie relations are stated. 10 Notice that as long as

there is at least one nomie relation between a property of Xs and the property being a

cause of "X" tolœnings, the generalizing law that Xs cause ·X"s holds. This will be

important for our later discussion, since it is crucial for asymmetrie dependence. 1 will

henceforth use the notation X - ·X· to denote that 'Xs cause "X"s' is a Iaw. So for

example, stating that 'dogs cause ·dog" tokenings' is a Iaw, denoted dog - "dog", is

shorthand for refening to aIl of the nomie relations between properties in virtue of

which dogs cause "dog" tolœnings and the property of being a cause of ·dog"

tokenings.

The tirst two conditions in Fodor's theory of content state that some X aetually

caused a tokening of the symbol "X", in virtue of one of its properties whieh is

nomically related to the property of being a cause of "X" tokenings. These conditions

10 Fodor c1early states cbat dUs is bis posi1ion in ·Special Sciences" (Fodor 1981, espec:ial1y
p.133).



•

•

•

alone do not avoid the disjun<:tion problem, however, sinœ sorne non-Xs might share a

proPerty with Xs tbat is nomically related ta the property of being a cause of ·x·

tokenings. Fodor introduœs the notion of asymmetric dependence, condition 3, to

preclude non-Xs from being included in the extension of the symbol ·X·.

2.6 1he Disjunaion Probkmfor Fodor's Theory and Asymmetric IH~nde1lCe

Merely being a reliable cause of ·X· tokenings, for sorne symbol ·X· in the

language of thought, cannot be sufficient for being included in the extension of ·x·.

The reason is that ·it's a truism that ewry talœn of a symbol (including the false ones)

is caused by something that bas some property that is sufficient to cause a tolœning of

the symbol" (Fador 1990, p.S9). Now sinee sorne Ys, non-Xs, cao have sorne of the

properties that Xs possess, including properties in virtue of which Xs reliably cause ·X·

tokenings, Ys cao also reliably cause "X" tokenings. So if being a reliable cause of ·X"

tokenings, Le. satisfying Fador's conditions 1 and 2, were sufficient for being included

in the extension of ·X·, sorne Ys that are non-Xs would have to be 50 included. In that

case, the symbol ·X" would Mean the property ofbeing an X or the property ofbeing a

Y. For example, the propeny of being a colourless liquid reliably causes tokenings of

the symbol "water". According to just conditions 1 and 2, rubbing a1cohol, which bas

the property of being a colourless liquid, wood have to be included in the extension of

the symbol "water". 11

&cause Fador's theory is pven in tenns of nomie relations amang properties,

11 If you are worried about the smeD of rubbiDg alcobol, imaline someooe widl a cold.
Other examples of tbis kind include leatber and nylon, wool and acrylic, ete..
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the disjunction problem for Fodor's tbeory arises only in cases of systematie error. ll H

it is not the case tbat 'Ys cause ·X·S'll is an instantiated Iaw, tben conditions 1 and 2

preclude Ys from being in the extension of ·X·, even if there are occasions on which

Ys cause ·X· tolœnings. However, the reason that we maJœ syst~1IIQlÎc errors is that

there are certain properties that are sufficient for reliably tolœning a symbol. Anythifig

having one of those properties an reliably cause tokenings of the symbol, whether or

not it is in the extension of that symbol, bec:ause there is a nomie relation between each

such property and the property of being a cause of tolœnings of that syrnbol. Now if the

extension of a symbol were 10 include everything that could reliably cause the symbol

to be tokened, tben an of the error cases would have ta be considered as veridical. To

preserve our intuitions that error cases are, in fact, false tolœnings, Fodor's theory

requires a condition that precludes non-Xs from being in the extension of the symbol

"X", even when a particular non-X bas some property that stands in a nomic relation to

the property of being a cause of ·X· tolœnings.

The asymmetric dependenœ condition is meant to exclude aIl non-Xs from the

extension of the symbol ·X·, thereby $Olving the disjonction problem. Intuitively,

Fador's idea is that errors depend on correctness, but not vice versa. In particular, Xs

have a number of propertÎes that are suffieient for reliably causing tokenings of the

symbol ·X". Non-Xs possessing sorne of these same properties or properties arbitrarily

close to them--elose enough to be mistaken for them-can also reliably cause tokenings

12 Hencefonb, 1 sba1l only be concemed widl systlematïc erran.

13 Of course, 1am assnmi"llbat the Ys are DOIl-Xs•
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of the symbol ·X·, sinee these properties are sufficient for causing ·X· tolœnings.

However, it is only because Xs have tbese properties that the properties are sufficient

for reliably causing ·X· tolœnings. Non-Xs only reliably cause ·X· toenings by being

mistaken for XS. 14 Sa non-Xs' causings of ·X· tolœnings depend on Xs' causings of

"X" tokenings, but not vice versa. For example, if it were not the case that water

causes ·water" tolœnings in virtue ofbeing a colourless Iiquid, then rubbing alcobol

would not cause ·watcr· tokenings. 1J The dependenœ is asymmetrie, and it is in virtue

of this asymmetry that Xs are in the extension of the symbol "X· and non-Xs are note

Looked at more formally, asymmetric dependenee is a relation between laws,

specifically the Iaws 'non-Xs cause ·X·s' and 'Xs cause ·X·s·. Any property of non-Xs

nomically related ta the property of being a cause of ·X· tolœnings in virtue of \\l·hieh

'non-Xs cause ·X·s· is a Iaw is, or arbitrarily closely approximates, a property of Xs.

Hence, in virtue of that same nomic relation, ·Xs cause ·X·s· is a law. And sinee this

is true for every nomie relation connecting properties of non-Xs with the property of

being a cause of "X" tolœnings, supposing counterfactually that the X - "X" Iaw did

not hold--that is, if none of the nomic relations connecting properties of Xs with the

property of being a cause of "X· tolœnings held-, then no non-X - "X· connection

would hold either. On the other band, sinee no non-X bas every property in virtue of

which Xs cause ·X·s-if it did it would be a special kind of X, in the way that small

l' This usnmption is implicit in Fodor' s arJWlleDL My fi.nal point of 1bi.s cbapter is chat die
assumptiOD is faIse.

l5 UDiess, of course, rubbinc alcobol sbares SOlDe otber property widl water in virtue of
which water causes ·waller· tolœnings.
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horses are still horsesl6_breaking the non-X - ·X· Iaw for some non-X would DOt

break the X - ·X· law. 50 the non-X - ·X· Iaw depends on the X - ·X· Iaw, but not

vice versa. As a result of this asymmetric dependenœ, aIl and only Xs are included in

the extension of the symbol ·X·.

2.7Block's Objectionl1

A consequence of Fodor's theory is that breaking the X - ·X· law breaks the Y

- ·X· law, for all Y. lbus, counterfactually, were it not the case Chat ·dog· meant the

property ofbeing a dOl, it wouldn't mean anything on Fodor's story. It is this

consequence that Block challenges. Block begins bis objection by questioning exacdy

what it is that Fodor means by the symbol ·X· in the language of thought. Block

suggests that there are exactly two possible readings of the symbol ·X·, neither of

which will satisfy Fodor's conditions. The two possibilities are that either ·X· refers 10

sorne uninterpreted string I/XIll, Le. it is a syntaetic item, or it bas a semantic value.

Block objects that in the tirst case, the necessary counterfactuals for asymmetric

dependence are not satisfied; while in the second case, the counterfactuals can hold as

required for asymmetric dependence but this account makes use of semantic notions

16 Agaïn, titis is an implicit assumption in Fodor's argument tbat 1 cballenge later in the
chapter.

17 This objec1ion is presented in Fodor 1990, pp.l11-114. It is worth noting tbat tbe only
account of Black's position is Fodor's presentation of tbat position.

II A word appeariDg in double quotes refers ID a symbol iD die laDpaae of 1bouIbt; mi a
word between NImber signs is an unintlerpretled strÎIII; i.e., a symbol viewed symacdcally. 50 for
example, "dog" is a symbol in die laDpaae of thoI'Pt, mi 'frO·'" is aD UDinterpreted strÎIII.
The same convention will hold widl variables in place of words.
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unavailable to Fodor. Fodor acœpts that the second option in which the symbol ·X· is

individuated semantically is not open to him because of the naturalistic constraint, 50

that the symbol ·X· must be an uninterpreted SUing #XI. ·Block is, of course,

perfectly right that for the purposes of a naturalistic semantics the only nonquestion-

begging reading of ·cow· is Ic"o"wl. Henceforth be it 50 read- (Fodor 1990, p.112).

But when we read the symbol -X· as the uninterpreted strinlllXl, 19 Black argues, then

Fodor's theory that #XI means the property of beinl an X because Y - #XI laws

depend asymmetrically on the X - IX# law is jusl false. Let' s look more closely at how

the objection goes.

Fodor is committed to the non-semantic reading of the symbol Ic"o"wl as an

uninterpreted string. Given this reading, Block points out that -there is surely a possible

world in which cows don't cause Ic"o"wls but trees do, viz., the world in which

#c"o"w# means 1ret!- (Fodor 1990, p.lll, emphasis in original). However, 3CCOrding

to Fodor' 5 asymmetric dependence condition, there sbould not be any possible worlds

in which ooly non-eows have properties in virtue of which they reliably cause #c"o"w#

tokenings. This foUows because breaking the cow - Ic"0"wl connection is meant to

break every Y - #c"o"wl connection on Fodor's s1Ory. But with a non-semantïe

reading of the symbol le"0 "wl, it does not seem 10 be the case that breaking the cow -

#c"'o"'w# connection precludes the possibility of having some Y - #c"o"wl

19 The reader will DOW he aware dJat 1be D01ations ·X· and ID bodl iDdïcalie • symbol in
the language of cbou&bt on dUs reading. For 1be remainder of dUs cbaptler, 1 will use die #XI
notation to empha-ciR 1batF~ is c:ommiaed ta readiD& die symbollS an UllÎldlerpreted string.
that is, purely symacdcally.
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connection.20 The symbol Ic"o"wl qua uninterpreted string bas no meaninC until it is

connected to the world via causallinb on Fodor' s story. But it must be possible for

those causal links ta be different from the ooes in our world if the symbol really is an

uninterpreted string-otherwise the symbol's meaning would be fixed by the necessary

causal connections between it and the world and this account would again appeal ta a

semantic reading of the symbol. Thus, the nomic relations between properties of cows

and the property of being a cause of Ic"o"wl tokenings is a contingent fact about our

world. It follows that there are possible worlds in which these nomic relations do not

obtain and 50mething else bas properties nomically related to the property of being a

cause of Ic"o"'wl tokenings. But such a world is one in which ooly non-eows cause

#c"'o"'w#s, 50 the symbol IC"'OA W# does not satisfy the asymmetric dependence

condition. Block concludes that since nothinC particular to the symbol Ic"oAwl bas

been used in this discussion, the conclusion will follow for any symbol. That is ta say,

there are no symbols that satisfy the asymmetric dependence condition when symbols

are taken ta he uninterpreted strings, as Fodor must read them.

2.8 Fodor's Respomt! ta Block

Fodor responds to Block by introducing a ceteris paribus clause into the

asymmetric dependence condition. The original idea wu tbat were it not for the X -

#X# connection, then there would be no Y - #XI connection either. Block's objection

2) l'be reader may notice a confusion between worlds in wbich DO X - ID CODœC1ion
obtains and ones tbat differ froID tbe aC1Ual world iDsofar as die X - ID relation oblaÎlliDl in die
actual world is brolœD. 'Ibis coafusion is Block's and DOt mine, and it is wbat Fodor exploits iD
order to reply fO Block'5 objection.
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to this original idea is that, it could be the case that every nomie relation between

properties of Xs and the property of being a cause of #XI tokalings did DOt obtain, yet

still there is a nomie relation between some property of a non-X and the plOperty of

being a cause of #XI takenings. This would be the case if Ic"o"wl meant the property

of being a tree. By introducing a ceteris paribus clause into the asymmetric dependence

condition, Fodor aims to rule out the problem situations Black imagines. Fodor's

amended proposai is tbat all ~lse Mng q&IQl, if there were no X - #XI connection

then there would be no Y - #XI connedion, but oot vice versa. In order to understand

exactly how the amended asymmetric dependence condition is supposed to overcome

the difficulties ta which its predecessor falIs prey, it is important to emphasize that the

connections we are coosidering-X - /IXl, Y - #X.#- are -nomic relations among

properties rather than causal relations amona individuals· (Fodor 1990, p.l00). What

this means is that the relevant counterfactual situation for considering the asymmetric

dependence condition is one in which tbere is no nomie relation connecting any

property in virtue of which Xs cause the symbollX# to be tokened with the property of

being a cause of #XII tokenings; there is no X - #XI law. Now Ys cause IXIIs by being

mistaken for XS.21 That is to say, any property in virtue of which Ys cause IIXIs is a

property that Xs have, or a property arbitrarily22 elose to one Xs bave. So, all else

21 As stated abave, dUs assumption is central 10 Fodor's argument, and cbaIleJlling it will
he the basis of my objection later in die cbapter. Of coune, 1 am iporing Ibe possibility tbat a
symbol bas two me.aninp, which is irrelevant ta Ibis disn'ssion.

:z:z l'be reason Ibe Y property must he arbiuarily close ta die X property is tbat it is one
leading ID error, and if it were possible 10 discriminate die X and Y propenies DO error' would
occor. 'Ibis does DOt mean 1bat dlere is 110 way die properties cm he discriminated, onIy tbat in die
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being equal, in the relevant counterfadual situation there cannot be a Y - IX#

connection.

If there were a nomic relation connecting a property of Ys with the property of

being a cause of #XI 1Olœnings, two possibilities would arise. First, the property in

virtue of which Ys cause #XIs could be a property that Xs also possess, in which case,

according to that very relation, there would he regular instances in which Xs would

cause #XIs, contrary 10 the counterfadual assumption. The other possibility is tbat the

property in virtue of which Ys cause IXIs could he one arbittarily close to a Ploperty

Xs passess. Now since the properties are arbitrarily close, it would he impossible in

practice to distinguish between instantiations of the two properties in the relevant

crrcumstances. Given the Y - IXllaw, Xs would reliably cause #XIIs precisely because

we could not in practice distinguish between instantiations of the properties; in virtue of

the same nomic relation covered by the Y - lfX# law, Xs would reliably cause #XIs,

again contrary ta the counterfactual assumption. In short, every Y - #XI connection is

subsumed under the X - #XI connection, since it is only in virtue of having certain

properties that Ys can cause IfX#s, and Xs have those same ProPerties or properties

arbitrarily close ta them. Notice that without the ceteris paribus clause, a property in

vinue of which Ys cause IXIIs would not have to he one that Xs share, and 50 il would

be possible ta establish a Y - #XI connection under the less stringent counterfactual

condition that simply no X - #XI connection exists. This is how Black generated his

relevant COndiÛODS 1bey cannot he.
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counterexample to Fodor's original proposai, but for the reasons just given, Fodor is

able ta preclude the unwanted cases by introducing a ceteris paribus clause.

2.9 Analyzing Fodor's Response in Tt!nns ofPossiblt! Worlds

Curiously enough, Fodor mischaracterizes bis own position when he considers

what must be the case in terms of possible worlds given the amended asymmetric

dependence condition. Fodor c1aims that •what,s requiœd is just that there be worlds

where cows cause ·cows· and non-cows don't; and that they be nearer to our world

than any world in which some non-<ows cause ·cows· and no cows do· (Fodor 1990,

p.113).23 This would require that worlds in wbich we never systematicallyU mistake

anything for a cow be closer to the actual world than ones in which ICAOAwl means

tree, and we never systematically mistaJœ cows for trees. Intuitively this position seems

to he wrong. However, its incorrectness is irrelevant; this is not the position Fodor bas

ta defend, because it does not correctly capture the amended asymmetric dependence

condition.

Fodor's daim is that, all else being equal:

[Cl] If the nomic relations subsumed by the X - #XIlaw did not obtain, then there
would not be a non-X - lfX# laweither;

and, it is not the case that

23 l tHe both iœtances of ·cows· in Ibis sentence 10 he errors for ·cow·s, 1bouIh 1bave
followed tbe text in die quotation. This point is substamialed by die fact mat ·cow·s is used in die
same context in the previous sentence in die text (Fedor 1990, p.U3).

2A Notice tbat wc couId still maIœ mis1aIœs iD 1bis situation provided tbey were IlOt
systematic; i.e. provided dlere were 110 nomic relatioas hetween properties of DOIl-COWS and 1be
property of beiDg a cause of •cow· IDIœniDp.
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[C2] If non-X - #XIlaws did not obtain, then the X - flXllaw would fail.

In translating these conditions into the language of possible worlds, Fodor seems to

conflate the situations for œsling them. The assumption in Clis that there is no X 

#XI connection. In the context of the example, this means that possible worlds in wbich

ooly cows cause #CAOAW#S are irrelevant to the discussion. Similarly, in C2 there are

no non-eow - #CAoAwl laws, 50 worlds in which ooly some non-cows cause #eAoAw#s

should not be considered. The comparison that Fodor suggests between worlds in which

ooly cows cause ICAOAwls and worlds in which ooly non-cows cause Ic"o"wls cannot

establish anything for Fador, since the tirst class of worlds is precluded by Cl and the

second cIass is precluded by C2. Of course, each of these classes is relevant in

considering Fodor's main claim that Cl holds while C2 does note But two separate

comparisons must be made, each involving one of these classes of possible worlds,

rather than a single comparison between the two as Fodor suggests.

Fador's amended asymmetric dependence condition is a claim that, aIl else

being equal, one counterfactual conditional, Cl, holds, white another, C2, fails. In

order ta cash this out in terms of possible worlds, each condition must he coflsidered

separately. According to condition Cl, there is no nomie relation between any propeny

of Xs and the property of being a cause of #XIs; there is no X - IIXI connection. In

the language of possible worlds, we must not consider any worlds in which Xs reliably

cause #X#s. The question ofwbether or not Cl holds thus becomes: In the class of

possible worlds in which there is no nomic relation between any propeny of Xs and the

property of being a cause of #XI tolœnings, are the worlds in which sorne non-Xs
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reliably cause #XIs or those in which they do DOt reJiably cause l'XIs nearer 10 the

aetual world? Fodor's position tbat Cl holds is the view that, in this counterfactual

situation, worlds in which non-Xs do not reliably cause #XIs are nearer ta the actual

world than ones in which they do. SimiIarly, the condition C2 stipulates that non-X 

#XI connections cease 10 obtain. Whether or not C2 holds translates inta the question:

In the cIass of possible worlds in which non-Xs do not reliably cause #XIs, are the

worlds in which Xs reliably cause lXIs or the ones in wbich they do not closer 10 the

aetual world? In this case, Fodor's view tbat C2 faiIs translates to the position that

worlds in which Xs do reliably cause IX#s are nearer 10 the actual world than ones in

which they do not.

Before analyzing Fodor's cIaims about the counterfactual conditions Cl and C2,

a methodological point is in order. In order 10 determine wbich possible worlds are

nearer ta the actual world, Fodor considers how many nomic relations existing in the

actual world would have 10 be broken and how many new ones added 10 arrive at a

particular possible world (Fodor 1990, p.113). The fewer the changes, the nearer the

world. This is exactly the interpretation of a ceteris paribus clause we would expect.

Thus, a natura! metric imposed on possible worlds by this account is the number of

changes required 10 transfonn the actual world into the counterfactual situation under

consideration. 1 will call titis the C-metric, for 'changes metric'. Notice that the C

metrie is not only sensitive to changes involving nomic relations and 50 is more fine

grained than what Fodor considen. For our purposes, however, the two notions

coincide, since we will ooly need to consieler the e1imination and introduction of nomic
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relations. We now use this machinery ID evaluate Fodor's claims that Cl holds and C2

fails.

1 will first restate, in terms of possible worlds, Fodor' s argument that CI holds,

and show that this adequately answers Block's objection. Without the celeris paribus

clause, the asymmetric dependence condition states that there are no possible worlds in

which Xs do not reliably cause #XIs, but sorne non-Xs do. Block's objection that

#c"'o"'w# could mean tree correctly shows this to be false. However, according to the

arnended asymmettic dependence condition, the mere existence of the worlds Block

imagines are not problematic for Fodor. Block's Ic"o"w#-means-tr'ee worlds must

actually be closer to our world than Fodor's Ic"o"w#-means-nothing worlds in order

for Black ta sustain bis objection to Fodor's position. Now in the Cl counterfactual

situation, the X - #XI connection does not obtain. But any property in virtue of which

sorne non-X causes #XIs in the actual world is a property Xs also have or is arbitrarily

close to a property Xs have; so, a non-X - I/X# conncction could only be in place if Xs

reliably caused #XIs, which, by counterfactual assumption, they do note Thus, it

follows that any property in virtue of which non-Xs cause #XIs in the actual world

cannot support a non-X - IIX# connection in the counterfactual situation. 50 minimally,

the possible worlds we are considering must be different from our world to the extent

that the X - lfX# connection and everything it subsumes are not in place. Fador's

#c"'o"'w#-means-nothing worlds exaetly satisly this minimal requirement. Black's

#c"o"w#-means-tree worlds, on the other band, additionally require the instantiation of

sorne new law, Y - #XI. -What the present theory claims is tbat, in the world that's
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just like ours except tbat cow - ·cow· and everything nomologically dependent on it

are gone, X - ·cow· is false for all X .... Weil if this is what you mean by 'the nearest

possible world in which cow - ·cow· is gone', then, clearly Block's world doesn't

qualify. To get Block's world, you have to both break cow - ·cow· and stipulate tree -

" COW" Il (Fodor 1990, p.113). More changes are required ta the actual world in order

ta obtain Block's Ic"o"wl-means·tree worlds than Fodor's Ic"o"wl-means·nothing

worlds; so, according 10 the C-metric, Fodor' s worlds are nearer 10 the actual world, as

required.

2.10 Prelimi1Ulries to Relaled Obj~ctions

Block's objection suggests other ways in which Fodor' 5 position cu be

challenged. Two assumptions underpin Fodor's use of the asymmetric dependence

condition in his account of content:

[Al] Xs possess properties in virtue of which they cause IX#s that non-Xs do not
l'Ossess nor do non-Xs have ProPerties that approximate them arbitrarily closely; and,

(A2] non-Xs do not possess properties in virtue of which they cause IX#s that Xs
neither passess nor approxirnate arbitrarily closely.

Al is the basis for an argument that C2 fails; A2 is used ta justify Cl, as we have just

seeo. It is possible 10 question whether C2 fails, as Fodor requires, by challenging Al.

Also, since there are semantic associations between symbols in the language of thought,

a symbol can be tolœned, non..tals~ly, by something that is not in its extension,

providing grounds for denying Al that Fodor's response ta Black does not address.

Before considering these objections, however, we necel to reconsider exacdy how the
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asymmetric dependence condition is meant ta solve the disjunction problem.

As presented, Fodor's asymmetric dependenœ condition does not solve the

disjunction problem. The asymmetric dependence condition is intended 10 determine

which among certain possibilities for the content of a symbol is the aetual content.

Recall exactly wbat the possibilities for the content of a symbol are. If a fox causes a

tokening of the symbol IdA0 AIl, then it seems that the symbol Id"0"g# sbould Mean

the property of being a dog or the ptOPerty of being a fox, according ta causal theories

of content, when, in fact, Id'"0 '"gII means the property of being a doge So the two

possibilities for the content of IdAo"'gI are: (a) the property of being a dog; or, (b) the

property of being a dog or the property of being a fox. Whatever Fodor offers must

pick out <a> for the content of IdAo"'gI over (b). In particular, what the theory is not

tequired ta do is choose between: (a') the property ofbeing a dOl; and, (b') the

property of being a fox. But it is the latter propenies that Fodor' s asymmetric

dependence condition is designed ta choose between. In general, the question posed by

the disjunction problem is: why does #XII Mean (the property of being an X) and not

(the property of being an X V the property of being a y)?25 The problem is not tbat

there is a disjunction of possible meanings, it is tbat one of the possible meanings is a

disjunction Ihm includes the propt!rry in the otMr possibility. Dy only considering Y

not= X in the asymmetric dependence condition, Fodor has not addressed the heart of

the disjunction problem. Funhennore, givm the possibilities, the dependence is not

251be pal'en1beses are used ID mate clear wbat die possibili1ies are. IXJI could mean (ebe
property ofbeing an X) or (die property ofbeÛII an X V die property ofbeina a Y). l'be
possibilities are DOt (die property ofbeiDg an X) or (die property ofbeiDg a Y).
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asymmetric. Break the X - #XI connection and you might break the (X V Y) - #XI

connection. But certainly breaking the (X v Y) -#XI connection breaks the X - #XI

connection. So, the dependence is symmetric and Fodor' s conditions do not solve the

disjunction problem.

There is a way to amend Fodor's conditions so that despite the symmetrical

dependence of possibilities, the meaning of #XI comes out right. Fodor caR simply

place a condition on when a symbol's meaning is a disjonction of properties.

Intuitively, a disjunction of properties should not symmetrically depend on one of the

disjuncts. That is, if the meaning of some symbollZ# is a disjunction of properties, say

the property of being an X or the property of being a Y, then just breaking the X - IIZ#

connection or the Y - IZJI connection should not break the (X V Y) - lU connection.

The reason is that there are properties of Ys which Xs do not possess and properties of

Xs which Ys do not possess that are nomically related to the property being a cause of

#Z# tokenings.26 50, if breaking the X - IZI connection does break the (X V Y) - IZJI

connection, then the meaning of #ZII is not a disjunction of properties. The only

possibility remaining is that 'ZIf means the property of being an X. In our example,

breaking the dog - IdAoAg# connection breaks the (dOl V fox) - IdAoAg# connection,

50 the meaning of the symbol IdA0 AgI is not a disjunction of properties; Id A0 Ag#

means the property of being a dog. The general amendment then, is that when one

possible meaning of a symbol is a property that is also included in a disjunction

2IIi Thougb Ibis reason is IlOt one Fodor offers, it is coœistIeDt widl the assnmpcions on
which bis position resIS, aamely Al and Al.
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constituting the other possibility 50 that the two'D possibilities depend on each otber

symmetricaIly, the meaning of the symbol is the simple property; i.e. not the

disjunction.

With this amendment to Fodorls conditions, we can readily see how the

asymmetric dependence condition is meant ta solve the disjunction problem. Given laws

x - #XI and (X V Y) - #XI that depend on each other symmetrica1ly, according ta the

amended conditions the meaning of #XI is the ploperty of being an X, proVÜÜ!d the Y

- #X# law and (X V Y) - IIX# Iaw are not also sYmmetrically dependent. In that case

there would be nothing 10 choose between (the propetty of being an X) and (the

propeny of being a Y) for the meaning of X. The amended conditions would pick out

both (the property of being an X) and (the property of being a Y) but not the disjunctive

propeny (the property of heing an X or Y) as the meaning of IIX#. However, the Y -

#XI law and (X V Y) - #XI Iaw will not be symmetrically dependent if the X - #XI

law and Y - #XI law are not symmetrically dependent. Since we are supposing that

breaking the X - #XI law breaks the (X V Y) - IIX# law, X - #XI and Y - #XI will

not he symmetrically dependent when the Y - IIX# law depends asymmetrically on the

x - #XI law. That is, the amended conditions provide a solution ta the disjonction

problem if the asymmetric dependence condition holds; i.e., when Cl is true and C2 is

faIse.

TI The ameDdment can be eX1leDded to more Iban two posSIbililies in the obvious way. 1
have only considered two possibilities in my presentation for the sake of clarity.
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Fodor' s argument that C2 fails would have to 10 something Iilœ the following. 2I

The counterfactual assumption is that evcry oomic relation in the actual world between

the properties in virtue of which non-Xs cause #XIs and the property of being a cause

of #XIs ceases ta obtain. It is required to show that worlds in which the X - #XI Iaw

holds are nearer ta the actual world than worlds in which the X - #XIlaw does not

hold. However, the counterfactual assumption does not entail the fallure of every nomic

relation between properties in virtue of which XI cause #KAs and the property of being

a cause of #X#s. Since non-X - #XJIlaws arise from the fact that some non-Xs cao be

mistaken for Xs, any property in virtue of which some non-X causes #XIIs must be one

of the properties in virtue of which Xs cause #XIs, or arbitrarily close ta such a

property. Now if we break the nomic relations between oon-X properties and the

property of being a cause of lfX# tolœnings, there remain other properties that Xs

possess in virtue of which they can cause #XI tokenings (assumption Al). Thus,

making only the changes to the actual world that are minimally required by the

counterfactual assumption results in a world in which the X - #XI Iaw obtains. In order

te break the X - #XI connection, we would have ta eliminate aIl of the other nomic

relations under which Xs reliably cause IfX#s. This would involve more changes ta the

actual world than minimally requïred, bowever, making the worlds without an X - #XI

law farther from the aetual world, according ta the C-metric, than the worlds in which

the X - lfX# law obtains, as required.

21 Fodor does DOt aetual1y present an arpmeDt tbat C2 faiIs siDœ me Block objection
focuses on Cl. Wbat foUows is my own CODIIrUCtÏOD of wbat 1 cbink Fodor wouId say, pven bis
other arguments and me ovenll position he is defeDdinl.
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The above argument that C2 fails depends on assumption Al, tbat Xs possess

properties in virtue of which they cause #XIs tbat non-Xs do not possess nor do non-Xs

have properties that approximate them arbitrarily closely. To analyze the argument, it is

important ta be very clear as to wbat sorts of properties of Xs are nomically related to

the property of being a cause of #XI tokenings. Obviously, if the property of being an

X is one of the properties in virtue of which Xs cause #XI tokenings, then Al is

trivially true. AlI and ooly Xs possess the property of being an X. In defending bis

position against various objections, it seems that Fodor tIoa think that the property of

being an X is one of the properties in virtue of which Xs cause #XIs. For example, "it

must he the property of heing a horse and Dot the property of heing a small horse that

is connected with the property of being a cause ol-horse· ,ohm" (Fodor 1990, p.102,

emphasis in original). And, "[t]he semantics of the word "virtuous,· for example, is

determined by the nomic relation between the property of being a cause of tokens of

that ward and the property ofbeing virtuous· (Fodor 1990, p.lll). However, Fodor's

appeal. 10 the property of being an X in these examples is shorthand for a cluster of

nomic relations that must be specified in one or other of the special sciences, nomie

relations that might be beyond the current state of the art of the appropriate special

science 10 articulate. If appeals to the property of being an X were not shorthand, it is

hard 10 imagine that Fodor would need to dedieate an entire chapter of a book to the

defense of his position. The defense could be done in one sentence. Since all and ooly

Xs possess the property of being an X, which is a property in virtue of which IXJIs are

tokened, every non-X - #XI connectiOll depends asymmetrically on the X - #XI
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connection. That Fodor did write a ebapter defending the asymmetric dependence

condition suggests the issues are somewhat more subde. No one doubts that the content

of the symbollfXl is the property of being an X.29 The point of Fodor' s project is to

provide a naturalized semantics !bat shows this fact, and simply restating it will not

suffice. The very legitimacy of intentional explanation is what is at issue.](J Fodor must

account for the connection between the property of being an X and the propeny of

being a cause of IIX# tolœnings witbin a naturaJized semantics; hence, he cannot appeal

te the property of being an X.

So, what are the properties in virtue of whieh Xs cause #XI tokenings 10 which

Fodor can appeal1 Since intentional expJanation cannot be used in a naturalized

semanties, the nomie relations available to Fodor are those in virtue of which Xs cause

#XI tokenings stated in sorne physicalistie vocabuJary. Given Fodor's token

physicalism-any tolœning of the symbol type lfXJI is identical 10 some tokening of a

neural type-the appropriate special science for articulating the relevant nomie relations

in vinue of which Xs cause #XJf 10kenings is neuroscience. And, since laws cao ooly be

stated within the discourse of a partieular science'·, the propenies of Xs to whieh Fodor

cao appeal are those that can appear in laws of neuroscience, and these are del~ctabk

:zg Of course, SOIlle people doubt wbetber tbere is a symbollX#, but chat is a separate
issue.

30 Note tbat 1 am ml sugesting tbat Fodor bas lOt anytbing wrong by using dUs sbortband.
My point is simply ID malœ explicit wbat -die property ofbeÏDI an x- is sbor1baDd for, from
wbich 1 will geœrate an objec1ion to Fodor's condidoœ.

31 See ·Special Sciences- in Fodor 1981.
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properties.J2 We cao sec more directly now why the disjunction problem manifests itself

for causal theories of content and why it is such a problem. In general, every detectable

property of Xs is a property some non-X can have, or can be approximated arbitrarily

closely by a propeny some non-X can have.]] Sînce deteetable propertics are the only

properties in virtue of wbich Xs cause IXIs ta which causal theories cm appea1,

excluding non-Xs!rom the extension of lfX# is a non-trivial matter.

2.11 First Objecrion

Possessing any specified deteetable property of Xs is either sufficient for being

an X or it is note If possessing the property is not sufficient for being an X, then clearly

some non-X can possess it, and tolœn #XIIs in virtue of tbat property. If possessÎng the

property is sufficient for being an X, then clearly no non-X cao possess il. Nonetheless,

provided a non-X cm possess a property that approximates the X property arbitrarily

closely, the non-X caR still reliably cause #XI takenings. Now the deteetable properties

of Xs are those physical properties ta which our sense organs are sensitive. But physical

properties our sense organs an deteet are measurable, and hence quantifiable. The X

property can he specified by sorne numerical value resulting from an appropriate

32 Fodor bimself mates die point tbat micro-Ievel propenies are DOt semantically relevant
(Fodor 1990, p.ll7). 1be point is dlat micro-Ievel DOIIlic relations must involve mi~level
properties; 50 DO micro-Ievel property is nomically related ta 1be property of being a cause of
IIX#s, a macro-Ievel property. Of course, a micro-Ievellaw migbt provide the mecbanism for the
macro-level X - IXllaw, but it does DOt 1bereby conneet micro-level properties widl die property
ofbeing a cause of #XI tokeninp.

33 1bere migbt be some Xs dlat bave detectable properties sufticient for caUSÏDI #XI
tokenings tbat no DOIl-X can P*'CSS and dlat canaot he appromnated ubitrarily closely by •
property sorne non-X caB bave, Ibouab 1 bavent t been able ID dünk of any. 1be point is dlat düs is
DOt the case in generallO dlat Fodor's conditioœ do DOt provide a pnerallbeory of COIdeDt. Tbe
argument for dUs claim is preselded below.
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measurement. Provided the measurement bas a continuous range, the X property can be

approximated arbitrarily closely by a property sorne non-X can have. But in general,

macro-level deteetable plOpertïes do bave a continuous range"'. These are properties

that tan appear in laws of neuroscience, so they must be the properties to which are

sensory organs are sensitive; for example, frequency, intensity, and amplitude of light

and sound waves. Wc are a1so capable of detecting various shapes through sight and

touch, but shapes cu be approximated arbitrarily closely by other shapes. For example,

suppose that Xs are triangles. Possessing the property ~triangularity' is clearly sufficient

for heing a triangle. However, since degenerate quadrilateraIs are triangles,

quadrilaterals can approximate triangles arbitrarily closely, and 50 reIiably token

#tAr Ai Aa An"g"1"e#. The point is that, in general, non-Xs can possess every property in

virtue of which Xs cause #XIs or plssess properties that approximate them arbittarily

closely. Exceptions will be Xs that possess macro-Ievel detectable properties sufficient

for heing an X, such that measurements of that property have a discrete range.35

However, in general, Xs do not possess such properties because of the nature of our

sensory organs; Le. what our sensory organs are sensitive 10 can be measured ovec a

:M Micr~level measuremen1s often bave a discrete range because of 1be discreteDeSS of die
quantum numbers, but die properties widl wbich we are concemed are exclusively macro-level
properties.

35 1be property of a polyJOIl baviDg a certain IUlDber of sides may seem to he discrete, but
being three-sided as oppoeed ta the property of beinl four-sided means bavina dlree sides of non
zero length. A quadrilateral can bave one of ilS sides of leftllb arbilrarily clœe to zero and 10
token ItAr-i-a-n-sAIAeI.
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continuousrange.~

The conclusion that, in general, non-Xs cao possess every property in virtue of

which Xs cause #XIs or possess propenies that approximate them arbitrarily closely is

contrary ta assumption Al, which is used in arguing that C2 fails. It follows that in

certain counterfactual situations C2 does not fail. Suppose that IdAoAgI is reliably

tokened by dogs, foxes al night, and cardboard dogs. In order 10 solve the disjunetion

problem, Fodor' s conditions must show that IdA0 Agi means the property of being a

dog and not the property of being a dOl or the property of being a fox al night or the

property of heing a cardboard dOl. This can be done by showing that the nomie

relations involving properties in the disjonction other than the property of being a dog

depend asymmetrically on the nomie relation involving the property of being a dog.

However, the asymmetry holds ooly if there is no collection of non-dogs that possess or

have properties approximating arbitrarily closely every property in virtue of which dogs

cause #d'"0'"gis. But in general, every property in virtue of which Xs cause IIXIs is a

property that some non-X can possess or approxirnate arbitrarily closely. So for sorne

X, for each property in virtue of which Xs cause #XIs, we can choose a non-X that

possesses that property or one arbitrarily close 10 it. Let Y be the disjunction of those

non-Xs. Dy the choiœ of Y, breaking the Y - #XI connection will also break the X-

#XI connection, contrary 10 the failure of C2 required by Fodor, sinœ breaking the Y

36 Notice tbat 1bis œed IlOt he the case for every X. The point is simply 1II&t, in IeM1CIl,
DOn-Xs cao possess (or apprODmalle) the properties in virtue of wbich Xs cause lXIs fi) wbich
Fodor's tbeory cu appeaI. A few excepâoœl cases does DOt tbereby provide Fodor widl a pneraI
theory of content, DOt even JÏven bis qenda of providiDc a possibility proof, because die
exceptional cases caDDOt generalize.
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- #XI connection breaks every nomie relation between properties in virtue of which Xs

cause #X#s, or properties arbitrarily close 10 them, and the property of being a cause of

#XI tolœnings. The X - IXllaw and the Y - #XIlaw depend on each other

symmetrically, 50 Fodor' s conditions cannot exclude the property of being a Y from the

meaning of 1fX#. Thus, in general, Fador's conditions do Dot solve the disjunction

problem.

In order ta black the argument 1 have just presented, Fodor needs a way of

precluding the property of being a Y, some disjunction of Don-Xs, from the meaning of

#XI. The amended conditions presented in the previous section will not do so, because

they determine that the meaning of a symbol is not a disjunctive property ooly in cases

of asymmetric dependenœ; yet the Y - IX# law and the X - IXllaw depend on each

other symmetrically. Nonetheless, there is still a difference in these cases that Fodor

could try to exploit. Typically, individual Xs possess ail of the properties in virtue of

which Xs cause #XIs. This is Dot true of individual Ys. Wbat Fodor requires then, is a

condition like the following. Ceteris paribus, anythîng in the extension of /fX# bas aIl

of the properties that are nomically related ta the property of being a cause of #XI

tokenings. The ceteris paribus clause is required because not all Xs possess every

property in virtue of which Xs cause IIXIs. It might be possible for Fador to produœ

such a condition, but the constraint on him doing 50 is that the ceteris paribus clause

must he stated in naturalistic terms. It is not clear that this task is significandy casier

than the original task of producing a naturaIized tbeory of content because it requires

Fodor to state naturalistically what, -ail else being equal.-, it is for something to be an
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x.

The argument 1 have just presented requires construeting a disjunction of non-Xs

that have, or arbitrarily closely approximate, every property in virtue of which Xs

cause #X#s. Consider a similar case in which 1.5 and I2s reliably cause 61# tolœnings,

the Il - #J# law depends symmetricallyon the 12 - #16 law, and neither I.s nor I2s are

disjonctions of non-Iso FurtbermoIe, suppose that 61115 and 61215 have never been

toJœned because no propetty distinguishing J.s and I 2s bas ever been detected, though

such a property exists. What is the meaning of #1# in this case? Clearly, 11# does not

mean either the property ofbeing a Il or the property ofbeing a 12, since both I.s and

12s are in the extension of III. But #11 does not Mean the disjonctive proPerty of being

a Il or 12 either, since IJ6's expressing a disjonctive concept presupposes the concepts

of the disjuncts, which by supposition nolbing hase In fact, it is not possible ta express

what #1# means in terms of the properties of being a Il or 12 • IJ6 means the property of

being al, where Is include J.s and I2s, but not disjunctively. Ils and 125 are not

discriminated; they are lumped together in a single class, Is. So, Is are mOIe

appropriately a union of Ils and J2S.
37

What is interesting about this example is what we say about the meaning of III

when properties distinguishing I.s from 125 a~ detected, thereby tokening 61.' and

#12#.38 Again, 1116 does not Mean either the property ofbeing a 1. or the property of

31 Fodor maIœs dûs point in respolliie ta BaJœr's objection (Fodor 1990, pp.l03~.

31 Of course, Ibis is DOt a purely bypo1betic:al eumple. Properties were detected tbat
distiDguisbed jadeille from nepbrite, both of wbicb previously bad been IbouJbt ta he die ODe

substance jade.
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being a J2, since Ils and 12s bath have ail of the properties in virtue of which III wu

tokened. The Il - III Iaw and the 12 - III Iaw depend on each other symmetrically.

Nor does #J# mean the disjunctive propetty of being a Il or 12, but not because nothing

has the concepts of the disjuncts. Once IJlI and 112' are tolœned, organisms have the

concepts of the disjuncts. The problem is that the properties in virtue of which the

symbol meaning the disjonctive property, III V 1~, is tolœned are a proper superset of

the properties in virtue of which III wu toJœned. In particuIar, whatever property it is

that distinguishes Ils from 12s is a property in virtue of which III V1~ is tokened, and

this property is not one in virtue of which 11# could be tolœned. Furthermore, III

cannat mean the property ofbeing a J, where 1s are a kind of union of Ils and 12s, since

there is no such property from the point of view of an organism that cao distinguish Ils

from 12s (Fedor 1990, p.lOS). So IJ# is meaningless for an organism that cao

distinguish 115 from I2s. But in virtue of what does 11# become meaningless when a

property distinguishing Ils from 12s is deteeted? What bas changed is that in virtue of an

additional proPerty, Ils and J2s cause new tolœnings of neural types previously not

tolœned. Thus, the nomic relations between properties of Jls and 12s in vinue of which

#]#s were tolœned and the property of being a cause of IJI tolœnings depend on what

other symbols, qua syntactic items, are tolœned. So, the meaning of IJI depends at

least in part on what other symbols are tokened, which is not an atomistic account of

content, and hence not a naturalized account.

Another serious problem that the jade example suggests is that semantic notions

are required for detennining the content of symbols in the language of thought. The
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reason is that what nornic relations properties of objects enter into seerns to depend on

the content of symbols in the language of thought. Fodor bas taIœn the DOmic relations

that properties of objects enter into as fixed and considered relations between these

nomic relations. However, that there are such DOmiC relations al ail seems to be

semantically determined. Certain properties of Il and 12 cease to be nomicaUy related ta

the property of being a cause of #11 tolœnings once a DOmiC relation is established

between some other properties of Il and J2 and the property of being a cause of Ill' and

#J2# tokenings, respectively. "By ber present lights, ... , IMre is no such properry [as

#1#]" (Fador 1990, p.lOS, emphasis in original). Bowever, the expression, "By ber

present lights," is inherendy a part of the intentional vocabulary. Fador requires a

naturalistie account of the determination of nomie relations between properties of

objects and the property of being a cause of a tolœning of some symbol in the language

of thought, and given this example it is far from elear that he cm provide one.

However, without such an account Fador is left on the homs of a dilemma. He could

introduce semantic notions, thereby violating the naturalistie constraint, or give up on

semanties in favour of eliminativism. 1 talœ it that FOOor would not readily endorse

either option. Nonetheless, from the jade example it is not clear that Fodor's account

can satisfy the naturalistic constraint, which motivaa my second objection.

2.12 Second Objection

1 now argue that the counterfactual condition Cl does not hold because

assumption A2 on which it is based is false. Recall tbat Cl states that if the nomie

relations subsumed by the X - #XI law did Dot obtain, then theœ would not be a non-X
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- lfX# law either; the argument for this position rests on assumption A2, which states

that non-Xs do not possess properties in virtue of which they cause IXIs tbat Xs do not

possess or have properties that approximate them arbitrarily closely. Block' s objection

challenges Cl but does not do 50 successfully because it considers possible nomic

relations that properties of non-Xs could enter into rather than the actual nomie

relations those properties are in. By introducing a celeris paribus elause into the

asyrnmetric dependence condition, Fodor cm succcssfully argue that the only relevant

nomie relations are the actual ones. Wbat Block does not challenge is Fodor' s intuition

that non-Xs cause #X#s by being mistalœn for Xs. This is one way that non-Xs token

#X#, and it leads 10 the disjunction problem. Such tolœnings are false 10kenings of

#X#. But Dot all tolœnings of #XI by non-Xs are false tolœnings, and the properties in

virtue of which non-Xs non-falsely 10lœn #XI do Dot have to be properties in virtue of

which Xs cause IfX#s or arbitrarily close to properties in virtue of which Xs cause

#X#s. The reason is that there are sernantic relations between symbols in the language

of thought.39

Semantic relations between symbols in the language of thought abound. The

particular relations 1 am concemed with are those that hold between symbols because

items in the extension of one symbol can reliably tolœn another syrnbol. Now as

Chomsky (1959) points out, in the right context any symbol cao token any other

symbol, but MOSt of tbese are Rot reliable tolœnings. The relations 1 am concemed with

39 Loewer and Rey make Ibis point, 1bou&h 1bey do DOt develop it (Loewer and Rey, eds.
1991, p.xxxvi, endnote SS)•
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are those that obtain because of how the world is. 1bat is, because items in the

extensions of certain symbols happen ta be reliably associated with each other in the

world, the symbols are associated. 1 will refer to these as semantic associations. So for

example, there are semantic associations between -leash- and -dog-, -chair- and

"table", and -fish- and -water-.40 The importance of these associations is that things in

the extension of one symbol cao reliably token a semantically associated symbol, nolI-

jalsely. For example, a leasb can cause -dol- tokenings, not in virtue of any propeny

dogs have or a property arbitrarily close ta a property dOIs have, but in virtue of

properties that leashes have. Leashes do not cause tolœnings of -dog- by being

mistaken for dogs; they do 50 by being correctIy identified as leashes, which, being

items in the extension of -leash-, which is semantieally associated with -dog-, cao

result in dog-thoughts. ~l - [A]ssociation is ... supposed reliably ta preserve semantic

domains: Jack-thoughts cause Jill-thoughts, salt-thoughts causepepper-thoughts, red-

thoughts cause green-thoughts- (Fodor 1998, p.10, emphasis in original). In particular,

semantic associations figure in rational explanations. The real world association of

items in the extensions of semantically related symbols, ground the rationality of the

tokening of one symbol resulting from the tolœning of the other. The reliable

association of leashes and dogs in the world, grounds the rationality of leash-thoughts

causing dog-thoughts. Now, of course, there is some dependence of leashes' tolœnings

40 1 am USÏDB the double quote notation to empbasize chat tbese are symbols witb semantic
content.

~l Adams and Aizawa (1994) maIœ essendally die saDIe point in discussing palbotopcal
cases of Fodor' s 1beory, choup tbey do DOt Re die probIem as being quite as pervasive as 1 do•
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of -dog- on dOIS' tokenings of -dog-, but it is DOt the asymmetrical dependence tbat

Fodor presents. Clearly if -do,- did Dot Mean the property ofbeing a dog, then leashes

would not token it. However, Fodor's asymmettic dependenœ condition is supposed to

show that Nd"0 ABI means the property of being a dOl by showing that aIl non~ogs that

reliably token IdAoAg# depend asymmetrically on dOIS' tokenings of IdAoAg#. Break

the dog - NdAoAgI connection and ail non-dog - NdAoAg# connections are supposed to

he broken, aceording to the asymmetric dependence condition. This simply is DOt the

case. Imagine a counterfactual situation in which a deadly virus swiftly wiped out the

canine population. Once people leamed that all of the dogs were dead, properties in

virtue of which dOIS cause Id"0 Ag# tolœnings would cease ta do 50; i.e. something else

with sorne of those same properties, such as a fox, would not reliably be mistaken for a

dog. Nonetheless, leashes would still cause IdAoAgi tokenings, perhaps by reminding

people of the lost species. Break the dog - IdA0 Ag# connection and the leash -

#d A0 Ag# connection remains intact, because the properties in virtue of which leashes

cause #dAoAg#s are not those in virtue of which dogs cause IdAoAg#s or arbitrarily

close ta those in virtue of which dOIS cause IdA0 Agis. The relation between leashes and

the symbol IdAoAg# rests on a semantic association between -leash- and -dog-. Vou

only break the leash - IdAoAgI connection by supposing that IdAoAg# does not Mean

the property of being a dog; and supposing that in virtue of breaking the dOl - IdAoAgI

connection, Id"0 AgI does not Mean the property of being a dOl is assuming the rault

Fodor needs ta demonstrate.

A response Fodor might try to offer in defense of his position is that, while it is
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true that leashes cause 'dAoA'" tokenings, they do DOt do 50 reliably; i.e., there is no

nomic relation connecting properties of leashcs to the propetty of being a cause of

#d"oAg# tokenings. However, this is a response that Fado" in particular, cannot offer.

Fodor' s main project is 10 defend intentional explanation. Clearly, under certain

conditions, all else being equal, thoughts about leasbes do reliably cause thoughts about

dogs; e.g. -What kind of animal do people reguJarly walk on leashes in many parla in

North America']- Fodor simply cannot deny tbat tbere are inteDtional regularities

between 10lœnings of symbols in the language of thought, if he wants 10 maintain that

psychology is a special science. That semantic associations can figure in rational

explanations depends on such regularities. But then, since there are properties of leashes

in virtue of which they cause IlAe Aa"sAh# 1Olœnings, and there are sorne circumstaD<:es

under which tokenings of the type IlAe AaAs Ah# reliably cause 10kenings of the type

#dA0 Ag#, there are nomic relations between properties of leashes and the property of

being a cause of IdA0 Ag# tolœnings. Moreover, the properties of leashes that are

nomica1ly related to the property of being a cause of IdAoAg# tokenings are properties

in virtue of which leashes cause IlAe Aa As Ah# tokenings; in general, such properties are

not, and do not, approximate properties in virtue of which dogs cause Id"0 AIl

tokenings, 50 they do not depend asymmetrically on the dog - /Id A0 AgII connection.

There was ROthing particular 10 the relation between -leash- and -dog- that

allowed me ta construet my argument that the leash - IdA0 A'" connection does not

depend asymmetrica1.ly on the dOl - 'dAoAgI connection, except tbat -leash- and -dog

are semantically assocïated. The sante argument will work for any pair of semantically
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associated symbols in the language ofthought, sucb as "fish and "water", and "chair"

and "table". Because of the abundance of semantic associations between symbols in the

language of thought, it will not, in general, be true that non-Xs do not possess

properties in virtue of which they cause #XIs that Xs do not possess or have properties

that approximate them arbitrarily closely; i.e. assumption A2 is false. Il follows that the

counterfactual condition Cl, that if the nomie relations subsumed by the X - #XI Iaw

did not obtain, then there would DOt be a non-X - IIX# Iaweither, is false. Sïnce the

asymmetric dependence condition holds oo1y if Cl is true, the asymmetric dependence

condition, on which rests Fodor's solution to the disjunction problem, is not satisfied by

any symbol in the language of thought that is semantically associated to any other

symbol in the language of thought. Fodor' s goal of defending intentional explanation

suggests that very 1'IIIJ1IY of the symbols in the language of thought are semantically

associated with some other symbol in the language of thought. Thus, Fodor bas Dot

provided a solution to the disjunction problem. Furthermore, the relevance of semantic

associations between the symbols in the language of thought in undermining Fodor's

atternpt to provide a naturalistic semantics has important implications for Fodor' 5 anti

bootstrapping argument that the language of thought is not a naturallanguage.
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CHAPI'ER3

INFORMATION AND ASYMMETRIC DEPENDENCE

3.1 lnrroduction

In the previous chapter, 1 argued that Fodor's theory of content is unable to

solve the disjunction problem, by focusing on specific details of Fodor's theory. Those

considerations led me 10 the conclusion that Fodor's tbeory fails ü there are semantic

associations between symbols, something Fodor's project of trying ta sccure the plaœ

of intentional explanation commits him 10. In titis chapter, 1 explore the failure of

Fodor' s asymmeUic dependence condition because of the semantic associations between

symbols, in order 10 draw out two general points:

(i) The content that we cu ascribe 10 our internai representational types solely in virtue
of their syntax does not correspond to the content of semantic types that figure in
intentional explanations;

(ü) The relations that obtain between internal representations solely in virtue of their
syntax do not correspond to the semantic associations between symbols that figure in
rational explanations.

1 begin by presenting Dretslœ's notion of information. 1 then consider Fador's

distinction between information and meaning. Fodor' s discussion of information is

somewhat confused because Fodor takes causation 10 be sufficient for the transmission

of information, which Dretslœ explicidy denies. Because of this confusion there are

several possible readings of Fodor' s statement of the asymmetric dependence condition

in terms of information. 1 consider these possibilities given that causation is not

sufficient for the transmission of information, !rom which 1 offer a rading of the
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asymmetric depenc:lenœ condition in terms of information that is consistent with

Fedor's other presentations of the asymmetric dependence condition. 1 then show why,

in tenns of information, the condition fails. Atso by considering asymmetric

dependence in tenns of information, 1 argue that Fodor' s position results in a

phenomenalist semantics. (i) follows from showing in tenns of information how the

asymmetric dependence condition fails. 1 then use (i) to establish (ü), which 1 use in my

response to Fodor l s anti-bootstrapping argument that the language of thought is not a

natural language, presented in the next chapter.

3.2 Information and M(!tming

-Errors raise the disjunction problem, but the disjunction problem isnIt rea1ly,

deep down, a problem about enor. What the disjunction problem is really about deep

down is the difference between IManing and in!omJQlÏon- (Fedor 1990, p.90, emphasis

in original). Dretske states that -one is free to think about information (though not

meaning) as an objective commodity, something whose generation, transmission, and

reception do not require or in any way presuppose interpretive processes- (DretsJœ

1981, preface, p.vü). As an -objective commodity-, information is always veridical;

there is no mis-information. -What information a signal carries1 is what it is capable of

"telling- us, telling us truly, about another state of affairs. Roughly spealdng,

information is that commodity capable of yielding knowledge, and what information a

signal carries is what we cao leam from it- (Dœtske 1981, p.44, emphasis in ori&inal).

1 Signais are said 10 bave a meaning and 10 carry iDforma1iOD (Dretslœ 1981, p.44).
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Information is carried by a signal from a source to a receiver. Being an

"objective commodity-, the information that a source can generate is information about

the properties of that source. Communication theory quantifies how much information

is carried by a signal.2 Not all of the information generated al a source is transmitted in

a given signal. For example, information about the temperature of an abject is not

transmitted by the visible light reflected3 from il. The (amount of) information that is

not transmitted is called the equivocation. Thus, the amount of information received

from a source is the amount of information generated al the source minus the

equivocation. The amount of information reœived from a source cao also be conœived

of as a portion of the total information available at the reœiver. The total information

available al the reœiver consists of the information carried by a signal from the source

in question and other information carried by signais from other sources. The (amount

of) information from other sources is called noise. So, the amount of information

received from a given source is the total information available at the receiver minus the

noise. Sînœ the amount of information generated at the source need not equal the

amount of information avaiJable al the receiver, the equivocation need not, and in

general will not, equal the noise.

Now it is important to distinguish between causation and the transmission of

2 The precise matbematical formulatioœ for quamifying tbe amount of information curied
by a signal are DOt œeded for my considenâoœ, 50 1 do DOt present tbem bere. Tbey are
presented in Dre1Slœ 1911, widl references ID tbe malbemaâcallitenaure OD wbich tbey are based.

3 If die abject is bot eJlOUlb, tben die lilht it radiates carries information about ilS
temperature, but dUs is DOt refleeted Iight.
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information. Very olten information is traDsmitted!rom a source to a receiver because

of a causal relation between them. For example, someone cao receive information about

a dog when she hears barking because the barking causes disturbances in the air which

reach her. This need not be the case, however. Two televisions tuned to the same

channel carry information about each other despite there being no causal interaction

between them. So causation is n~t neœssary for the transmission of information.

Perhaps more surprisingly, causation is not sufficient for the transmission of

information either. If an event al a receiver can bave more than one cause, then the

information carried by the event is not information about the particular cause. So if

someone near a harbour that is frequented by seals hears barking that could have been

produced by either a dOl or a sea1, she does not receive information about the source

being a dog, even ifit was, in/Da, a dog t1uJl caused lM sound. Notice that though the

receiver does not receive information about the source being a dog, she does receive

information about a sound; Le. that there is a barking. But even this need not be the

case. If the receiver is highly medicated and very lilœly to hallucinate, then even a

genuine sensory experience will not carry information. When there is ambiguity as 10

the nature of the source, the equivocation is non-zero. -One an have full information

without causality, and one cu have no information with causality. And there is every

shade of gray between these two extremesR (DretsIœ 1981, p.33).

Now in his discussion of meaning and information, Fodor does not clearly

distinguish between causation and the transmission of information. In particular, Fodor

takes reliable causal covariance to be sufficient for a tolœn of a syntactic type to carry
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information about a source. As Fodor puts it, -all you need for information is reliable

causal covariance, whereas for meaning you need (at least) asymmetric dependence tao

(Fodor 1990, p.93). But, as we have just seeD, reliable causal covariance is not

sufficient for the transmission of information. -Il is sometimes carelessly assumed, for

exampIe, because the reflection of light from an object causes certain events to occur on

the periphery of our visual receptors, and these events (the proximal stimulus) in tum

cause other events to occur in the central nervous system, ultimately yielding sorne

response from the organism, that therefore the subject bas, in some vague sense of

Ilinformation, - received information about the distal stimulus (the abject from which the

light was reflected). This simply does not follow· (Dretske 1981, p.33). Dretske's point

is that the actual causal situation is not enough to detennine what information is

transmitted, if any. Other possible causes are also relevant in determining what

information is transmitted.

In supposing tbat ·aIl you need for information is reliable causal covariance,

whereas for meaning you need (alleast) asymmetric dependence tao" (Fodor 1990,

p.93), Fodor bas simply failed to respect the difference between causation and the

transmission of information. Fodor is supposing that if there is reliable causal

covariance between a source and tolœnings of a syntaetic type, then tolœns of that

syntaetic type carry information about the source. Now it is possible that tolœns of the

syntactic type do carry information about the source if there is reliable causal

covariance between them, but they need DOt carry that information. Il depends on what

eise causes their tolœnings. And in the situations that lead to the disjunction problem,
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tokenings of a syntactic type cao be caused by different kinds of things, which is

precisely the problem. So in the situations that lead ID the disjunction problem, the

tokens do not carry information about what kind of thing the source is. H a situation is

such that a tolœning of a syntaetic type could have been caused by either a dog or a fox,

then the tolœn does not carry information about the source being a dog, even if the

source is a dog. Wbat the source does carry information about is some shared property

of dogs and foxes. We cao see now in terms of information just why the disjonction

problem arises. Items that are not in the extension of a symbol type can tolœn the

symbol because they can generate information that could have been, and sometimes is,

generated by items that are in the extension of the symbol. For example, a fox cao

generate information about an animal having a certain shape, just as a dOl cao, in virtue

of which the fox can 10ken -dog-. The -dOl- tolœn carries information about an animal

having a certain shape, information that could bave been generated by a dog, in some

conditions, because of the similarities between the shapes of dogs and foxes.

Because symbol tolœns cao carry information about properties of items that are

not in the extension of the symbol, the meaning of a symbol is not given by the

information its tokens carry. Meaning aIso requites asymmetric dependence, according

10 Fodor; however, Fodor's own presentation of the asymmetric dependence condition

in terms of information not oRly conflates causation with the transmission of

information, it does not respect the distinction that he draws between meaning and

information. By clearing op this confusion it is possible to state the asymmetric

dependence condition in tenns of information in a way faithful to Fodor's intentions,
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but this statement !ays baIe the reason that the asymmetric dependence condition faiIs if

there are semantic associations between intemal representations.

3.3 The Asymmetric Dependence Condition in Tenns ofl'ffomullion

Fodor distinguishes information from meaning as follows:

Information is tied to etiology in a way that meaning isn't. If the tokens
of a symbol have two kinds of etiologies, it follows that there are two
kinds of information that tolœns of that symbol carry. (If some ·cow·
tolœns are caused by cows and some ·cow· toJœns aren't, then it follows
that some ·cow· tokens carry information about cows and some ·cow·
tolœns don't). By contrast, the rManin, ofa symbol is o~ oftM things
lha/ ail ofits tolœns 1Iow! ill commoll. Mwn't!r. they may happen to ~
caused. All·cow· tokens Mean COW; if they didn't, they wouldn't be
"cow· tokens (Fodor 1990, p.90, emphasis in original).

Notice here again that Fodor fails to distinguish information and causation. If the tolœns

of a symbol have two kinds of etiologies, what follows is Dot that ·there are two kinds

of information that tolœns of that symbol carry", but rather that toJœns of the symbol

carry information about some shared property of the different causes. Cow caused

"cow" tokens" do not carry information about cows in situations where the disjunction

problem arises; they carry information about sorne shared property of cows and the

other possible causes of the •cow· tokeD. Similarly, for Don-eow caused •cow· tolœns.

But despite conflating causation and the transmission of information,! Fodor's basic

4 For clarity of exposition, 1 am foUowiDg Fodor's termiDolOl)' tbat fDlœns are caused ad
carry informatioD. Of course, if causation is taken as a relation between evenlS, tben teclmicaUy
tolœnings. and DOt tobDS, are caused. However, sinœ it is toRDS dlat bave meaninc, 1 cake it dlat
Fodor uses Ibis t.erminology to avoid such locutions as -die token wbose toIœnina wu cow
caused...•. DrelSlœ seems to alIow dlat bodl sta1leS aDd evems carry information.

, It is DOt clear tbat Fodor bas correcœd dUs error. See Fodor 1998, p.12.
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distinction between meaning and information is correct. Meaning is etiologically robust

in a way that information about lM pro~Ttiuduit symbols IMan is note AlI ·cow·

tokens Mean the property of heing a cow, regardless of how they are caused; but no

non-œw caused ·cow· tolœns carry information about the property ofbeing a cow, and

many oow caused •cow· tokens do not carry information about the property of being a

cow either. However, only one page alter slating the difference between meaning and

information, Fodor states the asymmetric dependence condition in tenns of information

thus: "'Cow' means cow because but,hot ~cow' rolœns carry i1ifomullioll about COWS.

they wouldn't carry i'Ûomullioll about anythillg· (Fodor 1990, p.91, emphasis in the

original). In the statement of the asymmetric dependence condition, Fodor seems to be

implying that every ·cow· token curies information about cows, in direct contrast with

the conclusion reached in distinguishing meaning from information that not aIl ·cow"

tolœns carry information about cows.6 Fodor's use of the word "wouldn't" in stating

asymmetric dependence suggests that it is only in a counterfactual situation that ·cow"

tokens do not carry information about cows. Il is not that whell "cow· tokens do not

carry information about cows they do not carry any information, according to Fodor; it

is that if·cow" tokens did not carry information about cows they "wouldll·'· carry any

information. The implication is that in the actual world aU ..cow" toJœns do carry

information: information about cows, which is false.

6 Fodor seems tu he COIÛUSiDIdIe objective noQOD of information developed by Dretslœ
with a subjective notion of "informadon for the system·. In die subjective sense a ·cow" fOIœn
cames information about cows ·for die system" bec:aue ury behaviour lbat "cow· toIœœ eücit
will he inteDtiOnaIly cbaraeterizable as some sort of "cow· bebaviour.
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Perhaps Fodor was just speaking loosely in stating the asymmetric dependence

condition. Suppose tbat Fador reaIly meant ·don't· rather tban ·wouldn't" in staling

asymmetric dependence, 50 tbat ·cow· tokens carry information about cows or they do

not carry any information. But &gain, this daim is just false. ·Cow· tolœns do carry

information when they do not carry information about cows. In the situations in which

the disjunction problem arises, ·cow" tolœns carry information about some shared

pcoperty of cows and other possible causes of the ·cow· tolœns, though they do not

carry information about cows.

A third, more charitable reading of what Fador intends in the asymmetric

dependence condition is that if sorne ·cow" tokens did not carry information about

cows, no "cow· tokens would carry information about anything. This reading of

asymmetric dependenœ respects the robustness necessary for meaning; not all "cow·

tolœns carry information about cows, because sorne are reliably caused by non-eows;

nonetheless, all ·cow· tolœns mean the property of being a cow. Furthermore, this

reading is consistent with the statement of asymmetric dependence we considered in the

previous chapter. If a Y - lfX# law depends asymmetrically on the X - lfX# law, then

it is only in virtue of properties that Xs possess or properties arbitrarily close to

properties Xs possess that Ys cause IfXIIs. But then, if a Y causes an IIX# tokening, any

information that IIX# token carries is information about a property that Xs possess or

about a property arbitrarily close 10 a property Xs possess. In either case, if sorne l'XI

tolœns did not carry information about Xs, the #XI tolœn would not carry the

information generated by Y. 50 if sorne #XI tolœns did DOt carry information about Xs,
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no #XI tolrens would carry information about anything. Thus, this reading of

asymmetric dependence in ternis of information renders a consistent account of what

Fador is offering.

On this reading of asymmetric dependenœ, we see clearly that false tolœnings of

a symbol occur when the source of a signal is not in the extension of the symbol, but

the source generates information that could bave been, and sometimes is, generated by

something in the extension of tbat symbol, information about a sbared property of the

source and items in the extension of the symbol. If ·cow· tolœns could carry

information that could not be generated by cows, then ·cow· tokens could carry

information even though no ·cow· tolœns carried information about cows, contrary ta

the asymmetric dependenœ claim. Sa it follows on this reading of the asymmetric

dependence condition that any information tbat a ·cow· 10lœn cao carry is information

that could be generated by a cow.7 Thus, a general neœssary condition for asymmetric

dependence on this reading is that IIX# tokens carry ooly information that could be

generated by Xs. However, by considering titis condition, we cao see just why the

asymmetric dependence condition fails if there are semantic associations between

7 Notice tbat on düs reading Fodor is committed 10 a distinc1ion hetween types of situations
for determining meaning, a position he criticizes in Fodor 1990, cbapter 3. 1be special type of
situations on Ibis reading of asymmetric dependence are 1boIe in wbich •cow· tobns carry
information about caws. It is in virtue of Ibese situations 1bat •cow· meam the property of being a
cow. However, tbese situations onIy occur wben 1be disjuDc1ion probIem does not arise, 80 ID

specify them Fodor must aIready he able ta specify wben die disjuDction problem does DOt arise.
But if he could do so, he couId use chat account as a solution 10 die disjuDction probIem, mald",
asymmettic dependence reduDdant. Furlbermore, die burden is on Fodor 10 specify die relevant
situations naturalisticaUy, wbich is a IarF burden Jiven tbat wbat information is transmiued
depends on the stale and circummnœs ofdie receiver.
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syrnbols.

3.4 The FailuTt! olw Asymmetric DepeNUnce Condition ill Tenns oflnformDlion

A necessary condition for asymmetric dependence is that #XI tolœns carry only

information that could be generated by Xs; however, as 1 will now argue, this condition

fails 10 be satisfied, from which it follows that the asymmetric dependence condition

aIso fails. Any item in the extension of a symbollYlI, such that IIYII is semantically

associated with #XI cu reliably cause #XI tolœnings. The information that the //XI

token carnes in such a case need not be, and in general will DOt be, information about a

shared property between Xs and Ys. Ys do not falsely token IIX# by being mistaken for

an X, they veridically 10en IIX# in virtue of a semantic association between //XI and

#Y#. Just what information an //XI 101œn curies when it is caused by a Y such that

#Y# is semantically associated with IIX# depends on the situation, of course, and there

will be some situations in which it ca.rries no information at all. But there will also be

sorne situations in which #XI carnes information about sorne property of Ys that Xs do

not possess or approximate arbitrarily closely.1 So sorne #XI 10kens will carry

information that could not have been generated by Xs, contrary to the necessary

condition for asymmetric dependence. For eumple, when a leash causes a -dOl- tolœn,

the token can carry information about the leash, sorne property of the leash, or perhaps

no information. The point is simply that there are sorne cases in which a -dOl- toJœn

carries information that could not have been generated by a dOl, contrary to the

• Note dJat 1 am DOt assumi"B tbat #XI carries information about Ys, tbough it mipt, only
mat it carries information about some property of Ys because it aIso mipt be poISIble in die
circwnstanees for DOft-Ys baVÏDI chose properties 10 cause an IX# toiœD•
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neœssary condition for asymmetric dependenœ, from which it follows that the

asymmetric dependence condition fails.

3.5 P~no11U!1Ul1ist Semtwics'

As we saw above (3.2), causation is neither necessary nor sufficient for the

transmission of information. What information is transmitted depends on what else

could have reliably covaried witb the corrent state of a receiver. Let us suppose tbat

dogs cause "dog- tolœns. Furthermore, let us suppose we have a situation in which a

"dog" token would not reliably causally covary with anythïng but dogs, 50 tbat the

token does indeed carry information about dogs. Nonetheless, dogs do not cause "dog-s

directIy. They do 50 in virtue of tbeir detectable properties. 50 at least one detectable

property of dogs covaries with -dog- in any situation in which dOIS covary with

"dog"s, though, of course, not the same detectable property in every situation. So every

"dog" token that carries information about dOIS must also carry information about some

detectable property of dogs. FurthermoIe, since it is in virtue of their detectable

properties that dogs cause "dog-s, if it were not the case that -dog- tokens carried

information about the detectable properties of dOIS, -dOl" tolœns would not carry

information about anythïng. In particular, if "dOl" tokens did not carry information

about detectable properties of dogs, they would not carry information about dogs. But

then on Fodor's account of meaning, the meaning of "dog" is the detectable properties

~ My tbanks 10 Rob SlaÏDton for belpful discussioœ of Ibis issue.
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of dogs and not the property of being a dog, which is a phenomenalist semantics. IO

3.6 17u! SyllltlX of ll11e17Ull RepreselUOlions

&cause of the naturalistic constraint, Fodor must regard internaI representations

purely syntaetically, as we saw in Block's objection. By definition, syntactic types are

individuated according to syntaetic features; that is, tokens of a syntaetic type must all

share sorne syntaetic feature. The fallure of the asymmebic dependence condition

occurs because tolœns of a single syotaetic type an carry information about items in the

extensions of distinct intentional types. In particular, it can be the case that information

generated by an item in the extension of one intentional type cannot be generated by an

item in the extension of another intentional type, yet tolœns of a single syntactic type

can carry information about items in the extensions of both intentional types. Thus, the

information that can be carried by tolœns of a syntaetic type could not be generated by

items in the extension of a single intentional type. 50 for a syntaetic type #XI, there

cannot be a law 'Xs cause IIXJIs' on which any law 'Ys cause #XIs', where Ys are oon-

Xs, asymmetrically dePends, such that the Xs are in the extension of a single intentional

type. Hence, the content that we cao &SCribe to our internaI representational types in

virtue of their syntax is too coarse-grained to correspond to the content of semantic

types that figure in intentional explanations. For example, tolœns of a syntactic type

lfX# cao carry information about properties of leashes and properties of dogs. There is

10 1 taIœ it tbat Sellars (1956/1997) sbowed tbat tbis position is untenable. His reasoDÏDI is
tbat meanings caDIIOt be CODS1nIcted out of sense data as primitive Jiven elemems, for seme data
themselves get tbeir content hecause of tbeir place in a scmantic structure, a strue1Ure tbat couId he
created during (na1Ural) language acquisition.
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no one intentional type such tbat the items in its extension can generate ail of the

information carried by #XI tokens, 50 the content of #XI 1Olœns, which on Fodor's

view is determined by the information they carry, cannot correspond ta the content of

our intuitive semantic types.

It is worth emphasizing that it is because the syntax of internaI representations

cannot discriminate between the information generated by items in the extensions of

distinct intentional types that the content we can ascribe 10 internaI representational

types in virtue of their syntax is too coarse-grained 10 correspond to the content of

semantic types. Now it might be argued that there is a syntaetic difference between,

say, a leash-eaused IId"o"gII tolœning, and a dog~used IId"o"gII tokening. Leashes

cause #d ....0 ....g# tolœnings by tolœning Il A e"a"s"hl, which then causes the 10kening of

#dAo"g#; tokenings of a syntaetic type corresponding 10 a semantic type Mediate the

tokening of #d"o"gI in a leash-eaused Id"o"gII toening. Dog~used Id"o"g/!

tolœnings, on the other band, are not mediated by 10lœnings of any syntaetic tyPe

corresponding 10 a semantic type. Perhaps Fodor's theory of content can be salvaged by

stipulating as one of the conditions for meaning that the only sernantically relevant

reliable causal covariances are unmediated. This would exclude items in the extensions

of symbols semantically associated with a given syntaetic type from being included in

the extension of that syntaetic type; and asymmetric depenclence could deal with the

error cases.

The difficulty with this suggestion is tbat it presupposes a syntaetic clifferenœ

between an innate stock of syntaetic types that correspond 10 semantic types and other
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syntactic types. When a dog causes a IdAoAgI tolœning, it does so in virtue of

information transmitted via a signal from the dOl to a œœiver; and part of the

transmission of that signal occurs over tolœns of neural types that causally covary with

dogs. But since the covariance of tolœnings of neural types with dogs is in virtue of

syntaetic features of those neural types, those syntaetic features detennine syntaetic

types that mediate the doges causing of Id"0"gII tokenings. 111 lMS~ way,

#1 A e A a"s"'h# tolœnings Mediate leashes' causings of Id"oAgI tolœnings. Furthennore, it

cannat be supposed that sorne brute neurophysiological tact distinguishes a syntaetic

type whose tokenings Mediate a dog's causing of Id"o"gII tokens from the syntaetic

type #l"e"a "s"hl, a tact such as toens of the former occur only in the peripheral

sensory organs and tokens of the later occur only in the central nervous system. 11 The

reason is that often the equivocation-the amount of information generated al a source

that is not traJ1smitted in a signal-is quite high, such as when a dog is viewed in failing

light conditions. In such cases, considerable activity in the central nervous system might

mediate the tokening of Id"o"gII, and again, tolœnings of some of those more central

neural states will reliably covary with dogs in virtue of their syntax, thereby

determining a syntactic type. From a purely syntaetic point of view, there is no

distinction between the mediation of a dog caused Id·0 AJI by tokenings of sorne

syntactic type, and the Mediation of a leash caused Id A0"g# by tokenings of the

syntaetic type #1.e·a A s A hl. Only by presupposing that the sYQtactîc type Il''e"a"s"hl is

11 Of course, 1am assnming tolœn pbysicalism in Ibis discussion.
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also a semantic type an a distinction be drawn; but nothing grounds tbat

presupposition.

Another possibility is that we have ignored sorne of the syntaetic structure of

internaI representations in arguing that their content, given by the information they

carry, does not correspond to the content of semantic types that figure in intentional

explanations. In particuIar, we have only considered the syntaetic structure involved in

the causings of tolœnings of a sYDtaetic type, and not the structure involved in wbat

tokenings of that type caR cause. Yet, -it's plausible that at least sorne mental objects

are distinguished by the kinds of mental processes that they cause; Le. theyare

functionally distinguished- (Fodor 1998, p.19, my emphasis). But then Fodor is back

on the horns of a familiar dilemma. How are we to characteriz.e what it is that tolœnings

of a syntaetic type cause? By referring to what is caused as -mental processes-, Fodor

seems 10 imply that we should use an intentional characterization; lZ indeed, by doing 50

we can ascribe content to syntaetic types in correspondenœ with the content of our

semantic tyPes; but we violate the naturalistic constraint. However, by using a non-

intentional characterization, the content that can be ascribed does not correspond to the

content of our semantic types. The reason is that the ooly things that a tokening of a

syntaetic type #XI caR cause by which content could be ascribed to #XJI are other

syntaetic types to which content is ascribed, or overt bodily movements. In the case that

a tokening of #XI causes a tolœning of sorne syntaetic type IV1 to which content can

12 Notice chat even if we taIœ mental processes ta he computational processes, wbat
distinguisbes a computational process &am a -brute incursion from die pbysiololical level- is dlat
computations are performed on symboI toIœns and bave a semanDe interpretation•
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be ascribed, sinee the content that cu be ascribed to IYI is as coarse-grained as the

content that can be ascribed 10 #XI, it cannot he1p determine a more fine-grained

ascription of the content of #XI. In the other case, that #XI tolœnings cause sorne overt

bodily movement, IIX# 10lœnings can cause ORY overt bodily movement. 13 The tolœning

of any symbol cao cause any overt bodily movement in the right contexte For example,

for any proposition P, if you believe that P then raise your right band, or shalœ your

left leg, or point to something yellow, or shout ·yahoo·, or recite the tirst line of your

favourite poem, or hum your favourite tune, or stand on your head, ete.. Unless the

bodily movement is intentionally type-individuated, IIX# tolœnings' causings of that

movement do not aid in ascribing content ta #XI; but, if the bodily movement is

intentionally type individuated, the ascription of content is not naturalistic.

In summary, because tokens of a single syntactic type are also 10lœns of symbols

in the language of thought, according to Fodor, they can carry information generated by

items in the extensions of distinct intentional types14• It follows that the content that an

he ascribed to our internaI representations, in virtue of the syntax that Fador takes as

determining meaning, does not correspond to the content of our intuitive semantic

types. By considering associations between syntactic types in addition 10 those that

13 Notice tbat it is DOt open ta Fodor ta appeaI ta reliable causal covarianœ between #XI
tolœnings and oven bodily movemenls because tbat would he ta eDdorse sorne version of
bebaviourism.

14 In particular, tolœns of a sin&Ie syncac1ic type cao carry information Fnerated by items
in the extensions of distiDct inteldional types, such chat Che items in the extension of one intenlionai
type could DOt Fœtale information geœrated by items in die extension of die omer intentional
type.
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Fodor taIœs as determining meaning, we discovered that we can only ascribe more fine-

grained content to syntaetic types by appealing to semantic notions. Hence, the content

that we can ascribe to our internai representational types in virtue of their syntax does

not correspond 10 the content of semantic types that figure in intentionaI explanations.

3. 7 The Semantics of11ll~17Ull~p'ese1UQlÏons

It now follows immediately that the semantic associations between symbols that

figure in rational explanation cannat he ascribed in virtue of the syntax of the intemal

representations. The semantic associations between symbols are determined in part by

the semantic contents of symbols; semantic associations accur because of the way the

world is, but which symbols are associated depends on the semantic content of those

symbols. Therefore, what sernantic associations obtain between internaI representations

qua syntactic types will be a function of the content that can be ascribed ta those

syntactic types, sokly ill vi~ ofthei, sy1Uax. Yet we have just seen that the content

that we can ascribe ta our internai representational types in virtue of their syntax does

not correspond to the content of the semantic types that figure in intentionaI

explanation. Hence, the relations between intema1 representations that obtain solely in

virtue of their syntax cannot correspond ta the semantic associations between symbols. 15

Recall that rational thought for Fodor is a sequence of transformations of toens

of symbols, sensitive solely 10 the syntax of those tolœns that, nonetheless, bas an

13 It sbouId DOt come as a put surprise tbat under the comtraints Fodor imposes on bis
theory of conteDt~ relatioœ between internai represeDladoœ dlat correspond 10 semanlic
associations between symboIs do DOt obtaiD, because the tbeory wu desiped 10 aIIow die
possibility of punc1atle miDds (Fodor' 1990, p.Sl). A coasequence of Fodor's alDmism is 1bal a miDd
tbat bas many in1emal represemauons can he nodIiDc more tban a union of punc1ale mîads.
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intentional interpretatïon as steps in an inference. 1bat the transformations constitute

rational thinking al ail depends essentially on their having an intentional interpretation

as steps in an inference. But an interltional interpretation of the transformations depends

in pan on the semantic associations between the symbols being transfonned. Without

semantic associations between symbols, some tokenings of symbols by transforming

other symbols would simply be -brute incursions from the physiologicallevel- (Fodor

1975, p.200). Now we have just seen that the relations between internai representations

that obtain solely in virtue of the syntax of those internal representations do not

correspond ta the semantic associations between symbols. Thus, it cannot be solely in

virtue of the syntax of internaI representations that the transfonnations of tolœns of

symbols have an intentional interpretation on Fodor's view of content. Bence, Fodor

does not have an account of how thought is rational solely in virtue of the syntaetic

structure of our internal representational system.
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CHAPIER4

HOW THE LANGUAGE OF THOUGHT CAN BE A NATURAL LANGUAGE

4.1 I11JToduetion

As we saw in chapter l, Fodor bas three arguments for why the language of

thought cannot be a naturallanguage. Brietly, they are:

(1) Aninuzls Think: human infants and sorne animals think, though they are not natura!

language-users;

(2) l1Wl1eness: 10 leam the first predicates of any language requires being able ta use

predicates in some other representational system, coextensive with the predicates of the

language being leamed; hence there must be at least one representational system that we

can use without leaming, i.e. it must be innate; since ail naturallanguages Me leamed,

the representational system in terms of which naturallanguage predicates are leamed

must he distinct from any naturallanguage;

(3) Anti-Boolslrapping:1 -What the child cannot do, in short, is use the fragment of the

language that he knows to increase the expressive power of the concepts at his disposai"

(Fodor 1975, p.84); it is not possible to use some part of a naturallanguage in order ta

leam a more expressive pan of the language, by bootstrapping into it, because the

structure of truth rules requires that the predicates, in terms of which a new predicate is

leamed, are used; it follows that no predicate in the language being leamed ess~1Ilially

Mediates the leaming of any new predicate; Le., every predicate that is leamed must be

1 (3) reaIIy bas tbe form of a reply 10 a c:ounter-sugestion; bowever, siDce die counter
suggestion is quite a nalUra1 ODe 10 malte, 1 present (3) as a separate argument.
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coextensive with a predicate in the intemalrepresentational system; hence, the internaI

representational system is at least as expressive as any naturallanguage.

In chapter l, 1 considered the tirst two arguments in sorne detail and argued that

it is compatible with these arguments that we plssess an internal representational system

that we use in early language acquisition, but once we have leamed a portion of a

natural language, we are able to use that leamed portion to leam the rest of the natural

language, a more expressive portion. Clearly the anti·bootstrapping argument is

intended ta block exacdy the kind of move 1 am trying to mate. The aim of this chapter

is to show that the language of thought can be a naturallanguage, by showing that the

anti-bootstrapping argument is unsound.

First, 1 show how the reasoning for the anti·bootstrapping argument, if sound,

would entai! that the internal representational system is the medium of our thinking, the

language of thought; that is, the transformations on internai. representations have an

intenlional interpretation that grounds the rationality of thought independent of naturaI

language acquisition. Indeed, Fador's position is that the intentionality of natura!

languages is derived from the intentionality of the internai. representational system, and

for this reason the internal representational system is the medium of thought. 1 then

argue that the anti-bootstrapping argument CaMOl be sound. 1 argue by reductio ad

absurdum that the conclusion of the anti-bootstrapping argument contradicts the

conclusion ftom the previous chapter (3.7), that the relations that obtain in virtue of the

syntax of the internal representations do not correspond to the semantic associations

between symbols tbat figure in rational explanation. In explaining the contradiction, 1
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suggest that it migbt be possible to ascribe content to the internai representations that

corresponds to the content of naturallanguage terms, provided there are no syntactic

relations between symbols in the internaI representational system corresponding to

semantic associations between terms of naturallanguages; but in that case the semantic

associations between terms of a naturallanguage would not correspond to any relations

between internal representations, hence the rationality of certain transformations in a

naturallanguage could DOt be derived from the intentionality of the internai

representational system. Having established that the anti-bootstrapping argument cannot

be sound, 1 consieler why it is not sound. 1 argue that the anti-bootstrapping argument

requîtes the assumption that all of a naturallanguage must be leamable in terms of the

internai representational system, which is false. Fodor' s argument, that every predicate

of a naturallanguage must be leamable in terms of the internaI representational system,

presupposes that naturallanguage predicates cannot be constructed by combining known

predicates, using parts of a natura1 language not leamed in terms of the internaI

representational system. However, the logical connectives of a naturallanguage need

Mt he learned in terros of the internaI system; Fodor himself proposes a use-theory of

meaning for the logical connectives (Fodor 1990, pp.llO-l11). Il follows that natura!

languages an be more expressive than the internaI representational system, if the

internaI system need not possess anything corresponding to the logical connectives. And

if naturallanguages cu be more expressive than the internai representational system

then the intentionality of naturallanguages need not be derived !rom the intentionality

of the internal representational system; in particular, the intentionality of a portion of a
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naturallanguage that the internai system could not express could not be derived from

the intentionality of the intemal system. So the internai representational system need Dot

he the medium of thinking. Furthermore, the internal system need not be productive or

systematic2
, Le. it need not be Iinguistic, sinee Fodor's only argument that the internaI

system is linguistic follows directly from the conclusion of the anti-bootstrapping

argument that the internai representational system must be at least as expressive as any

naturallanguage.

4.2 What lhe AnIi-bootstrapping Argument &lys

It is important to be clear exactly how the anti-bootstrapping argument is

supposed to show that a naturallanguage cannot be the language of thought. In itself,

what the anti-bootstrapping argument c1aims is that the internai representational system

is al least as expressive as any naturallanguage. The anti-bootstrapping argument

simply says that we cannat leam a predicate that is not expressible in terms of

representations we know, which, together wilh the innateness argument, shows that

prior ta acquiring a naturallanguage, we possess an internaI representational system at

least as powerful as any naturallanguage. Sinœ leaming is one kind of rational

thinking, and languages are leamed in terms of the internaI representational system, the

internal system is the medium of our thinking. That is, the transformations of internal

representations have an intentional interpretation, independent of naturallanguage

2 Notice tbat 1 am DOt claiminc tbat widlout lolÏcaI CODDectives die internai representaDonai
system could DOt be linguistic, only lbat it œed DOt be. In particular, in chapt.er 6, 1argue tbat in
lacking anything correspondinc fil die 1ogi.ca1 connectives, we œed DOt suppose lbat the intemaI
representational sy51ems of animais are systematic t.o explain tbeir bebaviour.
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acquisition. Now sinœ naturallanguages are leamed in terms of the internai

representational system, Fodor is assuming that the intentionality of naturallanguages is

derived from the structure of the internai representational system.J -[It is not cleu]

what could maIœ kmgUIJge ilSt!lfsystematic if not the systematicity of the thoughts that

it is used 10 express... On balance, 1 think we had better take it for granted, and as part

of what is not negotiable, that systematicity and productivity are grounded in the

'architecture' of mental representation and not in the vagaries of experience- (Fodor

1998, pp.26-7, emphasis in original). Thus, a naturallanguage expresses our thoughts,

but cannot be the medium of thinking, the language of thought. Notice that the intemal

representational system is the medium of thought, even if by leaming a naturallanguage

we come 10 perfoon sorne, or indeed all, of the transformations constituting thinking

over symbols in that naturallanguage.4 That transformations on symbols of a natura!

language have an intentional interpretation, and thereby constitute thinking, is derived

from the intentional interpretation of transformations of internai representations

3 SupposïDg the in1entional structure of nacurallaDguages and die structure of die internal
representational system are ïndepeodent, yet in direct correspondence, seems tantamouDt ta
supposing a miracle.

• We might come 10 perform sorne or all of die tramformatioDS 1bat coDS1itute tbinlcïng
over symbols in a uaturallanguage by using me nacurallaDguage as a nmemonic device, in wbich
naturallanguage expressions abbreviate more complica1ed formulae of die internal representational
system. Such a mnemonic device couId he advantapous in IWO ways: w1he most obvioœ
possibility is [for a child] fi) use [die &apœnt ofa ..lUra1lanpap chat sile kDows) for IllDemonic
purposes [10 muter die rest of chat ..turallanguap)- (Fodor 1975, p.84). Tbe otber possibility is
that natural laDguaJe expressions cou1d aIso allow us to Ibink 1boughts we could DOt odlerwise
think, because such 1bough1S wouId require proceS'Ï"I internai formulae we cannot eDtenain. -If
tenus of die nacural Jaa&uqe can become iDoorporated into die computational system by sometbinl
lilœ a process of abbreviatory definition, tben it is quille conceivable chat leamiD& a ..cural
language may increase die compIexity of die tbougbts 1bat we cm dünIt- (Fodor 1975, p.8S)•
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coextensive with the naturallanguage symbols being transformed.

It is worth noting how strongly Fodor is committed to the naturalistic constraint

in this line of reasoning. Since it is compatible with Fodor's reasoning that aIl! of the

transformations that we actually perform in thinking occur over tenns of our naturaI

languages, it is oo1y in virtue of being the source from which the intentionality of

naturallanguages is derived that the internaI representational system constitutes the

language of thought, i.e. the medium of our thinking. Thus, it is essential for Fodor

that the intentionality of the internai representational system is not itself derived, but is

"grounded in the 'architecture' of mental representation·. That is, Fodor must offer a

naturalistic account of how the intentionality of the internaI representational system

obtains, in arder for the anti-bootstrapping argument to serve as an argument that the

language of thought cannot be a naturallanguage.

4.3 ÂTgumelll thtll the Anri-boourrapping ÂTgume1U CaMot Be Sound

Let us assume that the reasoning in the anti.-bootstrapping argument is sound,

forcing the conclusion that the internal representational system is at least as expressive

as any naturallanguage. Now consider any naturallanguage terms, such as -dog- and

"leash" that are semanticallyassociated. By supposition, the internaI representational

system contains tenns corresponding ta -dog- and -leash-. Now the semantic

association between the naturallanguage terms means that there is a rational explanation

for the use of one tenn in a response ta some use of the other. These very same

5 That is, in USÏDI œ1Ural1anpage for mœmonic purposes D01biDg in wbat Fodor says
precludes the possibility dlat ail of the ttaDsformalioDS we aC1Ually perform occur over terms of 1be
natura! language.
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statements must be expressible in the internaI represeIltational system. But as we saw

above (4.2), if the reasoning of the anti-bootstrapping argument is sound, the

transformations of internai representations have an intentional interpretation that is not

derived from any interpretation of transformations of naturallanguage terms. Sa there

must be sorne relation between the internai representations corresponding 10 -dOl- and

"leash", such that token.ing one of the representations as a result of tolœning the other

bas a rational explanation. Sînce tbere is nothing particular to the example of -dog- and

"leash·, there must be such relations between the internaI representations corresponding

to any semanticallyassociated terms in naturallanguages. But given Fodor's tolœn

physicalism, the intentional relations that hold between the internai representations

obtain solely in virtue of the syntax of the internaI representations. Thus, sorne of the

relations between intenial representations that obtain solely in virtue of their syntax

must correspond to the semantic associations that hold between symbols, which directly

contradicts our result in the previous chapter that the relations between intemal

representations that obtain solely in virtue of their syntax do not correspond to the

semantic associations between symbols. Thus, the anti.-bootstrapping argument cannot

he a sound argument. The intemal representational system need not be as expressive as

any naturallanguage.

The contradiction just derived serves 10 suggest that the rationality of thoulht is

not constituted solely of syntaetic relations. However, a contradiction from the anti

bootstrapping argument cao be produced much more directly. The conclusion of the

anti-bootstrapping argument is that the internaI representational system must be at leut
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as expressive as any naturallanguage. Now, according to Fodor, the content of the

internaI representations is determined by the causal relations they enter into with things

in the world, as determined solely by their syntax. But as we have seen above (3.6), the

content that can be ascribed ta internaI representations solely in virtue of their syotax

does not correspond to the content of our intuitive semantic types. It follows tbat the

internai representational system cannot express any of the predicates corresponding 10

our intuitive semantic types, and 50 is not as expressive as natural language. Now the

crucial point tbat emerges from this discussion is that carriers of oRly information that

couId he generated by items in the extension of sorne intuitive semantic type cannot be

tokens of that symbol type. The tension arises because tokens must play a certain

functional role relative 10 10kens of other types to preserve psychological explanation;

but in playing a certain functional mIe, tokens of one type cao be caused by toens of a

second type and so carry information generated by the items that 10lœn the second type,

which need not be items in the extension of the first type. The carriers of ooly

information that cao he generated by items in the extension of some semantic type

cannot play the functional mie of 10kens of that tyPe. This tension cuts very deeply into

Fodor' s project. Fodor could respond 10 the argument that 1 have jusl presented by

allowing that the theory of content is inadequate, but nonetheless, there is ROlbing

wrong with the arguments for the language of thought. Alter aIl, the contradiction 1

presented assumed Fador'5 theory of content. Sïnce 1 have already provided

independent grounds for rejecting it, invoking it against the language of thought is not

of itself a serious blow 10 the language of thought hypothesis. But as we sec DOW, ail
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that is required from Fodor'5 theory of content to lenerate the contradiction with the

conclusion of the anti-bootstrappinl argument is that the content of a symbol is

determined by the information its toJœns carry, assuming toJœn physicalism. Sa while it

is still possible ta avoid the contradiction, it comes with a high priee. Fodor can live up

the idea that meaning is information, something he is not presendy inclined to do

(Fodor 1998, p.12). The reason Fodor wants ta keep this assumption is that he sees it

as the only possible way of satisfying the naturalistic constraint (Fodor 1990, chapter

3). The other possibility is ta give up tolœn physicalism, which caR be done in two

ways. Accept eliminativism thereby giving up the overall project of preserving

psychological explanation; or, acœpt some kind of interpretationist position. As 1 said,

this tension cuts deeply. Counterintuitively, if we suppose that IM~ are no s6M1Uic

associations berweell lM illlema/ Tepnselllations6, then something liIœ Fodor's theory

of content' might be able to ascribe content 10 the internal representations that

corresponds ta the content of naturallanguage ternis. The reason is that the carriers of

information would not need to play a functional role tbat required them to carry more

information than that by which content corresponding to our intuitive semantic types

could he ascribed to them; 1 explore this possibility in chapter s.

6 Of course, düs is DOt an assllmpcion mat anyODe holding tbat che internal representational
system is the iaDguaF of tbougbt cao make. Ta maIœ Ibis asslllmpâon, ODe must he prepared to
accept that the semanâc associatioœ between natural IaDpage terms are DOt derived from die
structure of the internai representational system.

1 Not exacdy Fodor's dIeory ifwe are ta avoicl the problem ofbaviDa to aive œlllra1istic
conditions for wbat it is for sometbiDg " he an X, ail else beiDg equal. See (2.11).
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4.4 lWJy the Â1ItÏ-bootstropping ATgIl11lDll is Urasowrd

We have just seen that the anti-bootstrapping argument is unsound, given the

assumptions that meaning somehow reduces to information and token physicalism. Now

since neither of these assumptions is obviously false, perhaps we cu find some

independent argument that the anti-bootstrapping argument is unsound. In this section, 1

show that the reason the anti-bootstrapping argument is unsound is that it is based on a

faIse premise. Fodor argues that every predicate in a naturallanguage must be

coextensive with a predicate in the internal representational system. The reason he

offers is that every predicate of a naturallanguage must be leamed, which requîtes (at

least) confirming some truth rule. In any truth rule, the predicate on the right-hand

side-the predicate in terms of which the naturallanguage predicate is being leamed

must be used. The very first predicates we leam must be learned in tenns of the internal

representational system, since we cannot use any other predicates coextensive with the

ones we are trying to leam. Fodor falsely supposes that it foUows that every predicate is

coextensive with a predicate in the internaI representational system, by supposing that

even if we leam a natural language predicate Q in tenns of another predieate of naturaI

language P, P must be coextensive with an intemal representation. Wbat Fador does

not consider is that since P need not be an atomic predicate of the naturallanguage, P

might be constructed out of predicates in a naturallanguage coextensive with internai

representations, using some other components of the naturallanguage that do not

correspond to anything in the intemal representational system. 1bat is, natural

languages might have compositional resources that are not capturable in the internai
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representational system. For instance, in a way tbat is not leaming in Fodor's sense of

learning, i.e. via truth rules, we migbt acquire certain terms of naturallanguage with

which we can construct new predicates from those we already have. Acquiring these

terms would increase the expressive power of the portion of a naturallanguage that we

know beyond the expressive power of the internaI representational system. These tenns

would enable a language-leamer to construct new predicates that she could Dot construct

from the internal representations alone. Fodol is correct in supposing that Q cannot be

learned in terms of a portion of a naturallanguage that cannot express a predicate P,

coextensive with Q; but, in vi.rtue of there being components of naturallanguages that

need not correspond 10 anything in the internal representation system, P need not

correspond to anything in the internal representational system. P can be a pn:dicate

constructed from predicates that are coextensive with terms in the internal

representational system, and 50 leamed in Fador's sense, by combining these predicates

using a term that was acquired-i.e. not leamed in Fador' s seose-which, being

acquired, does oot have anything corresponding to it in the internal representational

system. In that case there needl not be anything coextensive with P, hence Q, in the

internal representational system. Fodor's reasoning implicitly assumes that all of a

naturaI language must be leamed in terms of the internal representational system, for

then a language-leamer could not acquire components of her language that do not

• Tbere still couId be sometbing in the in1emal repre8encational correspondin& to P because
the compositional resourœs of die Ïlltemal represenlational system need DOt correspond 10 1bo&e of
naturallanguages. My point is simply tbat tbere need DOt be anydûng correspomtïna 10 P if natural
languages bave ways ofproducinc predicates tbat die intlemal represematioaal system does DOt
bave. Recall tbat 1 am DOt arguiDg chat lbere is DO DJenca1ese, only tbat tbere need DOt he•
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correspond to intemal representations. However, this assumption is false; the logical

connectives of a naturallanguage are not predicates and need not be leamed in terms of

the internaI representational system via a truth rule. It follows that the anti-

bootstrapping argument is unsound.

4.5 The Logical Co1lMctivu

What about lM Logical VocablÙtlry? 1 don't know what about the logical
vocabulary. ••• l'm inclined to think tbat maybe there is 110 objection ID

the idea that • +-, -and-, -all- and the 1i.Iœ bave the meanings they do
because they play a certain causal role in the mental lives of tbeir usetS.
This would, of course, be to acœpt a distinction in kind between the
logical and the nonlogical vocabularies. (The semantics for tbe former
would be a kind of 'use' tbeory, whereas the semantics for the latter
would depend on nomic, specifically mind-world, relations.) Gilbert
Harman somewhere suggests that ID be a logical wordjusl is to be the
sort of word of which a use-tbeory of meaning is true. This proposaI
strilœs me as plausible. . .. 1 know of no principled reason why sorne
such proposaI shouIdn' t be endorsed (Fodor 1990, pp.llo-lll, ernphasis
in original).

Severa! points need to be made about what Fodor says conceming the logical

connectives. The main point is, of course, that Fodor endorses a use-theory of meaning

for the COMectives. This is important because, as Fodor remaries, it makes -a

distinction in kind between the logical and the nonlogical vocabularies. - But the

distinction runs deeper. The causal theory of content that Fodor offers is a theory about

the content of internai representations; in considering the logical connectives, Fodor is

considering the role that certain words play in a IIQIIUallanguage. -[A] IogicallWJrd

just is to be the sort of worrl of which a use-theory of meaning is true- (myemphasis).

Now talking about words as opposed to internal œpresentations might just be
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carelessness on Fodor's part, but it is very revealing. Because the meaning of the

logical connectives is different in kind from the meaning of non-logical words, the

logical connectives do not have ta be leamed via truth ndes in terrns of coextensive

internal representations. In tact, the logical connectives need not be leQmed at all, at

least not in the sense of knowing-that; all that' s required is that we master their use, a

kind of knowing-bow, which we can do in terms of a naturallanguage directIy. In tact,

we can restate the false premise of the anti-bootstrapping argument as the assumption

that every word in a naturallanguage must be Jeamed in the sense of knowing that. If

this were the case then it would follow that the internai representational system

contained 50mething corresponding ta the logical connectives. The reason is that in

leaming the ward -and-, for example, one would leam a recursive axiom of the form:

A sentence of the fonn rpz and Qyl is true if and only if rpz
1is true and rQyl is true. Now

this axiom would be expressed in the internai representational system and the right-hand

side uses -and·, 50 it would foUow that the internai representational system contains

something corresponding ta the natural. language term -and-, and mutatis mutandis for

the other connectives. However, sinee the content of the logical connectives is given by

a use theory, they do not have 10 be learned in the sense of knowing-that, only

knowing-how.9 This difference is crucial. Knowing how 10 use a logical connective

requires ooly that it is used correctly, though of course not infallibly, in the appropriate

(truth) conditions. It does not alsa require one knows thot it is used correctIy in those

9 My 1baDks fO Rob SlaÏDtOn for SUJFSÔDlI maIœ the distinction betweeD Ieamin&
predicates and leaming me logical connectives in dUs way.
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conditions, whicb would indeed require sometbing corresponding to the logical

connectives in the intemal representational system. 10 Finally, sinee -there is no reason

al all ta suppose that the logiQrsyntaetïc vocabulary is itseIf interdefined with the non-

logical vocabulary- (Fador 1994, p.76, emphasis in original), there need not~

inrernal represelllations corresponding 10 lM logical connectives of1UltUral /QnglMlgu. 11

Logical connectives are used in a naturallanguage 10 combine elements of that

naturallanguage, when certain truth conditions obtain. Thus, to master the use of a

logical. connective, a child must leam to combine elements of her naturallanguage in

certain conditions. This, of course, presupposes that she bas already leamed sorne of

her naturallanguage. But leaming naturallanguage predicates might trigger the ability

to use the logical connectives. Raving leamed sorne of the predicates of her natural

language, a child might explore and manipulate the space of predicates she bas leamed.

The tools with which the child manipulates the naturallanguage predicates could just be

the naturallanguage words for the logical connectives. In the same way that children

can come ta use abjects in various ways just by manipulating those abjects, such as

stacking blacks, they might master the use of the logical connectives by formina

10 ln (6.6) below. in explaining bow animais couId leam concepts we wouId express using
a logical connective. such as RED AND TRIANGULAR, witbout requirina tbat die incernal
representational system possess anytbing corresplnding ID die logical connectives, in dUs case
conjunctioD, 1 give a model on wbich one couId Iœow bow ID use a connective witbout Iœowina
that the relevant trutb conditions obtain.

11 Again , 1 am DOt claiming tbat leamiDg the 1oJica1 connectives couId DOt be a kind of
leaming-tbat, only dlat il œed DOt be. l'bat is, we need DOt suppose tbat tbe intemal
representational system ptWIe55eS any1bina corresponding to die logical connectives 10 explain bow
natural language connectives ue acquired.
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combinations of predieates of tbeir naturallanguage, using the logical connectives.

Now, it could he tbat we cannot master the use ofa logical connective until we have

leamed a certain number of naturallanguage predicates, because we simply do not have

a large enough sample 10 manipulate the predieates in the ways that correspond 10 the

logical connectives. Il might he just a matter of brute empirical lact that systematic uses

of the logical connectives require manipulating enough predicates for that use 10 he

systematic.

It is important 10 note that the use of the logical connectives is systematic and

productive. Tenns in a system tbat includes -and- cao he systematically conjoined ad

infinitum. The point is not that something corresponding 10 the logical connectives is

required for a system 10 he systematic and productive, only that a system which bas the

connectives is productive and systematic in its use of the connectives.

4.6 Why the /1Ue17l/Jl RepresenratiofUll System Need Not Be the lAngrmge 01 Thoughl

Nothing in what Fodor bas argued compels us ta suppose that the combinations

of natural language predicates that competent use of the logical COMectives enables are

even possible for predicates in the internal representational system. H it is not possible

to combine predicates in the internai representational system in a way corresponding 10

the way that predieates of a naturallanguage are combined by logical connectives, it

follows that combinations of naturallanguaae predieate5 fonned by the logical

connectives need not he coextensive with anything in the internaI representational

system. But then the combinatorial power of naturallanguages could exœed tbat of the

internai. representational system. Recal1, however, that in (1.3), (1.9), we saw that
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Fodor' s only argument tbat the internai representational. system is a linguistic system

depended on the anti-bootstrapping argument. Only by assuming that the internal

representational. system is al least as expressive as any naturallanguage could it be

concluded that the internai. system is productive and systematic. But, since the anti

bootstrapping argument is unsound, the internal representational system need not be as

expressive as any naturallanguage, hence it need not be linguistic.

Many of the semantic relations between elements of a linguistic system are

determined by the compositionality of that linguistic system, because the meanings of

complex expressions are determined by the meanings of the components of the

expressions and the connectives by which those components are combined. Such

semantic relations between elements of a linguistic system are essential for ascribing an

intentional interpretation to transformations of symbols in that linguistic system. Those

intentional interpretations underpin the rationality of thought. A crucial feature of the

intentional interpretation of transformations of symbols is that the transformations are

truth preserving. Thus, it is quite plausible that the logical connectives are essential for

constructing the semantic structure comprising rationality. Also, another way

transformations cao be interpreted as truth preserving is by reflecting associations that

obtain in the world; i.e. by transforming tolœns of one symbol into tolœns of

semantically related symbols. 50 two features of a linguistic system by which the

transformations of representations cao have a rational interpretation are having

something corresponding 10 the logical connectives, and having representations that are

semantically assocïated. Now since the internai representational system need not possess
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anything corresponding to the logical connec:tives, and since it is DOt clear bow the

internaI representations could be semantically associated on Fodor's view,

transformations on the intemal representations need not have an intentional

interpretation; the operations of the internai representation system need not be rational.

But as we saw in (4.2), it is ooly in virtue of being the source from which the

intentionality of naturallanguages is derived that the internal representational system

must be the language of thought, i.e. the medium of thinking. It follows that if the

transformations on internal representations need not have an intentional interpretation,

the internai system need not be the language of thought.

4.7How a Narural Language CoIUd Be lM LflngrMlge ofThoughl

Since it is compatible with Fodor's reasoning that the actual transformations that

constitute thinking occur over tolœns of naturallanguage terms, and sinec an inteDtional

interpretation of those transformations need not be derived from an intentional

interpretation of the internai system, it can be the case that once we use a natura!

language for thinking it is the language of thought. Specifically, the transformations

over tokens of our naturallanguage terms could constitute rational thought once we

have sufficient mastery of the logjcal connectives, and semantic associations between

the terms, 50 that those transformations could have an intentional interpretation.

However, the rationality of tbought depends on one of the logical connectives in

particular. As we saw in (1.4), in order for a creature to be rational it must represent its

options in a given situation, evaluate those options, and choose what il detennines to be

the most preferred option. -It was, for example, implicit in the model that the orpnism
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bas available means for representing not oo1y ils behavioural options but aIso: the

probable consequence of acting on those options, a preference ordering defined over

those consequences and, of course, the original situation in which it finds itself" (podor

1975, p.31). But 10 explicitly represent its hypothetical options, it must have mastery of

the conditional. Now recall that ail rational thought processes are processes of

hypothesis formation and confirmation, according 10 Fodor. -(M]odels ofPerœption

have the same gencraI structure as models ofconœpt leaming [and considered action]:

One needs a canonica1 form for the representation of the data, one needs a source of

hypotheses for the extrapolation of the data, and one needs a confirmation metric to

select among the bypotheses- (Fodor 1975, p.42). Thus, it seems a creature can only

perfonn rational cognitive processes if it bas mastery of the conditional. A naturaI

language can he the language of thought partly because rnastery of a naturallanguage

entails mastery of the conditional, presupposed by (rational) thought.

4.8 But What About.•• ?

The interna! representational. system need not be the medium of thinking,

because it need not possess anything corresponding 10 the logical connectives, and it is

not clear that the representations cao be semantically associated; in particular, it need

not possess anything corresponding to the conditional. In that case, mastery of the

conditional would seem 10 require mastery of a naturallanguage. But then if rational

thought requires mastery of the conditional, rational thought would require mastery of a

naturallanguage. So bow could it be that $ORle animais and preverbal children perform

the rational cognitive proœsses of coosiden:d action, perceptual integratioo, and
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concept leaming? And how is C2tly language acquisition to be explained? Without an

alternative explanation for these phenomena, Fodor could simply respond to the

arguments 1 have presented by pointing out that the reason the language of thought

cannat he a naturallanguage is that -[r]emotely plausible theories are better than no

theories at aIl- (Fodor 1975, p.27). My argument that the language of thought could he

a naturallanguage depends on the claim tbat there need not be anything in the internai

representational system corresponding to the logical connectives. My position, in direct

response to the anti-bootstrapping argument, is that we could master the use of the

logical connectives, even if there is nothing in the internaI representational system

corresponding to the logical connectives. However, the comPetencies of preverbal

children and some animals, together with the result tbat rational thought seems ta

require mastery of the conditional, suggests that the internaI representational system

must possess something corresponding to the conditional (and the other logical

connectives). In order to complete my argument that the language of thought could be a

naturallanguage, 1 must offer an explanation of animal and preverbal human behaviour

that does not require the internai representational system 10 possess anything

corresponding to the logical connectives. Whether or not animais think is an open

question, one that Fodor begs in suPPOsing that animals do thînk. What we do know is

that animals demonstrate behaviour homogeneous to our own, and it is this behaviour

that 1 must explain. 1bat explanation comprises chapter 6. In the next chapter, 1 present

an alternative approach to content on which my explanation of animal and preverbal

human behaviour is based. Also, 1 have used the lad that there are semantic

liS



•

•

•

associations between terms in a naturallanguage to argue that Fodor's theory of content

is unsatisfactory. Since it is unclear how internaI representations with content

corresponding to our intuitive semantic types could be semantically associated, it seems

that any rational expIanation of human verbal behaviour based on semantic associations

between terms of a naturallanguage is not derived from the intentional structure of the

internaI representational system, in which case the internaI system ncc:d not be the

medium of thinking. Thus, the fact that there are semantic associations between tenns is

working quite bard in myargument. It would be satisfying, therefore, if my account of

content gave some indication as to how semantic associations are formed between terms

of a naturallanguage. 1 suggest how this might occur at the end of chapter 6 .
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CHAPI'ERS

AN ALTERNATIVE APPROACH TO CONTENT

5.1 Introduction

As 1 concluded in the previous chapter, to complete my argument that the

internaI representational system need not be linguistic, 1 must offer an explanation of

animal and preverbal human behaviour that does not require the internai

representational system to possess anything oorresponding to the logical connectives.

The required explanation of animal and preverbal human behaviour that 1 present in

chapter 6 is based on a general approach 10 giving a theory of content, what 1 call the

embodied approach ta content, different from the kind of theory Fador offers. Pan of

the motivation for adopting this approach comes from seeing where Fodor' s theory

fails. That the semantic associations between symbols undermine Fodor' s attempt to

provide a naturaJized semantics supports the standard assumptions conceming

intentionality: "(1) the intentionallsemantical predicates form a closed circle and (il)

intentional states are intrinsically holistic" (Fodor 1990, p.Sl), which Fodor rejects. It

seems that securing intentional explanation does not lie in there being a natura1iœd

semantics. My analysis of Fador's theory of content, in the previous th.ree chapters,

continually reveals that the source of the fallure of Fodor'5 theory is his attempt to

impose the naturalistic constraint on a defense of intentional explanation. But Fador's

dilemma need not be oun. We cao simply abandon the naturalistic constraint and aœept

the standard assumptions conceming inlentionality. "lbus, 1 take these standard

assumptions conceming intentionality to be assumptions of the general approach ta
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content that 1 developin this chapter.

The embodied approach to content that 1 am developing is motivated by the

notion of embodied cognition, developed by Andy Clark (1997).1 The general approach

is to give a dispositional account of content, 50 it falls in the tradition beginning with

Gilben Ryle, through David Armstrong, Robert Stalnaker, and Daniel Dennett. Since 1

am ooly making the case that the intemal representational system Meil IlOt be linguistic

and need not be the medium of thought, an 1 requi.re of the embodied approach to

content that 1 am developing is that it he a viable philosophical position. lbere MaY be

independent philosophical worries, such as mental causation, that bear on the details of

which fully developed alternative to Fodor's theory an be sustained, but those details

are incidental to my argument.

1 begin this chapter with a presentation of the notion of embodied cognition. 1

then argue that the competencies that creatures having concepts display require that they

possess neural structures-not necessarily type individuated by neuroscience-that covary

with the environment in a way similar to that suggested by Fodor for symbols in the

language of thought qua syntaetic structures, though these neural structures need not

have content. Given these neural structures, 1 consider how concepts could be leamed

on the model of embodied cognition, and why behavioural responses to stimuli in the

extension of a concept are generally appropriate when such stimuli are present. 1 then

1 1 am DOt sugestiDg 1bat Ibis position is entirely due ta Clark, simply tbat 1 am basiDg my
discussion on bis preseDtatiOD. Fmbodied cognition is a pœral approach iD roboûcs, wbid1 is an
alternative to more traditional œntralized processïng approacbes to artificial intelliaenœ. Clark
(1997) presents many systems baving dUs basic desilll. Rodney Brooks of die Kll: ArtIjIdQl
Intelligence LoboTtllory, for example, uses dUs approach (Brooks 1991).
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characterize what it is to bave a concept, on the embodied approach to content, as

having a behavioural disposition that cao figure in an intentional expIanation of the

creature, such that the explanation appeaIs to the concept. 1 evaluate dûs account of

concepts according to five conditions tbat Fodor deems an acceptable theory of concepts

would have to meet, and show that the embodied approach 10 content meets these

conditions. 1 conclude by considering what the structure of the intemal representation

system is, according to the embodied approach ta contenL

5.2 Embodied Cognition

-The notion of internaI representation still plays a key role, but the image of

such representations is undergoing some fundamental alterations... [The] combination

of deœntraIization, recurrence, ecological sensitivity, and distributed multidimensional

representation constitutes an image of the representing brain that is far, far removed

from the old idea of a single, symbolic inner code (or -Language of Thought-)- (Clark,

1997, pp. 141-2).

The intuition on which embodied cognition is based is that a primary function of

a brain is 10 move the body of the organism it inhabits about the environment it finds

itself in, in a way that promotes the survival and fitness of the organisme Solutions to

problems are rough and dirty, exploiting any aspects of the local environment and

features of the creature's body that cao reduce computations a brain needs to perform.

The key notion of embodied cognition is that of decentralization. UnliJœ traditional

approaches to cognition that were used in early artificial intelligence research,

embodied cognition does DOt suppose that there is a central processing system required
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to produce intelligent behaviour.2 Instead, intelligent behaviour emerges from the

interactions of a network of simple mechanistic procedures that are influenced only by

local factors, i.e. proximal stimuli. The idea is simply that ordered structure cao be

created without anything in the process having a representation of the structure being

created. An example Clark' offers to illustrate the difference between traditional

approaches to cognition and embodied cognition is the following. The task is to decide

on the optimum placement of footpaths between newly construeted buildings, on a new

university campus. One approach is for a single individual to consider the entire layout

of the campus, what each building is for, how many people are lilœly to use each

building, and any other number of factors, to determine sorne optimal pattern. This

approach is that of having a central processor represent the entire situation in order to

determine a solution. Another solution is to put grass between an of the buildings and

open the university. Individuals will be forced to determine their routes based on their

specifie needs. Over time, paths will emerge in the grass, and since people have a

tendency to follow emerging paths, the required network will be established. No one

person is required to prodüce a global representation of the situation in order for a

solution to emerge. Individuals make decisions based on their immediate needs. Notice

aIso that the solution depends on the local environrnent, the scheduling of classes, the

layout of the buildings, ete., yet none of these things needs to be globally represented in

2 Intelligent bebaviour is bebaviour chat cao figure in ÏDtenâonai explaDalioœ, i.e.
explanatioDS in tenus ofbeüefs and desïres.

:. He atlributes the example to Aaron Sioman•
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producing a solution; no one bas the big picture, and no resources are eXPel1dïng in

producing the big picture (Clark 1997, p.79). The position of embodied cognition is

that brains function in the latter way in this example to solve real-world problems for

organisms in specifie environments.

One advantage of an embodied cognition design is that the system is more robust

to local damage than a central processing unit. Very local damage to a central

processing unit can disable the entire system. However, a system with an embodied

cognition design does not have a central processing area. Funetions are detennined

locally, 50 that other parts of the system caR adapt their activities in accordance with

any damage that bas occurred, by simply responding to proximal stimuli. Most of the

system is still active wben local damage occurs and cao compensate for the damaged

area ta produce an appropriate behaviour under the circumstances. Clark presents an

example due ta Pattie Maes4 of the M.LT. Media Laboratory that nice1y demonstrates

how local damage is not as critical in an embodied cognition design, as well as making

clear the difference between a classical central processing design and an embodied

cognition design. The task is ta design a system that caR schedule, in the Most efficient

way, severa! different machines to perform a variety of jobs as they arise. The

difficulty in the task is that new jobs are always arising and the load on any one

machine is constandy ehanging. A centralized approach to this problem would require

one system to represent the states of aIl of the machines and the job load. It would have

~ Maes 1994, pp.14S~.
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ta frequently update this information, which it would use to assign jobs as they arose.

Notice that if the central system were damaged it would disable the entire process. On

the deœntralized approach suggested by Maes, each machine controls its own

workload. When a machine creates a job, it requests bids to do the job from all of the

other machines. ~h machine' s bid is simply its estimate of when it could accomplish

the task, given its current workload. The machine that cao complete the job mostly

quickly is assigned tbatjob. Thus, machines with relatively small workloads typically

take on the new jobs. If one machine is disabled, the remaining machines <:an continue

the task. Scheduling is an emergent property that does not require a representation of

the entire situation (Clark 1997, pp.43-44).

Another advantage of an embodied cognition design is that it avoids the

bottleneck of centralized processing. There are real-world time oonstraints on creatures'

problem 501ving procedures. Often a creature does not have the luxury of forming a

complete representation of its situation in order 10 determine its action. For example, if

someone throws a stick at us, we typically do not have the time ta say ta ourselves,

"Someone just threw a stick at me. If 1 remain where 1 am it will hit me. If it hits me it

will hune 1 do not wish ta be hurl. 1 should move. • If we do fonn aIl of those explicit

representations, by saying the sentences in our head, for example, wc will be hit by the

stick. Embodied cognition rejects the notion that wc passively reœive information from

the world, which is transmitted to a central processor that represents and integrates ail
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incoming information, from which an action is determined.' -[R]eal-time, real-world

suceess is no respecter of this neat tripartite division of labour. Instead, perception is

itself tangled up with specifie possibilities of action-50 tangled up, in fact, that the job

of central cognition often ceases 10 exist. The internaI representations the mind uses ta

guide actions may thus be best understood as action-and-eontext-specifie control

structures rather than as passive recapitulations of extemal reality- (Clark 1997, p.Sl).

Rather than filtering all of the information teeeived by the sensory organs through a

single processing unit, local neural structures interact with each other ta initiale actions.

Nothing in a creature's nervous system need correspond to an integrated representation

of the information it receives in order for an appropriate behaviour-i.e. advantageous

to the creature-to emerge from the local interactions of neural structures.

It is important ta emphasize that an embodied cognition design exploits the

physical attributes of a creature and the eovironment in which it is situated, not by

representing them and determining how best ta use them, but by their very interactions.

By changing its position or altering its environment a creature can simplify its task. For

example, an animal that is foraging might push plants aside, or move rocks to give

itself easier access 10 its food. On the model of embodied cognition, a creature does oot

require a central proces5Or with a representation of the entire environment in order for

the creature 10 perform these actions. We do not represent the detailed shape of a pieœ

of a jigsaw puzzle ta determine where it fits. We pick the piece up, tum it and try

5 Notice tbat die conceptiOD of a central processor is very much liIœ the notion of a
Cartesian Theater tbat Dennett aaaclœd (Dennett 1991, cbapter 5).

123



•

•

•

placing it until we put it where it does fit. 6 It can be in the sante way that a bear

rearranges its environment by breaking open a log 10 eat the termites inside. ·[The]

world can provide an arena in which special classes of extemal operations

systernatically transform the problems posed 10 individual brains· (Clark 1997, p.66).

Of course, the physical attributes of the creature determine in what way it cao interaet

with its environment. Aardvarks do not forage in the same way as bears, but they do 50

ta the same effect. The brain, body, and world fonn an interactive system, such that a

body 1s transformations of the world reduce the computational load on the brain durinl

problem salving. However, features of the environment also dictate what actions

creatures with particular physical attributes cao take, thereby constraining the

behavioural options of a creature, which in effect, partially detennines behaviour. The

path a human taJœs up a steep hill might be different from the path a mountain goat

ta1œs, in part because of the physical terrain of the hill. A penon who would generally

follow a route of switehbacks might avoid the extra distance and 10 up directIy where

there are protruding branches she can use to pull herself up. The fortuitous presence of

branches provides an opportunity for a novel solution as 10 how 10 traverse the terrain.

"[Systems whose control structures are decentralized] create actions from an 'equal

partners' approach in which the local environment plays a large role in selecting

behaviours. In situations where a more classical, inner-model-driven solution would

break down as a result of the model's incapacity 10 reflect some novel environmental

61bis example is from Clark 1997, pp.36, 63-4.
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change, 'equal partner5' solutions olten are able to cape because the environment itse1f

helps 10 orchestrate the behaviorw(Clark 1997, p.43).

5.3 Neural Structures ImplicQl~ in Co~ept Leaming

The general approach to content that 1 am developing assumes the mode! of

embodied cognition. 1 now argue that there are certain neural structures implicated in

concept leaming. In this section 1 characterize those neural structures, and in the next

section 1 describe their role in concept leaming, in order ta lay the foundation for

providing an alternative approach to content based on the model of embodied cognition.

Fodor describes concept leaming in an experimental situation as follows:

In the typical experimental situation, the subject (human or infrahuman)
is faced with the task of determining the environmental conditions onder
which a designated response is appropriate, and leaming is manifested by
S' s increasing tendency, over time or trials, to produce the designated
response when, and only when, those conditions obtain. The logie of the
experimental paradigm requires, Mt, that there be an 'error signal'
(e.g., reinforcement or punishment or both) which indicates whether the
designated response bas been appropriately perfonned and, second, that
there be sorne 'critical property' of the experimentally manipulated
stimuli such that the character of the error signal is a fonction of the
occurrence of the designated response together with the presence or
absence of that property (Fodor 1975, p.3S).

Notice that, though a creature manifests that it bas learned a concept by an increa5ing

tendency to produce a designated response wwhen, and ooly whenwcertain conditions

obtain, this does not entai! tbat a creature will reliably produce the response when, and

only when, the relevant conditions obtain, in general; Le. outside of the experimental

situation. Systematic errors are always a possibility, but in an experimental situation,

the conditions can be adequately controlled 50 tbat a creature CQII reliably discriminate a
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particular set of conditions from the range of conditions with which it is presenteeS, in

the experiment-assuming it carl leam the concept. It is also worth reiterating that on

Fodor's own account, a creature leams just when to produœ a designated response by

being given an error signal, the character of which (reinforcement or punishment) is

determined by which stimuli do, or do not, prompt the response. 1 highlight this point

to emphasize that holding a position in which leaming a concept is achieved through

sorne reward and plloishment mechanism that results in a response behaviour being

produced reliably when, and only when, certain stimuli are present does not commit

one to behaviourism. The alternative approach to content 1 am developing is based on

Fodor's characterization of concept leaming, but it does not deny that internai states are

relevant for determining content, and 50 is not behaviouristic.

Talœ Fodor's account of concept learning as given. Leaming a concept is

manifested by a creature's increasing tendency to produce a designated response when,

and ooly when, certain environmental conditions obtain.7 Now in order for a creature ta

reliably produce a response when, and ooly when, certain conditions obtain, il must be

sensitive to those conditions. Il must have some neural structure(s)a that reliably

7 Even in an DOn-experimental situation, a creature manifesu baving a concept by being
able to reliably respond ta stimuli in die extension of die coocept, tbougb in a DOn-experimental
situation the response is DOt designated. Of course, DOt any reliable response ta items in the
extension of sorne concept manifesls baving a concept, in a DO~xperimema1 situation; odIerwise,
sneeziDg in tbe presence of ragweed would manifest baviDa the COftCqJt RAGWEED. 1 address 1bis
issue below (S.S).

• Sïnce Ibis is a discussion about aDimal and buman copition, 1 will refer oaly 10 œural
structures, however t if robocics projec1s prove successful, the discussion could be pœralized by
talking about internal SInICtUreS of systems.

126



•

•

•

causally covaries with those conditions, i.e. a structure tbat is reliably aetivated when,

and only when, those conditions obtain.9 Now since by supposition, nothing else in the

situation reliably covaries with the neural structures, these neural structures carry

information about, and only about, the conditions they reliably causally covary with.

But in situations where having a concept is manifested, those conditions just are the

presence of stimuli that are in the extension of the concept. Hence, from the nature of

concept leaming, wc cao conclude that for any concept a creature can leam, it must

possess sorne neural structure that can carry only information that could have been

generated by items in the extension of that concept. 10 Notice that the claim is that the

information could be generated by aIL items in the extension of the concept11 , since in

manifesting a concept, creatures tend to reliably respond to any item in the extension of

the concept, regardless of whether they have encountered it previously. Wbat this

entails is that items in the extension of a concept have some detectable property or

properties-Fodorts -critical propertyR_to which creatures are sensitive in virtue of

having neural structures which are activated by signals carrying information about the

9 This neural structure need DOt he a well«t'iœd neural type in tbat it migbt he implSSible
to individuate the relevant neural aC1ivity. The point is simply 1bat there is sometbing about tbe
structure of the nervous system tbat aUows it to respond discrimiDately ID enviroDmental
conditions. For tbis 10 he possible, wbatever is reliably caused III occur in a creature's nervous
system by distinct conditions, which the creature cm discriminate, must he different. 1 express Ibis
by saying tbat die creature bas a neural structure chat causally covaries witb SODle enviroDmenta1
conditiOD.

10 MjJ1ikan (1998) maIœs much the saDIe point.

11 Technically, ceteris paribus, die information couId he paerated by ail illems in the
extensiOD of die coaœpt. The CP clause is required for depneralle cases, sucb as aeverely mutlted
specimens, wbich, because of die mutation, do DOt bave de1ledab1e properties 1bat odIer items in
the extension of the coac:ept sbare.
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property or properties. For example, dogs bave a certain odour, and a cbaraderistic

shape, particularly the shape of their muzzles, 10 which creatures can be sensitive.

Now the reader will recall that in (3.3) 1 presented a neœssary condition for the

asymmetric dependence condition in terms of information very similar 10 the claim

above. Fodor takes the activation of certain neural structures to be tolœnings of symbols

in the language of thought. The necessary condition for asymmetric dependence in

terms of information is that #XI tokens carry only information that could be generated

by Xs. It would follow from the asymmetric dependence condition that there are neural

structures that an carry oRly information that could be generated by items in the

extension of sorne symbol, as 1 am asserting. However, the reason the asymmetric

dependenœ condition does not hold is that the semantic associations between symbols in

the language of thought require that the neural structures would have to carry more than

just information that could have been generated by items in the extension of a particular

symbol. That is, because the activation of a certain neural structure is a tolœning of a

symbol in the language of thought, on Fodor' s view, and because symbols in the

language of thought are semantically associated, that neural structure cannot carry only

information that could be generated by items in the extension of a particular symbol.

We can avoid the fatal problem for the asymmetric dependence condition that neural

structures must carry more information tban the theory allows them to carry, if we do

not sUpPOse that the causal interactions between neural structures correspond ta the

semantic associations between symbols in the language of thought. But, it only follows

that the causal interactions of neural structures do correspond to the semantic
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associations between symbols in the language of thought, if the activations of certain

neural structures are tokaüngs of symbols in the language of thought; and, uolib

Fodor, we need not suppose tbat the activations of certain neural structures are

tokenings of symbols in the language of thought. Henceforth, 1 take it as an assumption

of the approach ID content that 1 am developing that the neural structures implicated in

concept leaming are not related in a way that corresponds to the semantic associations

between symbols in a language of thought.

The assumption that the neural structures implic::ated in concept leaming are not

related in a way tbat corresponds to the semantic associations between symbols in a

language of thought is compatible with two generai positions: either the neural

structures have no intentional content, in which case they are not in any semantic

associations; or, they cao be ascribed content, but are not related ta each other in vinue

of their content. For both of these general positions, it follows from the foregoing

assumption that, though two concepts are semantically associated, neural structures that

can carry only information generated by items in the extensions of those concepts are

not causally related. For example, a neural structure that can carry oo1y information

that could be generated by dOIS does not reliably activate a neural structure that cao

carry only information that could be generated by leashes, despite the semantic

association between DOG and LEASH. 1 discuss this consequence below (5.6) and

(6.8). For my purposc of developing an alternative approach to content, il is not

necessary to choose between the positions that neural structures have no content or that

neural structures bave content but are not related ID each other in virtue of that content;
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thus, 1 propose ta leave bath plssibilities open. Issues conceming mental causation will

figure largely in determining between these positions; below (S.S) 1 mention some of

these issues, but a full discussion of mental causation is beyond the scope of this

project.

Notice that suPPOsing a neural structure can carry ooly information that could

have been generated by Xs does not beg any questions on this account. Even if there

were no semantic associations between symbols, Fodor would still have a disjunction

problem in supposing that activating a neural structure that an carry only information

that could have been generated by Xs is tokening a symbol "X", because of the enor

cases. Recall from (2.11) that ta solve this problem, Fodor requires a lIQIUralistic

account of what it is for something ta be an X, aI.l else being equal. AIl the alternative

embodied approach requires is that, as a matter of fact, some neural structure can carry

only information-an objective commodity-that could have been generated by an X. Of

course, there are many ways of characterizing this information, but since the embodied

approach 10 content is not subject to the naturalistic constraint, we can characterize the

information int~ntio1UÙly as information that could have been generated by Xs, where

Xs constitute the extension of some concept "X", without begging any questions.

5.4 Concept Learning

Concept leaming is manifested by an increasing tendency 10 produce sorne

response when, and ooly when, a stimulus is in the extension of the concept being
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leamed.12 Now if a creature is truly in a concept leaming situation, it cannot have

another behaviour that it generally produces when, and only when, it encounters a

stimulus in the extension of the concept to be leamed.13 fi it could perform such a

behaviour, than it would already have the concept, as evidenced by its reliable tendency

10 produce that behaviour when, and only when, stimuli in the extension of the concept

are present. In that case, leaming sorne new designated response to stimuli in the

extension of the concept would be leaming a new bebaviour relative to the concept and

not leaming a new concept. 14 50 a creature enters a concept leaming situation without

being able ta reliably produce any behaviour in the presence of stimuli in the extension

of the concept beingleamed. But, as we saw above (S.3), for any concept that a

creature an leam, it must possess a neural structure that cm carry only information

that could be generated by items in the extension of that concept. Hence, at the

beginning of a concept leaming situation no behaviour is reliably ïnitiated by a neural

structure that can carry only information that could be generated by items in the

extension of the concept being learned.

In an experimentalleaming situation, once a concept C bas been leamed, a

12 Again, DOt just any resplnse is sufficient for manifes1ing a concept, as 1discuss in die
next section (5.5).

13 1 will use die terms -bebaviour- and - resplnse· interchangeably, and, foUowing
DretsJœ, 1aIœ tbem to he processes tbat end in bodily motioœ (DreLûe (988). My arguments couId
he recast taking bebaviours as iDner causes of bodily motions, as Homsby does, witbout
substantially chanliag tbem, but my view requires tbat behaviour DOt he just bodily motiODS, for it
must he possible to initiale a bebaviour dlat is DOt manïfested.

14 Fodor claims dlat on die radical bebaviourist aCCOUDt, coocept leamiD& just is leamiDI ID

produce the designated respoase (Fodor 1975, p.35, footDote 6)•
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creature can reliably respond to stimuli in the extension of C. 1bat is, it cao reliably

produce a response when, and only when, presented with stimuli in the extension of C.

In non-experimental situations creatures do not aIways reliably produce a response

when, and oRly when, they are presented with stimuli in the extension of sorne concept.

When the conditions are not controlled, creatures are always subject ta making

systematic erran, since there are certain conditions in which the information they

receive from a source is information that could have bœn generated by something in the

extension of some particular concept, even though the source is not itself in the

extension of that concept. Nonetheless, in supposing that a creature bas a concept, it is

supposed that a creature can distinguish items in the extension of that concept from

other items, in al kast S011U! conditions, even though it cannot make such a

discrimination in ail conditions. Thus, even in the non-experimental situation a creature

can reliably produce a response when, and ooly when, presented with stimuli in the

extension of a concept it bas leamed. Now sinee it produces the response

discriminately, it must be in virtue of being sensitive to propenies of the stimuli. But a

creature is sensitive ID properties of stimuli in the extension of a concept C because it

has a neural structure that can carry only information about those properties. The

presence of stimuli in the extension of C activates the neural structure. Hence, in the

causal chain from stimulus ID response the activation of the neural structure must

initiate the creature's behaviour. However, al the beginning of the concept leaming

situation, the neural structure does not initiate any behaviour. Thus, the first phase of a

concept leaming process is ID associate a bebaviourai response with the neural structure,

132



•

•

•

50 that the activation of the neural structure will initiale that behavioural response.

Associations between. a neural structure and a behavioural response can be made

by rewarding the bebaviour when it is performed in the presence of stimuli in the

extension of a concept C, and not rewarding it, or punishing it, otherwise-i.e. by

providing -an error signal-. Aetually getting the creature to perform the response when

stimuli in the extension of C are present cao be achieved by presenting the stimuli when

sorne independent factor that produces the response is aIso present. The creature

initially performs the response for independent reasons, but soon aIso a5S0Ciate5 il with

stimuli in the extension of C. 1.5 The result is that creatures come to produc:e the response

when stimuli in the extension of C are present without the independent factor. This does

not yet constitute concept leaming, however, because it might be that severa! neural

structures are associated with the behaviour, because severa! neural structures c:ould be

activated by some initial set of stimuli presented. 16 Thus~ ta complete learning the

concept, a creature must disassociate ail neural structures with the behaviour, exœpt for

the structure which can carry only information that c:ould be generated by items in the

extension of the concept. The error signals-reward and punishment-given over an

increasingly large number of trials effect the discoDfirmation, at which point the

concept is leamed.

We an DOW see why, in general, behavioural responses are appropriate to

13 In fact, die association may DOt require a reward, siDce IIOn-Plnjsbment and tepetitiOD
can serve as reiJIfŒœmem, tbough a reward migbt acœlerate the formation of die association.

16 This must be che case if die concept learninI sicuation is one of bypo1besis formation and
confirmation.
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stimuli in the extension of sorne concept. In an experimental situation, the response can

be any natural bebaviour of the learner, but in the context of the experiment it is an

appropriate behaviour given the stimuli, because it is reinforced by the error signal

rewarding the creature when, and ooly when, those stimuli are in the extension of the

concept. In a natural (non-experimental) concept leaming situation, a behavioural

response can be associated with the neural structures 8Ctivated by a stimulus by

imitating the behaviour of a conspecific, usually a parent. In this case, the behaviour of

the parent is an independent factor that produces a response in the offspring becausc it

imitates the parent. But the parent' s behaviour in the presence of some stimulus will be

sorne behaviour it bas learned that is rewarded in the presence of that stimulus-the

parent bas aIready learned the concept, in the sense that it can reliably produce a

behaviour when, and ooly when, it is presented with stimuli in the extension of the

concept. 17 The offspring, in imitating the parent is also rewarded, and since it bas a

neural structure activated by the stimulus that is in the extension of the concept being

leamed, the appropriate behaviour is associated with that neural structure. When

leaming is complete, the offspring possesses a neural structure that initiatesll a

behaviour appropriate 10 the stimuli that activate it-stimuli in the extension of sorne

concept. Another way in a naturaI concept leaming situation that a behavioural response

17 Again, dUs is DOt a cJaim of infallibility, only tbat sbere are conditions in wbich it caB

discrimiDate the items in die extension of die concept.

II The activation of the neural structure initiat.es a bebaviour, but as~ will see below and
in the next cbapter, on die model of embodied copitioD, die action œed DOt be manïfesaed, 50
creatures are DOt stimuluslresponse systems.
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can be associated with the neural structures aetivated by a stimulus is simply by a

creature interaeting with the stimulus in a way that results in something beneficlal 10 it-

the bebaviour must be reinforced to establish an association. When a creature interacts

with sorne stimulus, it cao receive considerable information about the stimulus, 50 that

the concept in whose extension the stimulus is might be leamed very quickly, perhaps

even a single instance. Whatever the means by which a particuIar neural structure

comes to initiale some behavioural response in leaming some concept C, because

leaming depends on the behaviour being reinforced, and because the neural structure

reliably causally covaries with items in the extension of C, the behaviour is generally19

appropriate in the presence of items in the extension of C: it is a C behaviour.

Now creatures are clearly not foolproof; 50metimes they produce a behaviour

that is not appropriate in the circumstances; sometimes non-dogs elicit DOG behaviour,

for example. These are the error cases that lead ta the disjunction problem for Fodor.

However, they raise no difficulty for the embodied approach to content, because the

nature of the error is evident. When a behaviour produced by a creature is inappropriate

given the stimulus 10 which the behaviour is a response, information generated by the

stimulus could have been generated, under the circumstances, by something in whose

presence the behaviour would be appropriate. In conditions of poor light, for example,

191be reuon die bebaviour is -generally· appropliate ta die stimulus and DOt always
appropriate, is tbat COIltÏJIIeDt associations are always possible, such as wœn a creature repeats a
behaviour in die presence of some sûmulus purely accidently, but nonelbeless cames ta associate
the behaviour widl stimuli in die eX1eœon of SOlDe concept. Not alI bebaviours produced by suc:h
associations will manifest baVÏDI a co~ bowever. 1 retum to dûs issue in diSCUSSÏDI wbat
responses manifest baviDg a concept below (S.S)•
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a fox can generate information that could have beea generated by a dog, thereby

activating sorne neural structure that cm carry only information that could have been

generated by dOIS. The neural structure initiates a DOO behaviour, which is

inappropriate because the stimulus is a fox.

5.5 What il is 10H~ a Co~ept

It seems untendentious that leaming a concept is manifested by a creature's

increasing tendency to produce a certain kind of response-to be made precise presently

-when, and ooly when, certain environmental conditions obtain. On the embodied

approach ta content, however, having a concept is not just manifested by reliably

producing some behaviour in the presence of stimuli in the extension of the concept, but

consists in reliably initiating a behaviour in the presence of stimuli in the extension of

the concept. The reason is that on the model of embodied cognition, perception is not

passive teeeption of information from the envirooment, -(instead] perception is itself

tangled up with specific POssibilities of actioo- (Clark 1997, p.Sl). Because there is no

central control structure 00 the model of embodied cognition, the activation of a neural

structure that cm carry only information that could be generated by items in the

extension of some concept C must be what initiates a behavioural response. Thus, in

circumstances in which a behaviour is not manifested, ~'en though the neural structure

is activated, it must be that other neural activity inhibits the production of the

behaviour. To perceive something as an item in the extension of some concept C

requires the activation of a neural structure that cao carry only information that could

be generated by items in the extension of C, which tM~by initiales Il b6uwi0ural
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response thol is geMrally appropritlle in the presence 01items in lM ate1lSÎon ofc. 50

from the embodied approach ta content, a creature bas a concept li and ooly if it bas a

neural structure that cao carry only information that could be generated by items in the

extension of C, which when activated initiates a behaviour generally appropriate ta the

presence of items in the extension of C.20 Notice that on this account of having a

concept, we are DOt committed ta supposing that Aristotle had the concept of an

airplane, just because he bad neural structures tbat would bave reliably causally

covaried with airplanes had there been any in bis environment. Aristotle had no

dispositions to behave given airplanes as a stimulus, because bis environment was such

that no connection had been made between bis neural structures that would have

covaried with airplanes and any behaviours. Aristotle had no AIRPLANE behaviours,

and 50 no concept of an airplane.21

Clearly the embodied approach to content that 1 am developing is a dispositional

account of content. In order to have a concept, a creature must be disposed ta produce a

behaviour when it receives information thal could have been generated by an item in the

extension of the concept. Nowas we sawabove (5.3) and (5.4), just being disposed to

:0 Notice tbat 10 bave an innate concept on tbis aCCOUDl requires DOt only beiDg endowed by
evolution with neural structures tbat covary witb certain types in tbe environment, but aIso baviDg
sorne behavioural response wben confronted by stimuli in die extensions of tbose types. Silice
evolution only allows creatures wbose bebaviours are generally rewarded, and IlOt too severely
pllnisbed, 10 survive, the bebaviour will aeneraUy be appropriate ta the stimuli, but if DOt

appropriate al least relatively Deutral, just as in die case for leamed concepts.

21 This does DOl imply, of course, mat bad Aristode eDCOUD1lered an airpIane, he wouId DOt

have produced some bebaviour, only tbat he bad 110 dispositions 10 behave in die presence of
airplanes. Aristode couIcl DOt produce a responIe bebaviour wben preseD1led widl airplaœs, and
onlyairplanes, tbou&h he couId bave Ieamed to do 10•
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produce a behaviour upon œceiving information that could have been generated by

items in the extension of a concept cannot be sufficient for having the concept;

otherwise, reliably sneezing in the presence of ragweed would entail baving the concept

RAGWEED. Furthermore, al least sorne dispositional accounts of content, such as

Ryle'sZ2, have proven unsuccessful. Indeed, Fodor begins TM ùmglUlg~ o/77IoIIglu

with a critique of Ryle' s position. Tuming back the clock fifty years is not the way to

respond ta Fodor. 1bus, the embodied approach 10 content must be such that it

precludes cases lilœ reliably sneezing in the presence of ragweed from being a

manifestation of the concept RAGWEED, and it must not be subject to the sorts of

criticisms to which earlier dispositional accounts of content are subject.

Fodor·s criticism of Ryle' s position is directed towards Ryle' s logical

behaviourisme In particular, Fador cogently argues that nothing in Ryle's conceptual

analysis of behaviour precludes an explanation of behaviour in terms of underlying

internai mechanisms. Fador offers the example that there are two kinds of answers ta

the question, 'What malœs Wheaties the breakfast of champions'?' , neither of which

precludes the other. One answer is that Wheaties are eaten for breakfast by non

negligible numbers of champions. This is the sort of answer that Ryle's position

requires. Fodor's point is sirnply that the answer that Ryle's position requires in no way

precludes sorne causal story about the mechanisms by which Wheaties affect a penon's

body ta make her a champion. Il is the latter sort of answer that Fodor is interested in

22 Ryle 1949.
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(Fodor 1975, pp.2-9). AIl of this is perfectIy sound, of course; bebaviourism did not

work.23 But Armstrong bad the insight that a dispositional account of content need not

be behaviouristic. -Ryle's dispositional account of belief wu developed as part of, and

in order to support, a Behaviourist or Behaviourist-oriented theory of mind. It is

important, therefore, to appreciate that there is nothing in the Mere dispositional view of

beliefwhich entails the manifestations or expressions of a man's bellef (U they occur al

all) are aU pieœs of outward bodily behaviour- (Armstrong 1973, p.8). 1ndeed,

Fodor's own recent view of content is dispositional; -an informational semantics...

takes the CONent ofone's concepts rD IH constilUleti by o~'s dispositions 10 apply lhem.

And informational semantics is being assumed for the purposes of this discussion-

(Fodor 1994, p.31, my emphasis).2A The embodied approach to content that 1 am

developing is dispositional, but not behaviouristic, as 1 now make clear.

The embodied approach to content that 1 am developing is very similar to views

advanced by StalnaJœr and Dennett. -Belief and desire... are correlative dispositional

states of a potentially rational agent... [i]n ascribing beliefs and desires to a penon, we

not oo1y make conditional predictions about how the person will behave; we also

commit ourselves to daims about the kind of mechanisms which explain why a penon

behaves the way he does- (Stalnalœr 1984, pp.IS-l1). Stalnalœr maIœs two critical

points, bath of which are features of the embodied approach to content. First, mental

23 1 taIœ it tbat tbis wu establisbed beyond quesâon by Chomsky (1959). However, see
Dennett (1987, pp.44-S) for an ae:count of wbat cu be preaerved &am Ryle's c:onœplUal analysis.

2A Fedor (1998) expresses me view mat wbat maltes a concept tolœn a IOlœn of a specifie:
type are the disposilional properties of me fOIœn.
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ascription does not deny the relevance of internai states in detennining content. Far

from attempting to preclude an explanation of behaviour in terms of internai

mechanisms, the embodied approach to content is grounded on there being such

mechanisms. In order to have a concept, a creature must possess some neural structure

that disposes it 10 produce a certain behaviour in the presence of items in the extension

of that concept. On the embodied approach 10 content, no overt bodily movement need

be produced, even when a neural structure is aetivated. AIl that is requiœd by the

embodied cognition mode! is that some behaviour is initiated when the neural structure

is activated. Furthermore, there is no particular beha.viour thal is either necessary or

sufficient for having a concept. What is required is that a creature can reliably respond

to items in the extension of the concept, how it 50 responds is irrelevant. But the nature

of the response is crucial, and this connects with Stalnaker l s second point. The response

must be one that can figure in an intentional explanation, which is why Stalnaker

supposes the potential ralÏorudity of the agent. And it is for this reason tha.t being

disposed to sneeze in the presence of ragweed is nol a manifestation of possessing the

concept RAGWEED; sneezing is not a behaviour thal figures in intentional explanation,

al least oot as an allergie reaction of the kind we are supposing.

Intentional explanation assumes the rationality of the creature whose behaviour

is being explained. In particular, a creature is assumed to have bellefs and desires; the

creature' s rationaIity consists in the creature behaviog 50 as 10 satisfy its desires given
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its bellefs. -A system'rs behaviour will consist of those acts that il would he rQlÏoMl

for an agent with those beliefs and desires ta perfoon- (Dennett 1987, p.49, italics in

original). Now reca1l (S. 1) that one of the assumptions of the embodied approach 10

content is that mental states are inbinsically holistic. The assumption of holism is lied

directIy to the nature of intentional explanation. To have a concept, a creature must

passess a neural structure that cm carry only information that could be generated by

items in the extension of the concept, such that when the neural structure is aetivated it

initiates a behaviour that can figure in intentional explanation. That is, it initiates a

behaviour which is rational given that a creature bas certain beliefs and desïres. Since

the behaviour must be able ta figure in intelltional explanation-Le. it must Iicense the

ascription of beliefs and desires 10 the creature--ereatures do not possess concepts in

isolation. The embodied approach ta content is similar ta the views of Dennett and

Stalnaker in that every individual ascription of a concept ta a creature is made with

regard to the background of beliefs, desïres, and other concepts26 that a creature hase '17

Any element in the background is subject ta modification during an individual

ascription, though significant modifications would be warranted only in the case of near

2$ Dennett'5 discussion includes aU ÏDteDtiOnal systems, DOt just creatures.

~ Agaïn, beHefs and desires are dispositions chat cao figure in ÏDt.entionai explanatioDS
(Stalnaker 1984, p.lS) and (DeMett 1978, pp.3-22 aud 1987, p.49).

-ri Davidson's view is also bolistic. -1bere is DO assigning beliels ID a penon one by one on
the basis of bis verbal bebaviour, bis cboices, or omer local si,. DO maaer bow plain and evident,
for we maJœ seme of particular beliels only as 1IIey cobere widl odler heliefs, widl preferences,
with intentions, bopes, fean, expeetatioDS, and die rest- (Davidson 1970, p.221). 1 bave restrieted
my presentation in die main body of die 1ext 10 discussing Stdnaker and Denœu, DOt 10 exclude
Davidson's view from my Fœral approach, but because of 1beif explicit fucus on die dispositional
nature of intentionality.

141



•

•

•

total explanatory failure. 21 Of course, this position is circuIar in thal ascriptions are

interdependent, a consequence of the assumption tbat the intentional predicates form a

closed circle (5.1), but it is oot viciously circular because intentional explanation is

successful in explaining and predicting creatures 1 behaviours.29 Wbat is offered -is a

whole system of interlocking attributions, which is saved from vacuity by yie1dina

independently testable predictions· (DeMett 1987, p.SO).

Dennett presents his position of what is involved in the ascription of mental

states and properties through the idea of a -notional world- (Dennett 1987, pp. 151-

173). A notional world is a fictitious construct of how a creature talœs the world ta be

at a given moment, as detennined by its dispositions al that moment. -The notional

world we describe by extrapolation from current state is ... the apparent world of the

creature, the world apparent 10 the creature as manifested in the creature's current total

dispositional state- (DeMett 1987, p.ls7). A notional world captures what it is about a

creature that contributes to the content of its mental states.]() In order to determine the

notional world of a creature, one must consider its total dispositional state, sinee

content is ascribed in virtue of the functional relations of dispositions between each

other and the world-mental ascription is holistic. Furthermore, the dispositions must be

21 ADotber CODelusiOD chat c:an he drawn &om œar total explanatory failure is tbat the
creature is DOt rational.

25' Stalnaker accepcs the natura1is1ic constraint, dlat is he rejec1s the 859l mplÏon tbat 1be
intentional predicates form a closed circle (Staln:tlcpr 1984, 1'1'.15--6), because he is worried about
the threat of vicious circularity, but he overloob the sucœss of ÎD1entionai explanalion as a
response ta the tbreat.

30 A DOtiooa1 world delimilS the domain of narrow psychology.
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those that figure in intelltiona1 explanation, since the notional world of a creature is the

-apparent- world of the creature, how it taJœs the world to be. Thal a creature is

disposed 10 sneeze in the presence of ragweed does not reveal anything about how the

creature talœs the world to he. A creature's national world is not unique, however.

Worlds that differ in respects ta which a creature is not sensitive, in that it bas no

dispositions to behave differently in the worlds, are not discrirninated in the creature's

national world. lbus, a creature's notional world is indifferent between Earth and Twin

Earth. 31 The aetual relations between a creature and its environment are required 10

exclude XYZ from being in the extension of its WATER concept.

Given that the relevant dispositions for having concepts are !bose tbat figure in

intenlional. explanation, we an now see more clearly the sense in which a behaviour

which manifests that a concept has been leamed is generally appropriate in the presence

of items in the extension of that concept. Because the behaviour must be one that can

figure in intentional explanation, it must be a behaviour through which the creature

attempts 10 satisfy its desires given its bellefs. Now in the process of concept leaming

the behaviour is reinforced, 50 that upon leaming a concept a creature comes to believe

that it can obtain something it desires by producing the behaviour in the presence of

items in the extension of that concept. The behaviour is appropriate in the presence of

items in the extension of the concept because the creature is viewed rationally as trying

10 satisfy its desires given its belïefs. Notice that -the logic of the experimental

31 -The MeaniDg of 'Meani"l' -, in Putnam 1975, especiaIly pp.223-227•
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paradigm·, as Fodor puts it, smuggles in this sense of the appropriateness of a

behaviour to the stimulus through the notion of reinforcement, since reinforcement

satisfies some of a creature's desïres.

5.6 The Embodi«l AppTOOCh 10 Conlelll

1 have now presented ail of the features of the embodied approach to content. In

this section 1 present them together to articulate just what the position is. 1 then consider

sorne of the implications of the approach, and 1 evaluate the notion of concepts

presented using Fodor's conditions on what concepts bave to be (Fodor 1998, pp.23-

39). The embodied approach to content bas four assumptions:

El. The intentionallsemantical predicates form a c10sed circle;

E2. IntentionaI states are intrinsically holistic;

E3. Causal relations between neural structures implicated in concept leaming and
concept possession do not correspond ta the semantic associations between symboIs in a
language of thought;

E4. Creatures' nervous systems have an embodied cognition design.

On the embodied approach to content, having a concept consists in (E4) possessing a

neural structure that cao carry only information generated by items in the extension of

the concept (E3), which when activated initiates a behaviour that cao figure in an

intentional expIanation of the creature32
; that is, the creature is disposed ta produce a

behaviour that can figure in an intentional explanation in the presence of items in the

extension of the concept (E2 and El). It is open on this approach as ta whether content

:n 1am lse.mi"l tbat intentional explanatioDS appeal to die aC1Ual causal histories of
creatures ID deal widl Pumam's Twin Eartb cases (Putnam 1975,1'1'.223-227).
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is ascribed to neural structures, though in any case concepts are ascribed to creatures as

a whole; -[t]he subj~etof ail the intentional.attributions is the whole system (the

penon, the animal ...) rather than any of its parts- (Dennett 1987, p.58, emphasis in

original). Jennifer Homsby also endorses this view; -an account of what the attitudes

are is a personal-level account- (Homsby 1997, p.l69). Even if neural. structures are

ascribed content, conceplS are not identical with or reducible to those neural structures.

Having a concept requires having a disposition to produce a behaviour that can figure in

an intentional explanation. A neural structure is simply the mechanism realizinl the

disposition, but is not itself the disposition. In virtue of having neural structures with

certain functional mies, cretIIIUU have dispositions that can figure in intentional

explanations, and hence concepts. Seeing the relation between neural structures and

concepts, we an distinguish between having a concept and using the concept. To have

the concept, a creature must have a neural structure, which, when activated, initiates a

response appropriate in the presence of items in the extension of the concept. To use the

concept in determining behaviour, the neural structure must be activated.33 If content is

ascribed ta the neural structure in vi.rtue of its functional mie, then the activation of that

neural structure is a tokening of the concept. If content is not ascribed to the neural

structure, then the activation of the neural structure is using the concept in determining

behaviour because 8Ctivating the neural structure initiates a bebaviour that figures in an

33 Clark poims out tbat once a creature (or system) bas SOlDe appioptiase dispositiOllIo
bebave il bas a concept, and provided it maimaiDs tbat disposition, die neural strudUre responsible
for it need DOt remain COIIS1aDt, as anaIogous strUC1UreS are DOt CODS1aIIt iD COIIDedioaist systems
(Clark 1995, p.3SO).
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intentional explanation of the creature which ascribes the concept to the creature; in that

case, the activation of the neural structure is Dot a tokening of the concept. A final point

about the embodied approach to content is that it does not entail any particular theory of

content; it includes, not exclusively, the positions of Davidson (anomalous monism)34,

Dennett (the intentional stance)", Putnam (internal realism)36, ClarJt'7, Borge",

Homsby", and Pietroski40
• Now many of these writers are not explicidy committed ID

all of the assumptions of the embodied approacb ta content, particularly E3 and E4, but

their positions are compatible with these assumptions. As 1 indieated above (S.l), issues

such as mental causation may favour a particular position, but those issues are

tangential to my project.

Since the embodied approach to content is being offered as an alternative to

Fodor's theory of content with the aim of refuting his argument that the internal

representational system must he linguistic and must he the medium of thougbt, 1 now

evaluate the embodied approach to content according to Fador's -five not negotiable

conditions on a theory of concepts- (Fador 1998, p.23). Fodor's five conditions are:

~ Davidson 1970,1'1'.207-225.

35 Denœtt 1978, pp.3-22, Denœtt 1987.

J6 Putnam 1988.

31 Clark 1995, pp.347-3SO.

31 Burge 1986, pp.3~, BurF 1993, pp.97-120.

" Homsby 1997.

«) Pietroski fortbcoming.
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1. Concepts are mental partîculars; specifically, they satisfy whatever
ontological conditions bave to be met by things that function as mental
causes and effects.

2. Concepts are categories and are routinely employed as such.

3. Concepts are the constituents of thoughts and, in indefinitely many
cases, of one another.

4. Quite a lot of concepts must turn out ta be leamed.

5. Concepts are public; they're the sorts of tbings that lots of people can,
and do, sMre (Fodor 1998, pp.23-28, emphasis in original).

Condition 1 requires some remarks about mental causation, which 1 present below.

Condition 2 simply says that thïngs in the world are in the extensions of concepts and it

is clearly satisfied by the embodied approach ta content. Condition 3 is about

systematicity and productivity. 1 argue in the next cbapter that Ianguage-using humans

have these c:apacities, in virtue of language, but animals do so only 10 a limited degree.

Clearing up this issue is essentially what remains of my project, so 1 let the discussion

of it unfold in my explanation of animal. and preverbal human behaviour. Condition 4 is

certainly satisfied by the embodied approach 10 content, and is particularly true of

humans, because we aren1t barn with very many behavioural responses.·1 Finally,

condition S is also clearly satisfied by the embodied approach 10 content, because

anything that bas a neural structure that can carry only information generated by items

in the extension of some concept, and which can associate sorne behaviour with that

41 My account ofcarly language acquisition (6.7) aIso suges1S tbat virtuaIly all buman
concepts are leamed.
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neural structure, can leam tbat very concept.

A full response ta condition 1 is a thesis (at leut) unto itself.. The condition is

central ta Fodor' s project, because it entails bis approach ta trying to preserve

psychological explanation in the face of e1iminativism. Since a psychological

explanation is just an expIanation of behaviour in psychological terms, ü there really

are psychological explanations, it must be because there are mental causes and effects.

The challenge of this claim to the embodied approach to content comes from cashing

out the "ontological conditions [that] have to be met by things that fonction as mental

causes and effects". Many philosophers share a "metaphysical prejudice" tbat Fador

admits to having. "rd better 'fess up ta a metaphysical prejudice.... 1 don't believe that

contents per se detennine causal roles. In consequence, it's got 10 be possible to tell the

whole story about mental causation (the whole story about the implementation of the

generalizations that belief/desi.re psychologies articulate) without refeTring 10 lM

intenrional properries oflhe meNai Slales lhot such ge1U!ralizalions subsume" (Fodor

1987, p.139, emphasis in original). If one is moved by this "metaphysical prejudice",

concepts must he identified (al least lOken-wise) with physical structures in order to

function as mental causes and effects, since their content does not detennine their causal

raie. This "metaphysical prejudice" is unproblematic for the embodied approach if one

holds that content is ascribed ta neural structures. The activations of certain neural

structures are tolœnings of concepts on this view, hence concepts satisfy the ontological

conditions that Fodor thinks bave to he met for them to function as mental causes and

effects. In tact, on the embodied approach to content under the assomption that neural
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structures are ascribed content, concepts satisfy the sarDe ontological conditions that

they do in Fodor's own toJœn physicalism. On the other band, if one holds the

"metaphysical prejudice-, then concepts that are ascribed to an entire creature, in virtue

of the functional mie of neural structures that are nol ascribed content, do not - satisfy

whatever ontological conditions have to be met by things that function as mental causes

and effects-. So if one is moved by this -metaphysical prejudice- the embodied

approach to content cannot satisfy condition 1 if neural structures are not ascribed

content; and concepts tbat play no causal mie are ripe for elimination. Interestingly

enough, however, this -metaphysical prejudice- is the same one that leads Fodor to

adopt the naturalistic constraint (2.2), which leads 10 problems for Fodor' s theory of

content. Perhaps in rejecting the naturalistic constraint, we can also reject the

Ilmetaphysical prejudice- that motivates it.

The challenge for the embodied approach to content is 10 satisfy Fodor' s

condition l, when it is assumed that the neural structures, in virtue of whose functional

role concepts are ascribed to creatures, do not themselves have any content. In

particular, if neural structures do not have content, then concepts cannot be mental

causes and effects if one assumes tbat -it's got 10 be possible 10 tell the whole story

about mental causation (the whole story about the implementation of the generalizations

that bellef!desire psychologies articulate) MlMut rqerring 10 llu! intentiorull propenies

ofthe mental stQlU thot suda geMralÏZQIÏons subs~-. Thus, this version of the

embodied approach ID content cao oo1y satisfy condition 1 ü the - metapbysical

prejudice- is rejected. However, sinee the -metaphysical prejudice- is widely held, it
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cannot be rejected without an argument. Borge (1986, 1993), Homsby (1997), and

Pietroski (forthcoming) are engaged in a research project that offers just such

arguments. Their general move is 10 reflect on explanatory practiœ. In particular, they

focus on the nature of causal explanations. According 10 Pietroski, we understand

instances of causation in tenns of paradigmatic cases of causation, which thereby

constrains what kind of notion causation is. Now one paradigmatic case of causation is

mental causation, as borne out by the success of inteDtional explanation; Le. the success

of explaining and predicting creatures' bebaviours in terms of their beliefs and desires

within the context of their conceptual frameworks. lbus, on this view there is simply

no room 10 doubt mental causation. Questions about how reasons could be causal betray

a fundamental misconception of the nature of mental causatiOD (Pietroski forthcoming).

According 10 Burge, the reason for this misconception of the nature of mental causation

is that materialist metaphysics bas been given too much importance, and too little

attention bas been given to explanatory practice. While Borge offers several arguments

that vary in detail, bis main point is simply that in giving a causal explanation ·we

consider an entity' 5 causal POwers relative 10 the kind in terms of which the entity is

specified" (Burge 1993, p.10l). Dernanding an underlYing mechanism for mental

causation requires an explanation in terms of properties that appear in the physical

sciences, 50 it is not surprising that this way of conceiving of mental causation leads 10

epiphenomenalism. "One cannot understand mentalistic causation... and mental causal

powers by concentrating on properties characterized in the physical sciences. Our

understanding of mental causation derives primarily from our understanding of
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mentalistic explanation, iDdependently of our Imowledge-or better, despite our

ignorance-of the underlying processes- (Borge 1993, p.l03). Systematic, informative,

expIanatory schemes indicate causal relevance, and the causally efficacious properties

are those that enter into explanations under such schemes. Intentional explanations an

systematic and informative, demonstrating the causal relevance of mental properties.

-The probity of mentalistic causal expIanation is deeper than the metaphysical

considerations that call it into question (Burge 1993, pp. 117-8).

Homsby's analysis of intenlional explanation focuses on the notion of agency.

Intentional explanation is a rationalizing explanation of an agent's actions, i.e. an

expIanation of what agents do as rational. -What we rely on is only a network of

intelligible dependencies between the tacts about what an agent thinks, what she wants,

and what she does.... And the dependenœ is of a causal sort, of course- (Homsby

1997, p.135). Homsby argues that agency just is a causal notion. -Our conception of a

person as an agent is a conception of something with a causal power- (Homsby 1997,

pp.131-2). The events in which agents cause something are actions; that is, actions are

what an agent contributes 10 an event. Thus actions are ascribed to agents in a rational

explanation of what the agent did, and hence are intentionally characterized. Now the

key step in Homsby's argument is a rejection of token physicalism. Actions cannot be

identified with anything in a physical (neural) causal chain of events because by their

very nature, actions are what agents do. Any physical event that is a candidate for being

identified with an action is preceded by sorne other physical event, which caused il. But

the notion of agency disappears ü physical events cause actions, 50 none of the physical
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events that are candidates for identification with an action caR be 50 identified. Now it

is only -once this furthc:r idea is in place [the idea that actions are tolœn identical with

physical events inside a penon], it can come ta seem that the explanatory value of

beliefand desire is 'luite unconnected with the value of those concepts in causal

understanding-as if the particular contents of a particular penon's beliefs and desires

had nothing to do with her tendencies to do one thing rather than another- (Homsby

1997, p.135). By rejecting token physicalism, rational explanation just is causal

explanation. The sucœss of rational explanation leaves no room to doubt mental

causation.

Finally, even Fodor, when he is oot being -metaphysically prejudiced-, makes a

case for mental causation that does not ground mental causation on the physical

properties of mental events. -1' m not really convinced that it matters very much

whether the mental is physical; still Jess that it matters very much whether we cu prove

that it is. Whereas, if it isn't literally true that my wanling is causally responsible lor

my reaching, and my itching is causally responsible for my scratehing, and my

believing is causally responsible for my saying... , if none of that is literally truc, theo

practically everything 1 believe about anything is false and it's the end of the world-

(Fador 1990, p.1S6). Fador's tint point in arguing for mental causation is that the

arguments for epiphenomenalism are sufficiently general 50 as to apply to ail of the

special sciences42
, from which he maJœs the case that causally respoosible properties are

C Burge also maJœs die point dlat arguments for epipbenomenalism "wou)d [leave) DO

rrom for causal efticacy in die special sciences, even in natura1 sciences liIœ cbemistry and
physiology" (Burae 1993, p.l02).
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"those in virtue of which individuals are subsumed by causallaws... then intentional

propeI1Ïes are causally responsible in case there are intentional causal Iaws· (Fodor

1990, p.143). The tension that Fodor must deal with is that causallaws are strict

deterministic laws, of which the only instances are physicallaws; laws of the special

sciences, psychological Iaws in particuIar, are œteris paribus laws. Fodor's proposai for

resolving this tension is to relax the condition that causallaws are strict deterministic

laws. The point of the strictness requirement is that a causallaw must be such that an

instantiation of an anteeedent property must be sufficient for the instantiation of a

consequent property. Fodor'5 insight is that special science laws do necessitate their

consequents, when the ceteris paribus conditions are met, 50 that they can serve as the

covering laws in virtue of which intentional properties are causally responsible. That is,

mental properties are causally responsible because intentional states are nomologically

sufficient for producing behavioural outeomes, when the ceteris paribus clauses of laws

subsuming intentional states and behavioural outeomes are discharged (Fodor 1990,

p.152).43

The general conclusion that 1 want ta draw from this discussion is that even if

neural structures are not ascribed content on the embodied approach ta content,

arguments by Borge, HomsbY, Pietroski, and Fodor himself provide reasonable

43 It is worth DOlÏDldlat tbough Fodor argues dlat mental properûes are c:ausally
responsible, he also argues for tobn physicalism. Physicalism foUows because every DOn-basic
law, including every law of the special sciences, bas an impIementiDg mechanism, wbich is
plausibly physical, accordinc ID Fodor. Fodor taJœs the connection of mental causes to tbeir effec1s
via sorne pbysical medlanism to entail tobn physicalism. Nonelbeless, mencal properties are DOt

causally iDert on dUs view.
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grounds for thinking tbat the embodied approach to content can satisfy Fodor's

condition 1. The nature and success of intentional explanation sugest that concepts as

construed in the embodied apprœcb to content -satisfy whatever ontological conditions

have 10 be met by things that lunction as mental causes and effects-. Thus, pending

some issues about condition 3 to be addressed in the next cbapter, the embodied

approacb 10 content cao satisfy all of Fodor's non-negotiable conditions on a tbeory of

concepts.

5.7 The 111leTfUll Reprut!lIlarional System

Recall that the reason we supposed there is an internal representational system is

that animaIs and preverbal humans exhibit some of the cognitive capacities that

language-using humans demonstrate, and models of those capacities are computational.

1 am not challenging tbat there is an internal representational system, though clearly

from the embodied approach 10 content 1 am endorsing, it does not have the same

characteristics that Fodor takes it 10 have. Fodor argues that the internal

representational system is innate. What this entails is that -if a concept belongs to the

primitive basis from which complex mental representations are constructed, it must ipso

facto be unlearned- (Fodor 1998, pp.27, emphasis in original). Thus, we have an innate

primitive basis of concepts and some ability 10 combine them 10 form new concepts. A

particular mentaltepresentation is a tokening of sorne concept type. From the

alternative 1 have presented, what is innate is neural structures that cao carry only
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information that couId be generated by items in the extension of sorne concept." These

neural structures may or may not be associated with behaviours that can figure in an

intentional explanation such that they initiate the behavioun when activateci, in which

case a concept may or may not be innate. Similar to Fodort s view, the types of mental

representations are determined by the concepts a creature hase But since having a

concept on the embodied approach to content is quite different from Fodor's view, so is

having a representation. The internal representations just are a creature's concepts, and

a creature is ascribed a particular representation of something when an inteDtional

explanation of the creature's bebaviour includes the concept of that thing. Now since

concepts are dispositions to behave in ways that figure in intentional explanation, the

internal representational system of a creature just is its total disposition relevant to

intentional explanation.

One merit of the embodied approach to content is that the content of concepts is

unproblematically the content we use in psychological explanation. Certain neural

structures carry only information that could have been generated by the items in the

~ Fodor (1998, chapter 6, especial1y p.143) seems to sugest tbat perbaps only
neurological states are iDnate, as 1 bave argued. 1 bave bad the text too short a time ta assess Ibis
daim and its implications, but a few brief remaria are appropriate. FIl'St, if neurological states do
IlOt bave content, 1ben Fodor owes us an accouot of wbat it is ta bave a representation and a
concept, and my guess is chat he will bave considerable difficulty in avoiding die Idnd of account 1
bave developed. Funbermore, in 1be ÎDleres1S of giviDg an atomisûc aCCOUDt of content, Fodor is
suggesting tbat concept leamiDg is a kind of nora-intlJIctiv~-1ocking on- procedure, in wbich
neurological states Ft -Ioclœd- CO propenies in die world. If the procedure lnI1y is non-iDductive,
tben noDe of Fodor's arguments for wby the language of dIouIbt is dis1inct &om na1Urallanguage
bold. However, 1 suspect tbat wben die -Iockïng on- procedure is casbed out it will be an inductive
procedure, siDce tbere are indefinitely many features of the environment 0D10 web 'Ne couId
become -loclœd- . Dellenninina wbich feature is correct willlibly require a mode! of bypodlesis
formation and tes1ÎIII. My account of concepc 1eamiD&. (S.3) and (S.4). cao !Je seen as aD attempt
to cash out die -Ioclâng on- procedure.
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extension of our intuitive semantic types. It is not miraculous that they should do so

because creatures co-evolve with the items in those semantic types and their survival

depends on being able to reliably discriminate those items from items of another type.

Of course, it might be that some animal does not have the perceptual capacity to

distinguish items belonging to what we consider two distinct types-it bas a neural

structure that cao carry only information that could have been generated by items in the

extensions of both types but not either type individually. In this case, the animal bas a

more coarse-grained concept than we do. Furthermore, the error cases that lead to the

disjunction problem for Fador's theory of content pose no problem for ascribing the

content used in psychological explanations on the embodied approach. The reason is

that the embodied approach ta content rejects the naturalistic constraint, so ascriptions

of content are liœnsed by int~1Ilio1UJlexplanations of creatures' behaviours. But the

content appeaIed ta in intentional explanations just is the content of our intuitive

semantic types used in psychological explanation.

Because humans and animais cao bath have neural structures that cao carry only

information that could have been generated by items in the extension of sorne concept,

they can have the same concept, provided they cao associate some bebaviour that cao

figure in intentional explanation with the neural structure. But in one important respect,

internai representations as 1 have characterized them are different from our intuitive

semantic types. The difference is that there are no semantic associations between the

internai representations. The intemal representational system is not a semantic net; the

ooly representations that creatures caR have are of items they encounter, and only when
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they encounter them. Fodor might taJœ this 10 be a reduetio of my position, but 1 argue

in the next chapter tbat this structure is sufficient 10 explain the cognitive capacities of

animals and preverbal children. Furthermore, the embodied approach ta content is no

worse off than any theory currently available in not having a complete story of how wc

can think: of things tbat either ue not present or that we have never encountered.

Nonetheless, 1 think this approach offers some insights as 10 how 10 proceed 10 develop

an account of abstraet thought, which 1 present below (6.8). 1 tum DOW ta explaining

animal. and preverbal human behaviour using the embodied approach ta content.
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CHAPTER6

EMBODIED COGNITION: AN ALTERNATIVE TO MENTALESE

6.1 Introduction

1 DOW retum 10 the outstanding issue, raised in (4.8), of expIaining the cognitive

achievements of preverbal children and some animais without requiring that the internai

representational system possess anything corresponding to the logical connectives. From

the embodied apprœch ta content, 1 argue that it is possible ta explain animal behaviour

and early language acquisition in tenns of hypothesis formation and confirmation,

without requiring that the internal representational system possess anything

corresponding ta the conditional. 1 then consider how il could be that animais leun

concepts that we express by using a logical connective in natura! language, which 1

refer 10 as concepts having a Iogical fonn, without possessing anything corresponding

to the logical connectives. From this account it follows that natura! languages could be

more expressive than the internai. representational system; hence the language of

thought couid he a natural language and the internai representational system need not be

linguistic. 1 conclude by considering some merlts of my position over Fodor's view.

6.2 Animal Be1ulviour on the Model ofEmbodied Cognition

Recall the animal behaviour that must be explained: -AIl three of the processes

that we examined [earIier]--considered action, concept leaming, and perceptuaI

integration-are familiar schievements of infrahuman organisms and preverbal children.

... Computational models of such processes are the only ones we've got- (Fodor 1975,

p.S6). Specifically, we require an aœount of how it could he tbat animais form and
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confirm hypotheses in coosidered action, perceptual integratiOll, and concept leaming,

without requiring that anything in the internaI representational system correspond to the

conditional (or any of the other logical connectives).

Dennett presents a multiple drafts model of cognition, in which creatures

detennine severa! possible behaviours that might be appropriate in virtue of the

information a creature œœives (Dennett 1991, pp. 101-138). The possible behavioun

then compete amongst themselves for control of the actual bebaviour a creature

manifests. 1 Now while it does not matter for our purposes just how the internai

structure is organized, a deœntralized model of cognition does entail something along

the lines of a multiple drafts model. On the model of embodied cognition, the

information a creature discriminates partially determines the creature's behaviour. The

reason is that to discriminate information, sorne neural structure of the creature is

activated in virtue of covarying with things that generate that information, and the

activation of that neural structure initiates a behaviour. However, the behaviour that a

particular neural structure initiates need not be manifested. Creatures often obtain

different information from different senses, which can activate distinct neural

structures, thereby initiating distinct behaviours simultaneously. On the embodied

cognition model, the neural activity initiating distinct behaviours spreads by local

interactions until it becomes coordinated with respect to what other parts of the nervous

system are doing, from which a single behaviour emerges. The coordination of activity

1 Classifier systems are desiped widl exacdy düs structure (HoIJaDd 1975, Rolland 1992,
Rolland et. al. 1987).
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itself occurs at a locallevel, with no overall representation of the different behaviours

initiated. Like the multiple drafts madel, one behaviour emerges from multiple

competing possibilities. Il is important ta note that while the specific nature of the

mechanisms by which a behaviour emerges need not concem us, there are constraints

on the mechanisms. For example, the process is not a random selection from the

initiated behaviours. The emergent behaviour is detennined in some way as a function

of the past successes of the behaviours initiated; that is, in virtue of the reinforcement

the behaviours initiated have reœived.2 Furtherrnore, in instances of cognition, the

behaviours initiated cao figure in intentional explanation. Thus according to the

embodied approach to content, the behaviour that emerges is the one Most lilœly ta

satisfy the creature's desires, given its bellefs, which is the sense in which the creature

is rational.

In fact, information need not be received by different senses in orcier for severa!

behaviours ta be simultaneously initiated. For example, an animal viewed in dim light

might generate information that could have been generated by a fox or a doge A neural

structure that cao carry ooly information that could be generated by a dog, and a neural

structure that cao carry only information that could be generated by a fox might both be

activated,3 initiating a DOO behaviour and a FOX behaviour, from which the local

2 Behavioun tbat are reinforced dispose 1be creature ta produce tbose behaviours more
ofteo. Classïfiers systems fuDction in düs way.

3 Of course, it is possible chat dJe creature couId bave a neural SlrUeture tbat cao carry
information generated by a dog or a fox, wbich iniâates a bebaviour in such a situatiOD. The
embodied approach 10 consent does IlOt preelude such 51rUetures. It merely requires lbat in addition
there he a structure tbat caB carry only infonDation aenera1led by a dog aDd a strue1Ure tbat can
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neural processes interaet with each other ta detennine a single behaviour. A special case

of this might be when the information received initiates distinct behaviours that are

appropriate in the presence of the same stimulus. When a creature leams a concept it

does 50 by associating sorne behaviour with a neural structure that can carry only

information that could be generated by items in the extension of the concept. But

nothing precludes a creature that bas aIready learned a concept ftom associating another

behaviour with that neural structure, in the same way that the tint bebaviour was

associated with the neural structure (5.4).4 If the stimulus is a dOl, then the creature bas

two DOG behaviours, which are both initiated in the presence of dogs and compete to

he manifested. Thus, there are several different ways that, on the model of embodied

cognition, creatures determine possible behavioun in parallel.

Now from the embodied approach to content, each possible behaviour that a

creature initiates licenses the ascription of a hypothesis to the creature. However, the

form of these hypotheses is not hypothetical and 50 does not requite that the internaI

representational system plssess something corresponding to the conditional. Through

the activation of certain neural structures, the creature aetuolly initiQlt!S each of its

carry only information generated by fox, bath of whicb initiale bebaviours chat cao fipare in
intentional exp1aDations, if 1be creature bas Ibe concepts DOO and FOX radier Ibm SOlDe more
coarse-graiDed concept.

4 Or wbat amounts ta tbe sallie 1biDg, dlat a creature bas distinct neural structurel tbat cao
carry only information tbat could he Fnerated by items in die extension of some symbole A second
bebaviour cm he associated widl a second neural structure. So, the informatioD cm he c:onceived
as activa1ing a siDIIe œural structure dlat initialeS disâDct bebaviours, 01' iDitia1in& distiDct neural
structures tbat each iDitiate a SÏJIIIe bebaviour. Bow Ibis Fts worlœd out depends OD bow œural
structures get individuated, but DOCbiDg in my disnmion depeDds on bow the individualioll JOel.
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possible behaviours, and weœ it not for interactions between the neural aetivity

initiating each bebaviour, those behaviours wood be manifested. 'Ibus, what we ascribe

to a creature from the embodied approach ta content does not have a hypothetical form;

it is only a hypothesis because of the context in which it is ascribed.' To see this more

clearly we must consider the circumstances in which cœatures engage in considered

action, perceptual integration, and concept leaming, and determine the nature of the

hypotheses a.scribed in each case.

6.3 Considered Action

An animal engages in considered action just when there are distinct possible

behaviours that can figure in an intentional explanation, which the creature can manifest

in its cïrcumstan<:es. In arder for there ta be distinct possible behavioun it cao

rnanifest, it must be the case that distinct neural structures are activated that can initiate

distinct behaviours. However, on the model of embodied cognition, the activation of

neural structures aetIUJlly inilialU behaviours. The behavioun are possible and not

actual only in the sense that they might not be manifested, because other neural activity

might interact with the neural processes initiating one behaviour, such that a different

behaviour emerges. In considering what action to talœ, an animal tries ta determine

what behaviour is the Most appropriate in its circumstances-what behaviour will be

O105t strongly reinforced or least severely punished. Sïnce neural structures activated by

the circumstances actually initiale behaviours, on the embodied approach to content, an

5 Very often it is tbe CODtleXt of a represeldatÎon and DOt ilS form dlat maIœs it a hypotbesis.
Matbematical conjectures are S1ated as assertiODS, for example.

162



•

•

animal determîning wbat action to taJœ is not ascribed an intemal representatiOll of the

hypothetical fonn, -If1 do behaviour B, it will be Most appropriate in these

circumstances-. Rather, it is ascribed an internai representation of the assertive fonn,

"Doing B now is most appropriate-. The assertion serves as a hypothesis only because

in the CORtext it is ascribed, otber assertions about wbat behaviour is most appropriate

are also ascribed. Furthennore, the animal does not maIœ a comparative judgment

between behavioun. 1bat an animal initiates a behaviour in saDIe circumstanœ is its

expression that the behaviour is the most appropriate in those circumstances, for which

the hypothesis is ascribed. The aetual behaviour that emerges is deemed by the animal

to he the most appropriate in the circumstances, in virtue of that behaviour being

manifested. li How the environment responds to the behaviour manifested determines

whether the hypotbesis is confirmed or disconfirmed. Thus, on the embodied cognition

model, considerai action is a process of hypothesis formation and confirmation, in

which none of the hypotheses is a hypothetical statement. The internaI representational

system need not possess anything corresponding to the conditional. For example, a hare

might reœive information that could have been generated by a fox. Suppose that

appropriate behaviours for hares in the presence of foxes are to run or to lie still. Given

the information the hale reœives, both behaviours are possible. That is, early

processing of the information activates a neural structure' that could produce each of the

6 RecaIl (6.2) tbat wbat bebaviour emeraes is a fuDc1ion of die ext.ent 10 wbic:h die
behaviours iniâated bave been reinforced in die past.

7 Or structures; again dûs depeDds on bow 1be individuation of neural structures sues.
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behaviours, though, of course, ooIy one of them will actually emerge as the harets

behaviour. But neither behaviour is only hypothetically entertained, since bath are

initiated, and it is ooly the interVention of otber neural processing that prevents one of

the behaviours !rom being manifested. Sorne of the processing, if left uninterrupted will

resuIt in the hue running, other proœssing will result in the hale lYing still. From the

embodied approach to content the haIe is ascribed two hypotheses about what behaviour

to perform: "Running DOW is most appropriate" and "Lying still now is most

appropriate". Clearly, nothing in these hypotheses presupposes anything conesponding

ta the conditional.

Now it might be wondered how it is that from the embodied approach to content

a hypothesis that asserts sorne behaviour B is the Most appropriate in the circumstanœs

is ascribed, when B is not the behaviour manifested. This is a senous challenge from a

Fodorian perspective, because on the embodied approach ta content, an animal is ooly

entertaining a hypothesis if it can be ascribed the hypothesis. Content is typically

ascribed in virtue of the actual behaviour an animal manifests in its circumstances. But,

Many hypotheses must be ascribed in virtue of non-actual, possible behaviours.

However, a non-actual, possible behaviour is non-actual only in the sense tbat it is not

manifested. Because the activation of some neural structure tlCtlUÙly inilÏQles a

behaviour B, if a stimulus activates the neural structure, we cao ascribe the hypothesis,

"Doing B now is Most appropriate", to the animal, even if B is not manifested. If the

activation of that neural structure initiales more than one behaviour, we ascribe more

than one hypothesis to the animal. One way we might ~U that some stimulus generates
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information that aetivates a neural structure in an animal, which thereby initiales a

behaviour that is not manifested, is by presenting the animal with various stimuli in

controlled conditions, or simply observing the animal in naturaI conditions, and

determining what it responds to and how. Any response, B, a creature produœs 10 sorne

stimulus must be initiated by a neural structure that the stimulus activated. Hence, even

when the behaviour Bis not manifested in the presence of the stimulus, the neural

structure is activated nonetbeless, which initiales B.' Thus, we cm ascribe the assertion,

"Doing B now is most appropriate-, as a hypothesis, given the context of ascription,

that the animal. entertains in considering what action 10 taJœ. Furthermore, considered

action is a cognitive achievement of animaIs according 10 Fador, 50 there must be sorne

evidence that an animal is considering what action 10 take.' Thal evidence cao be used

to ascribe hypotheses to the animal asserting the appropriateness of behaviours that~

not manifested. If there is no evidence, there is no reason 10 acœpt that the animal is

considering what action ta take. Sînce it is possible to ascribe hypotheses asserting the

appropriateness of behaviours that are not manifested ta animais considering what

action ta taire, considered action is a process of hypothesis formation and confirmation,

on the embodied approach to content. The same reasoning shows that hypotheses

concerning behaviours that are not manifested cao be ascribed ta animais during

perceptual integration and concept leaming, and 10 preverbal humans in early language

• l'bere are worries about wbetber die animal is auendinl to 1be stimulus present, 50 tbis
sbould he bedged widl a œllerïs pan"bus clause; but surely Fodor wuuId DOt abject 10 die use ofa
ceteris paribus clause, especia1ly siDce it need IlOt he casbed out nalUralistically.

9 Fodor otJen 110 examples of coœidered action by animais.
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acquisition.

6.4 PeTCepnmllnl~gration

Recall the problem of perceptual integration is -that of choosing the best

hypothesis about the distal source of proximal stimulations· (Fodor 1975, p.SO).

Sensory mechanisms are sensitive ta physical propenies, though perœptual categories

are not captured by the vocabulary of physics. Thus, in perceptual integration

hypotheses must he formed about whal the source of pven information o. Before

giving an accounl of perceptual integfation on the mode! of embodied cognition, it is

important ta consieler in what circumstances this cognitive process is performed.

Curiously, Fodor offers no examples of the clrcumstances under which animals perform

the process of perceptual integration. Furthermore, Fodor concedes that -there is no

reason ta believe tbat organisms are usually conscious of the sensory analyses that they

impose- (Fodor 1975, p.48). Thus, it is not clear that our conscious deliberations about

what we experience are a very good model for animal perceptual integration. The tirst

problem is that -an indefinite number of perceptual analyses will, in principle, be

compatible with any given specification of a sensory input- (Fodor 1975, p.SO), but

animais with finite capacities cannot entertain aIl of these possibilities as hypotheses.

Something in the way animals are designed must consttain the possibilities, 50 that the

process of hypothesis formation and confinnation is one that animals can actually

perform. Now an animal cao only categorize a distal source of proximal stimulations as

being in the extension of a concept that il has, and we saw in (5 .3-S.S) tbat an animal

cannot have a concept unless il bas a neural structure that can carry only information
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that could be generated by items in the extension of tbat concept. Sïnce an animal bas

only finitely many neural structures, it can entertain oo1y finitely many hypotheses

about a distal source of proximal stimulations. The question remaining then is in what

circumstances must a creature entertain more than one hypotbesis; i.e. in what

circumstances is perception really hypothesis formation and confirmation'? An animal

can categorize a stimulus as being in the extension of sorne concept C, ooly if the

stimulus generates information that could bave been generated by items in the exœnsion

of C, thereby aetivating a neural structure that caR carry only information that could be

generated by items in the extension of C. So perceptual integIation occurs only in cases

where the information a creature reœives activates distinct neural structures; that is,

when the information a creature receives could bave been generated by an X or a Y,

thereby activating neural structures in the animal that can carry oo1y information tbat

could have been generated by an X or a Y. 10 For example, a hue might receive

information that could have been generated by a fox or a dog, posing it with a problem

of perceptual integration. Il Where there is no perceptual. ambiguity, only one hypothesis

is formed.

Recall that the discrimination of information, on the model of embodied

cognition, is essentially tied to the production of behaviour. When neural structures that

reliably causally covary with items in the extension of a concept C are activated, they

10 If a neural structure is aetivated chat can carry information about bath Xs and Ys, such
tbat the creature's behaviour is de1lermïœd by the more coane-paiDed discrimination of die
information, chen die creature is DOt enpged in percepcual inllegration.

11 Notice chat tbese are die very cases tbat pve tise to die disjuncti.on problem•
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initiate sorne (one or more) behavioural response(s). When an animal is in the position

of perceptual uncertainty, distinct neural structures tbat cao carry only informatiom that

could have been generated by an X or a Y are activated by the same information. So,

on the model of embodied cognition, the problem of perceptual integration is a problem

of how ta behave upon rcceiving underdetermined information. An animal's initial

response is 10 initiale behavioun appropriate 10 the presence of both an X and a Y ~

because distinct neural structures that can carry only information that could have bcen

generated by an X or a Y are octivaJed by reœiVÏDg the information. In detenniniDg a

behaviour, the animal maJœs a determination of the source of the information it

received. What an animal does with the information it n:œives determines what it 1akes

the source of tbat information ta be. Consider the example of a bare that reœives

information tbat could have been generated by a fox or a doge Suppose that an

appropriate behaviour for a hare in the presence of foxes is to ruo, whereas an

appropriate behaviour for a hare in the presence of dogs is 10 lie still. Given the

underdetennined information the hare reœives, both behaviours are possible. If the

interactions of neural structures result in the hare running, it talœs the source of

information 10 he a fox, lying still and it taIœs the source 10 be a doge

Now from the embodied approach ta content, an animal that initiales behaviours

appropriate ta the presence of an X and a Y is ascribed two hypotheses: -An X is

present-, and -a Y is present- .12 These hypotheses do oot have the hypothetical fonn,

12 Notice apiD chat dispositions detlermiœ die content of hypodIeses tbat are ascnDed tiD the
creature. Also recalI (S.4) lbat die D01Ïon of appaopriale bebaviour is cashrd out iD terms of how
the bebaviour figures iD iD1leDtional explanations, as Stalnaker and Denneu bave argued•
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"It is possible that an X (Y) is present-, because bebaviours appropriate to the presence

of an X and a Y are actua1ly initiated. As in the case of considered action, it is the

context in which the assertion •An X is present- is ascribed that malœs il a hypothesis.

Mutually exclusive assertions are ascribed conceming the source of the information, in

which context each assertion is a hypotbesis about the source. Again on this account,

the hypotheses formulated do not require that the internal representational system

possess anything correspollding to the conditional, since the hypotheses do not have a

hypothetical forme It could be the case, however, that a stimulus is in the extension of a

concept that we would express in a naturallanguage using a logical connective, such as

RED AND TRIANGULAR. In order ta correctIy categorize the stimulus, the animal

must behave in a way that licenses the ascription of a hypothesis that captures the

logica1 farm of the concept. Sïnce this entails having a concept with that logical form, 1

defer discussion of the issue until 1 present an account of how animaIs can have

concepts with a logical forme

6.5 Concept Leaming

In one respect the problem facing an animal in the concept leaming situation is

the same as the problem of perceptual integration. The animal must categorize a

stimulus based on what information the animal reœives from the stimulus, and hence

which of its neural structures are activated in the presence of the stimulus. The

difference in the situations is that in perceptual integIation a stimulus is categorized

according to concepts the animal almady has, wbereas in concept leaming it must
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determine a categorization for a stimulus. 13 Now sinœ the animal can ontYeategorize a

stimulus based on what information it receives from the stimulus, it must eategorize it

as a generator of certain information. A given stimulus can be categorized as a

generator of information that can be carried by a particular neural structure, for each

neural structure it activates. In a sense each such categorization is correct because the

stimulus does, in fact, activale severa! neural structures. However, on the model of

embodied cognition, having a concept entaits more than just having a neural structure

activated, in addition it requires being disposed ta reliably produce a behaviour that cao

figure in intentional explanation when, and only when14
, stimuli in the extension of that

concept are present. Now as we saw in (S.4), in a concept leaming situation an animal

associates a single behaviouru with all of the neural structures tbat are activated by a

stimulus. But when a behaviour is associated with several neural structures, the animal

13 Fodor does not always present concept Ieaming as determining a categorization. For
example, Fodor presents die foUowing as an instance of concept leamiDg. -S migbt he asked fO

sort stimulus cards infO piles, wbere the figures on die cards exhibit any combination of the
properties red and black widl square and circular, but wbere the only correct (e.g., rewarded)
sorting is tbe one wbich groups red circles widl black squares- (Fodor 1975, p.3S). In Ibis case,
however, since die subjeet is a IaDguage-user sile aIready bas the coacept RED CIRCLE OR
BLACK SQUARE, because sile cm express die concept widl ber verbal behaviour wben, and only
when, presenfed widl red circles or black squares. Thus, sile is merely learni.DI a œw bebaviour ta
express the concept aud DOt Ieaming die concept. Contrast Ibis situation to someoœ Ieaming die
concept of a madlematical GROUP, who inilially produces DO bebaviour wben, and onIy wben, sbe
is presenfed with a group and 50 is pnuinely leamin, 1be concept.

1~ Apin this daim needs ta he bedpd widl a CP clause, for tbe crealUte mipt DOt he
attending 10 dJe s1i.muIus and sa DOt produœ 1be behaviour. AIso dJ.e claim abat a creature produœs
the bebaviour only wœn a slimulus in 1be exteDlÏOD of che concept is present ÎB COIlIePplird ID
excIude only 1be oeber stimuli die creature mipt tUe ID he in che eZ1eDSion of die coaœpt it ÎB

leaming. Outside of 1bat comext die creaeure can produœ die bebaviour.

u Recall (5.4) tbat a bebaviour is a process 1bat ends widl a bodily moIÏon.
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cannot produce the behaviour when, and only when, stimuli in the extension of sorne

concept are present. It bas not discriminated the salient features of items in the

extension of the concept it is leaming, and so does not have the concept. Leaming

consists in breaking the associations between all neural structures and the behaviour,

except for the neural structure that an carry only information that could be generated

by items in the extension of the concept being leamed. Associations between neural

structures and the behaviour are broken by producing the behaviour when the neural

structure that can carry only information that could be generated by items in the

extension of the concept being leamed is not activated, and the behaviour is not

rewarded (or punished). 50 the hypotheses that must be ascribed to an animal in a

concept leaming situation are of the form, -B is an X behaviour-, where B is the

response behaviour and Xs are items that generate information that cao be carried by a

particuIar neural structure. Thus, the force of the hypothesis is that B is a behaviour

appropriate (because it will be rewarded) in the presence of items that generate

information that cao be carried by some particular neural structure. IfB is not rewarded

when initiated by sorne neural structure N, the association between B and N is brolœn;

the hypothesis -B is an X behaviour-, where Xs generate information that can be

carried by N is disconfirmed. l' When leaming is complete, only one neural structure

initiates B, the neural structure that an carry only information that could be generated

by items in the extension of the concept C being learned. Bis a C behaviour.

U5 Of course, disconfirma1ion migbt require several disconfirming ïns1anœs.
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It is important ta notice that the hypotheses ascribed are of the form, -B is an X

behaviour- , and not of the form, -00 B when, and only when, an X is present-. The

reason the latter cannot serve as a hypothesis is that it cannot be confinned or

disconfirmed, because it is an imperative. 17 What is intended by the imperative is that

doing B when an X is present, as opposed ta say a Y, will œsult in reward. This could

be captured by the assertion, -Doing B is appropriate when, and only when, an X is

present-, but this assertion bas the same force as -B is an X behaviour-. Now it might

be wondered how, on the embodied approach ta content, one of these assertions is

ascribed over the other. The short answer is that one is Qot ascribed over the other. The

hypotheses ascribed to animals need not be supposed ta have any internai. constituent

structure, 50 assertions that have different forms in English, but the same force, aIl

express the content of the hypothesis ascribed ta the animal. This point is crucial

because the hypotheses ascribed in concept leaming do have a hypothetical force.

However, li the hypotheses a.scribed need not have an internal constituent structure, the

internai representational system need not possess anything corresponding 10 the

conditional. 1 deal with this case and the problem of how animais can leam concepts

with a logical fonn in the next section.

One final lime, it is worth shoWÎDg why my account does not faIl prey to the

disjunction problem. The worry is that the animal seems ta end up with a categorization

that includes everything that cao generate certain information. It deems a behaviour B

11 For die same reuoD, in CODSidered action ID animal is ascribed a hypocbesis, -DoinI B
DOW is most appropriate-, and DOt an imperative -Do B DOW- •
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ta be appropriate in the presence of anything that cao generate that information. The

animal is wrong, however. B is ooly appropriate in the presence of things in the

extension of some concept C. This is essential in the animal coming to associate B with

only one neural StruCturelS in concept leaming. If B is associated with more than one

neural structure, the animal bas not leamed a concept. The things in the extension of

the concept ascribed ta the animal are all and only those things in whose presence B is

appropriate, because it is through reinforcement tbat B gets associated with just one

neural structure. But because the animal is wrong in deeming B to be appropriafe in the

presence of anything that can generate certain information, it maJœs systematic errars.

This is not a problem for the position, however, because animals do maJœ systematic

errors. The point is simply that an animal's way of deteeting items in the extensions of

its concepts does not determine those extensions. Furthermore, my position does Dot

entail that animals cannot produce a particular behaviour that is appropriate in the

presence of things in the extensions of different concepts; ooly that unless they cao.

produce some behaviour that is appropriate ta only items in the extension of one of the

concepts, they have a more coarse-grained concept than we do.

6.6 Leaming Conc~plSwith a Logical Foma

In the case of concept leaming, it is not a straightforward matter to dismiss the

possibility that the intemal representational system must possess something

corresponding to at least some of the logical connectives, because the concept being

II Or agaïn, many tbat carry amy 1be same informatiOD depeDding on bow die individuation
goes.
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leamed might bave a lopcal form. 19 Il is important to recognize, however, that the

hypotheses ascribed to creatures in concept leaming (or considered action or perceptua1

integration) need not have constituent structure.20 Thal is, a representation of the

concept RED AND TRIANGULAR need not be a representation of the concept RED

conjoined with the concept TRIANGULAR. The latter would require a representation

corresponding to conjunction, but the former would note An animalleams the concept

RED AND TRIANGULAR by confirming the hypothesis ·B is a red and triangular

behaviour"; Le. by leaming ta produœ some response wben, and only when, red

triangles are present. Now in order ta ascribe this hypothesis to the animal, the animal

must possess a neural structure tbat cao be activated by red triangles. Il is in virtue of

the activation of the entire neural structure, as a unit initiating sorne bebaviour, that the

hypothesis is ascribed; 50 the hypothesis itself cao have the form of a unit. The

hypothesis oRly seems ta have constituent structure because it is stated in English,

which does have constituent structure; it might more appropriately be expressed ·B is a

red-and-triangular behaviour·. To suppose it must have constituent structure is simply

to beg the question. The issue is whether or not the internai. representational system

must be linguistic.

19 Fodor aIso cites evidence dlat logically equivalent hypotbeses are DOt leamed at die same
rate, suggesting chat die fonn of die hypotbesis itself is essentïal ID Ieamins (Fodor 1975, pp.39
41). This does DOt count as evidence apiAst my posilion, bowever, because the evidence iDvoives
language-using humans as subjects. 1 am DOt denying dlat many CODcepCS are leamed by explicidy
forming hypotbeses sensilive ID 1000cal form ÎII NltII1al lanpalt aDd testiDg1bem. My point is
simply tbat animais do DOt Ieam concepcs dûs way.

2J Schïffer 1991, pp.183-184 considers a simiIar move.
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Now it might very weil be the case that the neural structure aetivated by Rd

triangler1 is just the mutual activation of a neural structure Ktivated by triangles and

one activated by red tbings. The neural structures that are aetivated by environmental

stimuli cu be combinations of other neural structures that also are activated by

environmental stimuli. In fact, the activation of different neural structures that

constitutes a combination of those structures into a new structure can even match the

way logical connectives are used to combine terms in naturallanguages. The connective

"and" an be used to combine -red- and -trïangular- 10 foon -red and triangular".

Similarly, the mutual activation of a neural structure Ktivated by triangles and a neural

structure activated by red things can constitute the activation of a neural structure

activated by red triangles. Nonetheless, nothing corresponding to the logical connective

conjunction need be ascribed to the animal. The hypothesis, -B is a red-and-triangular

behaviour" need not be ascribed in virtue of the animal having a representation for

conjunction; rather, it can he ascribed in virtue of the animal discriminating information

thraugh having neural structures activated in a way conesponding to conjunction. In

general, all that is required for an animal 10 leam a concept having a logical form is

that it can have neural structures activated in a way conesponding to that logical forme

The concept is leamed when that specific activation pattern of the relevant neural

structures and only that activation pattern initiates the response. In that case, the

hypotheses ascribed to an animal ~eed not have a constituent structure entailing the

21 1 am using "a neural structure aC1ivated by red triaJIIIes" as sbor1band for "a neural
structure tbat cao carry oaIy information dlat could he geœraled by red triaDIIes", aDd a simiJar
shortband tbrougbouL
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explicit representation of a logical connective, 50 the intemal representational system

need not possess anything corresponding to the logical connectives.

Notice that if an animal did leun the concept RED AND TRIANGULAR by

fonning a hypothesis that represented the conjonction, 50 that the internal

representational system possessed something corresponding to conjunction, then any

animal that could leam RED AND TRIANGULAR could leam the conjunetion ofany

of its concepts. The reason is that conjunction bas a systematic use. Suppose, for

example, that a wolf can leam the concept RED AND TRIANGULAR in that it can

produce some response when, and only when, red triangles are present. If the wolr 5

leaming this concept presupposes it bas something conesponding to conjuncti.on in its

internal representational system, then if it bas a concept of the Moon and a concept of

water, it can leam the concept MOON AND WATER, by conjoining its internai

representations of the Moon and of water using its internaI representation of

conjunction. That is, it could leam to produce a response when, and only when, the

moon and water are present. Now it is counterintuitive al best that a wolr s ability ta

produce a response in the presence of red triangles should enable it to produce a

response in the presence of the moon and water. Animal behaviour does not seem ta

exhibit this degree of systematicity. -A dog may be able to represent the fact that there

is no water in the dish and the lact that there are no people in the room but not be able

ta represent the lad that there are no people in the dish- (Kaye 1995, p.10S).22 Of

2Z Dennett pves aD example in wbich we wouId DOt want 10 claim tbat an .nilNll's tbouPts
were systematic. We can suppose lbat a pzeDe couId lbiDk lbat a lion wanIS 10 eat il, but do we
then have te suppose chat the pzeDe cu dûDk it wants 10 eat the lion (personal communication).
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course, animais do exhibit sorne systematic behaviour, whicb we would expect. An

animal that can maJœ some discriminations must be built in such a way that it can make

others. For example, an animal that can discriminate œd triangles and yellow circles

can surely leam 10 discriminate red circles.23 On the embodied approach 10 content that

1 have developed, systematicity cao oceur ta greater or lesser degrees in different

animais' behaviours, but need not be ubiquitous. The lack of systematicity in animal

behavioural responses suggests tbat concepts with logic::al form need not be represented

with a constituent structure tbat includes a representation of a logical connective.2A

To complete the argument that concept leaming does not require the internal

representational system 10 possess anything corresponding 10 the logical connectives, we

require descriptions of neural aeti~tioncorresponding 10 each of the logical

connectives. Animals that initiale a behaviour by activating neural structures according

to these descriptions cau leam concepts having a logical form, without requiring that

the internai representational system possess anything corresponding 10 the logical

connectives. As we have seen in the example of the red triangles, conjunction requires

that the mutual activation of neural. structures initiates the response, but the activation of

either neural structure independently does not. In addition, the individual neural

23 Fodor and Pylyshyn argue for Ibis ki.nd of systemalicity (Fodor and Pylyshyn 1988,
pAl).

2A It is compatible widl wbat 1 bave argued 1bat creatures couId possess an intemal
representation of a 1imi1ed coojuDction, suc:h as one tbat conjoins only 'property' concepcs. In such
cases however, die intemal represeDtational system dœs DOt contain somelbing correspoadina 10

conjunction in _tural Jan&uaF and 10 need JXJt !Je as eçressive as -turallaDpaae. But more
importantly, [ am DOt arpinc tbat tbere cannat be a laDpaae of dIouBbt disâDct froID any ..1Ural
language, only tbat 1IIere œed DOt he.
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structures must each initiale a behaviour inappropriate to items that aetivate the other

neural structure; the creature must be able ta discriminate the conjunets.

An activation pattern corresponding to disjunction is pven when the independent

activation of distinct neural structures initiates the same behavioural response.25 Recall

(5.4) that in the initialleaming phase a creature connects the bebavioural response to aIl

of the neural structures activated by the stimulus. In learning a disjunctive concept,

confirming evidenœ for one disjunct disconfirms the other, wheœas in leaming a

conjunctive concept, confirming evidence for the conjunction neœssarily confinns both

conjuncts, since the conjuncts are conjoined in the conjunction, and hence co-occur.

That is, disjuncts are reinforœd separately in leaming a disjunction, whereas conjuncts

are reinforced only when they co-occur in leaming a conjunction. "Ibus, we would

expect disjunctive concepts to be harder ta leam, as Fodor claims they are. -[H]uman

subjects typically have more trouble mastering disjunctive concepts than they do with

conjunctive or negative ones.... Animais, tao, typically find (what we talœ to be)

disjunctive concepts bard to master- (Fadar 1975, p.57, emphasis in original). In order

for the concept to be truly disjunctive, and not merely a more coarse-grained concept

than ours, the distinct neural structures must also initiate distinct behavioun, such that

the behaviour initiated by one neural structure is inappropriate in the presence of stimuli

that activate the other neural structure; that is, the animal must be able to discriminate

25 Wbe1ber dUs is inclusive or exclusive disjuDction depeDds on wbetber 1be respoase is
produced wbell bodl œural stt'Uetures are aetivafled.
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the disjuncts.26

An activation pattern corresponding ta negation is tbat the activation of any

neural structure not aetivated by stimuli in the extension of sorne concept C, initiates

the response. It is crucial to emphasize that the neural structures must ail initiate the

same response and that it must be appropriate ta the presence of items not in the

extension of the concept being negated. Since appropriateness is cashed out in terms of

intentionaI explanation, the response must be such that an explanation of the creature' s

behaviour in terms of its beliefs and desires includes the negation of the concept C.

This places a context on the ascription of hypotheses asserting that a behaviour is

appropriate in the presence of aIl and only those items not in the extension of concept

C, thereby avoiding pan-negationism-the phenomenon that virtually any behaviour

licenses the ascriptiOD of the negation of virtually any concept. That B is not a RED

behaviour does not entail that Bis a NOT-RED behaviour.

Activation patterns corresponding ta the conditional and biconditional can be

constructed out of the activation patterns corresponding ta conjunction, disjunction, and

negation by the basic logical equivalences. On this account, animais whose neural

structures cao be activated according ta these descriptions or any logically equivalent

215 The activation paaems for 00111 conjuDctïon and disjuDction must he such dJat die
creature bas concep15 of die iDdividual conjuncts and disjuncts in arder to he ascn"bed a concept
that we would express as conjunc1ive or disjunctive. This requires tbat die creature can produœ a
bebaviour-a process resWtÎIII in a bodiIy movemeDt--appropriate in die presence of itlems in 1be
extension of one of the conjuncts 01' disjunc1s but DOt the CJCber. Now sinœ die DOdon of
appropriateness is casbal in tenus of ÏDlIenDoaa1 expIanatiOD, die bodily movements produœd will
generally he different in orcier for die bebaviours cu1mjnating in tbose bodi1y movements to yield
distinct ÏDtenDona1 explaDatiODS. But die bodily movemeDlS aced DOt he differeDt provided the
context is enougb to JÏve iDtendonal explaDalioœ tbat dïscrimiDate die bebavioun.
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description can leam concepts with a logical form, whereas animals whose neural

structures cannot be 50 aetivated cannot.TI And sinee it is possible ta ascribe animals

concepts with a logical form, it is possible to ascribe them hypotheses of the fonn, •An

X is present" in perceptual integration, where Xs are expressed in naturallanguages by

using a logical connective, without requiring that the internal representational system

possess anything corresponding to the logical connectives.

Now notice that havina neural structures that cu be activated in a way

corresponding 10 one of the logical connectives does not entail having neural structures

that can he activated in a way corresponding ta any other of the logical connectives.

Nor does it follow that because sorne neural structures can be activated in a way

corresponding 10 a logical connective, that aIl of the neural structures an be

systematically activated in that way can. Moreover, neural activation alone is not

enough for possessing a concept, sinee the neural structure activated must initiate sorne

particular behavioural response. Even if neural structures cao be activated in ways

corresponding to the logical connectives, it does not follow that the animal can leam a

concept having any particular logical form, because it might not he the case that a

behaviour that can figure in an intentional explanation can he associated with just a

particular activation pattern of certain neural structures. An animal' s ability ta leam

-n If animais cm bave concepIS widl a lopcal form chat we describe usine die losical
quantifiers, tbere must he a description of neural activation coaespondiDg to 1be quandfiers.
Neural activation dlat wouId correspond 10 universal quantification couId he JÏven as a conjunction,
witbin SOlDe context. &isteD1ial quantification cao he IÏvcn in lIerms of UDiversal <p'antificalion and
negation. 1be complexity of 1bese activations .-aems SUIFS'S tbat animais rarely bave c:ooceptI
1bat wc descn"be usin&1be 1ogica1 quantifiers.
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concepts having a logical form nccd not be systematic.

The only case remaining is to show that an animal cao be ascribed a hypothesis

of the form, -B is an X behaviour-, without requiring that the internai representational

system possess anything corresponding to the conditional. The worry here is that the

hypothesis bas the same force as, -Doing B is appropriate when, and only when2l
, an X

is present-, which clearly bas a biconditional structure. The bypothesis is ascribed,

however, because of the internaI structure of the animal and Dot ils internai.

representations. When an animalleams a concept, it comes to associate a bebaviour

with one neural. structure. The behaviour is initiated when, and oo1y when, the neural

structure is activated. But the behaviour actually is initiated by the neural structure.

Thus, the animal need not represent ta itself that it would initiate the behaviour when,

and oo1y when, the neural structure is activated. It will, as a matter of tact, because of

the way it is built, initiate the behaviour when, and only when, the neural structure is

activated. We ucribe a hypothesis with a biconditional structure ta capture the internaI

structure, but in 50 doing we need not a5Cribe a representatiOD of the biconditional.29

On the model of embodied cognition, 1 have given an account of how animals

21 Again, die p:>int of saying "oo1y wben an X is present" is fO nde out only die alternatives
for the creature in die concept Ieaming situation. RecaIl (5.4) tbat in leami.ng a concept, a
behaviour is a5S0Ciated widl severa! neural structures, oll1y one of wbich carries onIy information
tbat cao he generated by Xs. 1'be hypldlesis tbat B is an X behaviour is simply die hypodlesis lbat
the behaviour is approprialle in the presence of just Xs as opposed to &Dy of 1be items lbat activate
the otber neural structures associa&ed widl B in the concept Ieaming situatioD. Of course, outside of
this context, B migbt he appopriate in the seille of being reinforced and beace fiBUrinl in
intentional explanations in many odler contex1S.

3 Note chat my position !Jere is just aDOCber way of staq the embodied cognition 1besïs.
The cognitive capaclties of an animal are detel'lDiDed by its CODSIÎlUtion•
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could perform the cognitive processes of coosiden:d action, perceptual integration, and

concept leaming qua processes of hypothesis formation and confirmation, without

requiring that they possess anything corresponding to the logical connectives in their

internaI representational systems. In particular, the internaI representational system need

oot possess anything corresponding ta the conditional, bec:ause sorne of the hypotheses

ascribed 10 animais by the embodied approach ta content do not have a hypothetical

form, and those tbat do bave a hypothetical fonn are ascribed in virtue of the possible

activation patterns of neural structures givën an animal's internal constitution, and 50 do

oot require a representation for the conditional. The reason that it seemed from our

earlier discussion (4.7) and (4.8) that these processes did require the internal

representational system to possess something corresponding ta the conditional is that we

were supposing that a process of hypothesis formation and confirmation required the

explicit representation of hypothetical options. This is the manner of hypothesis

formation and confirmation familiar to us from introspection, but as we have just seen

it is oot the ooly mode!. Since animais can engage in hypothesis formation and

confirmation without explicitly representing their hypothetical options as hypothetical,

or by embodying the hypothetical fonn, animals' competencies of considering actions,

integrating perceptions, and leaming concepts do not require that the internal

representational system possess anything corresponding to the conditional. Nonetheless,

animals represent their options in a given situation, evaluate those options, and choose

what they determine to be the most preferred option; i.e. they are rational.
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6. 7 Early LanglMlg~Acquisition

It remains to give an account of how children leam the fint words of a (fint)

naturallanguage witbout requiring that the intemal representational system possess

anything corresponding to the logical connectives. My argument bas two steps. Filst,

children' s learning their tirst words is a special case of concept leaming.30 second, in

leaming that producing a word is an appropriate response in the presence of items in the

extension of some concept, children learn truth rules (1.7). The tirst point to notice is

that the tint words of a fust naturallanguage are taught demonstratively. Parents point

te abjects in the environment and say a word. A child must produce a response

behaviour when, and only when, stimuli of a certain type are present, which is euctly

a concept learning situation. The ooly thing that distinguishes this case from any other

concept learning situation, is that the behavioural response is a word. Sa in leaming a

concept, the child leams that a word is appropriate behaviour when, and ooly when,

items in the extension of that concept are present. Now in leaming a concept the child

confirms a hypothesis of the fonn -S is an X behaviour- . In the case of leaming tirst

words, B is just a behaviour producing a word. For example, in learning the word

"dog" a child leams --dog- is a DOG behaviour-; that is, she leams that saying -dog-

is appropriate wben, and oo1y when, dogs are present. But saying -dog- in virtue of a

dog being present is just predicating DOG of that thing. 50 in leaming the concept

30 'Ibis claim is s1ipdy 100 S1rODg. A child migbt already plIs:ss the concept aud Ieam die
word as a new bebaviour appropriate in the presence of items in die exteœion of tbe conœpt.
Since the procedures involved are 1be saDIe, 1 treat early ward acquisiûon exclusively as concept
leaming in the teX! CO simptify tbe presentation.
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D<Xi with a verbal response, a child leams 10 predicale DOG of ail and OI11y dOIS.

That is, she leams "dOl" is truc of ail and only dogs, in just the sense that she will say

"dog" of sorne designated abject, say Rex, Ü and oo1y ü whatever is named by Rex is

in the extension of DOG. But this bas exactly the form of Fador's truth rules ,rp,l is true

if{x is G' (1.7). Now since leaming the first predieates of a (first) language is just a

special case of concept leaming, and concept leaming did not require that the intemal

representational system possess anything corresponding to the logical connectives,

neither does early language acquisition.

This completes my argument that on the model of embodied cognition and the

embodied approach 10 content, it is possible to account for animal and preverbal human

behaviour without requiring that the internaI representational system plssess anything

corresponding to the logical connectives. But as 1 argued in (4.6), if the internal system

need not possess anything corresponding te the logical connectives, there need not be an

intentional interpretation of the transformations between internal representations. As we

saw in (4.2), since it is compatible with Fodor's reasoning that the actual

transformations performed in thinking occur over terms in naturallanguages, the

internai representational system is the medium of thinking oo1y if the intentional

interpretation of transformations on terms of naturailanguages is derived from the

intentional interpretation of transformations of internai representations, abbreviated

using terms in naturallanguages. It foUows that the internai system need not be the

medium of thinking; naturallanguages caR serve as the Ianguage(s) of thought. Atso, if

the internai. representational system need not possess anything corresponding to the
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logical connectives, it need DOt be as expressive as naturallanguages, in which case the

conclusion of the anti-bootstrapping argument is false. But that conclusion is used in the

only argument Fodor offers for the produetivity and systematicity of the internal

representational system. Bence the internai system need not be productive or

systematic. Furthermore, sinee the systematicity exhibited in animal behaviour is

limited, and can be explained in terms of the internai structure of an animal, rather than

its internaI representatioos, we bave independent reason to conclude tbat the intemal

representational system need not be linguistic; there need not be a mentalese.

Ta conclude, 1 consider two pbenomena that Fador's position is unable to

explain, and sketch how one might maJœ progress in understanding these phenomena

from the embodied approach to content.

6.8 Abstraction

The account 1 have given of early language acquisition leaves us a good way off

from the capacities of competent Ianguage-users. For one thing, we do not use words

when, and only when, items in the extension of a concept expressed by a word are

present. In explaining how it could be that we divenify our use of words, 1 will suggest

how it might be that we could come to use words to represent things that are not present

or that we have never encountered, or that are abstracto Fint note, as 1 mentioned

above (6.6) that the claim that in concept leaming a behaviour is reliably produced

when, and only when, items in the extension of a concept are present is too strong. This

claim reCers to a controlled experimental situation. AnimaIs often manifest the same

behaviour in different clrcumstances. An that is required is that a behaviour which

lBS



•

•

•

licenses the ascriptiOll of a concept is reliably produced wben, and only wben, items in

the extension of the concept are present, in Q certQin conuxt. In the experimental

situation the context is well-defined because the stimuli are discreetly presented until the

behaviour is produced reliably when, and only when, items in the extension of the

concept C, being leamed, are presented. Outside of that context, a manifestation of the

behaviour in circumstanees other than when items in the extension of C are present does

not indieate that the concept is DOt mown. To bave a concept it must be possible to

discriminate items in its extension. But if a behaviour is manifested in the presence of

something sufficiently unre1ated-in the sense of the information it generates-to items

in the extension of C, then the manifestation of that behaviour is not an indication of an

inability 10 discriminate items in the extension of C, but a different use of the

behaviour; i.e., in virtue of the context in which the behaviour is manifested an

intentional. explanation of the behaviour would not include the concept C. The context

in a natural setting is less clear but still sufficiendy well-defined to distinguish cases of

an inability 10 discriminate items in the extension of sorne concept from different uses

of a hehaviour.

Now one of the interesting features of words is that they are both behavioural

responses and stimuli. 50 a word caR be reliably produced in the presence of items in

the extension of the concept it expresses'l, which detennïnes its meaning, and it caR

also he produced in response 10 other words. For example, -dOl- express the concept

31 Any behaviour dlat licenses die ascriptioD of a concept c:an be said ID express1be
concept, dlougb the termiDolOl)' is more ..1UnI wben die bebaviour is die production of 1 word.
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DOG because it is appropriate in the presence of all and only dogs.•Dog. is also an

appropriate behaviour in the presence of the word "leash", bowever. But sinee dOIS and

tokens of the word "leasb" bave few salient features in common, tbese uses of the word

"dog" are simply different uses. Note that when "dog" is used as a response ta ·leash",

the behaviour "dog" is initiated by a neural structure that can carry only information

that can he generated by "leash"cs and not leashes, that is, instances of the word, not

the straps one uses ta control a doge Just what words cao be used in response to other

wards depends on the concepts that the individual words express, the nature of the

world, and the grammar of the Ianguage.32 For example, "dOl· is appropriate when

"leash" is uttered because "dOl" expresses the concept 000, "leash" expresses the

concept LEASH, and in our world, dogs and leasbes go together. Similarly for any

other semantically associated items, such as fish and water, or tables and chairs. So, in

virtue of the fact that words are both behaviours and stimuli, and that a single

behaviour can have more than one use, we cao begin ta see how associations of words

expressing concepts allow us ta use words when items in the extension of the concept

expressed by a ward are not present, or have nevee been encountered. These words are

appropriate responses ta other words. Word associations aid in the construction of the

semantic net that characterizes our language. lbat is, semantic associations between

words provide structure for the rational explanation of human verbal behaviour. Of

course, given the main thrust of this dissertation, leaming 10 use the logical

32 1 don't mean 10 presuppose &DY particuJar JiD&uistie 1heory in tbis dissertatiOD. For
example, the embodied copiÔOD desip 1 bave preseDtl:d mipt require specifie elaborations tu
accommodate a UDiversai grammar • 1 leave dIese issues tIO the Iinpists.
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connectives, from which words can be c:ombined to express new concepts is also

integral in the construction of the semantic structure of naturallanguages. As the

semantic structure of naturallanguage is constructed, words fonction as the medium by

wmch new concepts are construeted out of old ODes. And since the internaI

representational system need Dot plssess anything corresponding ta the logical

connectives or have relations between the internai representations corresponding to

semantic associations, the semantic structure of naturallanguages that grounds rational

explanation need not be derived from the intemal representational system. So natural

languages cao be the medium of thought, necessarily 50 for abstraet thought. Recal1ing

Fodor's condition 3 on a theory of concepts (S.6), -Concepts are the constituents of

thoughts and, in indefinitely many cases, of one another- , we see that on my account

the condition is satisfied for Ianguage-users. Since the point of the condition is ta

account for the concepts that language-users express, 1 talœ this as sufficient ta satisfy

the condition.

From the embodied approach 10 content, leaming a naturallanguage might

facilitate abstraction in two senses. First, it rnight allow us to express increasingly

abstraet relations, by leaming words ta express the concepts expœssed by combinations

of other words.33 This leaming might al50 restructure the brain producing neural

structures that are sensitive ta information about more abstract properties, in virtue of

which we could leam more abstraet concepts directly. Second, from the embodied

l'This is Fodor's point ofusin& Janauaae as a nmemoDic device to resttiet die IeJlllh of
any formulae 'Ne entenain9 dlereby aUowinI us to lbiDt 1bouIbts 'Ne could IlOt odJerwiae dünk
(Fodor 1975, 1'1'.84-5).
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approach ta content, leaming a naturallanguage migbt aIlow us to represent things tbat

are not present or that we bave never encountered. Beause a word can be an

appropriate behaviour for another word, it an be produced even though notbing in the

extension of the concept expressed by the word is present. For eumple, -dog- cao be

produced in response to the word -leash-, even though no dOl is present. Seing able ta

represent things that are not present might maIœ it possible to muter the use of the

logical quantifien, which entails the ability 10 represent items DOt encounteœd,

hypothetical items etc••

Having a suggestion as to how we might give an account of abstraction is a

merit of my position over Fador' s. Fador bas difficulty with abstraction because bis

theory of content is causal. The theory is plausible for those things with which we can

he in a causal relation. But when it is not clear that wc cao be in a causal relation with

something, it is not clear that Fador bas mueh of a story. What follows is Fodor's full

account of abstraction.

What about Pr~icQleslhm Express Abstractions (like -Vinuous·)? AlI
predicates express properties and all properties are abstraet. The
semantics of the word -virtuous, _)t for example, is detennined by the
nomic relations between the property of being a cause of tolœns of the
word and the property ofbeing vïrtuous. Il isn't interestingly different
from the semantics of -horse- (Fador 1990, p.lll).

What is interestingly different about the semanties of the word -virtuous- from the

semantics of the word -horse- is that nomie relations between properties have some

,.. Notice tbat Fodor is talIân& about Ibe word in a œturallanpaae and DOt die symbol in
the language of tbouabL
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underlying mechanism. Rones genente information about their properties, which

creatures receive and an leun to discriminate. More abstraet entities do not of

themselves generate information. They are entailed in the information generated by

other things. There is no obvious reason why creatures that have evolved neural

structures !hat reliably causally covary wim items in Ibeir environment are also sensitive

ta abstract relations between those items, and without an argument 10 that effect, there

is no reason 10 suppose mey are. On my account we can begin to see how learning a

language might aUow us to discriminate these abstraet relations. Language-users are

sensitive 10 abstracl patterns, bec:ause they can articulate them through semantic

associations of words, and through successive itelations of combining words to express

new concepts and associating a single word with the combination.

6.9 How Can Thoughl Be TT&Ilh Pres~rving?

Fodor' s language of thought hypothesis offers an account of what constitutes

rational thought. One of the crucial features of rational thought is that true thoughts

generally result in other true thoughts. Without this feature thought could not be

rational, for if a creature adopts its best guess of what its best behaviour is in a pven

situation, but the expected outeome is in no way tied 10 what will be the case, nothing

in what the creature is entertaining is relevant in determining how it should behave.JS

Thus, an account of how thought can be truth preserving seems essential to

understanding what thought consists in. If thought is just transformations of tokens of

3j "Should- in the sense of wbat will be most S1ronpy reinforced, tbereby .1isfyiDa ilS
desires, ete..
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intemal representations, as Fodor claims, we want to know wbat makes tbose

transformations truth preserving. What maJœs it the case tbat constraints on certain of

our physical state changes are semanticaIly evaluable as tTUlh p1'U~rvi"g transformations

of internaI representations7 'Ibis problem is partîcularly difficult for Fodor because on

his view it is not the case that external factors confer intentionality on the intemal

system, since it would follow tbat the intentionality of the internaI system wouId be

derived from those factors, which Fodor explicitly denîes. But then, it is bard to see

how it could be the case that the operations of the internaI system reftect the worId.

Why should it be the case that the SYDtaetïc features of symbols in virtue of which they

reliably covary with items in the world, and hence get their content on Fodor's view,

are also such that the possible syntaetic transformations of tolœns of these symbols are

truth preserving7 Even if atomic symbols have semantic content because of tbeir

(causal) connections to the worId, it does not follow that syntaetic operations on these

symbols will yield semantic truths. The syntaetic operations themselves must somehow

relate ta the worId if the expressions they generate are ta represent the world.

It is worth recalling that Fador bas no independent argument that

transformations in the internal system of representations are truth preserving. FoUowing

his analogy between the language of thought and machine languages in computen,

Fodor's claim is simply that creatures are built in such a way that sorne of the physical

transformations that occur in their brains have a (naturalistic) semantic interpretation as

transformations of symbols constituting rational thought. -[C]omputers... just are

environments in which the causal IOle of a symbol token is made to parallel the
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inferential role of the proposition tbat it expresses.... 50 if the mind is a sort of

computer, we begin to see how you can bave a theory of mental processes... which

explains how there could regularly be nonarbitrary content relations among causally

related thoughts- (Fodor 1990, p.22-3, emphasis in original). But~ build computen

50 that their causal interactions have a semantic interpœtation, 50 if the analogy is to

work we need some analogous explanation of ollr design to explain the fortuitous

paraIlel between inferences and our neural state changes. Fodor offers no such

explanation.

On the embodied approach to content, concepts are leamed by associating

behaviours with neural structures, as Il resu/t o/illlerQCtÏons wilh the environmelll. A

behaviour is appropriate in the presence ofjust those items in the extension of the

concept C being leamed, because it is reinforced in the presence of those items, and

only those items, in leaming C. And beause the neural structure associated with the

behaviour cao carry only information that could be generated by items in the extension

of C, the activation of the neural structure generally results in an appropriate behaviour

in the circumstances a creature finds itself. Thus the computations a brain performs,

activated by environmental signals carrying information, initiate behavioun appropriate

to the circumstances. The mechanism by which a single behaviour emerges need not

concem us, but the emergent behaviour can he detennined as a function of the put

successes of the behavioun initiated. Thus a creature receives information from the

world, an objective commodity, which causes neural activation initiating appropriate

behaviours in the circumstanœs, from which, based on pœvious experienœ, the
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behaviour most likely ta lead ta the highest reward emerges. This computational

process bas an intel1tional interpretation as a discrimination of the circumstances, ftom

which possible behavioun are detennined and the bebaviour deemed most appropriate

is produced. The transformations are generally truth preserving because the associations

of neural structures sensitive ta environmental information with behaviours are

determined by the nature of the environment. What a creature talœs ta be an appropriate

behaviour generally is appropriate because of bow the environment detennines the

circumstances in which the behaviour is produced.

Because early language acquisition is a special case of concept leaming, in

leaming a concept by producing a word, and hence leaming a truth rule, children leam

what a predicate is true of. How words are semantically associated is then a function of

what concepts the words express and what associations exist in the wor/d between the

items in the extension of those concepts. It is truths about the world that detennine wbat

words are appropriate responses to other words. Furthennore, the logical connectives

by their very nature are truth functional, 50 if components represent truths about the

world, combinations of those components using the logical connectives also represent

truths about the world. Now with competent use of the connectives we cao explicidy

represent our behavioural options hypothetically, and if the representations aœ true then

any new representations that are produced as an appropriate œsponse ta our hypotheses

will generally be true. lust lilœ we build computers to bave a particular semantic

interpretation, in leaming language, we CODStruet ourselves ta have a semantic

interpretation. 50 from the embodied approach, wc can sce how it might be that thought
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is truth preserving transformations of tepresentations. Ifone holds tbat rational thoupt

requires the explicit representation of options as hypothetical in detennining an action,

then animaIs do not think rational1y; however, on the model 1 have presented we can

see the homogeneities between human thought and animal thought, and how natura!

language gives humans vastly superior representational capacities.
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