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Introduction 

A sente11ce x ia the lower predicate calcul us 1 is sa id 

to be defined in a set K of sentences in 1 if all the extralogical 

symbols of x occur in K. K is sa id to be com.Qlete if every 

se,1 tence x in 1 which is defined in K and which is consistent 

wit~ K, is deducible from K. Semantically, the completeness of a 

set K asst..Orts that any t·wo models of K sat.isfy the same "axioms" 

(sentences) which can be fo:r.mulated in 1 using only the 

extralogical sy,liuols tùat appear in K. ·rhù.s f:r...:.)lfi the fac L tnat 

tlle set K* of axioms for tite ·concept of an alge'oraically closed 

field of specified characteristic is com~lete, it follows that 

a sentence X in 1 which is satisfie~ by the field of complex 

nJ.moers is satisfieQ also l>y all fields of characterisLic zero. 

Again, tile complet cness of the "theory" of real cLJseu fielàs 

irnpli es tüat any sent~ace in 1 which i.s satisfieJ. by ti:le field 

of real aumbor~ can be deduced from the set KRof axioms for the 

concept of a real closed field. 

The CüHlpleteness of the theJries :.;f real closed fields 

ana or algebraically closed fields of s~ocified characteristic 

was first e,;taoli3nGd by A. Tarski (see Tarski[l] p.p. 54-55) 

as a corollary to the co.J.s l;ruction of a decision ,Procedure for 

real clos~d fields. Tars~1 makes use of a gene ralization of 

3 tllnn' s t.i1ëorem anci of a . .1 effective 11ie chod of eliniina ti on of 

quant.ifiers. îhe ~e re~ul t~ were obtained independently of a 

detailed procedure of elimination, by A. Ho~inson, using a 

modified no cLm of com.~:ùeteness, called "moàel-comple teness." 

Other L. tu res tiüg re sul ts on the com,tlleteness of algeoraic 

tüeories '"'sre also oütained (see Robins;.m [3] ). 
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driefly, we defl ;l.e q set K of se:-lte c, c-::;s in 1 to iJe 

madel-comple te if, for any madel h of K, anJ t ~o extensions 

of i''. w.Lic.n are rr:o dela of K s~_tisf,/ tt1e sa .. 1e ele e :t2.r,·,: 11 axiom:::" 

whicn c"ln üe forrr~u1 .:c.· ted in terms of t 'te rel~J.tio'1s, operatio ns 

::<.nd ele.te~~ts of l•i. (.any interestint; a_9plic<üions of the concP.pt 

of model -contl: l c teness to problems of a metamathetr.a tical and 

pu rely matheme.t:i. cal ( alcebraic) na Ltre :lave a lf:o be en :::;i ven by 

Robinson in a serien of recent puulicatlons. (See especially 

Robinson [3], [8] [9], r1o]). The purpo ;;e of t :J is t ~1esis is to 

asse~ble these r0sults. More specific~lly, we shall develop 

the c;e:1e r a l tt1eor./ of rnodel-compL. te(1ess in det~ül, 8.nd give 

examples of its ~~plicatlon to questi8~s of completenese of 

aleebraic theories on the one nand, and to ''concrete 11 alLebraic 

proble~s on t ne other. 

A central theme of t his paper is to est~blish the model­

comple tener3s of tfle ele.' entary theories of r eal c lo:::ed o::tnd 

al<::;e brai, :ally c loceO. fields. U si ~1:2 t ·1e !'L)è.el com_:,1le te~1ess of 

t tte t; lE-W r,'{ o f real clo ;~ eè. f .i. elds we S;1all pr:•se rl t a ccr1e ralized 

s olution of Ki l~crt's 17th problem- ''fhe Exp res sion of Definite 

Fo rms oy Squ;;.n~ s 1'- which ~·ms origin::>..LLJ solved oy E. ~\rtin . 

F!oreover, we s ~t81l strenc; t :leii Âr1in' s r e sul t; OJ _Droving tne 

existe ·Lc e of ut.rer bo ,1nas for tine num Jer of nquaree required and 

for t ~1e dec rees of tne SW!lrna lds i nvolved. 

It will Oe ÛW\m L.o~t tne concep t of rr.J del-COi~trlleteness is 

closely ~~:)n ·~ec ted ;.rj_ tt·. L re notions of "per.::is t en t" ::.J.r: d 'invarü~nt" 

predicatf;S i n t ~te lo'.-!Cr predi ~a te calcuLts 1. It t ncn follows 

t '1'Jt a ::::;e;:_eLüized vE-rsioü of rrndel-co;nple t eness , called 

n üa. ti ·"·e m-Jd e l-co :.rL: ten e ss , ca.n ,_,e S .cccessftllJy applied t o 

cert ~i n pr~olems of definaaility in 1. Furtne r conc r e te res~lts 

in field t heory are then obtai~ed . 
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All tne rssults of tnis ~aper wer·e obtained by Robinson 

usine a f rJn:,l l la {~uace L0 which do es not in e lude f 'mc c ion SJT~it :J ols. 

Si nee every Ll~tc ti on of n places rnay !Je rcc;':.rcled as n.n ntl-n.ry 

r el·lticm i t f.Jllo': ;s t· .-,t every f ·.nmala in l~J t~d inc· functLm 

syrnbols is "tra~''SL:.table" or "interpret::;.ble" in Lo. \'Je have 

in ~l11ded fu.nc tion S.frrtbols in our la:nc;u;:~. e 1 to f8.cili b .te the 

formaliz'J.tion of al~eor8.ic tïteoric~f; ?.nd tne proof of the "ext ~·mded 

c0rr.pleteness tneorem". Tnis theore., .-:J.::d i cs corollaTif~s which nre 

proved i n cilapter 3 ."l. re of f :mch.1n12n t·ü i rnpor ta1t:.::e in all S'.lbsequr:!r'l t 

CcJapte rs of Lw t8xt. 
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Chapter O. Mathematical preliminaries. 

(O.o) Let A be a set of objects and let ~ be a set of n-ary 

functions or operations (n = o,l,2, ••• ) such that the set of 

o-ary functions of~ is to be identified with A. We say that 

A is closed with respect to ~ if for any m-t ·1ple a, , ••• ~ of 

elements of A (mZ o) and any m-ary f unction û(~ , ... ~) in~ 
we h~ve G(a, , •.• 8.o.t) E A whenever each ai E- A, i = 1, 2, ••• m. 

(0.1) By a (mathema tical) system M we shall understand 

an ordered triple M = (A)~)~) where 

(1) A is a non-empty set of objects called the constants of M. 

(2) ~ is a set of n-ary functions or operations (n=o,l,2, ..• ) 

such that A is closed with res pect to ~. fhe set of n-ary 

functions where n2 1 may be empty. 

\3) ~ is a non-empty set of n-ary r elations (n = 1,2, ••• ) such 

that every relation R~6è is well defined on t he entire set 

A of cons ta ,1ts of M, that is, for every m-tuple a,, ••• aWA. 

of constants of M it is definite (although not necessarily 

decidable) whether or not R(a1 , ••• ~) holds in M. 

We shal l use the familiar notation ae-M, G(x, , ... x .. )~M 
R (-~,, ••• xl.ll)EM rathe r then the more c orrect notation a t: A}Gf:~, 
R~~ to indicate tha t certain constants, functions or relations 

be long to the sets A, ~, <Sl respecti vel.f of the s ystem M. 

(0.2J Two systems M = ( A;~,~)and M·'=(A~~~6{) are said to be 
isomorphiç ( in symbols M~ M') i f the re exist one-one mappings, 

A~ A', ~~~·and 6(- ~' s uch that 

(l)CE: ~~(;"t-~'only ifGand(j"are .2.QJ!h n-ary functi ons, for sorne 

n-z o. 

(2) RE~~ R'(:~~nly i f R and R' a r e both m-ary r elations :f)r sorne mZ-1. 

( 3) IfG'E ~~G'e- ~, whe r e Gand G'are both n- a ry f unctions , nz 1 

and ai.EA~ a~ e A' i=l,2, ••• n then G'(a, , .•• ao(.)~ G'(a~ , ••• a~). 
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(4) R(a,, .•• a-'t) holds in M if and only if R' (a~ ••• a .... ' )holds in 
1 

M'where Rand R' are any corresponding relati ons of M and M' 
respectively (m~ l) and at. e- A~ at E: A~i=l,2, ••• m. 

(0.3) Let M~,=(A, ,~.}~t)be a sys tem. A system M2 =(Az.J,_~(i~) 
is said 

A1
1 CA2., 

to be an extension of M1 

~: C. . ~-.z.. ~:~~,su ch. tha t: 
) 

(A~,~; {X:) is a system. 
J 

(l) M:= 
(2} M;~ M1 

if there exist subsets 

(3) LJ' / , , For any m-ary relation R'~V\, and for any m-tuple a, ••• a_ E-A, 

R' (a~ P••~) holds in~·, it; and only if it holds in M7... 

We shall employ the familiar notation Mt~M,_ to indicate 

that *2- is an extension of M1 • If, in addi tionJ A; is a proper 

subset of A~, thenML is called a proper extension of M1 and we 

write M1C ~- We also say that M1 is a sub-system (proper subsystem) 

of Mz... • 

Of special importance are those mathematical systems in 

which a relation of equality is det·ined. With this in mind we 
say that: 

(0.4) A system M is algebraic if it contains a binary relation 

~ called a relation of eguality in M such that, for arbitrary 

a,b,c, a,,a1-, ••• a"",b,, b~, .•• biA-, wehave: 

(l) a y a holds in M. 

(2) a T b holds in M only if b ~ a holds in M. 

(3) If a I b and b I c both hold in M then so does a = c. 

(4) If a, I b1 , ••• ~:!: b~ all hold in M then G'(a,, ••• al<. )y C(b,, ••• b;..c.) 

holds in M, !or every n-ary function(~M , n "!.à. 

(5) If a,~ b, , ••• ~Ib~ all hold in M then R(a, , ••• a~) holds in M 

only if R(b, , ••• b~ ) holds in M where Ris any n-ary 

rel a ti on of M, n 2 l . 

The relation ~ of an algebraic system M divides the set 

A of constants of M i nto equivalence amas s es A in the usual way 
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and these in turn, define an algebraic system M, homomorphie with 

M with the relation ~ replaced by the relation = of ordinary 

mathematical equality. When dis cussing a concrete algebraic 

system such as a group, field, or (totally) ordered set, we shall 

refer to * rather then M and thus replace the relation ~ by -. 

By the cardinali ty of fvl we shall unde r s tand the cardinal number 

of the set A of constants of M. 

(0. 5) We define a Boolean Algebra to be an algebraic system 

B = (A,U1 n,-f) where v, n are binary operations of B, * is a unary 

operation of B, satisfying the postulates: 

(l) a v b = b v a 

(2) (avb)vc = av __ (bvc) 

( 3) an b = (a* v b* )~ 

(4) aVb =a if and only if avb* =cv c* 

for arbitrary as b,c ê A • 

.Let B = (A, v , n , *') be a Boolean algebra. 

(0.6) A non empty subset J of A is called an ideal in B if the 

conditions: 

( l) a E- J and b E: J only if a n b ~ J. 

(2) aE-J onl y if a vb~J. 

are satisfied for ar bi trary a-béA.... An ideal J in B is 

maximal if J f:. A and if the only ideal in B of which J is a 

proper subset, is A itself. 

(0.7) We s hall r equire the f ollowing result s which are proved 

in sorne detail in Rooinson [1 J : 
(a) Every ideal J ~ A is included in a m~ximal ideal Jo. (This 

follows by a direc t applica t ion of Zorn's lemma.) 

(b) A maxima l i deal Jo in B is characte rized by t he fact tha t for 

any a C::A precisely one of the two elements a and a* belongs 

to Jo. 

It follows tha t: 

( c) If Jo is a maxi mal i deal of B then a v b E- Jo if and only if 
e i the r a f-Jo orb ~Jo (or ba th). 
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Chapter 1 The Propositional Calculus Q 

The propositi ~nal calculus C to which we refer below is t hat of 

Whitehead and Russel ( in Principia Mathematica) as modified by 

Bernays. Its properties are discussed fully in Hil bert and Ackerman 

(1]; also in Robinson [11 wbere. a detailed_ p,roof~of tb.e.extended 

completeness theorem is developed. We shall outline this proof below. 

Following Robinson [ ll we admit a s et P - {p, q, r,. ·1 of 

pr,opositional variables of arbitrary transfinite cardinal number. 

It is assumed that the reader is familiar with the concepts of 

(well-formed) formula, theorem, truth function, tautology, disjuctive 

(conjunctive) normal form, and with the deductive properties of C. 

ll.o) The connectives V and ~ are regarded as primary and denote 

disjunction and negation respectively. The connec tives~, AJ :, denote 

implication, conjunction, and equivalence respectively; and are to 

be regarded as abbreviati ons. Thus: 
<P~9)= -vpvq j (p"q)= ·""'("'"'Pv""'9) j Cr=~)= (p==>~)l\(q=>p) . 

In what follows K shall denote an arbitrary subset (possibly 

empty) of t he s e t .r of a ll f ormulae of G, and ~ s hall denote t he set 

of all proposi tional variables which app,ear ~~ , s ome of t ne fo rmulae 

c t ) K. 

(1.1) A trU'bh function f(p), peR which assigns truth values 

·: 1 to the elements of R , t h a t i s J which maps R in to the two element 

s e t V = { 0, 1} is called a valuation of R • 

( 1 .2) The induc t i ve defini t ions : 

(l) f'( ·"'-'X) = 0 if f(X) = 1 

(2) f(""X) = l if f(X) = 0 

(3) f(XvY) • 0 i f f~ X) = 0 and f(Y) = 0 

(4) f(XVY)• 1 , othe rwise 1 

extend the domain of f to F~ whe re F~ is the se t of all formulae 

generated by (that i s,conta ining only) variable s of RK. 

(1.3) A valuat ion f of RK is said to be admissible (fo r given K) 
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if the extension (1.2) yields f(X) =l for all X in K 

(1.4) A formyla X is said to be deducible from K if there 

exist formulae X. , ••• x~el(kzo such that the formula 

ï = ((X, A ••• AX~) :> X) is provable in ( is a theo rem of) C. 

We stipulate that Y = X for k = o. 

The following properties follow readily for arbitrary 

formulae X and Y: 

(1.5) (a) If X belongs to K then X is deducible from K. 

(b) X and Y are both deducible from K if and only if 

(X A Y) is deduci ble from K. 
(c) If X is deducible from K then so is (X VY). 

(1.6) A set K is said to be cont r adictory if every formula 

is deducible from K. An equivalent condition is that for 

sorne formula X the formula (X f\ ,._X) is ded wi ble from K. 

Otherwise, K is consistent. We have: 

(1. 7) The set K u{x,, ... x~.~.J is contradictory if and only if 

the formula "'-' (X,A ••• A~ ) is deducible from K. In particular 

for X,= X, it follows that the formula~x is deducible from K 

if and only if the set K ~ {xj is contradictory. 

We define a relation X~Y in F by the condition that 
lX ; Y) be provable in C. We then have: 

. -
(1.8) The relation~ is an equivalence in F. Moreover, the 

relation~ is substitutive with respect to the ppplication of the 

connec tives """"and V. That is, if X~X'and Y~ Y' then""'X ~"""X' 

and (XVY) ~ (X'vYt·). We are now in a position to prove the 

"extended completeness theorem of C". 

(1.9) Theorem. If a set K of formulae in C is consistent then 

there exists an admissible valuation for the variables RK of K. 

Proof: Let FR. be the se t of formulae generated by the variables 

RK , and l e t A be the set of equivalence classes of F~ modulo 

the relation~ • On A we introduce the operations v~ f\, • by the 

definitions: 
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av o = c if X Y Y ~ Z 

~=b if ""'A~ Y 

an b = c if X A Y ~ Z. 

for sorne (and hence for all) formulae X E: a, Y E: b, Z E: c. 

That these operations do indeed yield unique results follows 

from (1.8). It is also easily verified that the Sffstem 

1:3 • tA;vJI,-.t) is a 13oolean algebra. 

By properties (b) and (c) of (1.5) it follows that those 

constants of B (equivalence classes of FR ) that contain formulae 

of FR which are deducible from K constitute an ideal JK' of B • 

.Now JK =f=_ A, as K is consistent, by assumption. Renee by (0.7 . ) 

-(a)1 JK is contained in a maximal ideal Jo •. Now Jo consists 

li'kewise of equivalence classes of F( • Let Ko be the set 

theoretical union of all formulae which belong to these classes. 

Then, by property (a) of (1.5)
1

we have K c Ko. We now assign 

the truth value l to all propositional variables which appear in 

Ko. It can be shown (by mathematical induction on the length 

of X, using properties (b) and (cJ of (0.7) for Jo) that this 

valuation yields the truth value 1 for all X in Ko and the 

truth value 0 for all remaining formulae of F • As K C Ko, we 

have an admissible valuation for the variablesR~ of K)as 

required. 

We mention at this point that (1.9) in conjunction with 

tl.7) implies that eve ry tautology in C is provable, that is 

C is comple te in Godel's sense. Since the axioms and rules of 

inference of C are chosen with the result that every theorem 

of C is a tautology, we have an effective method for determin~ng 

the theorems (tautologi es) of C. 
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Chapter 2. The language L (Lower predicate calculus wi th functors) 

(2.0) Our abject language L is constructed as follows: 

Atomic Symbo:j.s: 

(a) Individual variables x,y,z ••• constituting a countable set. 

(b) Relation symbols of n places n~l,2, ••• 

These coneist of Roman Capitals followed by round brackets 

in which n empty argument places are indica t <:~ d by means of 

commas. Thus R ( , , ) is a ternary rela tion symbol. The 

nurnber of relation symbols available for each n is supposed 

to be transfinite. 

(c) Functors(function or operation symbols)of n places: n-0,1, ••• 

These shall be denoted by Greek letters G, rr., cp ••• followed by 

round brackets as in (b). Functors of 0 places are called 

indi vi dual constatlts. These cons ti tu te a set of ar bi trary 

transfinite cardinal number. 

(d) Propositional Connectives:"-',VJ:::>)A,:: 

These are inturpreted in accordance wibh (1.0). 

(e) Quantifi e ra: ( ) ; (E) 

These denote the universal and existential quantifiera 

respectively. 

The expr~ssion (x) is to be read ~For all x" 

while {Ex) is to be r ead "There exists an x" 

(f) Square brackets: 

These are to be used for grouping the parts of a formula 

in the usllal way. They shall often be omitted whenever 

no ambiguity results. 

We shall refer to relation sympols and func tors as the 

extralogical-symbols of L. 

We def j.ne a set ''6' of terms of 1 inductively a s follows:-

(2.1) (1) An i ndividual variable is a t e rm. 

(11) An individual constant is a term. 

(:}.ll) If t•r·t~ are t e rms and G is a functor of n places 
n=l, 2, •••• then G< t 1/ .. t,..) is a term. 
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A term in which no individual variables appear ts called a 

constant. Constants will be denoted by small Roman letters 

--a, b, c, ..•• 

(2.2) A relation symbol whose places have been filled by terms is 

called an âtomic formula. Thus, if Ris a binary relationJ Gis a 

binary functor, "tisa unary functor, then R (G(t(x),a),c) is an 

atomic formula. 

We define a set of 

as follows: 

(well-formed) formulae of L inductively 

(2.3) (a) (Bracketed) Atomic formulae are formulae. 

(b) If X and Y are formulae then sa are .-X and XV Y, provided 

that X and Y do not contain identical variables of which 

only one is quantified. 

(c) If X is a formula then {y) X and (Ey) X are formulae 

provided X does not already contain the variable y in 

a quantifier. 

Thus the expression (Ez.) R(l(t2 >) V Q(Gtx,'dJ J Q..) is a formula. 

(2.4)Let {y) X and (Ey)X be formulae. 

Whenever the variable y appears in X it is said to be within the 

scope of the quantifier ( ) or (E). 

A variable y which occurs in a formula X is said ta be free 

in X, if it iB not within the scope of any quantif i er. 

A formul~X which con tains the n free variables y1rY14 (n :z o) 

and no ether free variables will be called a predicate of arder n 
or briefly an n-ary predicate. It will be denoted by X (y11 ••• Yw..). 
Predicates of arder zero are called sentences. If X {y y ) is 

a given predicate of arder n? o then X ( t,r,t.J shall denote the 
formula obtained by substituting the terms t,, •• t ..... for the 

J 

variables. y,,. .. Y.._ respecti vely at all occurrences of y,_..,y.._ in X. 

In particular X( a 1 ... a""' ) shall denote the sen tence obtained 
1 

by substi tu ting the constants a ..... a""for y, ••• y~ as above. We cibserve 
' J 

that X(a.,. .. a,.J may contain other constants as well. Thus we shall 

also make use of the nota ti on X (a, ••• a"'" ) to indica te simply tha t 
' 
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the consta11ts a 1 , ••• a
14 

ap:;lear in tne formula X. Then X(Yj , .•• y..,._) shall 

indicate t."e rredicate ootained by replacing a 1 , ••• a 14 oy y1 , ••• y ..... 

respectively. 

We shall assume that the reader is familiar with the general 

deductive theory of tae lower predicate calculus. Most of the results 

to follow shall be stated without proof. Following Robinson [1] and 2 

we choose axioms and primitive rules of inferenc e which prove to be 

most basic in the gener a l theory. They also suffice to estaolish all 

the "required" semantic properties of 1. 

Je define a subset T of the set S of sentences of 1 which we 

ca.Ll the tneorems or provable sentences of 1 inductively as follows: 

(2. 5) (a) Any sentence f(X, ••• ~) which is o btained fr ,)m a tautology 

( theorem) f(p
1 

, ••• piA) of the proposi tional calculus C by substi tu ting 

ar bi trary sentences X1 , ••• ~{14.. for the p ropo::Ji L. ional variabl es p1 , ••• p1A 

of C res ·pectively (and oy inserting souare brackets) is a theorem of 

1. 

(b) If t,.;o .s2 .tc!lCE2- .J f the form X and X?Y are theorems then 

Y is also a theorem. 

( c) Any sen t ence of the form rr x) F(x~:) F( a) or of the form 

F(a) :>~Ex) F(x)j i s a theorern \'mere F(x) is a IJred i c o te of arder one 

and a is any constant of 1. 

(d) A sentence is a theorem if it is obtained from a theorem 

by substituting one variable for a~other provided the result is a 

formula in the sense of (2. ) ). 
(e) If a sen t enc e of the fo rm X.JF(a) is 2. theorem 'i'rhere F is 

a unary 9 redi cqte and a is an individual constant which does not occur 

in the s en t ence X or in the predicate F t hen s o i s tne sentence 

x~Ky) F(yD provided tha t i t is a formula. 

( f ) If t t. e s entrm ce F(a)'.:)X is a theorem where F and a Rre 

defined as in ( e) th en so i s the sen t ence [Ct:y) F (y ~::>X P:r.ovided tha t 

it is a formula. 



-10-

(g ) If Qx
1

) ••• (x~)F(x1/ .. x,.ol, l(>(x1 , ••• )Cj_]::) X is a t heorem 

where F is an m ~ l-a r y p r edica te; ~is a functor of rn pl aces , and 

X i s any sentence in which fdoes not a_ppear t hen t h. s en tence 

f(x,) ••• (x11...)(Ez) F (x, ••• ~zÙ:)X is a t heorem provided t ha t i t 
~ ) } 

is a formula. 

We obse r ve t hat by virtue of (a) and ( b ) of (2 . 5) all r ul es 

of i nfer ence which are val id in t he pr oposit ional cal cul us C are 

likewi.se valid in L pr ovided t i'1a t T·!e re_süace "fo r wul ae in C" by 

"sentences in 1." Thus \ve may in t r oduce t _le cor.cep t s of deduc ibili t y , 

consi s t e ncy etc. in 1 in accordance wi th (1.4) and ( l . 6 ). 

We no te tha t eve r y t heorem of 1 i s deduc i ole from an 

ar ~itrary se t K of sent euces whi le a s ent e nce X is deduc i ble f r om 

the emp ty set of sente 1ces if and only if X is prova b.i.e. 

In addi tion to propert ies (a), (b), (c) of (1. 5) t he 

followi ng can be derived: 

( 2.6) (a) Let K, K be sets 

X i s deduci ~le from K U K if 

Y1 ••• Y"" (n7o) such that t he 
) 

of s en tences in L. Then the sentence 

a nd only if t he re exi s t sen t ences 

s en t ence [Y', f\ •• :_A Y~ X is deduci ble 

from K a l one. (It i s possi ole t ha t n = o if K is empty or if X is 

deducible from K a lone). 

(b) If t he sent ences X and X::>Y are both deduci ol e f rom a 

s e t K t hen so i s Y. 

(c) If a sen t ence (x1 ) ••• ( x~.~.)F(x 1 ••• ~), whe re Fis a 
) 

predic2.t e of order n '"71 i s deduci ùl e from a Ee t K t hen s o is t he 

seüt ence F (a1 , ••• a~~,) for a r bi t rary cons t a;tts a,, ••• av._ . 

(d) I f a sent ence of t he fo r m F ( a , ••• a~) is ded ~ciol e f r om 

a se t K where F 

(Ex, ) ••• ( Ex~) F 

( e) If 

i s a pr edi ca te of a r der n 2 l t hen s o is t he sentence 

( x 1 ••• x\( ) • 
1 

t he s en t ence F( a , , ••• ~) i s dedlw i ble from K where F 

is a predicate of order n:Z.l and a \ , ••• av..are i ndividual cons t aat s 

which do not appea r i n the s entences of K or i n the predi cate F then 

sois the sentence (xJ ••• ( x~) F (x1 , ••• x"'). 
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( f) If the sen t ence X) F( a
1

, ••• av) is deducible from K 1-J"here 

F is a predicate of arder n '? l and a 1 , ••• aiA..are i ndi vidual constants 

which do not a ppear in X or in the sen tences of K or in t he predica te 

F then so is the sentence X:> Gx, ) ... (xv..)F(x,
1 
••• :xu_)]' 

{g) If the sen t ence F( a, , ••• ~)'::)X, wher e F and a, , ••• a~ are defined 

as in (f), is deducible from K then so is the sent ence 

rrEx1 ) ••• (Ex~-'-) F {x 1 , ••• x~.t.] ':::>X. 

Aeain, in addition to (1.7), we have: 

(2.7) A set K of se~ tences is contradic tory if and only if sorne 

(finite) subset of K is con tradic t ory, or equivalen tly , a set K 

is cons is tent if and only if every (finite) subset of K is consistent. 

Let K be an arbitrary set (possibly empty) of formulae. 

(2.8) A formula Q is said to be defined in K if all the extralogical 

symbols tha t occur in Q also occur in (sorne of t he formulae of) K. 

Q is s aid to be partially-defined i n K i f al l relation symbols 

and functors of n2.1 places tha t occur in Q also occur in K. (\4e 

note that Q may still contain ~anstaats which do not appear in K.) 

(2.9) Two predic-:Ltes Q1and Q.ll.of arder mzo a re said to be K­
e,quivaleüt if the sent enc e (x, ) ••• (x.....) (9 1 (x, , ••• x • .J ;; Qa...(x1 , ••• x...,)] 

is deducible from K. I n par ticula r, tw;o sentences X n.•ld Y are 

K-equivalent if the sentence x ~ Y is ded uciJle from K. 

We shall require the following result: 

( 2 .10) If two predicates Q and Q* a re K-eq~ivalent then the s en t ence 

( q 1 ) ( qJ. ) • • • ( q\.\ ) Q ( Xv •• • ~ ) ( q, ) ( qJ • • • ( qJ Q* (x, ' ••• x"' ) 

is deduci ble from K whe re n is the arder of Q a nd q
1 
,q~, ••• q~ 

is a Ly sequence of guant ifiers such t hat q· contains the vari able 
(., 

x.- , i = 1 , 2 , ••• n. 
\.. 

Proof : Le t a 1 , ••• a~be a ny individual constants which do not occur 

in eithe r Q or Q* or in K. Then by (2.6)-(c), (1.5)-(b) and our 

h;{pothesi s t he se :ltcnce Q( a 1 , •• ·~) :>Q*(a1 , ••• a~) i s deducible 

from K. Su9pose first that (q"'-) = (~) t hen by ( 2 .6) -(e) the 

sen tence ( x;.J (9 ( a , • • • a"'_ 1 1X~o~.) "J Q* ( a " ••• a ".' , x"" Ù 
is deducible f r om K and hence so is t he sentence 

[~) Q (a1 , ••• a,.., ,x(,\.))'") [xv.) Q* ( a 1, ••• a,..11 x...._)J 



-l2-

by- the rules of deduction of the lov1er predicate calculus. Using 

(2.6)-(d) a similar argument yields the deducibility of the s enten~e 

[CEJCwL) Q( a 1 , ••• a14~ 1 , x"' 1} "J I[ExiA) Q* ( a 1 , ••• a~~.. 1 , ~ D from K. Th us in any 

case, the sen tence G q"") Q( a1 , ••• a14._1 , ~)] :::>~ q,_,_) Q* ( a 1 , • • • ~-• , ~TI 
is deducible from K. It follows by a s 1mple induction areument tha t 

the sentence~q,) ••• (q~~t)Q(x, , ••• x,,.)J:>~q 1 ) ••• (~)Q*(x1 , ••• x""U is 
deducible from K. The conclusion of (2.10) now follows from the 

hypothesis by interchanging Q and Q* in the above and by using (1.5)-(b). 

(2.ll) Two predü;ates (sentences) Y1 and YOI.. are said to be equivalent 

if they are p - equivalent where p denot e s the empty set. (Ve note 

that if two predicates Y1 and Y~are equivalent then they are K-equivalent 

for any set -~· We wri te Y1~ Y~. 
(2.12) It is known that the relation of equivalence may be rega rded 

as an "equality" on the set of predicates of L in so far as it is 

substitutivS with respect to the propositional con~ectives and 

quanti fiers of L ( regarded as o 1:era tors). 

In fact let X be a predicate whic ~ contains the predicate R 

of arder nzo at least once. Let us indi ca te the depende:'ce of X on 

R by writing X= X(R). We shall denote by Z(J)the resQlt of 

substituting in X for R the predicate Y of arder nj and the following 

"rule of replacement" is valid in 1: 
If Y1 and Y~are equivalent predica tes of arder n then for any 

predicate X = X(R) in L where R is a predicate of arder n (as above) 

we Have X (Y1 )~ X(YJ. 

We note that if R occurs more than once in X tnen the 

replacement of R by Y and Y need not t ake place everywhere provided 

only that it is carried out at the same places of X for bath Y and Y • 

(2.13) By a syntactical transform T we shall understand a correspondence 

which associa tes wi th each ele:rten t X of a certain class of predica tes 

another predicate x'= T(X) by a definite or effective formal rule. 

We define a syntactical transform N on the set of all 

predicates of L, inductively, as follows: 
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N(X) -~x if X is atomic 

N(-XJ = .X 
N{XVY) = .N(X)A \Y) ; N{XAY) = N(X)VN(Y). 

N {KEz)x]) = (z)N(X) 

N ( ~z)XJ)= ~Ez)N(X) 
Thus u(X) is the predicaGe obtained from X (where X contains 

only the connectives V ,A,-) by interchanging the connectives V 

and A , then interchanging universal and existential qua.~tifiers, 

a,~d finally replacing all atomic formulae in f... by their negations. 

we shall call NlXJ the negation of A. In fact, the following 

result is well Known; 

\2.14) ..l:'·or every predicate A. we have N(X)*XJ 

A predicate X in ~ is said to be in prenex normal form if it 

is of the fsrm .i.. • (qJ • •. \q,J [.Z]where nz. o, the qa are quantifiera 

with respect to different variables, ~ is a predicate that is 

free of quantifi era, and the scope of each quantifie~ is the 

en tire part of the formula which follows i t. J . .:hus, the sentence 

~ l!;y) {x)~( x) V Q(y l] is in prenex normal f orm, w~ii le the ~3Gtt tence 

(Ey) [x)E'(x]v Q(y}l is not. 

the quantifiera qj, j = l, 2, ••• n s.re said to fa1rm the J2Lefix 

of X while t ite frJn,iU.~. 8. Z ü :: C8.lled t "l te nntr:i_x of X. _ 
We note that every predicate that is free of quantifi ers 

is in prenex n:>rmal fJnn . 

WL th everJ l • rN~ j_c:<' ' te X ( wlüch con tains only the connectives 

v, 1\, 'V) we associa te a predicate P(X) in prenex no rma~ f orm by 

the syntactical transform P defined inductively as follows: 

(2.15) {1) P(X) = X if X is free of quantifiera; Otherwise, 

(2) P("" X) = P(N(X)) . -

(3) p ( r; f(q,yiJ) = p (~ q._) ~ .. ~l) 
P (Û qz )Y t ~) = P'[Œ qz.) [Y t x1JJ 

where (qL) denotes either an existential or universal quantifier 

~ith variable z that does not appear in X; Y is a predicate of 
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order one wibh free variaole ~J and tne symbol ~denotes either 
the connective V or the connectiveA(it being understood that the 

same con;tec ti ve appears on both sides of the identity). 

( 4) p ( K q, ) Y]) - ( q 2 ) P(Y) where ( ~z ) and Y are defined 

as in (3) 
'prepver, it is wel~ known that 

~2.16) For every predicate X we have 

~1) P(X) ·~ X. 

(2) P(X) contains only extralogical symbols that appear already 

in X. 

We shall now classify ali predicates X which are in prenex 

normal form in a natural way according to che number of blacks 

of quantifiera of tne same type which appear in the prefix. 

(~17) A predicate X in prenex normal form is called existential 

(universal) if it contains no universal (existentialJ quantifiera. 
A predicat_e . X is sa..i.d ~. to _· belong to Glass 0 if i t is free 

of quantifiera. 

We note that a predicate of Glass 0 is both universal and 

existential. 

We now define inductively: 

A predicate X in prenex normal form lS sa id to be of class n 

(n 'Z 1 ) if x is of class n-1 or if' in r eading the prefix of X 
from one end to the other, exactly n-1 changes from uni versai 

existential or existential to universal quantifier occur. 

(2.18) We have;-
(a) Glass 1(. is contained in class 'tf1. for ali n S m. 

to 

(b) Glass~ consista preci s ely of the existential and universal 
predicates of L. 

Thus for 8Xample the sentence. 

X= (Ex)(~) ("Z) (Ew) Q (x,y,z,w) belongs to all classes ll:Z3 

while the sentœnce 
Y= (x) (Ey) (Z) (Ew) Q (x,y,z,w) belongs to all classe s ~z~ 
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and the sentence 

Z = (?t') (y) (Ez) (Ew) Q (x,y,z,w) belongs to all classes n~~· 

Given the one-place relation R we define a syntactical 

tra ~1sform X~X~ on the set S of sentences of L ind<J.c ti vely as follows: 

(2.19) x~ = x if x is atornic 

( rvX)~ = "-'XR 

(X v Y)~= XA.VY~ 

({y) z (yÙR = (y) r~(y) ~ [.Z(ynJ 

(Ey) z (y) = (Ey) 1H(y) 1\ [Z(y TI~] 
Xl\ is called the re la ti vised transforrn of X 1'-li th respect to R and is 

said to be obtained from X by relativisatio~ with respect to R. 

For example if 

X= (Ew) (x) GEy) F (x,y,w).:J(z) (;.(y,z,a~ then â\ 
x =(Ew) Œ< w) 1\ (x) [ii< xl':)[ By) (R(y) A F (x,y. wm JIT z) {!l( z).) G<Y. z, alfu . 

We note that the property of " provability" is not invariant 

under relativization. Indeed the sentence 

X = (Ex) (Ey) [Q(x, y )V-vQ( x, y] is a theo rem while 

Xl(= (Ex) ~(x);\ (Ey) [R(y) A[Q (x, y, )V""Q(x,y@ is not. 

However vle do have the following res~1t; 
(2.20) If the sentence X does not include any constants then X~is 

a theorem only if the sentence E(x) R(x) ~ X~is a theorem. If 

X does include a nurnoer of individual constants a
1 

, ••• a~ (nZ.l) 

then X is a theorern only if the sentence [RCa 1 )/\ ••• AR(a\.(..~-:> X~ 
is a theorem. 

Proof (2.20) is easily seen to hold for all a~iorns X of 1 and is 

in fact, preserved under all rules of inference. It follows that: 

(2.21) If a sentence X is defined in a set of sentences K and if 

X is deducible from K then Xl is defined in the .set KR and XRis 

deducible from Kp._\orhere K{{is e-iven by KR= {Y~\YeK}vf(a)j ais an 

individual constant which occurs in KJ , if K includes sorne 

indi vi dual constant. Otherwise, KR - {Y~ 1 Y~ ~U~Ex) R(x-~1· 
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Let K be a non-empty set of sentences in prenex normal 

form. We shall introduce a set of functors of order n zo which 

are not contained in K by the following procedure: 

(2.22) For any sentence X= ( q, ). .. ( q~) Z(x1/ ... xii.. ) in K, let qL. 
be Qn existential quantifier in X,(Qà=(t::.~d where ·1~~51A-

Let m be the number of universal quantifiers which precede q~ 

(reading from left to right) in the prefix of X o~~~~~ 
1 

We then introduce a functor ~L of m places called the Herbrand 

functor associated ~ithq,subJect to the conditions that 

(1) different functors correspond to different integers L 
for which~lis an existential quantifier in the particular 

sentence X under consideration. 

(2) Different functors correspond to different X in K. 

Given the set f of Herbrand functors assiciated with the 

set K; in particular, given the set {c.p~ lof Herbrand functors 

associated with an arbitrary sentence X in K we define a 

syntactical transform Hon tne set of sentences K (the sentence X) 

as follows: 

(2.23) (1) H(X) = X, if X is universal (see 2.17) Otherwise 

( 2) Let X = ( q, ) ... ( q"') Z (ia, ••• ·,.-~ t h en 

H(X) a ( q~l L .. ( 4)() Z ("'l.i,•u 'f..!) 
-

where q~v .. q~tdenote the uni versal quanti fiers of X in the . order in 

which they appear in the prefix of X, ·l:<i.l and the symbols 't{ are 

given by: 

"(~1 = "l~ if ~) is a univers'll quantifier in X; ·Otherwi.se 

~{= tp~("'l~,, ··· X)t) where t(J~ is the Herbrand functor associated 

wi th qa and --t.a•.··· ;-<~( are the variables in uni vers al quan tifiers 

which precede q~in the prefix of X. 

H (X) is called the Herbrand transform of X with respect to the 

set{4\: 1 
Thus if X = (Ey1 ) (?.~ (Eyz..) bh.) (Ey3 ) (E~) Z (x,, Xz, Y1 , Y,_ ,ys ,y) 
Then H(X) = (~, )(1h.) ~&•,"l1.,4J•,lf~<"'(,), lf3(ia,"(d 1 ~("<,,"'("'))] 
'Vè note that ~. is a functor of o places 

1
tha t is, an individual 

constant. 
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The set )f senteYJ.ces ~ (X)\ XtK} Hill be denoted by Kw. ':le now 

prove: 

(2.24) If t~e det K of sentences in prenex normal forrn is consistent 

then so is KH. 
Proof: Suppose tnat KH is contradictory. 

Tnen there exist sentences ~, ••• Y~ ~21 in K such that the sentence 

[Y/' ••• " Yd:::> W is provanle where W = W1
1\"- W

1 
is c ,os en so tha t W

1 
do es 

not contain any functors (constant~ which appear in Y, , •.• Yr• 

It follows by the ded~ctive theory of the propositional calculus 

tha t the sen te11ce ~ :> ~ is provable for every in teger jJ- = 1, 2, ••• 

where ~is defined by the ide ,1tity ~ = [Y1 i\ ••• A~-• "~·•"··· 1\Ytl:,-) W. 
Let X,.be the sentence of K wnich corresponds to ~p. = l, 2, ••• 

We shall süow that the sentence ~ ") ~ is likewise provable. 

Let rn = n -.l be the nurnber of existen tia l q:...1.an tifiers which appear 

in JSu- (where n is the total numbe r of quantifiera). If rn = o then 

~ = ~and there is noth int; to prove. 

If mZ,l then X = ...... ( 9A
1
) ••• ( 'lkJ ••• Z(x1 , ••• x~) 

where we have indicated only the existen tial quantifiera qk.which 
• c) 

appear in X d= 1, 2, ••• rn. 

We now define the sentences Q0 , ••• QM inductively as follows: 

Qo = ~= (q~,) ••• ( q~J Z. 

To de fine Q 1 we replace the t e rrn t.{JA....( . •... ) in t he ma tri x Z of Q 

by the variable x,...._ and we insert the quantifier (Ex-t~,..) = ( ~._.) 
among the quantifiera q~,,... q~f.. in the arder in which the se 

quanti fiera appear in the prefix of X. 

We note that c({..._is the Herbrand functor of '1.-M- which correSl>Onds 

to the qua 'itifie r ( q~.J in ;..... In gener::ü we obtain Qr from Qp-t 

p = l, 2 , ••• rn by r eplacing the term cf".J ..••• ) t = m-p+l of Qp-1 

by the varia ble x~t and inserting among the quantifiera of Qr-1 

the existential quantifi e r (E~~) according to the arder in which 

these quantifiera appear in X • Thus if 

Qr- ~' .. = (xa• ) ••• (x}s ) z r-• (x~, , ••• x~s , f•t(x~, , ••• x)s) 
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where (x~,)· .• (xisJ are 
( Ex.-_t ) in X}"' th en 

the universal qua:J.tifiers which precede 

Qp= (x~, ) ••• (xlr.) z r-• (x~~ 
1
.,,, xds , X kt ) 

It is easily se en tha t Qt.CA. = Xr· Hence in order to show that(X'.f"=>~J 
is a theorem of L is suffices to show that thE provsbility of 

(Q,._.-·::> o;} en tails tha t of [Qp ? ~ J ( since [Q0 :> ~]is provable l>y 
assumption). This in turn, follows directly by a simple 

applica tion of the rule of deduction (2.5)- tg) since1 by the 

assumption of (2.22) ,the sentence ~ does not conta1n the 

func tor q?~t 

Thus ex~') {.Q-"" l is provable for each ;u=l, 2, • · · r 

Transforming, by the rules of the propositiJnal calculus it 

foll~ws that the set f:•, Yz., ••• Yp-•) XpJY.Jl,.1, ••• YrJ J 

obtained by replacing ~ by ~ in the set {Y•/ .. Y.-1 
is contradictory, and again since li is arbitrary a repeated J /~~ J 

application of the above argument for;:= l,2,•··r-

enables us to establish that the settX•,··. Xr-} is contr~~ictory. 
This Jin accordance with (2.7) Jcontradicts the consistenèy.~ ?-;f .K.; Hence 
KH ia consi s tent. 

In concluding this chapte r we introduce the following 

definitions: 

(2.25) A set K of sentences 1s said to be dis;junctive if for any 

senteDces X, Y in K we also have xvY in K. K is guasi-disjunctive 

if for any sentence s X,Y in K there exists a s en t ence Z in K 

such that Z~ Œv'Y] . Conjunctive and quasi-conjunctive sets 

are defined similarly. 

With each non-empty set K of formulae (sentences)in L we 

associate a se~{of constants called the set of constants 

associated with K inductively as fo llows: 

( 2 .26) (l) a.e- ~1( for any cons tant a which appears in (sorne of the) 

formulae of) K. 

(2) If a 1J ••• a"'-e-qk(n?o) andGis a functor of n places 



-19-

which ap~.1ears in K then G<a.. , •• ai(.)El\)~<: 
J 

We note that~may be empty. In fact "'1( is empty when and 

only when the set IK~f individual constants that appear in K 

is empty. If we include in IK(in the event tnat ~is empty) 

an arbitrary but fixed individual constant c of 1 we thus ensure 

tha t the re sul ting set 'IJ: of constants associa ted wi th K is 

non-empty. 

Thus if we define: \ii .. =~" if ~ is non-empty 
- e 1.\'K • \\'~< if Il< is empty, 

we may (and shall) assume that the set of constants associat4d 

with a given set K is always non-empty. 
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Chapter 3: Semantic tneory of the language 1 

In this chapter we shall be concerned with the semantic 

theory of the language ~. Our aim is to establish the important 

result, via the exteaded completeness theorem of the lower predicate 
Il 

calculus, that a set K of sentences in 1 can be interpreted" or 

rrealized" in a mathematical system if and only if K is consistent. 

We have assumed th~t our formal language 1 is sufficiently 

comprehensive so that, for any given mathematical system M (see 0.1) 
we can correlate the constants, functions (operations), and relations 

of M in one-one correspondence with sorne of the constants, functors, 

and relation symbols of 1. In view of tnis correspondance, we 

may (and shall), for simplicity's sake, identify tnese constants, 

functors, and relation symbols of 1 with their images in M. ~e 

shall however continue to employ the terms "functor" and "rela tion 

symbol" when referring explicity to extralogical symbols of L.) 
It is thus assumed (when no ambiguity results) tnat the constantsJ 

functions, and relations of a system M actually occur in L and 

denote themselves; so that the expressions R(a, , ••• a~) where 

R(x,, ••• x~ ) t: M and a,, ••• ak €::M are regarded as atomic sentences 

of 1. 

(3.o) A formula X in 1 is said to be defined in a system M if 

all the extralogical symbals that appear in X belong to M. 

(3.1) For any sentence X which is defined in a system M, we 

define the satisfiability of X by M, inductively as follows: 

(1) An a tomic sentence X • R(a,, ••• ~) is satisfied by M precisely 

when it holds in M. 

(2) A sentence of the f orm X =iVX' is s a tisfied by M if and only 

if X' is not s a tisfied by M. 

(3) A sentence of the form X • x, v X~ is satisfied by M if and 

only if either X, or X~ (or both) is (are) satisfied by M. 

(4) A sentence of the form X =(y) F (y) where F is a unary 

predi ca te is satisfied by M i f and only if the sentence F(a) 

is satisfied by M for all constants a~ M. 
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(5) A sentence of the form X: (Ey) F(y) where F is a unary 

predicate is sa ~isfied by M if and onl y if t he sentence F(a) is 

satisfied by M for ~ constant a fM. 

l3.2J Let K be a set of sentences in 1. A system M is said to 
be a mo del of K if every sen te{lCe X in K is sa ti sfied by lVI . We 

note that any system I"l' Ü01'1'0rphic to M is a gain a model of K. 

In general a model N of a set K may i nclude n-ary func t ions 

and relations (nz l) which do not occur as extralogical symbols in 

Œ, but if we delete these from the system M the modified s ystem M' 

is again a model of K. Hence we may (and shall) assume, for the s ake 

of simplicity, that a model M of K contains only n-ary functions and 

relat i ons(nz l) which appear in K. For emphasis, we shall occasionally 

refer to s~ch a model ~s ~K-model. 

(3.3) A sentence X is said to be universally valid if it is sat iAfied 

by all systems !Vi in which i t is defined, that is if any system nltl 
in whi c h X is defined is a madel of A. 

It is easily seen that all "axioms'' (primitive theorems) of L are 

universally valid. Now if a sentence X in which the ~-ary functor ~ 

occurs (~~o) is provable in 1, it is easily seen t nat the sentence 
1 

A
1 obtained by replacing f by any other -1{-ary functor r (at all OCCUrrenCeS 

of f in X) is likewise provable in L. It follows then (see Robinson 

[2) p.p. 61-62) that the property of universal validity is prese rved 

by the rule s of inference (2.5J-(e), (f),(g) of L. Th~s we have: 

(3.4J Every theorem of 1 is universally valid. As a corollary 

it follows that: 
(3.5J Two sentences X and Y are equivalent (X-::=:YJ onl y if any 

system M in which both X and Y are defined either satisfies botn X 

and Y or satisfie s neither X nor Y. 

It is easily seen tnat no contradictor y set K of sentences can 

possess a model, in other words: 

(3.6) If K possesses a model, then K is consistent. We now prove: 

(3.7) Every non-empty and consi2tent set K of sentences in 1 which 

is free of quantifi e ra possesses a model. 



-22-

Praof: The sentences of K are all obtaine :J oy a pplying 

connectives to atomic s ~ntences. Let SK be the set of atomic 

sent tmce s which appear in the sentences of K. Wi th every Xe. SK 

we associate a propositional variable rx of the propositional 

calculus c such that different px correspond to different xe s(. 
For every Yt-K we define a formula S(Y) of C, inductively, 

as follows: 

(1) I<Y) a fy ' if y is atomic. 

l2)! (Y V Z) = 1(Y)V 1(z) j ~{~'--Y) =·"" 1(r) 
Let K'=['!tY) /Y~ KJ. By (2.5) - (a), if K' is contradictory 

then sa is K so that our assumption implies that K is consi s tent. 

it follows by (1.9) that there exists an admissible valuation W 

for the propositional variables tnat occur in K~ 

Let AK be the set of all constants associated with K 

(see 2.26) and let ~t< be the set of all functors of arder n':!.o 

tnat occur in K. (We note that K includes sorne constants since 

it is non-empty and free of quantifiers by assumption).Clearly 

Ar<. is closed wi th respect to P"< . Let RK be the set of relation 

symbols that appear in the sentences of K. Then RK is non-empty. 

We shall show tha t Ml<= (A'<, ~tt::' lèt<..) is a K-model. 

Let R be an m-ary rel a tian of I(K (m Z. 1) and let a, , .•• a"'~ A(. 

If the atomic sentence R(a,, ••• a~) belongs ta SK then we define 

tnat R(a,, ••• a'"") holds or does not hold in M._ according as 

the co r r esponding propos .~. ti onal variable~ (~( a, , ••• a~ 1)) ob tains 
the tru~h val ue 1 or 0 u nder W. If R(~, .•• a~) doe s not 

belong ta SK t hen we define aroitrarily that it holds in M~ • 

It follows readily that MK is a mathematical system in which the 
s et K ( ev~ry sen te t1ce of K) i s defi ned a nd whi ch con tains only 
functions ::tnd relations of n Z.l place s which a ,lpear in K. 

Also every sen t ence Y in K is satisfied in M( since W is an 

admi s sible valuation of K'. Renee MK is a K-model 
1
as required. 
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It follows that: 

(3.8) Every non-empcy and consis tent set G of urliversal 

sentences (see 2.17) in L possesses a model. 

Proof: Given the set G of universal sentences in L, let Aa be 

the set of all constants associated with G. We define a set 

G' of sentences in L which are free of quantifiers as follows: 

(1) Yê-G' for : ~y.s~nteilCe : YE:-G which is free of quantifiera. 

(2) If Y = (x,) ••• (x • .J Z(x, , •• • xK) where l\!1 is any sentence 

in G then we include in G'all different sentences of the 

form Y' :a Z (a, ••• a.,..) where a 1 , •• • a~ E- A6 • 

For each sentence Y e: G a11d for each sentence Y 1 associated 

with Y by (2) the sentence Y':'JY' is provable by (2.5) -(c). 

It follows
1

by the rules of deduction of the propositional 

calculus, that a sentence of the form (!,1A ••• 1\ Yr~W where Y(_êG
1 

L= 1,2, ••• rand W is arbitrary, is provable only if the sentence 

[Y/\ ... AYr]::>w is provable where Yl. E: G. Thus G' is consisten t 

since Gis consistent by assumption. By (3.7) G'possesses a 

model M = (Ac; , ~~ ~Q(). It is easily seen that M, by definition 

of G' , is a model of G as required. 

we are now in a posit ion to prove the extended completeness 

theorem of the lower predicate calculus (the l anguage 1): 
( 3. 9) Theo rem: The re exists a mo del I>1 :6or every non-empty and 

consistent set K of sentences in 1. 

Proof: By (2.16) and (3.5) we may assume,without loss of 

generality, that the sentences of K are. in prenex normal form . -Let <f be a set of Herbrand functors (see 2. 22) associa ted wi th 

the existential quantifiera tha t occur in K. Let KH be the set 

of all Her braild transforma ( see 2. 23 ) of the sentences of K 

wi th r espect to 7p • Then KH is consi s tent by ( 2 . 24) . Also the 

senteiLces of KH are all universal (by definition of K,.,) so that, 

in view of (3.8) it suffices to show that every madel of Krl is 

a madel of K. 
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Let X be any sentence of K. Tüen X may be obtained from 

a se1ltence Y E- KH by tlle chain of sen te r1ces Q0 = Y, Q1 ••• , Qu... • X 
as described in the proof of (2.24). Suppose that tne sentence 

Qp-a ~~~rn is satisfied by a system i.VI. It follows immedia.tely 

from tne defini tion of QP that Qp is likewise defined in and 

sa tisfied by M. It follows by indllc ti on, th·:. t the sen tence X • Q..., 

is satisfied by every madel M of Y= Q0 • Thi s completes the proof 

of (3.9). 

The following results may be tegarded as corollaries to (3.9). 

We first prove the converse of (3.4)-the so-called "Godel's 

completeness theorem". 

(3.10) Every universally valid sentence i s provable in 1. 

Proof: Sllppose tnat the universally valid sentence X is not provable 

in L. It follows by (1. 7) that the set S {""'X J is consistent, 

so that by (3.9) there exists a sys tem J.Vl which does not satisfy 

X al though X is defined in M (as~'-" X is à.efin.ed in ~- This 
contradicts the universal validity of X. 

The converse of (3.S) now follows roadily: 

(3.11) If X and Y are two sentences which are s iruul taneous1y satisfie~ 
or not satisfied in every system M in which bath X and Y are defined, 
th en X·.::: Y. 

We may generalize (3.4), (3.5), (3.10), and (3.11) in the 

fo1lowing resllltr 

(3.12) Let K be a ~onsis tent set (possibly empty) of s entences in 1. 

Then any sente(lce X wnich is deducib1e from K is sa tisfied by all 
models of Kin which i t is defined. Conversely any sen t eüce Y 
whi ch is satisfiod by every madel of K in which it is defined 
is deducib1e from K. Tnus, the sent e 1ce s of L which are satisfied 

by a ll model s of K in wllich they are alefined are precisely t he 

sentences tha t can be deduced from K. 
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Chapter 4 Formalized Algebraic Theories 

In this chapter we shall show tha t certain algebraic 

cc-jteria and va rious a lgebraic systems can be formalized or 

axiomatized wi thin the lac-.guage 1. This will enable us to 

apply the semantic theory of 1 to certain result s in the 

metamathematics of algebra and consequently t o certain r e sul ts 

in algebra as well. 

(4.0) Let K be a consistent and non-empty set of s enteüces 

in 1. A binary rela tion symbol I is called a rela tion of 

eguality (with respect to K) if: 

(a) The sentences-
( i ) ( x) (r ( x, x>] 

(ii) (x){y)[r(x,y)JI{y,xTI 

(iii) (x)(y) ( z) [lJ(x,y) t\ I{y, zl} ".:) I(x, z~ 
are deducible from K. 

lb) For every functor of n pl a ces (n z o) whi ch appea r s in 

K the sentence-

( iv) (xt},. (t~l {;YJ. ~ (y"'"~rŒ~JG, J;}l\. _, I(~y~ ]:) i&-tx, . • ~ . ..)~(Yi· •• ;tl4.)y 
' ~ ; ) 1 ~ 

is deducible from K. · 

(c) For every r e l a t i on symbol R of n places (n~l) which 

appears in K the sentence-

( v) (:xJ •• (x"J (y1). 4-"JŒ.ï(x.,Y,)/\ •• I(XiA.,Y .... Ù~(x,; •• xl4.)- R( y,) • •Y14~ 
is deduc ible from K. 

(4. 1 ) A consis t en t and non-empty se t K of s entences (where, 

for syntactical simplicity, it is assum~d that t he sentences 

are in prenex normal f orm) is called an 1-theory if a rela t i on 

of equali ty appears in K. The sentences t hat belong to a n 

1-theo r y a re cal l ed i ts axioms. It is clear by ( 3 .12) t hat a 

set K is a n 1-theory if aild only if eve ry madel of K i s an 

algebraic s ystem. 
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We note that the relation ~ of an algebraic system M 

is unique; that is any binary relation of M satisfying the 

postulates(l)-5)of (0.4) must coincide with ~. Likewise, 

it is easy to show that any two relations of equality with 

respect to a given set K are K-equivalent. We may (and shall) 

therefore àssu:;,e that anly one relation of equali ty appears in 

a given 1-theory K. In conformity with (0.4) we shall denote 

it by ~ so that the expression t 1 z t~where t t are any terms 

of L denotes an atomic formula of L. 

We shall now exhibit a series of L-theories which are 

associated · with certain "concrete" algebraic systems. ln 

subsequent cnapters of t11is paper we shall be concerned with 

the deductive properties Jf such theories as well as certain 

properties of consistency and completeness. It can oe shown 

that such properties are (in a sense which is made precise 

in Robinson [2]p.p. 72-74; Robinson (~p.p. 28-3l)independent 

of the particular formalization of the concept under consideration, 

that is, of the particular form of tne symbols that appear in the 

theories. Thus i t is our inte, Ltion to merely point out tne 

existence of such theories, the particular form or structure 

of the axioms being irrelevant to our purposes. 

Let GA be an 1-theory which, in addition to (4.0)-­

(i),(ii),(iii), includes the axioms: 

(4.2) (i) (x) (y)(z) (tiJ [[(x::: z) 1\ (y , u~:> [G'Cx,y) • G'(z,u)j] 

(ii)(x) [CCx,o) ::::x] 

(iii) (x) (Ey) [C(x,y) :=: o] 

(iv) (x)(;{J(zJ fG(~, C(y,z)) ::::Ç(C<x,y)syz)J 
(vJ (x) (y) [_(J(x,y) z CCy,x)] 
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The t e rm G(x,y) is ca lled the sum of x and y while the 

individual cons tant o is the neutral el ement wit h respect to Ç. 
It is clear that G is an L-theory for the concept of an ladditive) 

abe lian group; tha t is tne cléiss of all mo dels of liA coincides 
J 

with the class of all abelien groups. We say that the concept 

of an abelian group is elementarily defined in L by the set GA' 

We now de fine terms C'll.(x), n=o, 1, ••. by the follovJing 

recursion scheme: 

(4.3) {i) G
0
(x) = 0 

(:ii) C .. Jx) = G(C ~(x) ,x) 

Then C Jx) 'is the term "nx" in ordinary algebraic notation. Thus 

the sentence (x)(Ey) [x:::: C .... CY5) is satisfied by a system 1~1 if and 

only if for all aE-J.Vl there exists a constant b €: M such that nb = a (n 2 o) 

Let N be defined by the following (infinite) s e t of axioms: 

(4.4) (1) (Ex (Ey) "'[x I: Y1 
(ii) (x) (Ey) [x::::: Coc.<YD ; n=O,l, ••• 

(iii) (x)(y)[i:::: (14(x]AAJ~X I o]r[Y E o] ; n = 0,1, ••• 
Then G~= GAVN is an L-theory for the concept of a completely 

divisible (axiom (ii)) torsion-free (axiom (iii)) abelüm group whi~h 
contains at least two different elements. We note that ax i om (iii) 
asserts in ordinar; algebraic notation, tnat nx # o for ail x ~ o 

that is every non zero element has infinite arder. 

Let 30 consist of the axioms: 

( 4 . 5 J ( i ) ( Ex) [x I x J . 
(ii) (x)(y)(z)(w) rcQ(x,y)]t\ LxI z)"(_Y:!: ~ Q(z,w) 

(iii) (x)(y)(z) ~ (x,y)AQ (y,z)J::>Q (x,z) 

(iv) (x) (y) [x::: y V Q(x,y) V Q(y,x)] 

(v) (x)(y) [Q(x,y).J;v~!: yJ1 

togeth8r witn axioms (i) (ii) (iii) of (4.0). It is clear that S0 1 1 

is an L-theory for thè concept of a ( totally) ordered set w11e re 
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Q(x,y) denotes, in ordinary algebraic notation, the ordering 
. Il ,, 

rel a t1on x<y. 

(4.6) Let us define tne axioms Y and Z b,{ t ne idejltities: :1 
Y= (x) (Ey) Q(x,y); Z =(x)(y)(z) [Q(x~I)::>Q(C(x,z), C(y,z))j 

then we have: 

(a) S~ = S 0v{lJis an 1-theory for tne concept of an (infinite) 

ordered set which contains no last elen;ent. 

(b) G0 = GAL> S0 V{Z J is an 1-theory for the concep t of an 

ordered abe l ian group. 

Again if we adjoin to 30 the axioms: 

( 4 . 7 ) ( i ) ( Ex) ( Ey) .-v [x !: y) 
(ii) (x) (y) (Ez) @(x,y)::> [Q(x,zJ 1\Q(z,yfi) 

then we obtain the 1-theory ~0" for the concep t of an (infini t e) 

densely ordered set. 

Let us now define a sequence { ~1 n= l, 2, • • • of axioms 

by the identity: 

X = (Ex1 ) ••• (Ex~ ) rQ(x, x,.) A ••• A Q(X,..., x"'")] 
L' , ' -

It is clear that 80 * = 30 u{x~<'-] n =1,2, ••• is an 1-theory for 

the concept of an infinite ordered set. 

(4.8) We leave it to t rte reader to verify that the concept of 

a commutative ring with distinct unity and zero e l ements is 

elementarily defined in 1 by an 1-theory Re containing t .i:le 

functors C a nd (]_ (where the term Il (x,y) denotes t he product of 

x and y) and the individual constants o and l (where l now 

denotes the neutral element wi th respect to f[). It follows 

readily that there exist L-theories J ::J nd Kp which arj 

defined in Re an d such tha t the concepts of an in t egral domain 

a~ld (commutative) field are elementarily defined in 1 by the 

s e ts J and KF re s pectively. 

We now de fine terms l["'" (x) n = o, 1, ••• by the recursion 

scheme: 
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(i)Ü:0 (x) = l 

(ii) U'--.. ' (x) = T[ \ U"'-(x), x) 
u ,, 

T.i:len ·uiA. (xj is tt1e t e rm x"'" in ordinary algebraic notation. 

(4.9) It is now easily seen tnat for every ~on-negative 
• \.1. K-1 -

integer n tüe equat1on xtL y .f. x~- 1 Y + ..• + x, Y - X 0 

written in ordinazy algebraic nota tion ( regarding the 

coefficients x~ as varia bles) can be formalized in L as 

an (atomic) predicate R"- (x0 , x\, ••• x..._,y) of the variables 

Xo, x1 , •• ·Xi.... ,y which is defined in Re. 

Thus, for n=2 we have: 

R (x;, ' x, ' x,_' y) = [C (a (xA' [(.,_ly >) ; rr (x,' rr, (y>))] :;: Xo 

(4.10) In arder to obtain an 1-theory KF* for the concept of 
-1-o 

an algebraically closed field it sufficesrad j oin to KF tne 

infinite sequence {x~3 of axioms n = 2,3, ••• defined by: 

X = (x0 ) (x, ) ••• (xiA) (Ey) [(~:!: OJV(R.....(xox, , ••• x... ,y>J] 

We now define an infinite sequence {Y~l of axioms 

n = 1,2, ••• by the identity: 

Y = (x) (y) (Gr(1f);:: y] ':)[Y:!: o) 
where p denotes t r1e n 111 prime number in arder of magnitude; .... 
that is, p1 = 2, p~ = 3, p3 = 5 etc. 

t4.ll) It is clear that Kpj4.. = KF U Y\4. is an L-theory for t he 

concept of a field of c l1aracteristic (' ... (n ~ l) while the 

infinite set Kp0 = K~l[~Y~} n = 1,2, ••• is an L-theory fo r 
the concept of a field of cnaracteri s tic zero. Hence the 

concept of a field of specified charac t eris t i c p? o can be 
formalized in L. 

By way of example illustrating tile importance of (3.12) 
we now prove: 

Theo rem: Let X be a sen tence ·Yhich Dr.defi ned in the set Kp of 

axioms for the concept of a field and which is satisfied by all 

fields of characteristic zero. Then there exists an integer, 
such tnat X is satisfied by all fi elds of ·.characterist ... c p.Z q. 
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Proof: Let K~be defined by (4.11). Then X is defined in Kp 0 

and hence, by our assumption,is satisfied by all models of KPc• 

It follows by (3.12) that X can be deduced from the set K~=KFU~Y~} 
n = 1,2, ••• Hence there must exista finite subset H =&Y:.~.,"" Y3 /.-;--Y11 
such that X is deducible from the set ~v H. 

New the set KçVH is satisfied by all fields of characteristic 

pzq. It follows, by (3.12) again, tha t X is likewise satisfied 

by all such fields. 
1 

(4.12) Let Z be defined by (4.6) and let Z be given by: 

z = ( x)( ~ )( 2) [ ( Q ( x, y ) 1\ Q ( o ;z ·~~ Q ( tt ( z , x ) , rr ( z , y)) J 
It is then clear tha t if we ad join to Rt or K~ the axioms of 30 

together with the axioms Z and Z
1 then we obtain an 1-theory R0 or K0 

for the concept of an ordered ring or ordered field respective1y. 

(4.13) By a real closed field we sha1l understand an ordered 

field in which every non-nega tive element has a squa re root and 

every polynomial of odd degree has at least one root. It is then 

c1ear tna t if Y is defined by the ide ntity; 

Y= (y) (Ez) (!vQ(y,oTI:>W(z,z)::: Y J 
t nen Kf U Yu{ X:i, X5 •• • ~ ..... , ••• } whe r e Xâ is defi ned by ( 4.10) 

is an 1-theory f or the concept of a real closed field. 
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Chanter 5 Completeness and Model-Completeness 

In this ch~p t c r we sha ll introduce the concepts of 

c·Jmp1eteness and model-cornp1 e teness and € ~ tablish S')llle of their 

properties. Whenever wc deal with a set K of sentences in 1 

we ehall, in arder to ~void triviql cases, assume th~t K is 

non- enpty and consistent. 

(5.0) A sente ~ce X is s~id to be decidable in a set K of 

sentetlces if either X or-""X is deducible from K. ('.'Je observe 

tn~t this nJtian does not entail the existence ~ f a c~ncrete 

decis ion ; roced 1re). By (3.12) we obtain an e~uivalent semqntical 

charactorizatian of the notion of decidability namely: 

(5.1) A sentence X is decidable in a set K if and only if 

either X is satisfied by all madels of K in which it is defi ned 

or i t is s ·~_ tisfied :'y ncP'le. 

(5.2) A set K is said to be camul e te if every sente ce whi ch is 

defined in K (see 2.8) is also decidable in K. In view of (2.16) 

we may say, without lo ss of generality, th~t a set K is complete 

if and only if every s (~n t E.J rlce in !-Œenex normal form v.rhich is 

defined in K is alea d8cidable in K. ~e may therefJre introduce 

a modif 1 ed n'J ~ion of comp1 o te ness cal1ed "n-comp1eteness " as fo1lov:s. 

(5.3) A set K i c s.:üd to ben-complet e (n:Z,o) if every se ~; tence 

of class n ( see 2 .18 ) which is defined in K is also decidaole in 

K. ~e note by the above remark, that a set K is complete if and 

only if i t is n-con_ple te for every nz o. It f ollows fro m ( 2 .14) 

tha t: 

(5.4) A set K is 1-com9lete if and only if evE.Jry existential 

(univercal) seDte : ~ ce whi ch is defined in K is a l s o de c id~ble in K. 

(5.5) Let V be a eive n(ma thema tical) system . Let D(M) be the 

set of all atorr: ic scmt e ::.ceo of the f orm R(a1 , ••• a"") n2::1 \·rhich 

are defined in JVI ( that is R e::M and a, ... a"' tM) and \·lhich hold in 

JVl toc;ether l·ri th the s et of all sen t e nees of the fo rm rv R( a 1 , ••• a.'"") 

where R( a 1 , ••• a~) is an atornic s entence which i s defined in M but 

which docs no t hold in M. D(M) is called the diagram of M. Thus 

if M is a model of K ( see 4.12) 7 
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then the senteCJ.cesN[l :L o] and Q ( rr (l,o, )) C(o,l) are inclJ.ded 

in D(M). 

The following results follow readily from (6.1) and 5.5). 
(5.6) Let M1 and M~ be two systems, Then M~ is a (proper)extension 

of !'111 if and only if D(M1 ) is a (proper) subset of D (M~ ) . In 

symbolsJMI G.fil~ if and only if D(r1I 1 ).f;;.D(M.~_). 

( 5. 7) Every model of D(Fi) is an extension of f•i and conversely, 

every extension of r-1 is a model of D(M) · that is, the modela of 
~ 

D(M) are precis ely the extensions of M. More generally, for any 

consistent set K, the models of KU D(M) are precisely tne models 

of K which are extensions of M. 

We note that an exte11sion M* of a given model Jill of a fixed 

set K need not be a model of K. Indeed the ordered field M of 

real numbers is a model of K0 (above) a11d if we let fil* be the 

field of complex numbers we may define a rela tion a+bi :c~di in 

M* whi ~h holùs in M* if and only if a+b~c~d holds in M. Then M* 

is an extension of M in the sense of (B.l) but clearly, M* is not 
1 

a model of Ko. 
(5.8) A (non-empty and consistent) set K of sente r1c ,: s is said to 

be madel-complete if the set K V D(fil) is complete for every model 

M of K. It follows from (5.7J and ~5.1) that: 

(5.9j A set K is madel-complete if and only if, for every s entence 

X whi ch is defined in any given model M of K, if X i s satisfied by 

M, then X is s~tisfied by all extensions of M which are models of K. 

By way of example let 30 be an L-theory f or tne concept of 
an infinite ordered set l see 4.5). It can be shown by a d i rect 

applica tion of ( 5 . 4) tha t 30 i s l-com1Jlete . (3ince the proof is 

somewha t detailed and s Lnce this result is not esse ~•tial for our 

purposes we r efe r the inte res ted reader to Robinson [4]). It is 

easily seen howeve r tha t the sen t ence Z = (Ex) (y) [x I yV Q(x,y)J 

(which asscrts, in ordinary mathema t i ca l t erminology t~at 



-33-

there exists a first elemeQt for t ne set) is not decidaole in 3
0

• 

lndeed Z is satisfied oy the ordered set of positive integel'S but 

is not satinfi ed, by the ordered set of inGe;'~,·ers. T1ms, 'oy (5.1) 

S is not 2-complote and ~8nce oy (5.3), is certainly not complete. 

Again, tl.le ordered set L of positive integers and the ordered 

set M* of non-negative integers are 0oth modl 1 S Jf S0 , M* oeing an 

extension of f.I. Yet ttle sente~1c e Z =(x) [Cx ï 1) v Q (1, xU is 

satisfied by lVi :mt not by !Il*; so ttmt Oy (5.9)1 S0 
is not madel­

complete. 

It is to be noted that the concepts of comploteness and 

1Dodel-completeness are not comparable. That is, there exists sets 

K which are madel-complete but not complete, and vice versa. In 

fact, let K* be an L-theory for the concept of an algeoraically 

closed field. (see 4.10). Since tne characteristic of an arbitrary 

madel M of K* is not apecified it follows that any s entence defined 

in K* which touches upon the characteristic of M, (for example, the 

sentence (x) (y) [CCx, x) :::: y :,) y I ~which asserts that the field 

is of char8.Ct i:Tistic 2) is undecidable in K*. Thus K* is not 

complete. On the other hand, it will be shawn in chapter 8 th8t 

K* is madel complete. 

(5.10) Conversely, we shall now specify a set K which is complete 

but not madel-complete. Let 1•1 = (A,~~ ô<..) be a:1y system such t 'lat 

A= {a,, a.t. •• ·} is a denumerable set of consta<t ts and consists 

of the single bL:.ary rel:Jtion P su.ch tha t the atomic sentences of 

the form P (ei.L, a~..,,), 8.nd only those, hold i_n iVl. n = 1, 2, ••• 

Let K be the set of all sentences which contain no consta'l ts 

and which contain only the reü~.tion symbol P a-tld which are satinfied 

by N. K is non-empty since i t contains tne sente~tJce Y = (Ex) (Ey)P(x,y). 

Also K is consistent by (3.6)since M is a madel of K. Moreover 

K is complete since, for every sentence Y wnich contains only the 

relation .2 and is free of constants, ei ther Y or -vY is satisfied 

by M. That is, either Y or.NY is cont:-:üned in K and, a forti ori, 
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deducible from that set. 
We now define a system M* by tne conditions: A* = Au{a..o} 

p* =Ji, D(M*) = D(M)V{[j?(a0 , a1 ~}. ~·hen ~ICN~ by (5.~). 
Horeover FI* is a lso, . .a madel of K sincr i t is in fact, 1somorph1c 

to M under the one-one correspondeûce indicated by: 

a~.~.~M~a~.~.;. 1 t-!'11*, n = 1,2,3, ••• The sentence Y*= (Ex) :P(x,a.} is 

defined in M but is not satisfied by M although it is s :ttisfied 

by an extension l'Il* of M which is a madel of K. 'rhis, in conjunction 

with (5.9), Saows tnat K is not madel complete, as required. 

It can be shawn that, under certain conditioas, tne model­

completeness of a set K entails the completeness of K (Robinson[3] 

pp. 72-77). We shall now investigate one of these conditions which 

will prove to be useful in the sequel. 

(5.11) A system M0 is said to be a prime madel of a set of 
sentences K if : 

(l) M0 is a model of K 

(2) M0 can be embedded in any model M of K. That is, every model 

M of K is an extension of M0 • (It is understood that, if K 

includeà any constants, then these shall correspond to themselves 

in the isomorphism from M0 into M). 

For example, t ne field of rational numbers is a prime 

madel of tne L-theory K~ for the c oncept of a field of 
characteristic zero (see 4.11). ~o prime model exists if the 

characteristic of the field is not specified. 

It is quite possible that a prime madel M0 of a given set 

K be a proper extension of another prime madel M~ of the same 
set K. Indeed let S~ be an L-theory for tne concept of an ordered 

set which contains no last element (see (4.6)-(a). It is clear 

tnat any ordered set M of ordinal type w (for example, the 

natural numbers) is a ~rime madel of S~ yet M has a proper 

subsystem lVi
1 

(of the same type c;.,) which is isamorphic to M. 

It is also possible tnat a set K possess two prime models 
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1 u Mo and ~ which are not isomorphic. Indeed, let 30 be an 

L-theory for the concept of a densely ordered set (see 4.7) 
Let Mo be a densely ordered set with first and last elements, 

1 and let ~~ be a densely ordered set without first and last 

elements. Then clearly bo th Mo and !Vl~ are prime mo dels of 

S" w 0 • e now prove: 

(5.12) Theorern: (The prirne-rnodel test). Every madel-complete 

set K of the sentences which possesses a prime rnodel M0 is 

complete. 

~roof: Let X be any sentence which is defined in K. Then X is 

defined also in M0 and so either X or~x is satisfied by Mo. 
If X is satisfied by Mo then X is satisfied by all models of K 

which are extensions of N0 since K is madel-complete, by 

assurnption. That is, X is satisfie d by all models of K so that 

X is deducible from K. Similarly, if~X is s a tisfied by M0 , then 

-x is deducible from K. Thus X is decidable in K, as required. 
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Chapter 6 Model-Completeness and ~ersistence 

We snall now introduce an alternative approach to the 

concep t of model-completeness, via the notion of persistance. 

Let K be a consistent set (possibly empty) of sentences. 
In what follows we shall consider only predicates which are 

partially defined in K (see 2.8). This apparent restriction is 

in accordance with tne remark following (3.2) 

(6.0) A predicate Q(x1 , ••• x.._) n:! o is sa1d to be persistent with 

respect to K if for any n-tuple a 1 , ••• a~of constants which 

belong to a madel M of K the sentence Q (a, , ••• a~) can be deduced 

from the set KU D(M);; that is by (5. 7) and (3.12) Q(a1 , ••• au) 
) ) 

is satisfied by a madel M of K only if it is also satisfied by 

all models of K which are extensions of M. In particular, a 

sentence X is persistent with respect to K if X is deducible 

from the set K V D(M) for every madel l'il of K which sa tisfies X. 

For example, every sentence X which is deducible from K 

is persistent wlth respect to K. Again, if K is a set of axioms 

for the concept of a field then the predicate-

Q (x,y) =(Eu) (Ev) [G('l'jli-)!:: y 1\ tr(v,v) I u] 

which asserts tha t the diffe rence "y-x 11 possesses a square root 

is persistent with respect to K j while the predicate ·~ Q(x,y) is 

not. More generally it is easy to show (see Rooinson(3]p. l3)that: 

(6.1) avery existential predicate is persistent with respec t to 

the empty set 4(and hence with respect to any consistent set K). 

Using (6.1) we now prove: 

(6.2) The diagram D(M) of any madel H of K is a-complete. 

~roof: We mus t show that every s ent ence X which is define d in an 
arbi trary madel lVi of K and which is f ree of qua.cttifiers is dec i dable 

in t he set D(N). 

Sup t1ose then that X is defined in M so that ei ther X or-v X 

is satisfied by M. If X is satisfied by M then X is also satisfied 
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by all extensions of M by (6.1). Since X is free of quantifiera. 

Thus X is deducible from D(IVI) by (5.7) and (3.12). Similarly.vx 

is sa tisfied by riJ. only if rJ X is deduciOle from D(M) ( s_. nee "-'X i s 

likewise free of quantifiers). In any case, X is decidaole in D(M). 

We note that since the negation of an existential sentence 

which contains at least one quantifier is not existential, the 

set D(M) is not in general, 1-complete. Indeed, if M is tne field 

of rational numbers then the sentence (Ex) [1l(x,x) ~ 2] is not 

decidable in D(M ) since it is satisfied by the field of real 

numbers (which is an extension of M ) but it is not satisfied 

by M itself. 

We now ~rove the converse of (6.1) namely that any predi cate 

which is persistent with respect to a given set K is K-equivalent 

to an existential predicate. More precisely: 

(6.3) Let Q(x1 , ••• x~) be a predicate which is persistent with 

respect to a c iven set K. Then there exists an existential 

predicate Ql:(x, , ••• x,) =(Ey1 ) ••• (Ey~)R(x1 , ••• ~y1 , ••• yw.) 
) 

where m7o such that: 

(1) Q* is defined in the set KV f Q} 

(2) Q and Q* are K-equivalent. 

Proof: We first prove (6.3) in the case that n = o. We must 

show that a sentence X is persistent wl th respect to K only if 

tnere exists an existential sentence Y which is defined in the 

::ct KV [X f such tha t the sentence x=: Y can be deduced from K. 

Suppose then tha t the sent ence X is pers is tent wi th r espect 

to K. If the set H = Ku {xl is contradictory then ....v x is 

deducible from K
1
by (l.7),so that the sentence Y =(Ex)[Q(x)A"-'Q(x)] 

where Q(x) is an arbitrary una ry predicate which i s defi ned in K 

clearly satisfies the requirements of (6.3). Hence we shall 

assume at the outset that the set H is consistent. 

It is easily seen t llatthe set E of a ll existentia l sentences 

of Lis quasi disjunctive. (2.25). Let Ff;-E be t he set of all 
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exi2te~tial sentences Z which are defined in H a~d such t~at 

tne sen te .1ce Z .J X i s deduci ole from K. It follows readily 

that F is likewise quasi disjunctive. 

Let G =[""-' Z 1 Z~FJ. If J = ~{ VG is co ... 1sistent t :1en J 

possesses a model N by (3.9). Since X is pe rsistent with 

respect to K i t follows tha t X is deduci ble from t11e set KU D(M). 

If, in additi on, X is deducible from K alone, then it suffices 

to choose Y = (Ex) [QCx)V.v Q(x)] \<There Q (x) is defined as above. 

Let us then suppose t r1a t X is dedtwible from KU D(rvl) but 

tnat X is not ded~cible from K alone. By (2.6) - (a) it 

follo\o;s thcd there exist sentences z,, ... Z"'-E:-D(JVI), n3l, such 

tha t the sen tence [Z 1", • • 1\ ZJ:>X is deduci ble from K al one. We 

write Z1 f\ •• .AZ""= Z (a, , ••• aA-) .k."!.o where a\, ••• a~ are the 

individual constant s tnat appear in Z 1Ut do not occur in the 

sentotlc es of H. It fol lo•.·t s by (2.6) -(g) that the sentence · 

Q"Ex1 ) ••• ( Ex._) Z (x,, ••• x;)'Jx is deducible from K. Now the 

sentence V= (Ex1 ) ••• (.:.::x~~.) Z (x 1 , ••• x~) belongs to F (by 

definition ofF) so that the sentence-v belongs to G. Also 

-"-'V is satisfied by Ivl siince ~1 i s a model of G. On the other 

hand, the sentences Z1 , ••• Zn all belong to D(M) so that Vis 

satisfied by M which is a contradicti on . 

Thus the only case left to consider is the case that 

J = HVG is contradictory. Since His consistent by assumption, 

it follows by (2.7) that f o r s~me positive integer n·~l, there 

exist sente .-1ces Y1 , ••• Y~éF (i.e., '-"Y 1 , ••• """'Y;...E-G) ruch that ttle 

set KV[vY1 , ••• vY..,., x] is c ontradictory. By (1.7) and (2.14) it 

follovrs tha t t r1e sen tence X:> (r, v ••• vy\4.] can be deducéd from K. 

l~ow F is quasi-disjunctive so tha t there exists a sentence Y F 

such that Y,v ••• v Y"'~Y. Hence by (2.12) the sentence X=>Y is 

dé;duci ble from K. .But Y .J X is ded :.tci ble from K by the defining 

property ofF. ThusY satisfies the requireme:nts of (6.3). 
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We now consider the case n :z l. Let Q(x1 ••• x"'-) be persistent 

with respect to K. Let a 1 ••• a~be a set of individual constants 

which occur neither in Q nor in K. Then X= Q(a1 , ••• a~) is a 

sentence which is persistent with respect to K so tha t, by what 

we have already proven, we can assert t he existence of an existential 

sente .,ce Y = (EYj) ••• (Ey,~J Z(y1 , •• •Yw.) which is K-equivalent to X 

and which is defined in the set KU {xf. \'le may assume a priori 

that tne matrix Z of Y con tains all the constants a, , ••• a ... for, if 

not 7we may conjoin to Z a provable sentence which is free of 

quantifiers and which contains these constants. 

Hence we may wri te Z = (EYï) ... (Ey...,.) R(a, , ••• ~,y, •• •Yu.~) and 

by assumption t he sentence-

(3ca. , ... a.t);_; [(Ey1 ) ••• (Eyl4\) R(a1 , ••• ~,Yj, ... y~~is deducible 

from K. rlut the constants~ ••• a~do not occur fn either K or 

in the predicates Q and R by assumption, so that (2.6 )-(e) in 

conjunction with tne above establishes t he conclusion of (6.3) 

in the general case . 

We leave it to th~ reader to verify t ha t: 

(6.4) The following conditions are equivalent: 

(l) Every universal sentence is persistent with re spect to K. 

l2) Every universal predicate is persistent with respect to K. 

~3) Every unive rsal predicate which is defined in K is persi s tent 

with respect to K. 

l6.5) A (consistent ~nd non-empty) set K of sentences which 

satisfi es one ( and hence all) of the condit ions (1), (2), (3) 

~f (6~4) is said to be pre-complete. 

It is easilJ verified tha t: 

(6.6) Every model complete set K is also pre-complete. 

We now prove. 

(6.7) For a set K to be pre-complete it is necessary (and obviously) 

suffici ent ) tha t eve ry predicat e Q be pers isten t with re spe~t to K. 
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Pro of: dy ( 2.16) i t suffi ces to c msider only sen tences in 

prenex normal form. ~Je obs :rve first of a ll, tnat the pre­

corn_9lete (18SS of a S7~ t K, in conj !:mct ion w:i. th (6.1), implies 

thqt every predicate of cluss 1 is persistent with respect 

to K. Hence we may proceed by ind ucti~n on t he cl~ss number 

n (see 2.17, 2.18) to which Q belon~s. SuJ~ose then that we 

have a1ready ·roved (6.7) for a1l predi cates of class rn~1. 

Let Q (x1 , ••• x"') be a _predic8.te of class rn -+ 1 but not of 

c1ass m. Ve conslder two cases: 

Suppose that t ne 1ast quaz, t i fier in t ne rJrefix of Q 

is universal. Tnat is, Q is of t C1e form 

Q(x1 , ••• x 0 ) =(q1 ) ••• (q._.,)(Ey101 )(y,..1) ••• (yt) R(x, ••• x" y1 ••• y~) 
1 1 J 

where k21, R is free of qua!'ltificrs aüd the quantifier q~ 

conta.i ns the var iable y~ i = 1, 2, ••• k-1; \vhi1e t h e qua·ltiers 

a ft e r ( Ey~) are al1 uni versal. i'low the predica te 

S(x1 , ••• x(l,y1 , ••• y-li)= (y11.J •.• (y~ R(x1 , ••• x,...,Yj,···Ye) 

is univc rsal n.~id hence is persistent wi th resr;ect to K by 

ass ~;.mptio :t. I t f ollows by (6.3) t hat tn_e re exists a n existe :·ltial 

predic:üe S* (x1 , ••• x 11 y1 , •• •Y.b.) wh ich is K-equival e :t to S. 
1 

Substituti~ ~ 3* f ar S in Q it f ollows cy ( 2 . 12 ) that we obtain a 

predie;,:d;e Q* (x1 ••• x 0 ) which ir: K-e q_'ÜValen t to Q. Jut Q* is , 
now a predicate of c l ass rn and so is pers i s t ent witn r espect 

to K oy our i nd uction hy _po t nes is. Hence Q, by (3. 5), is like wi 8e 

pe rsist ent wi th r 8 G}dCt to K. 

1ww assume t lla t t ne las t qua _t tifi ~=H i n tne _pref ix of Q 

is existential. That is, ~ i ~ of t ne iorm-

Q(x1, ••• x n) = (q~ ••• (q,..,)(y~) (:C:y~.,) ••• ( '.:.yl.) R(xi, ••• xn,Y1 , ••• y.t) 

whe r e kZl; (yJt) i s the las t univursal q_ua ~ tifie r i n t ne ~l refix of 

Q whil e the qt a nd R a re defi ne d as befare . rlow the p r edlcate 

S( x , , ••• X n 7 Y1 ••• y~)=(Eyii-~~ ••• (Eyt)R(x1 , ••• x 11 ,Y1 , ••• yq_) 

is exi s ten t.i. a1 so th"J_ t its negation S6 (x1 , •• xn,Y, , •• y~):(y6.,) •• (y~fR] 
is unive r sal . It fo1lows as oefore t hat t ~c re exist s a n 

exis t E-;o:• ti a l _predic:=üe S~ ( x 1 , ••• x", Yi ' ••• y~=( Zy"-.,} .... Ç E;y~ R* ( Xj ••• -x.,. t~··• Y.·~ 
) ' ~. 

y,r . ic · i~= 1'- -= q:.üv'l:i.(~tJ t to .30 , so t hJ. t OJ ( 2 .14 ) ;.; ne c1reci.i :~ate · 

S~= (yll-.. ,) ••• ( yf')~ R*] 



is K-equivalent to S. It follows by (2.12) t~at the predicate 

Q* (x1 , ••• x~= ( ~,) ••• ( q,._.)(y._)(y~, ). •• (yt')[_I\..>R*] 

is K-equivalent to Q. ~ut Q* is of class m and so is persistent 

with resr ect to K by our induction hypothesis. Hence Q is 

likewise ~ersistent with resp0ct to K.fhis completes the 

proof of ( 6.7). We now prove: 

(6.8) If a set K is both pre-complete and !-complete then K 

is comple te. 

Proof: Let X be any sentence which is defined in K. Then X 

is pe rsistent with respect to K by (6.7) since K is pre-compl e te. 

By (6.3) there exists an existential sentence Y which is defined 

in K and which is K-equivalent to X. Since K is 1-complete 

it follows that Y is decidable in K, and hence so is X. 

We note tha t t~e hypothesis of (6.8) i s not a necessary 

condition 1Dor comple te !less. In fact l et J'II be t he orde red 

set of positive integers and let K be the set of all sentences 

formula ted in terms of theequality relation • and the ordering 

rela tion Q wni ch a re s a tisfied by M. An argument sirnilar 
to that of (5.10) shows that K is complete. Dut K is not 

pre-comple te since the sentence (x) [x ~ lV Q(l,x)] is 

satisfied by M but is not satisfied by the ordered set of 

non-nega tive integers which is a model of K (s ince it is 

in fact isomorphic to M) and an extension of M. 

The following results shal l be useful: 

( 6. 9) If the set K \) D(N) is 1-compl e te for eyery mo del M 

of K then it is also pre-complete fo r every ma del M of K • 

.J:lroof: Let I'IJ. be any model of K and let X be a universal 

serlteüce which is satisfied by a madel lvi* of the se t K 1.) D( N). 

l~ ow KU D(M*) is a lso 1-complete and X is s a t i sfied by lVI* so 

by (5.1), and 6.7) X is satisfied by all models of K which 

are extensions of N*. But M* is by (5.7) and by defini tion 

an extension of M so tha t X i s s a tisfi ed by all models of 

KVD(fii) vThich are extensions of M*. '.Chus the set KU D(M) is 
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pre-complete by (6.4). 

(6.10) If the set KvD(M ) is precomplete where Mis a 

given modal of K then it is also !-complete. 

~roof: Let X be a universal sentence which is defined in the 

set KVD(M ). If X is satisfied by M then X is deducible from 

the set KUD(r~I) by (6.0) since KVD(J.'il) is pre-complete. If 

N X is sa tisfied by M 1.ve wri te X = (yt ) ••• lyv...) Q(y, , ••• y""") so 

that by (2.14) and (3.5) the sentence 

X= (Ey1 ) ••• (Ey"'-) ..v Q(y1 , ••• y.,.J is satisfied by M • But X is 

existec1tial and so by (6.1) is satisfied by all models of K 

which are extensions of r.1 • That is x' (and hence ..vX) is deducible 

from KU D(M ) • In any case, X is decidable i'li {{.1./D(M). Hence by 

(5.4) KU D(rvr ) is !-compl ete. 

l6 .11) If the set K is pre-complete then the s e t K v D( N) is 

both pre-complete and !-complete. for avery model M of K. 

Proof: tet K be pre-complete. By (6.10) it suffices to show that 
... 

the set KVD(M) is pre-complete for every madel M of K. 

Suppose tha t for sorne model Iv10 of K the set KUD(Mu) i s not 

pre-comple t e. Then t here exists a sentence X such that X is 

satisfied by a model M1 of KIJ D(l'<1o) but X is not satisfie d by 

an extension M.:L of l\1, which is a mo del of K V D( H0 ). But then both 

M~and ~, are models of K and extensions of M0 • This contradicts 

the pre-completeness of K. 

( 6.12) A set K is mo del-complete if and only i f t he set K V D(M) 

is !-complete for avery rnodel M of K. 

Proof: Necèssity i s obvious oy definition of rnodel-completeness. 

eonversely , suppose thrt t t he set K v D(JV1) is 1-complete for every 

model N of K. It follows by (6.9) that the se t KJ D (M) is also 

precomple te for every mo del 1.\I of K. Hence -OJ ( 6. 8) K V D(Iv1 ) is 

complete for eve ry madel M of K; tha t is, K i B madel-complete. 

The importa.ace of the above result lies in the fact tha t 

in arder to establish t he model-comple teness of a set K it 
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suffices by (5.4) to c0nsider only existential sentences which 

are defined in an arbitrary madel M of K. We shall now show 

that the concepts of model-completeness and pre-completeness 

coincide. ~ore precisely:: 

(6.13J For a set K to be madel-complete it is necessary 

and sufficient t11at K be pre-complete. 

~roof: In view of (6.6) it suffices to show that every pre-comple te 

set K is 2lso madel-complete. This on the ether hand follows 

directly from (6.11) and (6.12). 
It follows by (6.7) that every predicate in a madel-complete 

set K is persistent with respect to K and conversely. Hence oy 

(6.1) and (6.3J it follows that a madel-complete set K is 

fully cha racterized by the deductive property that every 

predicate (which is partially defined in K) is K-equivalent 

to an existential predicate. 
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Chapter 7 The Test for Model-60mpleteness 

In this chapter we shall e s tabl ish a simplified 

sernantical characterization of the notion of Model-completeness. 

By way of example we shall show tha t certain group theoretical 

concepts are madel-complete a nd also complete. 

(7.0) An existent ial sentence Y will be called primitive if t he 

matrix Z of Y is a conjunction of atomic formul ae and (or) of 

negations of s uch formulae. (It is understood that this definition 

incl ;des the possibility that Z consist of a s i ngle atomic 

formula or of t he ~tegation of such a formula.) 

SLlCe every formula in the proposi tional calculus C is 

equivalen t in the sense of (1.8) to a dis j unctive normal formula, 

it follows by (2.5) -(a)
1
(2.12)

1
and (2.16) that: 

(7.1) Every existentia l sente (lCe in 1 is equivalent to a 

disjunction of primitive sentences; tha t is, for every existen tial 

sente; :..ce X there exist primitive sea tences Y1 , ••• Y~ (nZ. l ) such 

that X~ [Y1V ••• YY~J. Vie now prove: 

(7.2) Theorem: Let K be a consistent and non-empty set of 

sentences. Then the following condi tions are equivalent: 

(a) K is madel-compl ete. 

( b) For every pair of models 1'-1 and ivJ:* of K s uch t l1a t M CM* 

any primitive sentence Y which i s defined in M can be 

satisf~d by M* only if it is already sat i s f i ed by M. 

le) Every Ptimitive sent ence Y which i s defi ned in a model 

l\1 of K is decidable i n the set K V D(lVl). 

Proof: Suppose tha t K is madel-complete while condit i on (b) 

does not hold. The~ there exist model s M CM* of K and a 

pr i mitive sen t e ,·lce Y which is defined in I•l but is not sat i s f iffi. 

by M although it is s a tisfied by M*. Now both M and lVI* are 

mo dels of K V D (M) by ( 5. 7) so tha t Y is not decidable in the 
set KU D(M). Thi s con tradi c t s the mo del comple teness of K 
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and shows that (a) implies (b). 

rlow suppose th~t condition (b) is satisfied. Let Y be a 

given primitive sente~ce which is defined in a madel M of K. 

Suppose that Y is satisfied by ~ madel fii* of KU D(M). Then 

M CM* by (5.7) so that our assumption implies that Y is also 

satisfied by M. ~ow Y is persistent with respect to K by (6.1) 

and hence is deduci ole from the set KU D( M) ~ so that ( b) impl i es 

(c). That condition (c) impl i es (a) follows readily from (7.1), 

(6.12)
1
(5.4),in conjunct.ion with (2.14). 

Thus (7.2) strengthens the remark following (6.12) in so 

far as conditions (bJ and (c) assert tha t primitive sentences 

only need be considered. Condition (b) will be used as a test 

for madel completeness in this and in the next chapter. 

(7.3) We shall now present an alte rnative and more direct proof 

of (7.2) which is independent of t he notions of n-completeness 

and pre-completeness developed in chapter s 5 and 6. It remains 

only to shaw tha t condition (c) implies condition {a). 

Indeed suppose tha t condition (c) is satisfied but that K 

is not madel complete. Then there exists a madel M of K and a 

sentence X which is defined in M but Which is not decidable in 

tne set K UD(rvi ). If so, there exists sentences of this ki nd 

which are in preaex normal form and for which the number of 

quantifie rs is a minumum; where it is unde r s tood tha t all s uch 

models M of K are taken into account. 

Let X be s uch a s entence. We may suppose t ha t X begins 

with an existential quantifier. For if X does not include any 

quantifiers t hen X is decidabl e in the set D(M) by (6.2) andJa 

fortiori 
1 
in the set KU D(N). Again, if X bee ins wi th a uni versal 

quan tifie r we may consider instead the negation X1 of X whi ch 

does begin wi th an existential quantifier, and which is likewise 

undec i da bl e in KUD0'1) by (2.14). (We note t hat x' ha s t he s ame 

number of quantifiers as X and hence sha res its minima l property.) 
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Hence suppose X = (Ez) V ( z) where X is defined in a 

madel 1'·1 of K but is not decidaüle in K V D(fvl). Since the senteilce 

...vX is not deducible from KVD(N) it follows by (1.7) that the 

set KV D(M)U{x} is consistent. Hence there exists by (3.9) and 

( 5. 7) a madel lVI* of K which is an extension of r-1 and rrhich s .1.tisfieà 

X • That is, M* contains a constant ~ such that V(c) is satisfied 

by M.*. 1t follows by the minimal property of X , tha t the 

sentence V(c) is deduciole from tne set K \JD(JVI*) aY1d hence by 

(2.6) -(dJ so is the sentence X= (Ez) V(z). 

Now by (5.6) the set KVD(M*) contains, in addition to the 

sentences oi' K LJ D(N) only cettain atomic formulae and their 

negations. Then (2.6) -(a) mplies that there is a conjunction 

W(b1 , ••• bi(.) •ot' a .finite number of the.se senten.ces such that the 

se1ltei1.ce [wC b1 , ••• bw..·~:) X is deducible from K t...'D(H) where b,, ••• b..._ 

denote t:ne individ.ual constants which occur in W but which do 

not belong to rvr. 
It follows t'hat t'he constants b1 , ••• b"" cannat occur in the 

sente.11ce X or in the sentences of KVD(f•T) so tnat by (2.6) -(g) 

we may infer thlt the sentence (5Ex1 ) ••• (E~) W(x, , ••• x .. ~::>X is 

deducible from KVD(l\'I). l:lut tne sentence Y= (Ex, ) ••• (E~)W(~ ••• x") 

is a primitive sente~ce which is defined in M and which is 

satisfied by M*. 

the ~iet K VD(H). 

Hence by our hypothesis Y is deducible from 

It follows by (2.6) -\b) t i1at the sentence X 

is likewise dedu.cible from KU D(M) which is a contradiction. 

Hence K is madel-complete. 

Let G~ be an 1-theory for the concept of a completely 

d~visible torsion free abelien group which contains at least two 

different eler,ten ts ( see4. 4). A group of this type ( tha t is, a 

madel of G~ ) wi l l be ca lled here a g roup of type D. 

It is ea sily seen that in a g roup of type D the equa tion 

ny = x, (n? 1) possesses a uniq tle solution y for any t;iven x. 
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Let r = m/n be any positive rational number where rn and n are 

positive integers. We then define ~x as the unique solution 

y of the equa tion ny = rn x and we set r- :x= l-r) (-x) for any 

negative rational r. It is then cle~r tha t t he rational numbers 

may be regarded as a (left) opera tor ring for any group of type 

D) that is, any group of type D m~-w be rega.rded as a (left) 

R-module where R denotes the ring of rat i onal numbers. 

In t~e discussion of groups of type D "linear dependance" 

will be understood to mean linear dependance wi th respect to the 

rational numbe rs as opera tor ring. Given two groups M and M* of 

type D such that MC.M* we shall say tha t M.* is of rank n over M 

if n is the maximum number of linearly independant elements in 

the di f ference group H* - M. The · rank of M* over ~1, if fi ni te 
J 

will be denoted by (M*:lVI). We note {lVI* : M)_?l if H C.l\1* while 

(M* :M) = 0 if and only if ~* = M. We are now in a position to 

prove: 

(7.4) The elementary theory G~ for the concept of a group of type 

D is modal-complete. 

Proof: Su pos e that G~ is not madel-compl ete Then by condition 

(b) of (7.2) there exist groups M and Mt of ty; e D s uch t hat 

11'1 C.M,.,.. and a primitive sen t ence Y = ( Ey1 ) ••• ( Ey..,. ) Z(y,, •• •Yv..) 1vhich 

is defined in M and which is s a tisfi ed by M~although it i s not 

satisfi ed by l\1. 

Traaslated into ordinary algebraic language Y states that 

a pa rt i cul.s.r sy s t em of ec: uat ions and i nequa l i ties of the type: 

(7.5) oc= {9, oJ...~(J, DI..+F =(, oc4{i #- ~possesses a solution where 

the Greek letl:iers stand / or constants of M or f or t he "unknowns" 

y
1 

, ••• y'A. Let y =aL, a~ e- :r-1"be a solution of (7.5). Le t 

M
11 = M( a 1 , ••• ~) be the group (necessarily of type D) obta ..L ned by 

Il 
adjoining the elements a, , ••• a"" to foi ; i.e. l\1 cons ists of all 

elements of the form a + r 1 a 1 + ••• ~ r, a, where a c:-M and t he (Lare 
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It is easily verified tho. t 8-ny n .f-1 elements in the 

difference group MH- M are linearly dependent. That is 

(Mu:M)~n so tha t there exist extensions of M which are of 

finite r~nk over M and in which (7.5) possesses a solution. 

Let M0 be an extension of this t ype whose rank mcover Mis as 

small as possible. If m0 = o then M0 = fvl which is impossible. 

If Ille 71 let Nt be any group of ty:pe D between M and fJ!0 which 

is obtained by adjoining to M m0 -l elements of M~which are 

linea rly independent with respect to M (i.e such that the 

corresponding elements in the difference group ~-M are 

linearly independen t). Then I'1~ is of rank mo -1 over M and 

so (7.5) cannat possess a solution in~~ by the minimal 

propetty of m0 • Also M0 is of rank 1 over H~. Accordingly 

we may a s sume at t he ou tset t ha t JVI0 is of ra:clk m
0 
= 1 over M. 

It follows that every element a'é Mc can be wi'i tten 
uniquely in the form a 1 = a + Y a 0 where aE-N, ris rational 

and a0 is an arbi trary but fixed element of J';I
0 

which does not 

belong toM. In par ticular , then (7.5) is s a tisfied by 

certain elements yi.. = a.:.+ v~ a 
i = 1,2, ••• n. 

where a·<= Iv! and f are rational 
L ~ ) 

Substituting these expressions in (7.5) and transferring 
all t erms to the lef t hand side we obtain a finite number of 

expressions .J f the form: 

(7.6) b~ -4-

bl t 
whe re bi) t M and 

solut i on of the 

(7.7) 

S· a~= o j = 
~ 

s~ a0 F o j = 
the S~ are rational . 

system of equations 

S· y = o • s~ y r 0 

j = 
j = 

1,2, ••• ...t 

~ .f.l) ••• p 

Thus y is a 
and inequalities: 

1,2, ••• .t 
t:-&- l, ..• p 

'We note that this 

if (7.7) were sat i sfied 
system canna t have a solution in M for 

by sorne y = a~ M th en ( 7. 5) would be 

satis fied by the s e t y · =a · ti ·a which is contrary to 
L l- \. 
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assumption. On the other hand since a 0 is linearly independent 

of all the elements of M i t Lülows tha t b~ = o 1 .f3 = o for 

j = 1,2, ••• Lin (7.6J ~nd (7.7J and so the first {conditions 

of (7.7J hold identically. 

We may also assume th2.t . s ~ 'f o for j = Q.. 4 l, ••• p since 

otherwise the inequality in question holds or does not hold 

independently of the value of y. Accordingly we may write the 

inequalities of (7.7) in the form: 

( 7. 8) y 'f c. j whe re Cl = - ç~' b ~ j = L + 1, •.• p 

and every solution of (7.bJ is a solution of (7.7). But Mis 

infinite (torsion free) and so we only have 

element y = a ~M whic h is different from all 

in order to obtain a solution of (7.8)in M. 

(7.7) and hence (7.5) also possess solutions 

to choose an 

cj 1 j = i..-\- l, •.• p 

But if so then 

in M. Thus the 

original a ssumption that (7.5) has no solution in M leads to 

a contradiction, and this proves (7.4) 

We now consider ordered abelion groups. Let Gt~o be an 

L-theory for t he concept of a completely divisible ordered 

abelian g roup which contains at least two different elements. 

(see (4.6) - (b) and (4.4) - (iii). Such a group (i.e a model 

of GAo ) will be ca lled here a group of t ype uO • We now prove: 

l7.9) The elementary theory G~c for the concept of a group of 

type DO is madel-complete. 

Proof: We proceed as in the proof of (7.4) and employ (7.2)-(b). 

A primitive sta tement Y= (Ey, ) ••• (EyiA. )Z (Ya ···Y~) whi ch is 
' defined in a group M of type DO now amounts to the asser tion 

tha t a particular finite system of equa t i ons and inequa l i ties 
of the t ype: 

(7.10) 01..< .8 

!X2 (3 

possesses a solution. ln these expressions the Greek let t ers 
stand either for constants of~~ or for the unknowns yi, ••• y ..... 
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we observe tha t o<.zf3is the negation of()I..<(S. We shall show 

that the assumption that (7 .10) possesses a solution in an 

extension JV10 of J.'o1 which is of type DO but does not possess 

a solution in M leads to a contradiction. 

Since every ordered abelian group (containing at least two 

elements} i s necessarily torsion free it follows that every 

group of type DO is a group of type D. We may t '1erefore again 

introduce tne rinc of r a tional numbers as operator ring. Using 

the same argu ments as be fore, we may agaj_n c onfL1e ours el ves to 

the assumption th~ t M0 is of rank m0 = l over M. 

Then (7.10) is satisfied by certain elemen~s y~ =a~+ ~ac 

of lVi where al. f: Il'i 1;.._ rational i = 1, 2, ••• n and a 0 is defined as 

before. We now carry ou t the substitution y~= a~+ ~y i =l,2, ••• n 

in (7.10) and transfer all the non-vanishing terms to the left 

hand side. The re results a system of equations and inequalities 

of the form: 

(7.11) b . ~ s· y = o b · + ~,y< o a d ~ ' 

bô + (~ y /. o b~ + sô y z o 

where the b~ all belong toM and ~are rational. This system 

is satisfied in M~ by y = a 0 but it cannot be satisfied in M 

for, in that case, (7.10) would a lso be satisfied in M. 

Now b• ~ ~ y F o is equivalent to a disjunction which may 

be written briefly as: 

[Cb~-+ S"~ y)/ o] V [{b~ -4- s~ y) < o] 
and simila.rly bi) + SÔ y. ·.! o is equi vale ct to : 

[b~ t S,) y = 0] '-'[b~ + s~ y "1 o 1 > 

In each case y = a 0 must satisfy at least one member of the 

disjunction and we may tnen omit the other momber. Thus the 

system (7.11) is replaceJ by an equivalent system of the form: 

(7.t.;() bl 
.,. s· y- o 6 -

b. + S'à y < 0 

b· 
) + s~ y/ o 
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But b
0 

+ <;dy = o entai1s b ~ = o) S'.)= o for 8.11 expressions of 

the first type in (7.12) while we may assume that ~~ o for the 

expressions of the second and third t ype. Accorêing1y (7.12) may 

be reduced to a system 

(7.13) 

where 

empty. 

Pu t 

·rn en 

y 7 C· 
~) 

y< ca 
j = 1,2, ••• -L 
j-~+l) ••• p 

c tM 1 ~ J. e:. p and OW' or the other of the two sets may be 
~ 1 - -

We now show tha t (7.13) is already satisfied by M. 

Indeed suppo s e first that nei~her set in (7.13 is empty. 

cf<:. 

C 1 = max. c~ 1 c: · e/) 
-J-~ 

Il c =min. cc) {t 1 ..c j=p 

c'' s ince c'< a.,= c'' • It fol1ows t i'lat y = a = t (c 1 + c'') 

is a solut i on of (7.13) and a~M. Simi1a r definitions are effective 

if j ust one of the two sets in (7.13J is empty. If both sets are 

empty, there is no t hing to prove. In any case we arrive at a 

contradiction. This comple tes the proof of (7.9). 

Now let M be any group of t ype D and l et a~ o be an arbitrary 

but f i xed element of M. It is c1ear tha t the set A = [ra} rt- R r 
where R denotes the ring of rational numbers is a group of type 

D - in fact - a subgroup of l\1. A1so the mapping t-a_., r-is an 

isomorphi sm of A onto the addit i ve g roup of rati ,Jna1 numbers. 

Hence the addi t i ve group of r a tional rmmbers is a prime model (see 
1 

5.11) of the theory G~ (see 7.4). Likewise the orde red additive 

group of r a t i ona l numbers is a prime model of t he theory GAo 

(see 7.9).Hence by (5.12) we nave: 

(7.14) The el ementary t heory G~ 
type D and t he e l ementary theory 

of t ype DO a re bo th compl e te. 

f or the concept of a g roup of 

GAo f o r t he concept of a group 



r 

Cha.f!J.er 8 I'-loàel-:omplete r'ields \-li th Applications. 

In tl'üs chapt er ·,·Je shall show th ~ ' t the ele;uen tary 

1-theories of alge.oraically closed a11d real closed fields 

are both model complete (and complete). Assuming the reader 

to be fa:niliar wi th ele :uen tary field tneory, we s hall also g.i. ve 

examples of sorne intcresting applications to alge ora. We begin 
( ' 

with algeoraically clos ed fields and the following well known 

resul t (see Zariski a.nd Samuel [lJ): 
(8.0) Let M be any field. Then there exists a field M such 

that: 

(i) r is an a l e ebraic extens i on of M. 

(ii) M is algebraically closed. 

(iii) M is unique up t o an isomorphism over M. 

M i s called the algebraic closure of M. We observe 

that {8.0)-(iii) asserts that every isomorphi sm f rom a fi eld 

M onto a field M1 can be extended to an isomorphism fromM onto 

~ We are now in a position t~ prove: 

(8.1) The elementary theory of alc ebraically closed f l elds 

is madel-comple te. 

Proof: Le t K* be an 1-theory for the concept of an a.l eebraically 

closed field (see 4.10). Assuming tha t K* is not madel-complete, 

(7.2)-(b) asser ts the exis tence of a primitive sentence Y which 

is defined in a n a l ge braically closed fie ld M and whi ch is 

srt tisfi ed by an alge brai cally clo s ed ex t e •ts ion M
1 of fv1 a.l thouc;h 

it is not s a ti s fied by M. 

In ordin~ry algebra ic notation Y i s equi val en t to t he 

assertion tha t a particula r finit e sys t em of e qua tions and 

inequalitie s of the type: 

pos s esses a sol ution, where the Greek le tte rs s t and either for 

e lemen t s of N or fo r t he "unknowns " y 1 , ••• Y.,... of the sen t e{lce 
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Y= (Ey1 ) ••• (Eylf\.) Z (y, ••• yù). No"' we may replace the 
) 

inequalities in (8.2) by equations, by introduci ng for each 

inequality a new unknown y~, and by replacing the inequali ty 

in question by the equivalent-

( o~.-(? ) y;-1 = 0 (~+~-~ h:)-1 =0 

respectively. It follows t hat (8.2) is 
~f- '6 )~-1=0 

equivalent to a f inite 

system of polyaomial equations: 

(8.3) P~~.(y, ,y:J.., ••• yUJ.) = o,mzn, k-"Z-1, vlith coefficients in M. 

Suppose then tha t (8.3) possesses a solution in an 

algebraically closed extension M
1
of M although it does not possess 

a solution in f•I . Let the solution be gi ven oy y
1 

=a, , y L = a). ••• y..,.= a,.._. 
) ,, 

Then (8.3) possesses a solution also in the a l gebraic closure M 

of M (a1 , ••• a~) and the degree of transcendance of Muover Mis 

fini te ( :=.m). ;Jow l o t M0 be an algeoraically closed field beh:een 

fw1 al.'ld M
11

, M ~ M0 C. i\{ in whi ch ( 8. 3) posscsses a sol ut ion and such 

tha t the degr ee of transcendance m0 of M0 over M, m0~l is a minimum. 

We may then assume tna t m
0
= l; for if t his is nott~case a priori, 

then '.; e may always replace M by the algebraic closure of M (b, ••• br...,-r) 

\'lhere b1 , ••• b1110-t) a re ffio -1 elements of M0 -M which are al ge braically 

independan t wi th respect toM. Suppose then that ID0 = 1. 

We have thus established the existence of 2l ge braical ly 

clo sed fieliJS M and M
0

such tnat M0 is an extension of M of deeree 

of transcenden ~: e l over H and such tha t (8.3) possessos a sol ution 

in I"'l0 bu:t no t i n M. :·Iow le t :t'JI* be any algebraically closed proper 

extension of l'vi. Let a* be any ele•nen t of l'il* which do es not be long 

to Ivi . Then a* i s transcenden t a l over rv; so tha t the a l geb r aic 

closure. M** of lVI (a*) is isomorphic to JVI 0 (since lV10 is also the 

a l gebrai c cl osure of a s Lmple tra :scendental extension of M) ove r 

M. The f act tha t Y is sa tisfied by M0 there f ore enta ils tha t Y 

is satisfj_ed by M** ;:md hence by r!J* since M (a*) S î/f*. In ethe r 

words , Y is satisfied by all proper extensions of M which a re 
algebra i cally clo s ed . 
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Let K0 be tl'le set of all sentences of the form,.,. [c ::::: bJ where 

c is a.n arbitrary but fixed (individu·: l) consta;1t of L which is not 

contained in r.r, and b varies over all the ele .:1ents of E. Put 

K1 = K* U D(r~i.) (J K0 • Then the models of K1 are precisely the 

algebraically closed proper extensions of M. It follows by (3.12) 

and tlle above that Y is deducible from K1 and he11ce by (2.6)-(a) 
""' 

there exists a fini te subset of ~ say - .f,,.,.[c ::::: bJ, ••• ,,{c :::::bt..lJ 
s~ch that the sentence: ["-' [c ::::: b;J A ••• r~}tc I btj] ::>Y is deducible 

from K* U D(H). It follows by (a. 6) = (g) that the sentence; 

V= lëEy) ~[Y :!: b11A. ••A IV[y ::;: bt~-:) Y is also deducible from 

K* U lr(M). But H is a mo del of K* v D(M) and since r•ï is infini te 

(algebraically-closed) it follows that for any finite set {b1 , ••• b..t.j 

of elements of M we can find an element of M which is different from 

all these. Thus the implicans ofVis satisfied by M a:.1d wti:: conclude 

that the implicate, which is Y, is likewise s~tisfied 0y M. We have 

tnerofore arrived at a contr-::..diction which proves (8.l). 

By 'day of example 1·:e now prove the knovm resul t that: 

(8.4) A system of polynomial equations--

pi(x , ••• x) =0; j = 1, 2, ••• m which has a solution is sorne 

extension of its field of coefficients F must already have a 

solution in the alcebraic closure of F. 

Proof: Let K* be a set of axioms for the conce ~, t of an aleebraically 

closed field and let M be the algebraic closure of F. It is then 

not difficul t to formul'lte a sentence X which is defined in K* \JD(M) 

a 1d which asserts that the system of polynomial equations (above) 

posJesses a sol iltion. Now if X is satisfied by sorne extension F1 
1 1 of F then it is also s~tisfied by the algebraic closure M of F. 

But I'I 1 is 8.n extension of l\1 and a madel of K* so tha t the mo del 

compl a teness of K* impJies that X is already sRtisfied by M as 

required. 
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Let us now consider real closed fields. ~e begin with 

the following algebraic preliminaries (see Van Der Waerden[1] 

p.p. 225-232) : 

(8.5) A field Mis said to be formally real if(- Dis not 

expressible in M as a sum of squares (or equivalently, if 

a sum of squar8s vanished in M only if each term vanishes 

individually). For example, every ordered field is formally 

real. We ooserve tnat every subfield of a formally real 

field is for~pal~Y-" rea~_. 
(8.6) Let M be a forrnally real field. Then the following 

conditions are equivalent: 

(1) M is a real closed field (see 4.13) 

(2) ~()is algebraically closed where i = V:l 

(3) No proper ~lgebraic extension of M is formally real. 

(8.7) It follows by (8.6)-(2) that the roots of a polynomial 

f(x) with coefficients in a real closed field M must lie in 

M(i) and tnerefore always occur in conjugate pairs a ~ bi, a-bi. 

By factoring f~x) into linear factoTs in M(i) and combining 

pairs of conjugate factors it follows tha t every polynomial 

f(x) over M can be decomposed into linea r a :1d quadratic factors 

irfeducible in M. As a corollary we have: 

(8.8) Let M be a real closed field and let M(c) be a simple 

transt andental ordered extension of M. Then the ordering of 

~(e ~ i s un1q~ely determinded by the ordering of M togethe r 

wi th the set of rel.?. tions a< c, c <a or c =a, whichever holds 

in M(c), where a v~ries over all constants of M. 

Proof: It is duffic i ent to show that the set of relations 

a-<c, c < a , c = a determines uniquely whe ther an arbi trary 

element of M(c) is positive or nega tive or zero. The general 

element a* of N(c) is of tne form: 

a* = b (c~ + a._1 l-' + ••• ta e c -1- ao ) 
W\ ·-· C t b.,., C f. ••• ;.b1 C t b 0 

where b, al, ••• a~_1 ,b0 ••• b,._,€-M. We may disregard the ca se tha.t 
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a* reduces to an ele;r.ent of N. The:'l 8oth numer"-'.tor 2.;'~d 

denowina. t or of a* may oe decOJ~~posed b.J- (8. 7) into linen.r and 

~~~:~~ü :~c f ac::rs: b (.lT(c.-o{il) -n ((c- ~d)'l-+ o{).) 
\T(c-olt) n(cc-fib)'t_.. (l~)l) 

whereJ.l,ot;)~3~~:>~~,6;all belong to H. The quadrat::.c factors of (8.9) 

are necessa rily po si ti ve, \•rhile t 11e sien of the linea r factors is 

determined JY our give . ~ ordering relations. Hence the sign of a* 

is det ermined by thes e relations together witn t he sign of b. 

This proves (8.8). 

(8.10) Theorem of Artin Schreier) For every ordered field M there 

exists a f ield R such tha t: 

(i) R~ is real closed. 

(ii) R~is an algebraic extension of M whose order 

preserves tne a rder of M. 

(iii) RM is unique up t o an isomorphism over M. 

For exa.mple i f H i s the field of rationa l numbers then RI"'\ 

is the field of all real algebraic numbers. We note that 

(8.10) - (iii) a sse rts that every (order preserving isomorphi sm 

fro :r: an ordered field M on to an ordered field M
1 can be extended 

to an isomorphi sm from R~onto R~. As a corollary we have: 

(8.11) If M i s a subfi eld of a real closed field M* then M has 

a uni que r eal clo s ed algebraic extension M~ 

isomorphic to RM over N. 

Proof: Let M1 denote the subfield of all elements of M* which 

a re algebra i c over M. Since M* is r eal c l osed it follows by 

(8.6)-(2) tha t fVI* (i) is a l gebra ically closed and hence s o is 

M
1
(i). Tha t is, M

1
is a real closed field. ~ow every a l gebraic 

extens ion of J\1 in i'l* i s contained in JVI
1
and by (8 . 6 )-( 3 ) no proper 

subfield of M1 cont aining M can be r eal closed. fherefore M is 

t he only real cl oned a l gebraic extension of M in M*. 

r~/ \'Ji l l be call ed t he real clo sure of N* in J'ii. Indeed, by 

(8 .10), l\'l
1
is i somor ph1·c to R...~over 11':. · r · _ ~ ~ ~ e are now 1n a pos it i on to 

pr ove : 
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(8.12) flle ele!n:-on tar~~ t.neor/ ~Jï n :al clo::-: eà fie) ds is :nodel­

com:ü te. 

Proof: Let 1\."' ..;e a set of 8.Xi ,J;n<> for t '. e concept of a real closed 

field. ~~ssumi ' ' L t~t·~.t X~ L:::: ~1ot model-cor!ipl e te tten (7. 2)-(b) asserts 

the existe -tee of a ~rirdti. ve SP-nte .~ ce Y= (Ey1 ) ••• (Eyf\)Z(y1 ••• y~ . ' 
whose c-Jnsta:~ ts belonc to a real closed field H and "'~ich involves 

onl;:;r tEe o r)c I'3. tio (l G of 2.ddi ti on a:HJ mul tiiJlica ti on a !d ti .·e 

rc:l ~·.tions of equ2.li ~J a 'à arder ar:d vn:lich is satisfifod by a rea.l 

cl :.>:; ed exte:,sion h
1 of i\ althou c;h it is not satisfied by N. 

Th us [·.l' c .J ::1 t n. i': s con s t 3. , ~ "L c c 1 , • • • c t'l suc h t r i a t Z ( c
1
, • • • c"' ) 

1 
is ~:'1.tisf ·i c d cy J•·t. Sir..ce Z i s frec of CJ'la'l ti fiers i t follow·s 

t : .. at Z i.s ::ü.so S'"_t.i.sfied : L·-r t;.e ordereê field M(c 1 , ••• en). !~ovr 

tne decree of tr? sce 1de iCe of M(c 1 , ••• crt) over his finite (~ n). 

Let M0 be a r eal clo s ed extension o f M whi c h sati s fies Y and SJ Ch 

tnat tne deg r e e of tra s cen de nce m0 ·Jf l~i0 over H is a mir•iinum • 

. -ww Y is not s .-üisfi e d by r~l so t,c~ü m
0
Z l; (:le noserve tr:-~.t no 

proper r eal clo~ed extensio~ of M can be alceor~i c over ~ by 

(8.6)-(3)) and n ::.tce oy ex t e r,d ~i.. nc r;; if n ecessary , a. s in the proof 

of (8.1), we may s uppo s e m:)re precisel~r tnat me~= 1. 

Let c be an arbitrary out f i xed e l e e n t of M whi ch does 

not belo~g to h . fhen c is tr8osce dental over B ~y (8.6)-(3). 
Let Ko be t i'èe se tf [a :I 9} to~e t ne r wi th all a t omic 

sentence~ o f t he form Q (a , c) and Q (c, a ) which hold in M(c) 

whe re 2. varier: over ~ül ele:aen ts o f iVI. rut K1-::.K
0
UKAVD(;:). 

Tüen K1 J s c .J n.:)i:>t !O:.~ - ~ t since H
0 
is a mJdel Jf Ki· Let rvi, be any other 

mod E:' l of K 1. ·.rücn !'' tic a r ::;al c lo sed extcd s t. ::>n o f 8. sünple 

tra s c e .den tal ext :-; ~_ ::üon l•: .t.o:i' r•ï wili c : l is ob t rüned from fi by 

tHe ad ~u:.Lc t iOt1 of c. J':Ioreover , accordi.:>:L~ _. to (8.8), t he 

i nclusion o f K0 in r\.t ens 1.res t n.t t e e order i:~1g of i1:~.L ;: t ne 

s a me a s t he orde ring of M (c) i. e . 
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M~coincid cs wi th rij(c). J:~ow i·J 0 i s 8.l c ob r:=tic over IV'!(c ) since 

mD= 1; so t~at by (8.11) it f lllows that t ne re exi sts an arde r 

preservinc isornorphism from t:1e real closur e !vl:of rJI'2.in rvl 1onto 

r>:0 • That is Hf is isomo r _r·h ic to i•ï0 so th3. t Y is satisfied by M/. 

Hence Y i s a l so satisfie<'. by N1 since M1 is an extension of fV'~ . 

We have thus shawn tnat Y is satisfied by all ma dels of 

K1 • It follows t h~ t Y i s deduci ~le fr om a finit e s ~ Qse t of K1 

or, more pa rticularly, tuere exist (individual) constants 

a 1 , ••• a~ ,a;r-1 , ••• a t, a-t~a, ••• a pin JVI S 1J.Ch th!lt t he s en t er1ce V (c).::>Y 

is deduci ble from KI\VD(!S) v; he re V( c) is g i ven by the iden ti ty : · 

V(c) = Q(a1 ,c)/\ ••• AQ(a~,c) /\Q( c ,ai~~)/\ ••• l\Q(c,at)/\ ... {a.t. .. 1 :i: êJA··A--~r::!:c]. 

It foll ows by (2. 6)-(g) t hat the sentence X= [1Ex)V (x)]:::> Y i s 

likewise deduciole from K~\JD(IVl). 'de n ow shO\'l t ha t t he sente nce 

X = (Bx)V (x) is satisfied by M. 

In ordina r y a l zebraic laYJ.&; ltas e vTe nave ta f i nd a solut i on 

x in M ta a s ys tem of inequalities : 

(8.13) a . < x 
t 

i = l' ••• ~ 
2.· -"?X 

.... 
i ~ j -\- l' .•• .t 

a · ~ \... 
x i = t-+ 1' •.• p 

where it is known that the sys tem possesses a solution x = c in 

an exténsion MVLof ~'!. Si nee the inequa litios 8.l ~ x are equivalen t 

ta dis junctions: 

( a ·<x) V ( a 7x) 
\.. \.. 

i = Q. + 1, ••• p 

a n d si n ce c satisfies a t l eas t one of the àisjuncts in each c a se, 

but canna t satisfy the othe r , it f a l lows t hat we may r eplace (8. 13 ) 
by a system: 

(8 .14) at..< x 

ai..7X 

i-1, 2 , ... ~ 

i = ~-\ l ..• p. 

Une or the othe r of theoe two sets inay be empt:/ . If bath a re e mp ty 

t here is nothi : l~ to prove. If t he s e c ond ce t is empty bu t no t t he 

first then (8 . 14 ) is s~t is fied in M by x = max . a~~ l . If t he firs t 

se t i s e :r:pty , bu t not the second th en ( 8.14) i s S'Cl. ti s fied in r-1 by 

x = min. a ë- l . 

Fi nally1 if neithe r set is empty then (8.14) i s s t a i s f ied in M by 

x = t ( a' + a' ) where : a '= l ~ . .::! • d ,, . ma x . a L, - 1 - J ; a n a = m1n a l., j ~ i -==. p . 
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We note that a1-l... a!' since (8.14) is satisfied by a. in ~I.t­

and M~ prese rves the arder of M. 
1 

In any case we have shown that the sentence X is satisfied 

by I'lta Since the sen tec'lCe X =X1
-::> Y is deduci ble from Kp.V D(M) i t 

is li~ewise satisf~d by M. It follows tnat Y is satisfied by 

JVl, which is a contradiction. This completes t he proof of (8.12)· 

We now consider the question of completfness. We have 

shovm earlier (see page 33) that the elernentary theory of 

algebraically closed fields is not complete. However,let M be 

any aleebraically closed field of characteristic zero. Then 

the prime field M0 of M is isomorphic to the field R of rational 

numbers so that the field of algebraic numbers is isomorphic by 

(8.0) to the algebraic closure Mo of M0 • But the subfield M1 

of M consisting of all elements of JVl which are alge craic over 

M0 is again algebraically closed so that M1 is also isomorphic 

to M<~by (8.0). That is ~1 contains an algebraically closed 
) 

suofield isomorphic to the field of all algeoraic numbers (of 

characte ri s tic 0). Simila rly, every algebraically closed fi eld 

of characteristic p70 contains an algebraically clos ed subfield 

isomorphic to the f i eld of algebraic numbers of characteristic p. 

It follows by (5.12) that: 

(8.15) fne 1-theory K* for the concep t 

closed fi eld of specifi~d characte r is tic 

4.11) is comple te. 

of an algebraically 

pz_o (see(4.10) and 

Now let M be any real closed field. Then M has 

characteristic zero so that the prime f ield M0 of M is 
isomorphic toR ( above). Then the real closure M: of M0 is 

isomorphic by (8.10) to the field of r eal a l gebraic numbe rs . 

But by (8.11) tne r eal closure of M~ ·in M is also isomorphic 

to f•Jt so tna t r-'1 contains a real closed subfield isomorphic to 

t he field of real algebr aic numbcrs. It follows by (5.12) again 

trw.t: 

(8 .16) The L-theo ry KR f or the concep t of a r eal closed field 

is complete. 
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Hilbert~ problem on definite forms (see Hilbert [1] 

p.p. 465 - 466)was originally solved by E. Artin by means of the 

concept of a for~ally real f i eld. His result may be stated as 

follows: 
' 

(8.17) rheorem Let f(x1 , •• •X1A.) = p (x, , ••• x .... ) be a rational 
q (x, , ... x~.J 

function with coefficients in the field R of real numbers. Suppose 

t11at f(a,, ••• a"')Zo for all real numbers a,, ••• a
14
for which~(a,, ••• ~)'f o. 

'rhen there exists rational functions f 1 , ••• fA.wi th coefficients in 

R such that f (x 1 , ••• xLA )::.~(ft (x11 ••• ~ ))~ 
Usin~ the fact t hat the theory of real closed fields is 

madel-complete we shall prove (8.17) in the more general case that 

the field R of coefficients (above) is any real closed field. We 

shall also require certain algebraic results which we introduce 

as follows: 

(8.18) Le t M be any field. A mult iplicative subset C of the 

elements of M (i.e a~ e, b~ c implies abe C) which includes the 

unit element 1 but does not include o will oe called a co~e of M. 
For example the set [1}, consisting of the unit element 

mf M alone is a core of M. Again, the set consi s ting of all the 
positive ele.::en ts of any ordered s ubfield M of f-1, is a core of M. 

(8.19) Let M be any field with core c. M is said to be formally 

real wi th respect to C if f or any a 1 , ••• ~ E:: C; b1 , ••• b""E: M we have: 
)'\ .1. 

. 2. a· ( b· ) = o 
L""l \. \. 

only if each b~= o i= l, 2, ••• n. 

We observe that for C = {1~ this definition reduces to that 

of (8.5). Also, i f Mis formally r eal with re s pec t to a core C 
then any subfield i\'i0 of r~1 i s likevrise f ::lrmr:üly r eal vri th r e spect 

to C. 

(8.20) Let M be a f or nally real field. A set J of elements of M 

is called a pseudo-ideal if it sa tisfi es the followi ng conditions: 
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(i) J is a semi-module. fhat is, for .g_ny a~ J, b ~ J we also 

have a -+ b €- J and ab 6 J. 

(ii) The squafe of every eler,, ent of N, other than o, belongs 

to j. 

(iii) 0 does not belong to J. 

We note that the set of pseudo ideals in M is not empty. 

For example, the set of ali finite sums bt ~ b~+ ••• + b:, where 

k Z. 1; b~ f. o j = 1, 2, ••• k is a pseudo id~al. l\1ore generally, if 

M is formally real with respect to a given core C then the set of 

all finite sums a 1 b~-t a"Z..b~ + ••• -t a11 b~, k21, bj#o, a"cit-C)j ~l, ••• k 

is a pseudo ideal. 

(8.21) Let J be a pseudo-ideal in a field M and let a 1 o be an 

element of M sach that~ a)does not belong to J. Then there exists 

a pseudo-ideal J* which con tains the eleme'~L t a su ch tha t JC.J*. 

Proof: Let J and a satisfy the conditions of (8.21) a~d let J* 
be the set of all fini te sums-a1 a}• -T al. a}l. -+ ••• -+ a-t. a4il. where ~ z 1, 

a"""'J and jwis a non-negative integer ; rn= 1,2, ••• k. It is 

easily seen t i:'l:1 t J* is a semi module such that JU fa3 CJ* and hence 

J* also satisfies (ffi.20)-(ii). 
Suppose now that o t=-J*. Then there exists an identity 

a, al• + ~ a~l. -+ ••• -t a. cf-. = o where k Z l, and the al, h are defined 

as above. 

We may number the indices of a in the above identity in 

such a way that j~is even for rn =l, ••• t while j.is odd for 

m = l+ 1> ••• k. There must be both even· and odd j~, for if the 

powers of a were all even then ~ a· al~ would Delong to J ( which 
L"" 1 l.. 

is impossiole since 
would have 

o ~ J); 1-'rhile if the j~ 'Ire re all odd then we 

-( Z a· a~i:) = (-a) ~ a· 
\..c 1 \.. ~ 1.= 1 '-

TtliS implies tha t Z a· a~l-"":"1 = o 
~::t L 

a K-•) = o. 

which is likewise impossible 

since the j~-1 are now all even. 



-62-

Accordin7ly we put-.l ,_, 

b = 2:at a)~ c = 1_ a· e)i 
'-"'' ~..-..t ... l L 

'l'hen bE: J :1~1_d so b =f o. Our ideE ti ty is n:>w of the forrn 

~ t ac = o and furtnormore we have: 

1 1 2. b ( Pt·• /b ):l... ( P" / ):t -a= c b = cb b = au1 a + •.• 4 ba• a b where 

P~ = t (j~-1) rn= t•l, ••• k. 
We o os erve trm t the 11.. are all in tec;ers. Accordingly, 

the representation of-a as aoove shows th::tt -a E:-J. But this is 

contrary to assumption, Rad shows tnat the original identity 

cannat exist. It f0llows that J* satisfies all the requireôents 

of {8.21). 
A pseudo-ideal J in M is said to be maximal if there doGs 

not exist any pseudo ideal in M which includes J as a proper 

subset. 

(8.22) In arder that a pseudo ideal J in M be maximal it is 

necessary and su_fficien t tha t for every clerr,em t a -:f. o of M 

either at,;J or -aE:-J. 

Proof: Suppose tha t for some ele;:w::l t a 'F o of l\1 tne pseado ideal 

J includes neither a nor -a. fnen by (8.21) there exists a pseudo 

ideal J* whic includes a such tnat J.SJ*. Also J* 'F J since 

J does not include a. ·rnus J ca-:not oe n:ax:imal, aüd the 

condition is necesn~ry. 

Now suppose that J satisfies the conditi~n of (8.22), ~ut 

that there exists another ps~udo ideal J* which includes J as a 

fli'Oper subset. Select 2.ny b (b. J*-J. Then b f J and so -b & J. 

He-•1Ce -b t:-J*• But if so, t~1en o = b + (-b) woulà also ·oelong 

to .!* wllich is im_possi>lo. This prove::; that the oondi tian of 

(8.22) is also sufficicnt. 

It is not difficult to verify that the union of a 

m ;rwtonic set :)f pseudo ideals is again ":l, pseudo ideal. Honce 

by Zorn' s lomma, every pse'tdo ideal is included in a maximal 

pseudo ideal. Ho re pre ci ,cely, \·re may s ta te the follovring: 

(8.23) Let J be a pseudo ideal in the field M and let a f o be 
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an element of M which does not belong to J. Then there exists 

a maximal pseudo ideal which includes J and -a (and hence does 

not include a). 

Proof: By (8.21) J is contained in a pseudo iŒeal J* which 

includes -a, and J* in t;Œn, is included in a maximal pseudo 

ideal. 

(8.24) ~ow suppose that M is an ordered field, and let J be 

the set of all ;ositive elements of M. Clearly, J is a pseJdO 

ideal. AlsJ the condition of (8.22) is satisfied so that J is 

a maximal pseudo ideal. Conversely, if J is a maximal pseudo 

ideal in the field l'II' th en an orderinc?; of N is defined by put ting 

a7o for all a é'J • 

(8.25) Let lVl be a field wj_ th core 1'"1 An element a l'il is said v. 

to be totally positive with respect to C if a is non-nega tive 

for all orderincs of M for which the elements of C are all positive. 

(a is totally oositive if it is totally po s itive wlth respect to 

the core C = [13, i. e . if a is non-negative for all orderings 

of !V~). 

(8.26) Tneorem: Let M be a formally real field with core C. 

Then every ele~rl erJ. t a E: M which is to tally po si ti ve \vi th respect to 

C can be represented in the form: 

a = a1 b~+ ••• + ~ b .. .l.. w.here a~~ C; bj 'f o j = 1, 2, ••• n. 

Proof: The set of all ele .. ents of tne form a, b~-+ •• ·+a.t b~ 
where a.~ tC b~'f o cons ti tu te a pseudo i deal J of M. If a f J then 

tLere exists by (8.23) a maximal pseudo ideal J 1 which contains J 

and -a. It follows by (8.24) that there exists an ordering of 

M for which the elements of C are all positive as well as -a 

(since CV[a} ~J). It follows that ais not totally positive 

with respect toC. Tnis proves (8.26). 

We mention at this roint t118.t t :1 e aoove result v-ras also 

proved oy A. Robinson (see Robinson [8)p::te;e 264) using a 

metamathematical argument. 
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We require the following lemrna (see Van Der Waerden [û; 
(8.27) A real closed field R can be ordered i n one and only one 

way; namely-an eleJJent C. is po si ti ve if and only if c is a non 

ze ro s r1uare. 

As a corollary to (8.26) in conjunction with (8.18) and 

(8.27) we have: 

(8.28) Let M be any field which contains a real closed (ordered) 

subfield, R. Suppose that M is formally real with respect ta the 
'Ill 

positive elerrients of R; that is the i dentity~v'i.a~= o where ._-1 
Yo._~R,vi..;a can hold only if a~= a for alli, i = 1,2, .•• n. 

Let c be any element of M which is non-negative for every ordering 

of rvi whi ch preserves the ordering of R. Then there exists an 

identi ty c= ~ a·L:l.. where a.- E. M k.Z.l • ... ~. ~ ) 

Now let I"I be the field of rational func ti ons in n:Z l 

indete rmi nates with coeffi c ients in a real closed field R. Let 

f(x 1 , ••• xj,\.) = p~x, , ••• ~ belong ta M such that f sati s fi e s the 
q x, ' ••• ~) 

conditions of (8.17); the. t is f(a 1 , ••• a~~.)'ZO for all a 1 , ••• a"'~R 

for which q(a1 ••• a"') -:f o. If there does not exist an identi ty of 

tne form: f(x, ••• ~) = f (fl. (x 1 , ••• x.,J)~ in Pl then i t follows by 

(8.28) that there exists ê&. ordering of M which preserves the 

orderinc of R such that f(x., ••• x~)< o. Now by (8.10) M may be 

embeaded in a real clo s ed (ordered) field R* whose ordering 

preserves t i:le orde rir1g of M, and hence f(x 1 ••• x")<o in R*. 

Let X be a sentence in L which is defined in R and which 

asserts in ordinary algebraic language that: 11 There exist elements 

y1 , •• ·Y~ such that; f(y., ••• y...._) <o" (Such a sentence is easily 

formulated as a predi cate Q(a1 , ••• a~) of the coefficients 

a
1 

, ••• a~of f taken in sorne arbitrary out fixed arder.). 

Clearly X is satisfied by R*. (It s uffices to choose for 

the yL, the indeterminates xl themselves i = 1,2, •.. n.) Since 

the L-theory Kp..for the concept of a real closed field is madel-
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comp1 -.:: te, :?. ; ~ ci .:;i nee nte se t e: -.,:e X 2.0·') Ve is _pr i rn i ti v e , i t 

f\.)110'.·.';:: by (7. 2) t . l~. t X i o r1l r t:~ady s =:J. t i ;·fi.ec! 'o y R. In o thc~ r 

wordo, t~Lc;re exist ·' 8l c· :<-mts b1 , ••• bnf-R S'""-~h t 12.t f(81 , ••• bn)< o, 

vri'icre ~;re n·.Jt c t ir··.t t.:'"!e eJ.e ·.: ~):ït f( b1 , ••• b"') no"r be l on::s to R. 

r :li s co rr ~~ rarH :~ ts t ,;c assurnpti:J .-1 o f (8.17) .:;_oov e . Ttms, we 

l~ :tve ezta c.li 2i.::.ed (8.17) in t i'le ~e -,e n::.l ca s e t .·1 ~1t R is a llY r e<:ü 

c1osed fi_eld. 

T~e above re ~ Jlt was a~ so p rove d o; Ro~ins~n a s a 

corol1a ry tù a more c·e1wral r e s Ltl t (L'heorem ( 4. 9) of Robins on [8J). 
The ar[':tlmcn t Lu-:ed i s i ' !d e·r' e !tdeiït o f t ~: e em bed(J in._:; t !1eorem (8.10) 

f ·Jr real clo ::ed fi elds; a n d involve s i n aà.di ti on t o (8. 26) :=md 

t JLe mode l-compl e t e· e s .s o f Kp_ anly c e rt 3.in a l ,:sebrai c co :.1c ep ts 

s .Jch 2.s "defir•:i.te" a :•d "tota.ll~r àefi:tite" fJ. ·lCti ·J~lS (and t he 

f a ct t ;i8. t t i1 e se c oncer ts ca.n be f o r m:-•l ized i n tne l a. .. cuage 1). 

Othe r L; tcres tin~::; r e::ml ts on the r epre s r..::. tatio!l o f rational f .mctior1s 1 

a r e also oota. .i.n ed. . l"or tr:e :.:; e , \le ref e r t"e r ec de r to Rob i nson 

[8]. 
(8.29) 

i inally we p rove: 

Let f( x, , •• •Xn) = p~x, , ••• ~ ~ be 8. ci ven r a tional f unct i on 
q x1 , ••• x"' 

of deg r ee rn in n'Z 1 inde to rmi n.atés ove r 2. r eo..l clo~:cd fiel d R. 

Suppose L ,cü f(a 1 , ••• ::;"") 2 o f o r eve n' n- t 11ple a 1 , ••• a ... E.-R for which 

q (a1 , ••• a ,.) '#o. T/ten t:w re exi s t e posi tive int et;e rs J\ an~ 

which deper d only on n: 8fld nt. a nd no t 0n t ile coefficie ;_t s :>f f 
~ 

s uch L :a t t l ~e ià.e .• t i t y f • .?- (f\.·) is sati s f j_e d f o r a numoe r 
~.-== 1 

-bE-} of r a tion:ü L n c tiù .lS ~:; iCh t!n t td e deg rees of t i1eir 

numerators and denominat<i>rs do no t exceed ~. 

Pro of: ':Je o •.' serve LL rs t of a 11 t h8.t t he candi ti on: 

"'I'ue r e e xi s t r at i on:=t1 f unc tio .;s f suc h t ll·'l.t the i de~lt i ty 
~ 

f = 2(fl._) i c sat L :f ied". 

may Oe rega r ded ::ts a _I)rope r t y of y
1 

, ••• y5 where Y, , •• ·Y~ a re t he 

coe ffici en ts ~f f ( r egarded as variabl e s) arran~ed in a n 

a r bi trary bu t de f inite o rder; but i n t h is fo rm, t he properJy 

c a n nat ue exp r e ::- s ed a c a preè.i:;ate Q ( y1 , •• ·Ys) in ti1e l anguag e 

1. lfowe ver , sorne refl ec tion si10\·rs , t l1:1.t t !1e a sse r tion t ha t 



-66-
~ 

aü ide::·, ti ty f = 2. ( fl..) ex i s ts wi L1 a specifi,-_;d un)er bou nd .À on 

the n ,J m0er of sur!'lr:'l a.· ds rcq -!ireè, ~Lt D. specificd 'J-P ! er ooun.d? 

on tne de.zrees of the numerator r:: ano. deno : L,_aton~ of th ·; 

hwctions f, c.':Ul oe forrnalized as a :rredic2.te of t!le coefficients 
t.--

yl , ••• Ys. ( We observe t ha t a fonn a.li za tl on of the iè.en ti t y 

above for a fixed nurn jer of s .tmm':'.nds and vue re the dec;recs of 

the numerators and denonL1a.tors of tne ft_ are li~{8\·!ise f :l.xed 

is easily obtained since t he coefficients of the f· are .. 
tnen unis~ely det~rmlncd by eQuations involvin~ only the rational 

o _pera ti ons in R 8.nd tne coefficirm ts y1 , ••• Ys of f; and, by our 

n.ssu,nption, tnere are only a f ini te numDer of cases to consider.) 

In other ~ords , for every assigned pair ~f positive intecers ~and 

)'-""\·le may formalize in 1 a predicate Q.i\_r-(Y, , •• ·Ys) wi.üch asserts thau 

"There exist m~J\ rational f llnc tions f, , fA, ..• f.,.,. who0e degrees 
- .:1. do not exceedy-, such t1~.at the ide•·titJ f= :z_ (fl) is 

/ L""l 
satisfied. 11 

For any set a 1 , ••• a5 of individual constq~ts which do 

not occ:_u in tlle set KA. let K, be t ùe infini te ~)et of sen te :1.ces 

given by: 

KI =fw Q,_:.M~ a, , .•• a1 ) ,.--Q"Y"~ a, , ..• a 5 ) , ••• } whe re the )~C:, ra:0.._se 

throu~;h all ;-;:ositive intege rs. Furthermore, letS (y, , ••• ys) 

be the sentence (or predicate of t he coefficients) in 1 which 

asserts tnat f(c 1 , ••• en) Z.o for all c,, ••• ci\for vJhich q (c1 , ••• c.J"F o. 

Let K = K,vK~vÎ?(a,, .•• as ))1. If K is consi.2tent, t :1en 

K possesses a model R by (3.9). Ris ti.len a real closed fi e ld 

such t na t the rational function f(x,, ••• xn) with coefficLen ts 

a 1 , ••• as~R is never negative over R but f does not have a 
~ 

repre8entA.tion of the f<Jrm F =!(fi.). Tnis contradicts (8.17) 
and shows tnat K is contradictory. 

fini te 

It follows uy (1.7) and (2.14) tnat tnere exists a 

>-l8+ of' ··o'"'l.: 1.l.V"' ·i .l.L8· '· c,I~'' " ...... u _;_J .....-:> u _ v _1 tJ · vç:_. .._ • 
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is ded'lCi j le from KI{. ,_;u t t . ~ e ~>e l te :Lce­

~.; ,v.( a, , ..• Et~) .J Q>.à,v.( a 1 , ••• a~) 
,. h Y" d-. 

in ded 1ci 0le fr )lll K.~, for a ll i<k. It f o llov!S t: ' :.t t .1e se:. te • c e: 

S ( a 1 , ••• ~ ) ::> Q,.; ,v. (a. , ••• a:s ) 
« d• 

is dcd L~cil!le frorr. KR. SL~ce t he CJnDt<.=l" ts a 1 , ••• 8 . .s do not occ u r 

in KR i t follo1.·:S that ttte se t .. ·, · ce: 

(8.)0) (;;r1 ) , ••• (ys) [s (y1 , ···Ys.)::::> Q:xj._.fl~ .. (~r,, ···Ys U 
is likewise ded~ciole from K~. Int e rpreti~e (8.30) sema~ tically, 

we ootain a proof of (8.29). 
Thus '..re have proven t :1e exist e :~,.-;e of Ufl, ,er 0ounds for 

tne nur11bor ;::.~ld de5 rees :) f t ne S<lfllffiallà s r eq~üred to re:;::•rE)S8'1 t 

8J~~r "po:::; _i_ttve" rati on::'.l function f as a cum or' .squn.res 8.8 in 

(ô.l7). .Lese Oo,uds are inde_;_;endent of t;,:e pa.rticular 

(real closed ) field R of coeffici 0n ts o f f. 
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Chapt er 9 Hela ti ve f',od el-:omplP teness 

In Sllbsec2uent clJa.ptors of this pap~r we shall require 

a generalization or relativisation of t11e notion of model­

completeness. fhis latter notion - called relative model­

comple te::ess, will oe in troduced in t ,lis ch8.pter. 

Let K :1nd K* be tvJO non-empty and (;onsistent sets of 

sentences in L. 

(9.0) K* is said to be madel-consistent relative to K if 

the set K*vD(M.) is consiste,1t for every model fJI of K. By (5.7) 
and (3.9) an equivale tt semantic condition is that every model 

M of K can be embedded in (i.e ) Ossess es an extension whi ch is) 

a model of K*. 

(9.1) K* is said to be associated with K if (every sentence of) 

K ix deduci ble from the set K* V D(r-'1) for any model r1I of K. By 

(3.12) and (5.7) an equivalent condition is tha t - every model 

of K* which is an extension of a rnodel of K is itself a model 

of K. 

~e observe th~t K* is associated witn K if K is a subset 

of K* or if K is deducible from K*; while every non-empty and 

cons i s tent se t K is associ ated wi th a nd is madel consistent 

relative to it s8lf. 

(9.2) Let K and K* be two non empty sets of sentences such 

that K is consi s tent a nd K* is model consisteo t relative to K. 

K* is said to be madel-complete r e l a t i ve t o K if t he s et K* V D(M) 

is complete for every model M of K. For K* • K this defi nition 

reduces to tnat of ordinary model compl~t eness (see 5.8). 
The following t es t for rela t i ve model-comple tenes s is 

a gene r ali zation of t he t es t for ordinary rnode l comple teness 

given by (7.2): 
(9.3) fheorem: Let K a nd K~ be two non-empty and consi s ten t 

sets of s ente nces such tha t: 



-69-

(i) Every sentence of K* is defined in K. 

(ii) K* is madel consistent relative to K. 
(iii) K* is associRted with K. 

In order that K* be madel-complete felative to K it is necessary 

and sufficient that for avery madel M of K every primitive se~tence 

X which is defined in H is decidable i n the net K* V D(l;). 
Proof: It is clear th8. t t he condition of the theorern is necessary; 

while a proof of sufficiency is obtained by ~ simple generalization 

of the arc;ument of (7.3) using the fact tha t oy (9.1) and our 

assumption, avery model M* of K*V D( M) is also a madel of K. 

Instead of applying the above tes t di rectly , it is found 

convenient in certain cases to estaolish relative model-completeness 

by means of known instances of ordin~ry madel-compl ete ess. This 

can be achieved by means of the following theorem: 

(9.4) Theorern: Let K and K* be two non-empty sets of sen tences 

such that K i s consist ent, K* is madel-complete, 3nd K* is madel­

consistent relative to K. Suppose further that for every model 

M of K the ~e t K*VD(M) possesses a prime madel ( see 5.11). 
Then K* is madel complete rel~ti v e to K. 

Proof: Sup) ose that the hypothes is of (9.4) is s a tisfied. For a 

given madel M of K, let M: be a prime madel of K*VD(~), and le t X 

be any sentence which is defined in !VI~. Since K* is madel-complete 

either X or-vX is dedu·~ i · : le f r om the s et K*VD(t1~). It will be 

s~tfficie i l t to c0nsider the former case. 

By (5.6) K*VD(M'*é) conta ins i n addition to K*VD( H) only 

certain atomic sentences and their negations . \1e mn.y therefore 

concl 1de t hat there exists a conjunction W (bt , ••• b~) of a finite 

number of these such t hat the sentence W (~ , ••• b~)? X is 

deduci ble from K*\JD(r~) ; vrhere b, , ••• b"" denote t he indi vi dual 

constan ts which occ ~r in W but do not belont to M. 
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It follows by (2.6)-(g) that the sentence: 

[Ex 1 ) ••• ( E x~o+-) '/J(x1 , ••• xl4.)]::> X is likewise deduc ible from K•VD(M). 

l'll"ow let il'!* be any madel of K* V D( ril ). Then JVl* con t a ins a 

subsystem Ml whi ch is isomorphic to M~. It follows that the 

sentence Y = (Ex1 ) ••• (Exlll) W (xe
1

• •• x~) is satisf:Led by Mr (since 

it is sat:Lsfied by M:). ilut Y is existential and so by (6.1) is 

satisfied by all extensions of M* and in particul~r by M* It 

follows by ( 3 .12) that Y is deducible from K*UD(tvt) and hence 

by (2.6)-(b) so is X. This completes the proof of (9.4) 

The following exampl es will clarify these notions. They 

will also be QSeful in the sequel. 

( 9 .5) Let K be a set of axioms for the concept of an integral 

domain ( wi th dis tinee o a ;td 1). Then K can be enlareed to yield 

a se t of axioms K* for t he concept uf an a l gebraically closed 

field (wi thou t introduc ine any new extralogical symbols) by 

(4.~0). It is then clear that K* i s madel-consistent r elative 

to K since every integral domain ~ · ~an be embedded in the algebraic 

clos~re ~: of its field of quotients. Also K* is obviously 

associated with K (see remark f ollowing ( 9 .l~ and K* is madel­

compl e te by (8 .1). 

~ow l e t M be any model of K i.e any integral domain, It 

is èlear that N~ ( above) i s a prime madel of the s et K* V D(M). 

Thus the hypothes i s of (9 .4) is sa t isfied and we conclude that K* 

is madel complete rela tive tp K. 

( 9 . 6 ) Again l e t Kf be a set of axiorns f :.n· t ne concep t of a 

fi eld, ~nd l e t Krbe a set of axioms for the concept of a field of 

e iven characteristic p.Zo ( see 4 .11). Le t K~ and K~ be t he 

correspondinc sets which assert in addition that the field is 

algebraically closed. Then by (8.1), agàin, both K; and Kf a re 

madel-compl e te. 

Clearly K~ is associated wi th and is madel consistent 
relative to ba t h Kfand Kf( although Kpis not a s J.bset of K~ nor is 

Kp deducible from~) . Likewise Kp is associa t ed wi th and is 

madel cJnsisten t rel8.tive to Kf although Kr is not madel 
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consistent r elative to Kf. 'iole may conclude as before t hat Kt is 

model-comple~ e relative to Kp and Kf; and K~ is madel-compl ete 

relative to Kf. 
(9.7) Let Ru be a set of axioms for the concept of a commutative 

ordered ring in v1hich o and l are dis tinct (see 4.12) and let K~be 

a set of axioms for the concept of a real closed (ordered ) field 

cantaining the same extralogical symbols a s R0 • fhen KR is model­

·~ompl e te by (8.1J.). 

Lot M be any mo éiel of R0 • 'l'hen l'ii is an integral domain 

(since it is an ordered ring) and therefore can be extended to 

its field of quotients a nd furtner to the real closure M0 of that 

field. It is clear then tnat M0 is a prime madel of the set 

K"\:'D(fvl). It follovrs thA.t all conditions of (9.4) are satisfi ed 
so th3. t K~ is madel-complete relative to R0 • In particular we have : 

(9 .8) The s et K~ is model complete rela tive to t he set Kc of 

axioms for the concept of an ordered field. We now prove: 

(9.9) If a set K* is madel-comple te rel a t ive to K and if (every 

sentence of) K is deducible from and défined in K*, then K* is 

madel comple te in t he absolu t e s ense . 

Proof: By (3.12) and our assurnption every madel of K* is a madel 

of K. Now K* U D(IoJI) is comple te for eve r .J madel IV! of K so that 

K* U D(IVI*) is complete for every model f:I* of K* ; i.e K* is madel­

complete. 

(9.10) Let K, Kt , Kt be three non-empty and consistent se Gs 

of sent ences such t ha t bo th Kf and Kt are: 
(i) defined in K and madel cons isten t rel ~t ive t o K. 

(ii) associat ed with K 

(iii) madel complete relative to K. 

fhen t he class of models of Kf which are extensions of models of 

K coincides with the class of models of K~ which are extensions of 

models of K. 

~ro.of: By (3;12) and ,5.7)· iihe qoncl usion of ( 9 .10) is equivalen t 
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to the assertion that for a y Q,TVeH model lVI of K, Kt is deducible 

from K* o..; D(f'iï) and K~ is deducible from K* U D(iVI). Accord in,z-ly we 
l.. - 1 ) 

m1üy have to show tha t if a sentence X ,.;hi :;h is defined in lVI is 

deduci v le from K~ v D(I.1) then i t is also dedu_ci.Jle from K~ iJ D(M). 

In vi ew of the relative model-com~leteness of K! and Kt thé 

al ternative assumption is that for sorne model M of K and for sorne 

seltteilc e X which is defined in Ivi, X is deduciole from K7 v D( h ) and 

IVX is deduciole fr ::>m K~U D(IVI). If so, thE.:: re exist sentences X of 

this kind which are in prenex normal f o rm and we may sup._,ose, as 

in the proof of (7.3), that the number of qua~tifiers in X is a 
\)fi 

rninümm and tha t X begins wi th1'existential quantifierjX =(Ez) V(z). 

Suppose then tha t X is deduciole from K~ V D(M) w.hile rvX 

is deducibJ e from Kt\) D(r"'). Let !'If be a rnodel of h.!UD(H). Then 

X i s satisfied by Mf and so Mf contai ns a constant b such t h a t V(b) 

is satisfied by l'if • But IVlf is also a model of K(since K* is 

associated with K) and so the set KtUD(Mr) is complete. Consequently 

V( b) is deduci ule from K~ U D(r:if). It t hen follows from the 

minimal pro~lerty of X and the r eln. tive model-completeness of K* that 

V(b) mus t be deducible also from K!_V D( !VJ. ~). Thi s er~ t ails tnr1 t 

X= (Ez)V(z) is deducible from K1UD(M:). On the other hand since 

D(M) f:D(h*), and s i nce 'V X is s upposed to be deduc ible from Kf IJ D(W) . 

""X r;rust be ·;deducible, a for tiori from the set K* v D(M*). This 
J ~ \ 

shows tha t t he se t Kt_ vD(Mf) is contradictory . 'l'his is impossible 

since K* is mode l consis tent relat i ve to K. Thus (9.10) is proved . 
.;!... 

(q.,o)snows, fo r exam:r_Jle, tha t the class of al l algebraically 

closed fields occupies a ~niqu_e model-theoretic position relative 

to the class of all f i elds . A s i milar remQrk applie s to the class 

of a ll real clo sed (o r de red) fiel ds r e lative to the class of all 

(ordered) fields. 
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-~naptor 10 S'Jme 1 roblems of Defin.9.b ili ty in L. 

Let us c ·Jnsider the folla~in~ algeorai c re s~lt s (see 

Van Der 'tlaerden [l]pp. 219-221): 

(10.0) Let f (x) = 1'-+ a 1 x"-' +···+~be any ~;olyno · :: ial with 

coefficients i •l an 'Jrd ered field K. Lf; t m oe t he l n.rger of the 

two eler~le nt n 1 "l.nd la,l+ •• • +la..! wrwre Lte abso .Lu. te valu e 1 a lof 

an elc:rtent a <:- K i;; dcdined ac the no:1-ne ,~~atLve one of t he 

elementn P.. , -a. Then f (s)'"7o for s<m and (-l)'K f (s))o for s<-m. 

In other wJ rds, if f(x) has roots in K tney lie within the r~nce 

-m= x ~m. 

(10.1) Jturm 's C~1eorem: Let X= p(x) oe 8 . polynomi'3.l over the 

field of re:~.l numbers. Let the .rolynomia.lo X1 , X.l.. ••• Xr be 

determined as foll ows : 

x,= p 1 (x) (di f ferentiati on ) 

x ... Q
1 
x,- x.:t 

X= Q~X~- Xg (E~clide~n algorithm) 

. . . . . . . . . . . . 
x(_,= Qyx .... 

For every re~l number ~ which is not a root of f (x) le t f(a) be 

the numbe r of V'·lri8.tions in sit!n in t 11e numoer ::oequenc e 

X (a), Xt ( a) , ••• Xt-(a) in v;llich :ll l ze ros are ornitted. If b and c 

are a ny real num oe r s ( b < c) f o r wi1i cn f ( x ) do ns not va nish the n 

the number of distinc t r eal roo ts in the i: tt c rv?l o ~x~ c is 

equal to f(b) - 'f( a ). 
"" i~Oi·J let p (x) = y

0 
+ y1 x +· •• + Y-v.. x be a polynomi nl in 

the indetermin~t e x where the ~ a re parame t e rs in tne fi eld R 
l-

of r a t i ona l n~mbe rs . Then the prorer ty 0f p(x) of possessing 

( -Jr nrl t po::.se ssincJ 8. real roo t may be r ec;qrd ed a s a predi C'l t e 

of i t s coefficients, s;~; Q* (y~, •.• y
0

). As stated this predic ';.te 

is formul a t ed with re fere~~e to the more compr ehensive f ield R* 

of r ea l ( or r eal alc ebrai c ) numbe r s . 

Bm·reve r ( 10 . 0 ) <:tnd (10.1 ) sh ~)W thR.t there exists ::t 

predica te Q (yc, •• •Yn) f o rmula ted i n 1 in t e r ms o f the functci>rs 

c-and "l(g_nd "Ghe fel a t ions 
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Q and ::: such t i1at whenever Q (y
0 

••• yiA.) ho1ds in R for rational 
1 

Yo, ••• y" then Q* (y0 , •• ·Yr-) holds in R* a i.1d conversely wheneve r 

Q*(y0 , ••• y,..) holds in R* for rat,i?m~.l Yo,·. ·~n then Q( y0 , •• ·'!r.) 

hol<';s j_n E. (Ve note that the condition ~(-m)- f(m).Z1 where 

m is defined by (10.0) can be formalized as a predicate of 

~~···~ since t~ere are on1y a finit~ number of cases to consider.) 

Instead of considering s~ch a situation fJr two particul~r systems 

R and R* as above we s11all be concerued in this chai7:ter wi th 

predicates Q and Q* which are defined with respec t to two diffe rent 

sets of axioms K and K* rela ted in a manne r similar to the above. 

Let K and K* bo two consistent sets of sentences: 

(10. 2) A predicate Q* (x1 ••• xn) n,Zo which is partia11y defi ned 
1 

in K is s~id to be persistent with respect to K' over K if, for 

any se t a 1 , ••• a" of constall ts whici1 uelong to a gi ven moûel lVi of K 

the se.n t ence Q* (a1 , ••• a") can be satisfied by !VI only if i t is 

satisfied by all mode1s of K* which are extensions of M (compare (6.0) 

(10.3) A predicate Q* (x
11 

••• x~) n_?.o which is defined in K is 

said to be invariant wi th respect to K* over K if ba th Q* and """Q* 

a re persistent with respect to K* over K; or equiva leDt1yJif for 

any set a 1 , ••• a" of constants whi ch belong co a g i ve :--1 mo à el M of 

K t he sentence Q*(a , .•. a) is either satisfied by a11 models 

of ~* which are extensions of M, or it is sati s fied by none. 

ll0.4) In par t icula r , a sentence X* whi ch is defined in K is 

invariant wi th res ;·ec t to K* over K if for any given model M of 

K)X* is s a t isfi ed eithe r by all models of K* wni ch are extensi ons 

of N, or ay none. 

\10.5) Let M oe a give;l rrtathematica.L systeJa anû l e t R be a given 
unary r el a tion vi/li c.h àoes not belo~tg to IV!. If we adjoin R ta M 

we may. de f ine a new s ys t em 111 by postul 'l. ting in addition th;'J t R(a ) 

hold f~Jr all c ,JnsGa.;lts a ~fvl. A quick gl anee at (2.19) shows tha t 

if X is s a t i sfi ed oy M, then XRis satisfied oy M~ where XR is the 

relativised transform of X with r es pec t to R. Co nve rse1y , if X is 
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defined in M f or g i ven X and M, and if XR is satisfied by MR 

then X is satisfied by M. 

(10.6) Mo reover, let l.\1* be any extension of l\1 which does not 

include Rand let the system MRbe obtained by ad joining R to 

r1* and by postulating in addition t ha t R(a) holds in Ml{for all 

constants a é-I"l while R(a) does not hold in ~for any constant 

a E:-M which does not oelong to M. Then a sentence X which is 

defined in M can be satisfied by M if and only if X~ is satisfied 

by M~, We now prove: 

(10.7) Theorem: Le t K and K* be two non- empty and consistent 

sets of sentences s ~ch t ha t K* is defined in K and K* is madel 

consistent re la ti ve to K. Let X* be a sen te .tce \vhich i s defined 

in K* and whi ch is invariant with respect to K* over K. Then 

there exists a sentence X whi ch is defined in K such tha t X is 

satisfieè by a g i ve:n madel M of K if and only if X* i s satisf:i.e d 

by all rnodels of K* which are extensions of M. 

Proof: For given K, K* and X* which satisfy the cond itions of 

the theorew let R be a g iven one place relation symbol which does 

not occur in K (and hence does not occur in K* or in X* either). 

Suppose that we can fLnd a sentence X whi ch is defined in K such 

tha t the equivalence [X* _ Xp_]is deduc i ble from Kf\VK* where KR 

is given by ( 2 .21). Let M and M* be model s of K and K* respec t ively 

such that fJIS:JVI*. Define M~ as in (10.6). Then M11.is a madel of K*. 
-Also M,_i s a 1nOdel of KttbY ( 10 . 6 ). 

J ow suppose that X* is satisfied by M*. It f ollows that 

X* i s satisfi od a l so by Mp_. Since t he sentence X* :: X~ is 

deducible from K*U ~we conclude Dy (3.5) and (3.12) that X'R is also 

also sati s fied by M~ and hence by (10.6) X is sat i s f i ed by M. 

A similar argument shows tnat if ·"-'X* is sa tisfie d by fvi* t hen ·"-"X is 

sa tisfied by M. Thus , in orde r to prove (10.7) we only have 

to find a sentence X whi ch is defined in K s uch t hat X* = XR. is 

deducible from K* U ~ 

Let P be the set of al l sen t ences X whi ch a re defined i n 

K and such tha t the t X*"' X · d d b 1 • se :1 ence - ,zl s .e uc i le from K* v K( P is 
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non-ernpty as, by ( 2. 21 ), all provable sentences whic. ·- are defined 

in K belong to P . Also (2.19) togetner with (1.5) - (b) implies 

that P is conjunctive ( s ee 2.25) 
Let P~ = {xt<. \X f:- P3 and consider the set S = K* v K~ V Pttufx*]. 

Suppose first that thi s set is c~nsi ctent and hence by (3.9) that 

is possesses a model M~ Then ~ 1 is a model of K*. Also the 

constaü ts a t= ~~~ s:1ch tna t R( a) hold s in M 
1 
(toge the r wi th the relations 

and functions of ~1 ) constitute a m~del M of K ; and if we delete 

the relation R from M1 we obtain by (10.5) a madel M of K. Now 

the diagram D(MR) is obtained from D(M) by ad joining to D( M) t he 

atomic sentences R(a) for all consta;üs a E f.'I. The set S/ = K*V~ UD(Mlf) 

is consistent si nee fv'J
1 i s a madel of S ~ We prorlüse to show th!l.t "-'X* 

must be deducible from s~ 

Suppose on the contrary tl'lat ,.vX* is not ded llCiL>le from S~ 
Then by (1.7) it follows that the set s'u{X*J = K*l1KP.VD(Mit)v[x*5 

is consi s t en t and hence possesses a mo del JVi ". N 
11
is a model of I(M~) 

and he nee i\'I C N~ T:1a t is r-1 11 i s an ex te •Jsion of h wh ich sa tisf:ie s X* 

wr.ile M 1 is an extension r_) f l\1 1trnich sat isfi es"-' Xf 'f r1e same s till 

applies if we remove the relation R from both M
1
and M

0
although 

the resul tan t sets are bath models of K*. This ~contrary to the 

assumption that X* is invar i ant with respect to K* over K and 

proves tha trJX* must be dedu.cible from s~ 
We conclude by ( 2 . 6 ) -(a) tha t the re exists a sen tence 

Y which is a conju~ction of a fini te n ! ~mbe r of elei~lents of D(r·1~) 

such that the s en tence Y~~X* and with it X~~Y is deducible from 

K* u ~ i~ow the conjuncts of Y are e i. ther of the forrn R (a), a E M 

or they a re atomic sentences which are given in t e rms of the 

cons ta:lts and relations of fil , or the negations of such sentences. 

We may write Y as a disjunct ion or a ga i n a s an implica tion of 

the form- {BCa 1 ) A ••• AR(~~::l Z where Z is a disjunction of atomic 

sen t e,tces of the type just de s eri bed 
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and (or) of the negations of such sente ,lces. horeover by 

adding if necessary, suitaole elemen ts of D(f/1~) to the 

original Y we may ensure that the eonstants contained in Z 

are precisely a 1 , ••• an; i.e. Z = Z( a1 ••• an). Th en the 

sentence X*:::::> (R (d,)A •.. A R(a"" ) :> z] is deducible from K*v E~· 
:E'urthermore, tne con j unction R (~/\ ••• 1\ R(a~") may be shortened 

(if necessary) byœitting from it all sentences R(aj) such 

tnat a~ occurs in K, for these sentences are already includeê 

in KK (see 2.21) Suppose that this applies for j= m-+1
1 
••• n. 

Th en the sen tence X* ::::> Lfl( a 1 ) ,1\ ••• 1\ R(~) -:::> z] is deducible 

from K* U KR.. l If m =o we omit the c onj unc tion and the sign 

of implication which follows i t.) Since a, ... a"" are (individual) 
1 

constants which are not included in either K*
1 

K~or X* it 

follows tha t the sente ace: 

X* J Œx,) ••• (x"") [R(x1 ) A ••• 1\R(x,..) :> Z(x,, ••• x..., a .... , ••• a ... J]j 
is deducible from K*UKR by (2.6)-(f). 

11ence by (2.16) the sencence x.,..:>V is likewise dedi< ~::.ble 

f ron K* U KA,. v1here: 

V= (x 1 ) ~(x~)_-::::> ~x.J. )R (xa_)-:> ••• J@(x .... ) :> Z]J .• ].But 

v i s t ue rel§,t :tVl.Sed transform of tile sentence W whicn is def:L_n cd 

by the ide .lti ty: W = (x,) ••• (x-...,) Z (x. , ••• x,..., a ... ~, ••• aVI ) 

i.e V = WR and W is defined in K. We ha ve t herefore shown 

tha t WE:'P, by definition of P, and Vt-P~. But M1 is a model of 

P~ so tha t M s a t isf ies V. We infer that M sat i s fies a t the 

s a me time t ne sen t ence-

[RCa1)A ••• 1\R(a"') .:::::> Z (a 1 ••• am, u....,, ••• a"'}].Now~(a 1 ) 1\ ••• AR(a,...)J 

i s satisfi e d ~y M1 qnd so Z (a, ••• a~) is likewi s e satisfied by M1. 
) 

On the ether hand , Z is by def inition a disjun c tion of atomic 

sentences whose nega tions hold in M, ( and he nce in M1
) and (or) 

of the nega t ions of s uch sentenceD if the sentences themselves 

hold in M (and hence in M1 ). It fo l lows t ha t M1 satisfies ~z 
and t his contradicts the res ult just obtained. 
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We conclude tnQt M1 ca 1not exist; tha t is, tne set 

S = K*Vt(Rv PR vfvx*J is contradictory. It follows by (1.7) 

that there exists a fini te conj unction of elements of PR and, 

more particularly, since Pis conjunctiveJa single el emen t XR 
of P such tha t Xp,:) X* is deduciole from K* U KR. But at t ne 

same t .i.rne X* :J XR. is deduci ole from K* U K~ by the defining proplrty 

of P. Hence by (1.5)-(b) the sentence X* • XR is deduci ule from 

K*U K~. 

Tnis completes the proof of (10.7). 

We now consider the corresponding problem for predicates 

in gener a l: 

(10.8) Theo rem: Let K and K* be two non-empty and consistent 

se ts of sei1 t ences S:Wh tha t K* is defined i n K and K* is a madel 

consissent relative to K. Let Q* ( x1 , ••• xiA..) n~o be a predicate 

which is defined in K* and which i s invarian t with respect to K* 

over K. Then there exists a predicate Q(x1 , ••• x~) whi ch is defined 

in K such tha t for any madel M of K containing constants a 1 , ••• a 0 , 

the sentence Q(a1 , ••• ~) is satisfied by lVI if and only if Q*(a,, ••• aM-) 

is satisfied by a ll models of K* which are extensions of M. 

Proof: Let ~, ••• b"be a set of individual constan~s which do not 

occur in K (and hence do not occur in K*). ive adj ain the se 

constants to K and K* obtai ning sets K0 and K: respectively 

(Tha t is, we adjoin to K and K* provable sente nces which involve 

b,, ••• bn). ':Je thus ensure that the se . ~ tence X* = Q (b,, ••• b 11 ) is 

defined in K • 

\<le claim tha t X* is invariant wi th respect to K~ over Ko. 

Indeed let M be any madel of K0 (and hence of K) and let Mf , Ml 
be two models of K3 (and hence of K*) Then the constants b 1 , ••• b~ 

occur in a ll three s ystems. ;:{ow Q* (x1 , ••• xlll) is invariant wi t h 

respect t o K• over K, and hence sois Q*(b 1 , ••• bJ =X*. 

Applying (10.7) we f ind t hat t here exi sts a sentence X which 

is defined in K0 such that X is sati:sfied by any madel ~1 
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of Ko if and only if X* is satisf:ie d by all models of K~ whi:;h 

are extensions of N. M~reover we may assume that X includes the 

constants b 1 , ••• b~ effectively for if this is not the case a 

priori, we only have to conjoin a numoer of provable sentences 

to X which do contain these constan Gs. Accord i ngly we may write 

X = Q ( b1 , ••• bV'I) • ~ve propose to show tha t t ~1e pre di ca te Q( x1 , ••• x~·) 

satisfies the conclusion of (10.8). 
Let I'<1 be any madel of K and let a 1 , ••• an be a set of 

constants of M. Also, let M* be an extension of M which is 

a madel of K,. We note that the predicaté Q(x1 , ••• xn ) is 

independant of the choice of the b~ (except that these constants 

must not be included in K or K*.) Accordingly we may assume in 

addition that the b~ are not included in M or M* either. We 

now enla r ge the system M by adding the constants b 1 , ••• b~ and 

we define tha t in the enlarged structure Mc a relation i nvolving 

any of the bt shall hold in M0 precisely if the rel~tion 

obtained from it after replacing the b~ by the corresp6nding 

al, holds in r-1. The system fil~ is defined in a similar 1nanner. 

Then l\10 i s a model of K0 and M~ is a madel of ~ • 

Suppose t hatQ* (a,, ••• a""-) is satisf ied by M*. Then 

the semantic interpretation of this fact, shows th'Ü X*=l!(b, , ••• bn) 

is satisfied by M~ • It follows tha t X= Q(b1 ••• bll) is sati s fied 

by M0 and hence tha t Q(a1 , ••• aV\) is sa ti s fi ed by M. Si mila rly 

if ·"-'Q* ( a 1 ••• a,..) i s satisfied by M* then .1\./ Q(a,, ••• a u. ) is 

sati s fied by M. This establishes the theorem. 

(10.9) We note tha t the predica te Q whose existence is 

a ffirme d by (10.8) is by necess ity persistent with r espect to 

K. For le t a 1 , ••• an be any cons t ants which oelong to a madel 

M of K and su.ch thu.t Q(a, , ••• an) is s a ti sfi ed by M. I t follows 

t ha t Q* (a1 , ••• a") is sati s fied by all model s of K* which a r e 

extensions of M. ~ ow l e t M
1

be any othe r madel of K which is 

an extension of M. We must s how tha t M;al s o satisfies X. 
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Let M* be an extension of M1which is a model of K*. Such 

an r.'l* exists sin::::e K* is mo del consistent relative to K. 'rhen 

M* is also an extension of JVi and so Q* (a,, ••• a") is satisfied 

by 00*. It then fol1ows directly from the defining property 

of Q that Q(a1 , ••• a~~~,) is satisfied by M
1

, as required. 

(10.10) We observe also that the predicate Q is essentially 

unique i n. the sense th.0. t by (3.12) · any two predicates Q1 and 

Q~of order n which satisfy the c6nc1usion of (10.8) are 

ntecessarily K-equi valent. fvloreover, sin ce Q is persistent 

with respect to K, it can be replaced (see (6.3)) by an existential 

predicate. Again, an argument siiililar to (10.9) shows that ..-vQ 

is likewise persistent with respect to K so that by (2.14)) Q 

can be rep1aced equa11y wel1 by a univers~l predi cate. The 

predicate Q will be 6alled the pro;jection of Q* from K* onto K. 

The following theorem links the notion of relative model­

completeness with the subject matter of this chapter: 

(10.11) Theorem. Let K and K* be two non-empty and consistent 

sets of sentences SQCh that K* is defined in K, K* is model 

consistetlt relative to K, and K* is modal-complete relative to 

K. Then any predi cate Q* (x1 , ••• ~) which is defined in K* 

possesses a projection from K* onto K. 

Proof: Let Q* (x1 , ••• x'-l) be a predicate which is defined in K*. 

Let M be any madel of K and let a 1 , ••• aV\ be any constants of M. 

Then K* V D(M) is complete by assumption and so ei ther Q* (a1 , ••• a"") 

is ded'.lci ble from K* V D(M) and hence is S ' J tisfied by al1 models 

of K* whicn are extensi:)~S of N, or rv Q* is d.educi tJle from K* V D(M) 
and hence is satisfied by all models of K* which are wxtensions of 

M. In other words Q* is invariant v-r i th respect to K* over K 

eo that Q* possesses a projection from K* onto K by (10.8). 
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Chapter 11 Al:.2lications to Field T~1eory. 

We sha ll now app1y the theory of the precedi~g chapter to 

obtain sorne concrete algebraic res~lts . 

(11.0) Let Kfbe a set of axioms for t he concept of a field a nd 

let K~ be a set of axioms for the concep t of an algebraically 

closed field. It has been shown ( s ee (9.6) that K~ is madel­

compl e te rel :lt i ve t ') Kf. Also K~ is defined in 

and is model-co!',sistent rela tive to Kfso that by (10.11) ever~r 

predicate whic~ is defined in K' possesses a projection from 

Kf" onto Ky. 
(11.1) Aeai n, vle may t ake K = K;VD(M)

1
K* = KtlJD(N) 1vhere f-1 

is a particuL,~.r field (any model of K ) • Then t he class of 3.11 

models of }{-. coincides wi th the tota li ty of fields v-Thich are 

extensions of M , and the class of models o f K* i s the tota lity 

of all algebraically closed fields which a re extensions of M • 

It is easily ve rified tha t K* is madel-consis ten t r elqtive t o 

K. :F'urthc~ rmore, since Kf* is model-com9le te, K~ l.JD(fl'i ) is 

madel-compl e te a fortiori, and it is clear that all remaining 

c :Jnd.itions of (9.4) a re s atisfi ed. ~le conclude t ha t K~\JD(M) 

i s madel- comple te relative t o KrUD(M ) and nence by (10 .11 ) 

again we conclu.de drurther tha t every predi.:~ate Q* (xl, •• ·XU) 

vlhich i s defined in K~ v D(M ) possesses a proj ec tion from 

K~ v D(H ) onto Kr v D(l•1 ) • 

Le t us now conside r t he well -known ''Hi1bert' s Ju11 s te11ensatz" 

which we sta te as follo ws: 

(11.2) Le t f(x1 , ••• xt\), F1 (x1 , ••• x't\), ••• f~x,,- •• xJ be polynomiale 

in the polynomia l ring l\'l [x1 , ••• ~J f o r a given field H such t hat 

f va::lishes f0r a ll joint zeros of t he polynomials f 1 , ••• fy • Then 

f f belo.a;s ta t .l:e ideal ( f, , ••• f..- ) f or sorne rosi ti ve intecer f• 
Now the statement of the theorem above is incorrect if 

by "all the jo int zeros" we 111ean "al l tne joint zeros in M". In 

ac taal f a ct tùe p r er:li ss of tüe theo r em i s su.ppos ed t o con t a i n the 
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clause-

(11.3) "· •• such ths.t f vanishes for all joint zeros of f1, ••• f ... 

in all fields which are (finite) extensions of f.l" 

and it is with this interpretation that tne theorern is usually 

proved (compare Artin [l] p.p. 7-ll, 49-57} 

Since every field can be embedded in an algebraically 

closed field by (8.0) it follows that (11.3) may be weakened, 

at least formally, by replacing it by; 

(11.4) "· •• such tn"l.t f vanishes for all joint zeros of f 1 , ••• f..,. 

in all algebraically closed fields which are extensions of N" 

Again, since the concept of an algebraically closed 

field is madel-complete and since the condition "f vanishes at 

at all joint zeros of f,, ... fr 11 can be easily formalized in the 

language 1 it follows that (11.4) is already satisfied if we 

require only 

(11.5) "· .• s~ch th ::;.t f vanisnes for al1 joint zeros of f 1 , ••• f ... 

in the a1gebraic closure of M. 

We observe that the premiss of (11.2) when interpreted 

in the sen[:;e of (11.4) is not easi1y seen to be ele;n e ·ttari1y 

definable in 1 as a predicate- in M- (i.e wnich is defined in M) 

of the coefficients of the polynomials f, f 1 , ••• fr• Indeed the 

sente,lce (or predicate of the coefficients): 

( 11. 6) (x 1 ) ••• (x~) \f, (x 1 , ••• x\\) =o A ••• 1\ f ... ( ~ ••• ~) =0 ':) f (x, , ••• ~ ) =~ 
when written out in detail within the lower predicate ca1cu1us 
is certaj_nly defined in M. But, it is c1ear that (11.6) is not 

equivalent to the condition (11.4) except when r•i is algebraically 

closed. (We observe that in the latter case M coincides with its 
algebraic closure). 

Nevertheless, the general theory of chapter 10 shows, 

wi thout furt:"er algebra, that the predicate in question can be 

formu1ated with reference to ~~ only Indeed let f f f be 
v l' • , ' t ' • • • v 

the generS!.l l10lynJ::!lia1s of tàe variables ( indeterminates) x1 , ••• xiA. 
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and of degrees rn, m1 , ••• mr with indetermi nate coefficients. We 

arranrre all these coefficients in an arbitrary but definite arder 

Yt , ••• y.Jl say. Tl1en (11.6) may be \·rritten as a predicate 

Q* (J) , ••• y"'-) of y1 , •• ·Yt~.. which is defined i:!:1 K~ • 

t'{ov.r let Q(y1 ••• y~) be the projection of Q*(y1 , •• ·Y,p,) from 
} 

K*F on to Kp ( see ~1. 0). ':Chen for any set of cons ta:i. ts a 1 , ••• ak in 

an arbitrary field Ivi, Q(a
1

, ••• a~z) is satisfied by M if and only 

if (11.6) is satisfied by all algebraically closed fields which 

are extensions of M. fhus Q is the requi red predicate; that is, 

Q is defined in M and is equivalen t co (11.4). Q is independant of 

the charactcristic of ~. 

Consider now the conclusion of (11.2). This states that 

there exists a po:3i tive i ntecer p and pol.:,mo _ials g \_(x,, ••• x"") such 

tha t: 

(. ~f 
(11. 7) f (x1 , ••• ~ )j = g 1 (x 1 , •• x~,)f1(x1 , •• ·~) t ... + gY'(x1 , •• xn)f ... (x, •• x...). 
It will be seen that in this form the conclusion cannet be formulated 

within the lower predic~te calculus •. On the ether hand, if we 

spccify any pa ir of po si t i ve intege rs f,t"- then an argumen t sirnilar to 

the one ernployed in the proof of (8.291 s hows that the expression: 

"There exists polynomia1s g1 , ••• g~"' of degrees no t exceeding jA- such 

that the identity (11.7) is snt.i_ ::-·fied" can indeed be formul2.ted in 

L as a predica te of y1 , ••• Y.,..· ':le denote this predicate by Qp.JA(y, , •• ·Y~t ). 

Now l e t a 1 , ••• a~ be an arbitrary set of individua1 constants 

which do not occur i n K,and consider the se t of s en t ences : 

S = KFV Q (a, , ••• ~)UfQtrCa, , ••• aR)} where{/VQI'""(a. , ••• a~)}denot e s 
the set of al1 sentences of the form-

""" Qtr<a,' ... aJJ.L~,f= l, 2, 3, ••• 

If S is consi~• t en t then the re exis ts polynomials fJ f
11

, ••• f .... 

wi th coefficients a 1 , ••• a~in a field J.VI such that f vanishes for all 

jo int zeros of~ ••• ~in a11 algebraically closed extensions of M 
J 

although the conclusion of (11.2) is not sati s fi ed; since (11.7) then 

does not hold for anyf a.nd any ~i.. (x1 , ••• x">}. This is impossible and 
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shows that S is contradictory. 

We conclude that there exist positive integers f•, •. •ft ,_r•/·· . .#.A. 
such that the sentence: 

(11.8) Q(a,, ••• a-R) 'J(Qf•,.c.t1(a1 , ••• a~) V ••• VQftj}-t. (a,,.· .a~ j) 
is deducible from Kf. Now if f f = ~ g ~ fl_ then for any po si ti ve 

in te ger ). we have f f .. >- = 'Z Gl. f~ where Gt, = f.>. gi... • He nee for all 

f,? i t follows tha t t he sen tence-

@ fr (a, ,. •• ail) -:::::> Q f +>-,p-+ ,.). (a1 , ••• aR ~ is deduci ble from Kf, 

where rn is the degree of f as before. It follows that if fo is 

the maximum of the p~ in the implica te of (11.8), then we may 

repla ce all Q/\J)i- by Q('o,f"i+"'( Po-f.:). Aeain if_))0 is the grea test 

among the n "Lmbers uL t m (fo -fi, ) then l'le a lso have tha t the 

sentence-

(Q fo 'J)i-+ <rft.(fo-fi.. )(a,, •• a,_).::::> Q(->a_})o (a., ••• a41. jJ is deducible from 

K f . We c oncl ude tha t t he sen tence 

Q ( a 1 , ••• a~ ) :> Q fc_,#o ( a 1 , ••• a~) 

is deduci b+e from K p and by our assumption on the at i t follows 

that the sentence 

(x 1 ) ••• (xk) [Q (x 1, ••• x~) :> Qf.,f'o(xp•••x,b)] 

is like1:rüJe deduci ble from Ky. 
'fhus, \'le have established the existence of uprer oounds for 

f and for the deg rees of the polynomials g~ (in the representation 

(11.7) for the conclusion of (11.2)) for given degrees of f
1

f 1 , ••• f...., 

These bounds are i ndependant of the part icular f ield of coefficients 

and even of the characteristic of the field. 

We now consider ordered fields. Let Kobe a set of axioms 

for t he co:n cep t of an orde red field and l e t Kt be a .,;et of axioms 

(defined in K) for the co ncept o f a real ~losed (orde red)fi eld. 

It wa s snown in c~~n t e r 9 ( see 9.8) that Ka is madel- complete 

relative to ~· The re~~inine condi t ions of (10.11) are a lso 

s a ti sfied, and we 

in h: possessos a 

(11. 9 ) Theorem: 

conclude tha t every predi cat e wh i ch i s def i ned 

pr ojec t ion from K~ onto K0 • 

Le t f ( x1 , •• • x 11 ) and g (x1 , ••• x,) be two 
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polynomia l s \·r i th coeffic:::ients in an ordered field N such that 

g(x 1 , ••• xn) is of pos itive degree t~·.nd irreduciule in I"l and 

such that f (x 1 , ••• x 11 ) ~ o for 9-ll x 1 , ••• xnin t he real clos 'lre 

IIJ.~ of N for vrhich g (x 1 , ••• x....)= o. 'fhen tnere exist polynomials 

h (x,, •• • xW\), h\ (x 1 , ••• x"") ••• , ht"(xp ... xl'\) k (x., .... :xy.) wi th 

coefficients in l~'i and positive eler!lents c,, ••• c~-" of IvT s 1wh that 

(11.10) ( .h (x 1 , ••• ~)\.:tf(x1 , ••• x{\)= .Z C(. (ht,(x,, ••• x" tk(x1 ••• ~)g(JG •• x...) 
') '"' 1 1 J 

and f3 .lCh tha t h ( x 1 , ••• X1o4) do es not be long to the ideal (g) 

i.e h (x, , ••• x~) is not divisible by g. Moreover t he re are 

bounds for the numoer of squares r required in ( 11.10) and for the 

degrees of tne 1lOl~rnomi:üs h, ht ••• ~k. These oounds depend only 
) ) 

on the degrees of f and g and not on the coefficients of f and g 

or on the particular choice of M. 

Proof: Suppose that the assumptions of the theorem are satisfied 

for g iven f and g with coefficients in an ordered field M but 

that no identity of the form (11.10) exists. It follows tha t 
.,... ;!. 

tllere can i)e no ide :J ti ty of the type f =?ct (g\.) in the field 

of fractions M* of the quotient ring lVi lëx., ... x ... ] /Cg). 
~ow M is a subfield of M* so thqt by (8.26) and the example 

followinz (8.18 ) it follows that the element f of k* is not tota lly 

positive ~i~h re spect to the positive elements C of M. In other 

words there exists an ordering of T·I* ~r,rhich presr ,rves the ordering 

of H s:..~.ch tha t f< o. Let J1 , ••• J ..... be the elements of k* 1·rhich 

corres~oond to the inde Lerminates x 1 , ••• x". Then for the orderin[; 

just selected vre üave f (1 1 , ••• I"')<o, g("f1 ••• J..._) =o. 
1 

Let u s formulate a sente:1ce X in L in t c rms of the 

coefficients of f and ::; vThich is defined in K • a~îd vrhich nsserts: 

" f(x 1 , ••• x") :z_o for all x., ••• x"' for \-rhich g(x,r _x,.) = o" 

Then..vX is s 8. tisfi s d by rit* a.nd he-mee is satü:fied by the real 

clo sure of !·;*. (\'le no te tha t the prenex norraal transfo rm of ·"'"'-'X 

is existe tt tial). Since the set K~ is mo0el-complete "-'X is also 

satisfied by all othor real closed extensions of M and in particular, 

by ~~. This is contrary to the hypothesis of the theorem and praves 
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that an identity (11.10) oxists. 

Novr let f o.nè ::; bg the ce;-tera l pol;no;üals of n variables 

x 1 , ••• x~ and o f degrees land m respect ively with i ndeterminate 

coeffici.en ts, \le a rra:1ge a ll t he;::;e coefficients i n a defini te 

order Y1 , ••• Y.~:t in such a 'tTay tha t the coeffic i.en ts of g, y, , ••• y~ 

say are follo\";ed by the coefficients of f. Then the s t a teu:en t X 

defined ab ove oeco:;1es a p redL;a te of y, , ••• y P..' X = R* (y1 , ••• y~). 

Let R(y1 , ••• y~) be the proj ection of R* from K~ onto K0 • 

. :."i ext we formulate a p redicate T (y1 , ••• y~) which states 

in tGrms o f t he rel~ ti c)n :! , an.d t he functors . ( and f.C th:=tt g(XI, • •• XV\) 

is irreducible and of positive degree (i.e do P. s not red uce to a 

constant ). Such a predicate can be obtained without è. Î .fficulty by 

mean s of a con junction of sentences which affirm t hat g cannat be 

wri tten as t he product of two polynomiale of deg r ees s and m-s, 

1 :=:s~m-1 ( vte note tnat 'f (y1 , ••• y~) implies irreducibility in 

M; not a bsolute irredicibility.) Thus the conj unction: 

~(y1 , ••• y~) 1\ R (y1 ,. ·•Yp..)J states tha t c is of positive dee ree 

a.nd irreduci ble in the fi eld N 3.nd tha t f 2. o whenever g = o in 

a.ny r eal closed extension of M. 

For c;i ven positive intet;e r s '\T andr-we formul a te i n La 

predicate Qy?-(y1 , •• ·YR) v1hich s t a t es t ha t t he re exist polynomials 

h , h 1 , ···hr,k of deg r ees no t exceeding _ll" and posit i ve elements 

c 1 , ••• cys~ch th~ t the iden tity (11.10) i s sati s fied, and suc h that 

h i s not divisible by g . (\Je not e tha t the c~ appear as quantified 

variables in the formal predic2. te). Th en for any set of ( indi vidua1) 

constants a 1 , ••• a ~the s e ntence : 

· (11.11) @ "'r- (a1 , ••• a~) :> Q~op .. (a 1 , ••• a.-..U is deducit)l e from K 

provided y~ '<'o , )A-~_)) ... Now consi der the infi ni t e se t of sentences: 

S = K0 U {r (a1 , ~ •• a~), R (a1 , ••• aA.) .-vQvJ-<C a ,, ••• a.J] v1here~~ var:" 

ove r al1 posi tive integers. If S were consiste-:t, t here v:ould 

exist po1ynomials f(xt,•••X.,..) 1 g (x1 , ••• ~) with coefficients in 

an . ordere d f i e ld r-. and s a ti sfyinc; t tle assump tions of ( 11. 9 ) a nd 

y e t no t s~tisfying an ide n. t ity of the t ype (11.10). This i s 
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impossible in view of the first part of the theorem, wiich has 

oeen already yroved. 

~1e conclude that S is contradictory 2Jld hence that a fini te 

disjunc ti on of the s entences Qyf-" ( a• , ••• al.) is deduci ble from the 

.aet K0 U {T(a1 , ••• a~), R (a 1 , ••• a~~.~ • Using (ll.ll). 

it follows that this disjunction can oe replaced by a single 

sen tence Q Y~ po ( a 1 , ••• a-rt). Thus the sen tence 

( 11. 12 ) [ [T ( a" ••• a~ ) ,1\ R ( a 1 ••• a~] :) Q ~o: P 0 ( a" .•• a A.)] i s de duc i ble 

from K • Interpreting (11.12) sernantically, we see that the 

integers~Jjlomay serve as the bou tds 1d1ose existe:1.ce vms to be 

proved. 

(11.13) Let us consider in particul~r the case n = 1 and 

x1= x. Since every polynomial is now congruent modulo g to a 

polynomial of decree less than g, it is sufficient to consider 

the case ~~ m. Moreover since h is not divisible by g and since 

N [x1 , ••• x(IJ/C c; ) i s no"' o. field i t follows th:::i t h possesses an 

inverse modulo g. Accordingly, 

i c~ (ht_(x))~ ....... 
r depends only 

f (x) 

where the num:)(.; r 

"Yre may repln_ce ( 11.10) by 

mod g(x) 

on the detree of g(x) and not 

on the field of coefficients of f '3 .. ld g. 

We may look upon thi s r es .ü t in a different ~ .ray. Let !VI 

be an ordered field and let g(x) be an irreduci ~le pOlynomial of 

degree m?l with coeffici ents in M. Let M(d) be the fi~ld obtained 

by adjoining a root d of e to M and suppose th~t r(d) is formally 

r eal . Le t 8 be a n ele!Tient of r.:(d), s '1 o. The:1 s . can be wri tt en 

in t.w form: 

s = b0 -+ b 1 d + • • • -t b> <f = f ( d) say \v he re .ft< W\; 
l'( x) = b0 + b1'X -t ••• + b)l xJ.; and w·e have: 

(11.14) The fol1owing conditions are equiv~lent: 

' . .(i) f(x)Zo for all va lues x é-Ji'I* for which g (x) = o vlhere H* is 

tüe real closure of N. 

(ii) s = f(d) is totally positive in ri(d); that is sZ.o in all 

possiole orderings of M(d). 



-88-

(iii) Lot M1 = M(d) M..t, ••• MR. be the subfieldn of fJl* (\ole note tr.at 

.fl'l(d) S L* sü~ce d f: M* (i) where i = V::1 and if d' ri* then vJe obtain 

from c; (d) = o th8.t t.i1ere exist elements c0 , c, E- r-1* c, f o such 

tha t c 0 + c 1 i = o. Renee i €: r·I*, whi ch is imposs i ble.) which are 

conj ue;8. te to i ( d) with :res:pe8t to f.'i. Tnen the conjucCl.tes c.i" s 
in M, , ••• Fil&., s = 1 s, S,;t,••• s-A:'.. re 2.11 non-nec;ative. 

Proof: ( i) implies (ii). For if t he re exists a:! ordering of N(d) 

such th~t s<o then this ordering can be continued in the real 

ela sure L* of H oy ( 8.10). We th en h::1ve g( d) = o and f( d)< o in 

M* which contradi cts (i) 

(ii) implies (iii). For, any orè,e r L1g of 1\ ~71 t ha t 

continues the arde r of M induces an ordering of M1 = M(d) which 

con tinues the arder of M. This arderiag of M(d) is obtained by 

determi !Ün~ t he po si t i vi t y of any e l em.en t of H( d) in a ccordance 

with the posi t i vity of the corresponding element of M~. Hence 

$ <=: o enta ils a< o in the ordering of ~l(d) just obta ined. 
~ 

Finally (iii) implies (i). For if (i) i s not satisfi ed 

th en tüere èxis ts a n e l e, :e·.l t d* €- Jvl* S'J.Ch tha t g( d*) = o and 

s* = f(d*)<o. (Ve noce tha t f(d*) = o is im-possiûle since f 

is of lowe r dee;r ee than g and do en no t va:li sh iden tically .) 

Then d* is one of the conjugates of d and genera tes a subfield 

JVi( d*) of M* \.oJDi l e s* :s f( d*) is the correspo ~1ding conjuga te of 

s = f(d). Tni s cont r 8di c ts (iii). 

Combininc (11. 14) and 11. 13) we obtain: 

(11.14) Theorem: Let M1 be a finite ale ebraic and f ormally r eal 

extens ion of an ordered f~ eld M. Then every tot:Dly positive 

elemen t A of M1 can be r epresented in the for8 : 
,- .. . .:L 

12= ~ c.:. rl. ,... ..... 1 

v1here c t f:- M, c\. '2 o and (~ (:: l\1 i = 1 , 2, ••• r- The intege r t'" 

depends onl; on the degree of M
1
ove r M. and not on the particular 

cho ice of H or r•( or of~ • As a corollary 1ve lnve: 

(11 .15) Theorem: If there exi s t s a pos i t ive intege r m such tha t 
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every _[lOS i ti ve ele;nent of N can be r epresen ted as a s um of rn 

squares of el e rne , ts of l\1 t :1en every to t al l y ) Osi ti ve e1 eme ~1 t 

~of T•I1 can oe repre se ·1 ted in t he f orm: 

tr= #. '(i.~ 
1 

where tL t-M 

t I
. t 

no on •1 or 

i = 1,2, ••• ~ wriere k =t~ may now depend on M but 

Tnus v1e n::o:.ve sh.)wn that if 1-'. is a n ordered fi eld s :J.ch t hP.t 

every po si t:L ve ele:te 1 t of N c -=·.n be re p res :.-; l ted as a s um of square s 

a -id tr~ere . exists a lHl.iforrn bound t o t l1e number of squares requirod 

ti1en t. tero 2.lso exists a uniform bound to t he num oP.r of squares 

req~ired to exp r (: r;s a tot~lly r osi t i ve e lemoüt of !Vi 
1 as a S 'l m 

o f s quares ,,f elements of r.i; where r/ i s any fi ni t e r:tl c ebraic 

extension o f N. 
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