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Abstract 

Given a graph G = (V, E), an add cycle caver is a subset of the vertices whose 

removal makes the graph bipartite, that is, it meets all odd cycles in G. A packing 

in G is a collection of vertex disjoint odd cycles. This thesis ad dresses algorithmic 

and structural problems concerning odd cycle covers and packings. In particular, we 

consider the two NP-hard problems of finding a maximum packing and a minimum 

covering. In 1994 Brass [53J conjectured that 7', the minimum size of an odd cycle 

cover, is at most twice li, the maximum size of a packing. The conjecture is known 

to be false in general [11, 41J. We praye here that 7' ::; 10ll for planar graphs. Our 

structural results leads to the first constant approximation algorithm for the packing 

problem. The covering problem was shown to be tractable for graphs of constant sized 

solutions [42]. We give a linear time algorithm for the covering problem restricted to 

the case where the graphs have constant sized solutions and are pl anar. 
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Résumé 

Étant donné un graphe G = (V, E), une couverture des cycles impairs est un sous 

ensemble de sommets qui, s'ils sont enlevés, laissent le graphe biparti. C'est-à-dire 

que chacun des cycles de longueur impaire contient un des ces sommets. Un empaque­

tage dans G est un ensemble de cycles impairs dont les sommets sont disjoints. Cette 

thèse traite de problèmes algorithmiques et structuraux ayant trait aux couvertures 

et aux empaquetage des cycles impairs. En particulier, nous considérons la recherche 

de la couverture minimum et de l'empaquetage maximum, tous deux connus pour être 

NP-difficiles. En 1994, Brass [53] fit la conjecture que T, la taille d'une couverture 

minimum des cycles impairs, était au plus deux fois li, la taille d'un empaquetage 

maximum. On sait maintenant que c'est faux dans le cas général [11, 41]. Nous prou­

vons que T ~ 1Qv pour les graphes planaires. Nos résultats structuraux conduisent 

à la première approximation à facteur constant pour le problème de l'empaquetage. 

Il a été montré par [42] que le problème de la couverture était polynomial lorsque la 

taille de la solution est bornée. Nous donnons un algorithme qui trouve la couverture 

en temps linéaire pour les graphes planaires dont la solution est de taille bornée. 
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1 Introduction 

Given a graph G = (V, E), an odd cycle vertex cover (or odd cycle vertex transversal) 

is a subset of the vertices whose removal makes the graph bipartite, that is, a subset of 

the vertices that intersects every odd cycle in the graph. A packing of vertex disjoint 

odd cycles is a collection of vertex disjoint odd cycles. Odd cycle edge cover and 

packing of edge disjoint odd cycles are defined similarly. For brevity, we will often 

use the term cover to refer to an odd cycle cover, and we will use packing to refer to 

a packing of odd cycles. Unless stated otherwise we always mean odd cycle vertex 

cover and packing of vertex disjoint odd cycles, respectively. 

In this thesis, we consider the problem of finding a minimum odd cycle cover (the 

covering problem or the graph bipartization problem) and the problem of finding a 

maximum packing of odd cycles (the odd cycle packing problem). In particular, for 

both these problems, we will tackle the case in which the underlying graph is restricted 

to be planar. 

The graph bipartization problem is APX-hard (see [37] and Section 4.1). However, it 

was recently shown [42] that the problem becomes tractable if the size of the optimal 

cover is bounded by a fixed constant k. Here, we present a linear time algorithm to 

find minimum odd cycle covers in planar graphs where the size of the cover is at most 

k (see Section 4). For the odd cycle packing problem, we show in Section 3.4 that 

the problem is NP-hard in planar graphs. We give a lü-approximation algorithm for 

the packing problem. This algorithm follows from the following structural result: the 

cardinality of a minimum odd cycle cover is at most ten times the cardinality of a 

maximum odd cycle packing. 
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Both the exact algorithm for the covering problem and the structural theorem for the 

packing problem are the result of a collaboration with Samuel Fiorini, Bruce Reed 

and Adrian Vetta. The papers will appear in [19] and [18], respectively. 

We begin with an overview of the thesis. Our results rely on important connections 

between odd cycle covers and T-joins1 in specifie auxiliary graphs. In particular, 

let T correspond to the set of odd faces of G. Then, in the vertex version of the 

problems, the auxiliary graph we need to consider is the face-vertex incidence graph 

G+. Specifically, we show that minimum odd cycle covers correspond to T-joins in 

G+ covering the least number of vertices of G (namely, the vertices in a minimum 

cover). For the edge version, the appropriated auxiliary graph is the planar dual 

graph G*; this relationship was first used by Hadlock [26] to derive a polynomial time 

algorithm for the maximum cut problem in planar graphs. In Section 2 we present 

the necessary background on T-joins and detail these connections between odd cycle 

covers and T-joins. These relationships will play a vital role in our proofs of both the 

theoretical and algorithmic results. 

Section 3 contains the structural result that T ~ lOv for planar graphs; here T denotes 

the size of a minimum odd cycle coyer and Il denotes the size of a maximum odd cycle 

packing. The history of this problem began, in 1994, with a conjecture of Brass [53] 

stating that T ~ 211. This was shown to be false for general graphs; see the discussion 

below (and [11, 41]). We obtain our result by combining a local and a global approach 

to the problem (see Section 3.2). First we prove that for planar graphs in which all 

odd faces are pairwise (vertex) intersecting, it is true that T ~ 211. Then we prove 

that this also holds for 4-connected planar graphs in which there is a face (possibly an 

even face) intersecting every odd face. Finally, we show that the same bound holds 

lSee Section 2 for definitions. 
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if aIl the odd faces are pairwise "far" apart. The pro of for the general class of planar 

graphs combines the techniques developed for these special classes. We let G be a 

minimum counterexample to the claim that T :s: 10/1. We take a minimum collection 

of faces of G, termed centers, with the property that every odd face of G intersects 

sorne face of the collection. Then we show that G must be 4-connected with aIl its 

centers far apart. Next, using the techniques developed for our second special class 

of pl anar graphs we find a local cover around each center. At the same time, we find 

a packing of odd faces around each center. Since the centers are far apart the union 

of these packings is also a packing. We calI this union the local packing. We then 

extend the local covers to a cover of the whole graph. Associated with this cover we 

find a different packing of odd cycles, which we caU the global packing. The size of 

the cover we obtain is within a constant factor of the size of the greater of the local 

packing and the global packing. Our main result then follows. 

The factor 2 bound is tight for the three special cases considered. It is our beHef that 

the factor 10 bound for planar graphs is not tight, and that Brass conjecture is, in 

fact; true for the class of planar graphs. 

In Section 3.4 we detail our hardness result and present an approximation algorithm 

for the packing problem. Our structural result implies that the greater of the car­

dinality of the local packing and the the cardinality of the global packing is at least 

one tenth T, the size of the minimum cover. On the other hand, it is always true 

that T 2: /1. Therefore, since our structural result gives a constructive method to find 

those packings, we have a lü-approximation algorithm. The hardness result follows 

from a result by Caprara and Rizzi [12] showing that packing vertex disjoint triangles 

is NP-hard for planar graphs. 
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Finally, in Section 4, we proffer a hardness result showing that the covering problem 

is NP-hard in planar graphs in general. In contrast, Reed, Smith and Vetta [42] 

presented a quadratic exact algorithm that determines whether a graph G has an odd 

cycle coyer of size at most k, an exhibits such coyer, thus proving that the problem 

is tractable if restricted to graphs with constant sized solutions. We continue this 

line of work by giving a linear time algorithm for finding odd cycle covers in planar 

graphs for instances with constant sized optimal solutions. 

Our main technique consists of proving that, given a planar graph G, a vast number 

of vertices are irrelevant when looking for covers of size bounded by a fixed constant k. 

We show that vertices that are "far" from every odd face in the face-vertex incidence 

are irrelevant. Our algorithm finds and removes those irrelevant vertices. We are then 

left with at most k subgraphs of G (defined by the vertices that are "close" to sorne 

odd face) which have the following property: if G has optimal coyer of size at most 

k then this coyer is the union of optimal covers in each of the subgraphs. Moreover, 

the subgraphs are shown to have constant tree-width. In Section 4.4, we show how 

to find in linear time a minimum odd cycle coyer in graphs of bounded tree-width. 

Consequently, we have a linear time algorithm for planar graphs. As mentioned, the 

relationship between T-joins and odd cycle covers is key in proving the validity of the 

algorithm. 

As we pointed out ab ove , there are corresponding edge versions of the covering and 

packing problems. That is, finding a minimum set of edges whose removal makes 

the graph bipartite and finding a maximum collection of edge disjoint odd cycles. 

In Section 4.1 we show that the first problem is equivalent to the maximum cut 

problem, and therefore becomes polynomial when restricted to planar graphs [26]. 
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For the packing problem in its edge version, Kra1 and Voss [30] recently proved that 

Te ::; 2ve , where Te and Ve denote the size of a minimum odd cycle edge cover and the 

size of a maximum packing of edge disjoint odd cycles respectively. In Section 3.1 we 

present a very short proof of their result. 

This pro of, again, relies upon the relationship between T-joins and minimum edge 

covers. As stated, the auxiliary graph here is the dual graph G* and a minimum cover 

corresponds to a T-join ih G* with the fewest number of edges. This correspondence 

was also exploited by Knll and Voss in their paper [30]. A further similarity between 

the proofs is that we also require the use of the Four Colour Theorem. One major 

difference between their pro of and ours, is the fact that we apply a result of Lovasz 

linking T-joins and 2-packings of T-cuts. We observe that the Four Colour Theorem 

implies that any laminar 2-packing of k odd cycles in G contains ~k edge disjoint odd 

cycles. The result by Lovasz then guarantees the existence of a 2-packing of T-cuts 

whose size is twice the minimum size of an odd cycle edge cover. This gives the result. 

We close this introductory section with a discussion on related work. Brandt [11] 

disproved Brass' conjecture for general graphs. The question remained as to whether 

the minimum size of a cover is bounded by a function of the maximum size of a 

packing. Such a correspondence is known as the Erdos-Posa property. A class of 

graphs F is said to have the Erdos-P6sa property if for every integer k there is an 

integer f(k, F) such that every graph G either contains k vertex disjoint subgraphs 

each isomorphic to a graph in F or a set W of at most f(k, F) vertices such that 

G - W has no subgraph isomorphic to a graph in F. 

Reed [41] proved that the Erdos-Posa property does not hold in general for the family 

of odd cycles. He showed that for each positive integer k, there exists a projective-
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planar graph G with size of a minimum odd cycle cover T equal k and size of a 

maximum packing 1/ equal 1. That is, T is not bounded by any function of 1/. In 

addition, the only obstruction for T to be bounded is the existence of Escher wall;. In 

his work Reed considered only the vertex version of the problem, but as he considered 

graphs which are cubic, his result is valid for the edge version. 

Interestingly, as a corollary of his pro of, odd cycles in planar graphs do have the 

Erdôs-P6sa property. This follows as planar graphs do not contain Escher walls. 

Therefore, the size of a minimum cover is in fact bounded by a function of the size of 

a maximum packing. The results in [41], though, lead to a super-exponential function 

of 1/. In [7], Berge and Reed gave a super exponential function of 1/ that bounds T in 

planar graphs. Previously, Thomassen [52] had shown that T ::; 21/ for 239
" -connected 

graphs. A similar result involving large connectivity was proved by Rautenbach and 

Reed [40]. They showed that each 2000(k + l)-connected graph contains either k + 1 

vertex disjoint odd cycles or 2k vertices hitting all the odd cycles. 

The ide a of finding irrelevant vertices to reduce a problem on a given graph to sub­

problems in particular subgraphs appears in the work of Robertson and Seymour 

concerning Realization problems in planar graphs [46]. 

As mentioned, the relation between T-joins and T-cuts was first used by Hadlock 

[26] to obtain a polynomial time algorithm for the maximum cut problem in planar 

graphs. Knil and Voss [30] exploited these relationships in their result. Other works 

exploring these relationships are due to Lovâsz [33] and Seymour [49]. They gave 

min-max relations between T-cuts and T-joins. For a survey on T-joins and their 

relation with T-cuts, see [20]. 

2Reed wrote in [41] that this was a personal communication by L6vasz and Schrijver. 
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We remark that the minimum odd cycle cover problem and the maximum odd cycle 

packing problem can be formulated as integer programs whose linear program (LP) 

relaxations are duals. Letting V denote the vertex set of C and a denote the set of 

odd cycles in C, then these dual LPs are: 

COVERING LP PACKING LP 

min 2: Yv max 2: Xo 
vEV OEO 

2: Yv 2': 1 VC E a 2: Xo ~ 1 Vv E V 
v:vEC O:vEO 

Yv 2': Ü Vv E V XO 2': ü VC E a 

Our structural result, leading to a lü-approximation algorithm for the packing prob­

lem in planar graphs, also shows that the integrality gap of the Packing LP is bounded 

by a constant. Previously, in [25], Goemans and Williams on presented a primaI-dual 

~-approximation algorithm for the covering problem restricted to planar graphs. In 

their paper they approach the more general problem of finding a minimum vertex 

cover for a class of cycles in planar graphs. The class of odd cycles is one of the 

families they consider. They proved that the integrality gap of the Covering LP is at 

most ~ and conjectured that it is actually ~. For general graphs, Garg, Vazirani and 

Yannakakis [23] gave a O(logn)-approximation algorithm for the covering problem. 

The covering problem we tackle in this thesis has its origins in feedback set problems. 

The most general feedback set problem consists in finding a minimum-weight set of 

vertices (or edges, or arcs) that hits aH the cycles in a specific subset C of the cycles of 

a graph C. These problems originated in combinatorial circuit design but now have a 

vast number of applications. For example, deadlock prevention in operating systems, 
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constraint satisfaction and Bayesian inference in artificial intelligence, and graph the­

ory. Further applications for the bipartization problem arise in biology. In particular, 

in [43] a bipartization routine is used to develop an exact algorithm for the single in­

dividual SNP haplotyping problem in instances where the number of holes in the input 

sequence is bounded by a fixed constant k. The single individu al SNP haplotyping 

problem cornes from combinatorial biology. A haplotype is the complete sequence of 

single nucleotide polymorphisms (SNPs) of the two copies of a given chromosome in a 

diploid genome. These polymorphisms are the most frequent form of human genetic 

variation and of foremost importance for a variety of applications including medical 

diagnosis, phylogenies and drug design [43]. The haplotyping problem is, given a set 

of fragments from one individual's DNA, to find a maximally consistent pair of SNP's 

haplotypes. The fragments can overlap or repeat themselves, but they are usually 

incomplete in the sense that they do not coyer the complete information of the DNA 

sequence. The parameter k corresponds to the number of holes in the input data. 

When C is the set of all cycles in G, then our problem is known also as the hitting 

cycle problem, which has been well studied from an algorithmic point of view. See 

[17] for a detailed survey on the subject. 

For a large variety of classes of graphs, polynomial time algorithms were found for 

different versions of these hitting problems. Sorne examples are the minimum feedback 

vertex set problem in reducible fiow graphs [51], chordal graphs [13, 55], interval 

graphs [38], permutation graphs [10, 9]. For classes of graphs in which the problems 

are not known to be polynomial time solvable, approximation algorithms have been 

developed [16, 39, 4, 6, 3, 25]. On a more theoretical perspective, several bounds were 

found on the size of the minimum feedback vertex (edge) set for different classes of 
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graphs and different versions of the problem (C being aH the cycles in the directed or 

undirected case [16, 36], C being a subset of the cycles, in particular the set of odd 

cycles [41, 52, 40, 30, 18]). 

In the Conclusion, open problems and possible approaches for further work are dis­

cussed. 
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2 Definitions and background 

Here, we define the problems considered in this thesis. We also present the necessary 

definitions and background on T-joins. In particular, we describe the relationship 

between T-joins and odd cycle covers. 

Definition 2.1. Given a graph G = (V, E), W ç V is an odd cycle vertex cover (or 

an odd cycle vertex transversal) if G - W is bipartite, that is, if W intersects all the 

odd cycles in G. 

Definition 2.2. Given a graph G = (V, E), a packing of vertex disjoint odd cycles is 

a collection of vertex disjoint odd cycles of G. 

There are similar definitions when we consider edge subsets and collections of edge 

disjoint odd cycles. We often sim ply write cover to refer to odd cycle covers. We also 

use the term packing to refer to a packing of odd cycles. Unless otherwise stated, 

we always mean odd cycle vertex cover and packing of vertex disjoint odd cycles, 

respectively. 

Covering problem (or Bipartization problem): Given a graph G = (V, E), find an 

odd cycle cover of minimum cardinality. 

Packing problem: Given a graph G = (V, E), find a packing of odd cycles of 

maximum cardinality. 

Our focus is upon the restrictions of both these problems to planar graphs. For 

general graphs, the covering and the packing problem are NP-hard in their edge and 

vertex versions. However, as we show in Section 4.1, the edge version of the covering 
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problem is equivalent to the maximum cut problem and hence it is polynomial when 

restricted to planar graphs [32]. On the other hand, the covering problem in its vertex 

version and the packing problem in its both versions, are NP-hard even for planar 

graphs (see Sections 4.1 and 3.4). 

We start by stating a useful relation between the odd cycles and the odd faces in a 

planar graph. We consider an embedding of the planar graph G. When a vertex vis 

deleted from G, aU the faces incident to v are merged together in a new face Fv. The 

other faces are unchanged. We denote the new face by a capital let ter to stress the 

fact that it determines a set of faces of G, namely, the faces of G included in it. The 

parity of a face of G is defined as the parity of the edge set of its boundary, counting 

bridges twice. By induction on the number of faces incident ta v, the parity Fv equals 

the sum mod 2 of the parities of the faces of G it contains. As a coroUary, we obtain 

that G is bipartite if and only if aU its faces are even. 

Lemma 2.3. Given a planar gmph G and a vertex v E V(G), removing v from G 

creates a new face Fv which contains all faces of G incident to v. Let par(j) denote 

the parity of face f, then par(Fv) = I:f incident to vpar(j) (mod 2). 0 

Corollary 2.4. A planar gmph G is bipartite if and only if all its faces are even. 

ProoJ. Clearly, if a planar graph is bipartite, aU its faces are even. On the other 

hand, assume aU faces are even and fix an embedding of C. Any cycle C divides the 

embedding of G into two regions of the plane, Gl and G2 . By removing aU verticès 

of C in one of these two regions but not the vertices in C, say in Cl, the boundary 

of C becomes the boundary of a face. This new face contains aU faces of G in region 
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G1. But from the previous lemma, the parity of this new face must be even. Rence 

C is even in G. I.e., aIl cycles in Gare even and therefore, G is bipartite. D 

Next we present the definition of a T-join and state sorne useful facts concerning 

T~joins, T-cuts and odd cycle covers. 

Definition 2.5. Given a graph G = (V, E) and T ç V, a T -join is a subset J of the 

edges of G such that T is exactly the set of odd degree vertices in the subgraph of G 

induced by J. 

There exists a T-join in G if and only if each connected component of G contains an 

even number of vertices of T. In particular, if G has a T-join then ITI is even. 

Definition 2.6. Given a graph G = (V, E), a T-cut in G is a subset O(S) ç E such 

that S ç V and both IT n SI and IT n (V - S) 1 are odd. 

Rere c5(S) is the subset of the edges of G with one endpoint in S and the other in 

V-S. Consequently, a T-cut is simply a cut having an odd number of vertices of T 

on each side of the cut. Clearly, for G to have a T-cut, ITI must be even. 

Definition 2.7. Two sets X and Y of vertices of a graph Gare said to be laminar if 

either X ç Y or Y ç X or X n Y = 0. The sets X and Y are cross-free when they 

are laminar or X U y = V. 

Definition 2.8. A collection of subsets of the vertices of a graph G is said to be 

laminar (resp. cross-free) if any two of its members are laminar (resp. cross-free). 

In particular, when we consider a collection of cuts in C, i.e., a family c5(F) = {c5(X) : 

X E F}, where F is a family of subsets of V(G), the collection of cuts o(F) is said 

to be laminar (resp. cross-free) whenever Fis. 
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The size or the length of a T-join is the number of edges it contains. A packing of 

T-cuts is a collection of edge disjoint T-cuts. Because every T-join intersects every 

T-cut, the minimum Iength of a T-join in G is at least the maximum size of a packing 

of T-cuts in G. In fact, equality ho Ids for bipartite graphs. 

Proposition 2.9 (Seymour [49]). Let H be a bipartite graph and let T be an even 

set of vértices of H. The minimum length of a T -join in H equals the maximum 

size of a packing ofT-cuts in H. Moreover, the maximum is attained by a cross-free 

collection of T -cuts. 0 

The last proposition implies the next, where a 2-packing of T-cuts is a collection of 

T-cuts such that each edge is contained in at most two T-cuts of the collection. 

Proposition 2.10 (Lovasz [33]). Let H be a graph and T be an even set of vertices 

of H. The minimum length of a T -join in G equals half the maximum cardinality of 

a 2-packing of T -cuts in H. The maximum is attained by a cross-free collection of 

T-cuts. o 

The following observation will be useful. 

Observation 2.11. In Propositions 2.9 and 2.10, there exists an optimal collection of 

T -cuts which is laminar and consists on inclusion-wise minimal T -cuts, with respect 

to o(X). 

Proof. Let F denote a collection of subsets of V( G) such that o(F) is optimal. 

Now assume that F is chosen in such a way that the total length of o(F), that 

is 2:0(X)E8(F) 10(X)I, is minimum. Then each T-cut in o(F) is inclusion-wise minimal. 

Otherwise, we could replace any non-minimal T-cut by a smaller T-cut and uncross 
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the resulting collection of T-cuts by standard uncrossing techniques (see, e.g., Propo­

sition 3.4 in [20] or Section 80.7b in [48]) and obtain a new cross-free packing (resp. 

2-packing) of T-cuts with the same size and a shorter total length, a contradiction. 

Now let t den ote any element of T. Whenever sorne member X of F contains t, we 

replace it by its complement X. Because two sets X and Y are cross-free if and only 

if X and Y are cross-free, the resulting collection F is cross-free. Moreover, F is 

laminar because none of its members contains t. o 

Now we point out the relationship between edge covers and T-joins in the dual graph. 

It will be used to give a short proof of a result by Krâl and Voss [30] (see Sections 1 

and 3.1). This relationship was first pointed out by Hadlock [26]. Let G be a planar 

graph and consider G* = (V*, E*) the dual graph of G. Let T ç V* be the set of 

odd degree vertices in G*. Hence, ITI is even and corresponds to the set of odd faces 

of G. Note that given any subset J of E, G - Jis bipartite if and only if G - J has 

only even faces if and only if G* - J* has only vertices of even degree. However, this 

last fact implies that J* is a T-join in G*, since T is exactly the set of odd vertices 

of G*. Therefore, we have proved 

Proposition 2.12. Let G be a planar graph and let G* denote its face-dual graph. 

Let T be the set of odd degree vertices in G* (that is, T corresponds ta the set of 

odd faces of G). A subset of edges F of G is an odd cycle edge caver if and only if 

F* = {e* : e E F} is a T-join in G*. Hence, the minimum size of a T-join in G* is 

exactly the minimum size of an edge çover in G. 0 

We now show how odd cycle vertex covers relate to T-joins. This relationship will be 

used to prove our main theoretical result, a linear bound of the minimum size of a 

vertex coyer in terms of the size of a maximum packing in planar graphs (see Section 
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3.2). It will also be used to prove the correctness of the linear time algorithm to find 

a minimum odd cycle coyer in planar graphs where the size of the covering is known 

to be small (see Section 4). 

Let G be a planar graph and let T denote the set of odd faces of G. Hence ITI is 

even. The parity of a face equals the parity of its boundary, counting bridges twice. 

The face-vertex incidence graph of G is the graph G+ on the faces and vertices of G 

whose edges are the pairs fv, where f is a face of G and v is a vertex of G incident 

to f. Note that G+ is bipartite. Moreover, it is planar because it can be drawn in 

the plane as follows. Keep aIl vertices of G as vertices of G+ and add a new vertex 

vf in each face f of G. Then link each new vertex vf to the vertices of G which are 

incident to f by an arc whose interior is contained in f. Do this in such a way that 

two arcs never have a common interior point. The resulting drawing of G+ is referred 

to as a standard drawing. Below, and henceforth, F( G) denotes the face set of G. 

Observation 2.13. Let 8(X) be a T-cut in the face-vertex incidence graph G+ and 

let R denote the subgraph of G determined by the edges incident to a face in X and 

to a face in X. Then R is Eulerian. Furthermore, R con tains an odd cycle. 

Proof. Pick some vertex v of G. Let h, ... , fd denote the faces of G incident to v 

listed in clockwise order. Each face fi belongs either to X or to X. Because there is 

an even number of switches between X and X when one goes clockwise around v, the 

degree of v in R is even. In other words, R is Eulerian. So it can be decomposed into 

edge disjoint cycles. Consider each of these cycles. Since X contains an odd number 

of vertices of T, that is, an odd number of odd faces of G, at least one of these cycles 

sur rounds an odd number of odd faces of G. Hence, by Lemma 2.3, this cycle is in 

fact an odd cycle. 0 
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Lemma 2.14. A subset W of V(G) is an odd cycle caver of G if and only if the 

subgraph of the face-vertex incidence graph G+ induced by W U F( G) con tains a T­

join, that is, every component of the subgraph has an even number of vertices of T. 

Praof. We first prove the forward direction. Suppose, by contradiction, that sorne 

connected component X of the subgraph of G+ induced on W U F( G) contains an 

odd number of vertices of T. Then 6(X) is a T-cut in G+. Consider the edges of G 

incident to a face in X and to a face in X. These edges determine a subgraph R of 

G. Let e be an edge of R. None of the endpoints of e belongs to W because otherwise 

aU the faces incident to this endpoint would be in X and e would not belong to R, 

a contradiction. Therefore, R is vertex disjoint from W. By Observation 2.13, we 

know that R contains an odd cycle. So W is not a cover, a contradiction. 

To prove the backward direction, consider an odd cycle C and a T-join J in G+ 

covering sorne vertices of W and no vertex of G - W. Let Y be the set of faces of G 

contained in C and let X = Y U W. Because C is odd, X contains an odd number of 

odd faces, that is, an odd number of elements of T. Because ITI is even, there is an 

odd number of elements of T in X too. It foUows from Definition 2.5 that J contains 

a path P from an element of T in X to an element of T in X. Let v be any vertex of 

G on P incident to a face in X and to a face in X. Then v is a vertex of C covered 

by J. In other words, W intersects C. Therefore, W is a cover. o 
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3 Approximate Min-Max relations 

We begin this Section with our short proof of Kral and Voss' result [30J. That is, we 

show that Te :::; 2l1e for planar graphs, where Te denotes the size of a minimum odd 

cycle edge cover and Ile denotes the size of a maximum packing of edge disjoint odd 

cycles. The rest of the section is devoted to a pro of of the fact that T :::; 1011 in planar 

graphs, where T denotes the minimum size of an odd cycle vertex cover and Il denotes 

the maximum cardinality of a packing of vertex disjoint odd cycles. To do this, we 

first consider sorne special subclasses of planar graphs for which we can prove that 

T :::; 211. The techniques we develop for these special cases will then bè combined to 

give our main result for general planar graphs. 

3.1 A Min-Max relation in the edge case 

The following result was proved by Kral and Voss [30J. Here we present an alterna­

tive (and shorter) pro of. Our proof relies, as do es the one given in [30], upon the 

relationship between T-joins and odd cycle covers (see Section 2) and upon the Four 

Color Theorem [2,44]. 

Theorem 3.1. [30] Let G = (V, E) be a planar graph. Let Ile denote the maximum 

number of edge disjoint odd cycles in G and let Te denote the minimum size of an odd 

cycle edge cover. Then Te :::; 211e. 

Praof. [18] The theorem trivially holds if lie = a.Assume that lie > a and fix a planar 

embedding of G such that the outer face is odd. Consider G* = (V*, E*) the dual 

graph of G. Let T ç V* be the set of odd degree vertices in G*. Hence, ITI is even 
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and it corresponds to the set of odd faces of G. By Proposition 2.12, the minimum 

size of a T-join in G* is exactly Te. Then, by Proposition 2.10 and Observation 2.11, 

there is a laminar family F of 2Te subsets of V( G*) such that &(F) = {&(X) : X E F} 

is a 2-packing of inclusion-wise minimal T-cuts in G*. Without loss of generality, we 

can assume that no member of F contains the outer face of G (from the pro of of 

Observation 2.11). 

Now let H denote the graph with vertex set F in which X and Y are adjacent 

whenever the corresponding T-cuts intersect. We claim that H is planar. Clearly, 

the claim implies the theorem because, by the Four Color Theorem, H has a stable 

set of size at least IV(H)I/4 = 2Te/4 = Te/2. As this stable set corresponds to a 

set of edge disjoint T-cuts, any cover must have at least Te /2 edges. Rence we have 

Te ~ 2ve. In order to show that H is planar, it suffices to show that every block K 

of H is planar. Let F' den ote the vertex set of K. Since F is laminar, F' is also 

laminar and the set F' partially ordered by inclusion is a forest, Le., every point is 

covered by at most one point. Let X, Y and Z be three distinct elements of F'. The 

following cannot occur: (i) X ç Y ç Z, (ii) X ç Y and Y n Z = 0. Indeed, if (i) 

or (ii) holds then every X -Z path in K intersects Y because &(F) is a 2-packing. 

This contradicts our assumption that K is a block of H. Then F' partially ordered 

by inclusion is either a forest of height 0 (that is, an antichain) or a tree of height 1. 

In both cases, it is easy to construct a planar drawing for K from G. Each element 

of F' determines a cycle in the plane graph G. In the first case, we pick any point in 

the bounded face of each of these cycles and connect the points by an arc whenever 

there is an edge in K between the two corresponding elements of F'. This can be 

done in such a way that the resulting graph is planar. The second case is simpler. 

For if :F' is a tree of height 1, all T-cuts that correspond to children are disjoint (as 
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:F is a 2-packing of T-cuts). Renee, K itself is a tree of height 1. o 

The foUowing example shows that the bound in Theorem 3.1 is tight. Consider the 

hexagonal grid with at least k vertices and replace k of the vertices with a gadget as 

shown in Figure 2. (The gadget we use here is the same as the one used in [30]). 

(1) (2) 

Figure 1: Vertex v is replaced by the gadget shown in (2). The heavy edges in 
(2) are the original edges adjacent to vertex v. Exactly k of these replacements are 
performed. 

TriviaUy, /Je ~ k since the k gadgets are edge disjoint and each of them contains an 

odd cycle. Notice that to remove aU the odd cycles in a single gadget it is necessary 

to remove at least two edges, therefore Te ~ 2k. On the other hand, if we remove 

edges a and b for every one of the k gadgets, every face is even and by CoroUary 2.4, 

the resulting graph is bipartite. This implies that Te :::; 2k. It also implies that every 

odd cycle in the graph contains an edge of type a or b. Thus, every odd cycle in 

the graph contains at least two vertices of the inner triangle in at least one gadget. 

Renee, if there were k + 1 disjoint odd cycles, by pigeon-hole principle, two of them 

must contain two vertices of the inner triangle of the same gadget, so they share a 

vertex. Since the graph is cubic this me ans they share an edge. Therefore, /Je :::; k. 

So we have Te = 2/Je • 
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Corollary 3.2. Let Vv and Tv denote the maximum cardinality of a packing of vertex 

disjoint odd cycles and the minimum size of an odd cycle vertex cover, respectively. 

Then Tv :::; 2vv for aU planar graphs of maximum degree at most 3. 

Proof. For any graph G we have: (i) Tv :::; Te and (ii) Vv :::; Ve • Inequality (i) follows 

immediately from the fact that for any edge cover we can build a vertex-cover of the 

same size by Just choosing one vertex adjacent to each edge in the edge-coverj (ii) 

holds since vertex disjoint implies edge disjoint. In the case that G has maximum 

degree at most 3, any pair of edge disjoint cycles is also vertex disjoint (sinee any 

vertex has at most 3 incident edges). Renee, Vv = Ve . Combining this last equality 

with (i) and Theorem 3.1, we have the result. 0 

Moreover, the result stated in Corollary 3.2 is tight since the example showed before 

is cubic and it can be easily proved (following the same arguments for the edge case) 

that Tv = 2vv . 

3.2 A Min-Max relation in the vertex case 

In what follows, cover stands for odd cycle vertex cover and packing stands for packing 

of vertex disjoint odd cycles. We show that the minimum size of a cover is at most 

twice the maximum size of a packing for a collection of special classes of planar graphs. 

For technical reasons it will be useful to assume that G is signed. A signed graph is 

a graph whose edges are labeled odd ('-') or even ('+'). In a signed graph, a cycle 

(or more generally a subgraph) is said to be odd if it contains an odd number of odd 

edges and even otherwise. Similarly, a face of a plane signed graph is said to be odd if 
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its boundary has an odd number of odd edges, counting bridges twice. Otherwise, the 

face is said to be even. A signed graph is said to be balanced if it has no odd cycles. 

Odd cycle covers and odd cycle packings are defined as in the unsigned case. We 

denote by T( G) and v( G) the minimum size of a cover of G and the maximum size of 

a packing in G, respectively. We assume that G has no loops and no multiple edges, 

with one exception. We allow odd digons, that is, subgraphs with two vertices and 

two edges between them, one of which is odd and the other even. Clearly, unsigned 

graphs are a special case of signed graphs where every edge is odd. 

3.2.1 When aIl odd faces rnutually intersect 

We begin by stating two technicallemmas. Our first lemma is Lemma 4.1.2 in Diestel's 
o 

book [14]. By arc we mean a continuous curve in JR2. If Pis an arc, by P we mean 

P minus its endpoints. 

Lernrna 3.3. Let Pl, P2 and P3 be three arcs, between the same two endpoints but 

otherwise disjoint. Then (i) JR2 \ (PIl) P2 u P3 ) has exactly three regions, with frontiers 
o 

Pl U P2 , P2 U P3 and Pl U P3 , and (ii) if P is an arc between a point in Pl and a 
o 0 

point in P3 whose interior lies in the region ofJR2 \ (Pl U P3) that contains P2, then 
o 0 

pnP2 =F 0 . o 

To prove our next lemma, we implicitly use the two following facts: in a 2-connected 

plane graph, every face is bounded by a cycle and every edge is in two distinct faces 

(one for each side of the edge). 
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Lemma 3.4. Let G be a 3-connected plane graph. Then every face of G is bounded 

by a cycle. For any two faces f and f' of G whose respective boundaries C and 

Cf intersect, the following holds. Either C and Cf share exactly one vertex, or two 

adjacent vertices and the edge between them. 

Proof. Suppose otherwise. Then C and Cf share at least two vertices. Pick any vertex 

u in their intersection. N ow walk along Cf from u in sorne direction until sorne other 

vertex of C, say v, is hit. Let P2 be the u-v path in Cf that we have walked through, 

and let Pl and P3 be the two u-v paths contained in C. Because G is 3-connected, 

G - u - v is connected. In particular, if Pl and P3 both contain an internaI vertex, 

then there is a path P in G - u - v from an internaI vertex of Pl to an internaI vertex 

of P3 • By shortening P if necessary, we can assume that no internaI vertex of P is on 

Pl or P3 . The path P satisfies the hypotheses of Lemma 3.3, so it must intersect P2 

in sorne internaI vertex. But then f' is not a face, a contradiction. So, without loss 

of generality, we can assume that P3 has no internaI vertex. Now exchange the roles 

of C and Cf. Let P{ = P2 , P~ = P3 and P~ be the u-v path in Cf that is distinct from 

P{. By the same arguments as ab ove , we infer that P{ or P~ has no internaI vertex. 

In other words, uv is an edge of both C and Cf. Then C and Cf have to share at 

Ieast three vertices. Let w den ote the first vertex of C we hit when we walk along Cf 

from v in the same direction as before (away from u). As before, we have that vw is 

an edge of both C and Cf. Hence C and Cf share the path of Iength 2 with vertex 

sequence u, v, w. It follows that v has degree 2 in G, contradicting the fact that G is 

3-connected. o 

The following résult will be used as a base case to prove our result for general planar 

graphs. 
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Proposition 3.5. If every two odd faces of G have intersecting boundaries, then G 

has an odd cycle cover of size at most 2. 

Proof. Note that the boundaries of every pair of odd faces of G intersect if and only 

if every two odd cycles of G intersect, that is, if and only if 1/( G) ~ 1. We prove 

by induction on the number of vertices of G that 1/( G) = 1 implies 7( G) ~ 2. This 

clearly implies the proposition. If G has at most three vertices or has an odd digon, 

then the proposition trivially holds. Now assume that G is simple and has at least 

four vertices. We claim that we can also assume that G is 3-connected. 

If G is not 3-connected, then it has a cutset consisting of two vertices u and v. Let 

U be a connected component of G - u - v, let G l denote the subgraph of G induced 

on U U {u, v} and let G2 = G - U. If both Gl and G2 are unbalanced then {u, v} is a 

coyer because we have 1/( G) = 1. By symmetry, we can assume that Gl is balanced. 

Then aU u-v paths in G l have the same parity. Let G' be the graph obtained from 

G2 by adding an edge e with endpoints u and v that is labeled odd if aIl u-v paths 

in G l are odd, and even otherwise. We don't add edge e if there is already an edge 

between 1L and v or if there is no u-v path in G l . Because G' has less vertices than 

Gand 1/( G/) = 1, there is a coyer of cardinality 2 in G'. The same two vertices form 

a coyer in G. This concludes the proof of our first claim. 

From now on, we assume that G is 3-connected. We claim that if every vertex of 

G is incident to at most three odd faces, then G has a coyer of size 2. lndeed, if it 

is the case then consider the intersection praph of the odd faces, that is, the graph 

whose vertices are the odd faces of Gand whose edges are the pairs fI' where f and 

fi have a common incident vertex. The intersection graph is complete because any 
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two odd cycles in G have a common vertex. Any standard drawing of the face-vertex 

incidence graph G+ can be modified to obtain a drawing of the intersection graph, so 

the latter is planar. It follows that G has either 2 or 4 odd faces. If there are 2 odd 

faces fI and 12, let v be a vertex incident to both fI and h. By Lemma 2.14, {v} is 

a cover. If there are 4 odd faces fI, 12, h and f4, let v be a vertex incident to both 

fI and 12 and w be a vertex incident to both h and f4. By Lemma 2.14, {v, w} is a 

cover. This concludes the proof of our second claim. 

Let now v be a vertex which is incident to at least four odd faces, say, fI, 12, h and 

14, in counterclockwise order. By Lemma 3.4, the boundaries of fi and fi+2 share 

exactly one vertex, namely v, for i = 1,2. If aU the odd faces are incident to v, then 

{v} is a cover by Lemma 2.14 and we are done. So we can assume there is an odd 

face f that is not incident to v. Let J' be an odd face distinct from f which is also 

not incident to v. If there is no such face, then {v, w} is a cover (again by Lemma 

2.14), where w is any vertex incident to both f and fI. 

Consider the subgraph H of G+ obtained by adding to the subgraph of G+ induced 

on v, fI, 12, h and f4 four paths of length two from f to fI, 12, h and 14 respectively. 

Let f, Ui, fi be the vertex sequence of the i-th path, and let U = {UI, U2, U3, U4}. (See 

examples in Figure 2.) We chose the paths in such a way that the number of vertices 

in U is minimum (we maximize the intersections between them). In other words, we 

ask that H be an induced subgraph of G+. Now consider any standard dr~wing of 

G+. Where is the vertex v f' corresponding to the odd face J'? It has to lie in one of 

the faces of H. Moreover, there is a path of length 2 in G+ from J' to each of the 

fi's. Each path avoids v because J' is not incident to v. Because the fi's are arranged 

around v in counterclockwise order, Lemma 3.4 implies Ul =1= U3 and U2 =1= U4. So it 
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suffices to consider the following three cases (see Figure 2). 

IUI=3 IUI=2 

Figure 2: Subgraph H in each of the three cases. 

Case 1. lUI = 4. Without 10ss of genera1ity, vI' lies in the face of H bounded by the 

cycle with vertex sequence v, vip Ul, vI, U2, vh' v. Then there cannot be a path of 

1ength 2 avoiding V from l' to 13 in G+, a contradiction. 

Case 2. lUI = 3. Without 10ss of generality, we assume that U3 = U4. As in Case 1, 

we see that there is nowhere vI' cou1d be. For instance, if it lies in the face bounded 

by the cycle with vertex sequence v, vip Ul, vI, U4, v/4' v, then there cannot be a 

path of 1ength 2 avoiding V from f' to h in G+, a contradiction. 

Case 3. lUI = 2: Without 10ss of generality, we assume that Ul = U2 and U3 = U4. 

Vertex vI' can be in the face bounded by the cycle with vertex sequence v, vh' U2, 

vI, U3, via' V or in the face bounded by the cycle with vertex sequence v, vip Ul, vI, 

U4, v/4' v. In both cases, it must be adjacent to both Ul and U3. By Lemma 2.14, we 

see that {v, Ul} is a cover of G. 0 
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3.2.2 When sorne face interseds every odd face 

Now we consider the graphs that have sorne face whose boundary intersects the bound­

ary of every odd face. 

Proposition 3.6. Assume G is 4-connected, simple, has at least five vertices and is 

su ch that the boundary of the outer face intersects the boundary of every odd face. 

Then the minimum size of an odd cycle cover of G is at most twice the maximum size 

of a packing in G. 

Proof. We assume that G is not balanced. Otherwise, the result triviaUy holds. The 

hypotheses severely restrict the way face boundaries intersect each other. Consider 

a vertex y not incident to the outer face. If there are two distinct vertices x, z such 

that each of thern is incident to the outer face and to a face incident to y, then x and 

z have to be adjacent. Suppose not. Then there exists a polygon P in JR.2 intersecting 

G exactly in x, y and z. By the Jordan Curve Theorern, we know that aU paths frorn 

a vertex of G in the bounded region of JR.2 \ P to a vertex of G in the unbounded 

region of JR.2 \ P go through x, y or z. The situation is depicted in Figure 3. If x and 

z are not adjacent, then the two neighbours of x on the boundary of the outer face 

lie in a different region of JR.2 \ P. Hence X = {x, y, z} is a cutset of size 3 in G, a 

contradiction. 

Now consider two distinct and intersecting odd faces f and 9 different from the outer 

face. By Lemma 3.4, the boundaries of faces f and 9 intersect in a vertex or in a 

cornrnon edge. If the boundaries of f and 9 share a unique vertex y, then y is incident 

to the outer face (see Figure 4.a), unless the following occurs. There are vertices x 

and z incident to the outer face such that xy, xz and yz are edges, x is incident to f 
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z 

Figure 3: X = {x, y, z} is a cutset. 

and z is incident to 9 (see Figure 4. b). Moreover, x is the only vertex incident to both 

f and the outer face, and z is the only vertex incident to both 9 and the outer face. 

We refer to the triangle on x, y and z as a junctional triangle. Note that junctional 

triangles can be even because G is signed. If the boundaries of f and 9 intersect in a 

cornrnon edge e (see Figure 4.c), then one of the endpoints of e is on the outer face 

and the other is not. Moreover, in that case f and 9 cannot both have a cornrnon 

incident edge with the outer face because otherwise G = K4, contradicting the fact 

that G has at least five vertices. 

a. b. c. 

Figure 4: The three ways the boundaries of f and 9 can intersect. 

Enurnerate the vertices of the outer face in clockwise order as 'UI, 'U2, ... , 'Un. For 

the sake of sirnplicity, let 'Uo = 'Un and Vn+1 = VI. Let l be the set of indices i such 

that there is a junctional triangle containing the edge ViVi+!. For each i El, we let 
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Ui be the vertex of the junctional triangle not incident ta the edge e = ViVi+l and 

opposite ta e, and we let Wi be any point in the interior of the edge e. For each odd 

face f different from the outer face, we define an arc AI contained in the frontier of 

the outer face, as follows. If the boundary of f intersects the boundary of the outer 

face in an edge ViVi+l, then we let AI be the edge ViVi+l. Otherwise, the boundary of 

f intersects the boundary of the outer face in a vertex Vi. If f is incident neither ta 

Ui-l nor ta Ui then we let Albe the point {Vi}. If f is incident ta Ui-l and not ta Ui 

then we let AI be the part of the edge Vi-lVi between Wi-l and Vi. If fis incident ta 

Ui and not ta Ui-l then we let AI be the part of the edge ViVi+l between Vi and Wi. 

FinaIly, if f is incident ta bath Ui and Ui-l then we let AI be the arc linking Wi-l 

and Wi on the outer face and containing Vi. By construction, two odd faces f and 9 

different from the outer face are incident ta some common vertex if and only if their 

corresponding arcs AI and Ag have a nonempty intersection. 

Let H denote the graph whose vertices are the odd faces different from the outer face 

and whose edges are the pairs f 9 such that AIn Ag =1- 0. Then H is a circular arc 

graph. The maximum size of a packing in G is precisely equal ta the maximum size 

of a stable set in H, that is, we have 1/( G) = a( H). We consider the following two 

cases. 

Case 1. There is some point x on the boundary of the outer face that is not in 

any arc AI. In this case, H is an interval graph. Let W be a minimum cardinality 

subset of {Vi: 1 ::; i ::; n} U {Wi : i E I} meeting aIl the arcs. By Dilworth's chain 

partitioning the a rem [15], the complement of an interval graph H is perfect, hence 

we have IWI = a(H) = 1/(G). Now replace each Wi E W by Vi and Vi+l. Let W' 

be the resulting set of vertices of G. Then W' is a caver of G of cardinality at most 
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21WI. In other words, we have r(G) S 2v(G). 

Case 2. The arcs AI cover the whole boundary of the outer face. It follows that for 

each edge e = ViVi+l, the face fi incident to e and different from the outer face is 

either an odd face or an even junctional triangle. If fi is odd, then we let 9i = fi. 

Otherwise, we let 9i be the odd face incident to ViUi' As above, Ui denotes the vertex 

of the junctional triangle incident to e which is opposite to e. Thus, every edge of 

the outer face has a corresponding odd face. Note that if the boundaries of 9i and 9j 

intersect then i E {j -l,j + l} or i = j. So if n is even, then we have r(G) S 2v(G) 

because {Vl, ... ,vn } is a cover of size n and {ft, 13, . .. ,fn-l} yields a packing of size 

n/2. Now assume that n is odd. Let, H' be the graph whose vertices are the faces gi 

and whose edges are the pairs 9i9j such that the boundary of 9i intersects that of 9j 

and i =1= j. By what precedes, we know that the graph H' is a subgraph of the odd 

cycle with vertex sequence VI, ... , Vn , VI. If H' is not connected, then it has a stable 

set of size (n + 1) /2 and we get r( G) S 2v( G) as before. For the rest of the pro of, 

we assume that H' is connected. We clairn that either aU Ns are odd faces or aU Ns 

are even junctional triangles. Otherwise, there is sorne index i such that fi is an even 

junctional triangle and fi+l is an odd face. By what precedes, the boundaries of 9i 

and 9i+l cannot intersect. So our clairn holds. 

If aU fi' sare odd faces then consider vertex VI. If { VI, ..• , Vn } \ { VI} is a cover then we 

have r(G) Sn -1 S 2v(G) because H' has a stable set of size (n -1)/2. Otherwise, 

there is sorne odd face f incident to VI and to no other Vi· Then {f}U{h, f4, ... ,fn-l} 

yields a packing of size (n + 1)/2. Hence, we have r(G) S 2v(G). If aU fi's are even 

junctional triangles, then the odd faces of Gare exactly the outer face and the faces 

9i for i = 1, ... , n. It is easy to see that {Ul, V3, V4, ... ,Vn } is a cover of size n - 1. 
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Because H' has a stable set of size (n -1)/2, we have T(G) ~ 211(G). This concludes 

the pro of. D 

We need a slight generalization of Proposition 3.6. Consider sorne face f of G, which 

we refer to as a center. The odd faces of G whose boundary intersects the boundary 

of the center are called the targets (around f). In particular, if f is odd then f is itself 

a target. A local caver is a set W of vertices of G satisfying the following properties: 

(i) every target is incident to sorne vertex of W; 

(ii) at most one vertex of W is not incident to the center; 

(iii) if u E W is not incident to the center, then u is incident to exactly two targets. 

The proof of Proposition 3.6 in fact shows: 

Lemma 3.7. Assume G is 4-connected, simple and has at least five vertices. Let f 

be a face of G acting as center. Then the minimum size of a local caver of G is at 

most twice the maximum number of boundary-disjoint targets in G. D 

3.2.3 When odd faces are disjoint 

We begin this section by recasting the minimum cover and the maximum packing 

problems entirely in terms of T-joins and T-cuts in the face-vertex incidence graph. 

This slight change of terminology simplifies the proofs and enables us to state our 

results with more generality. Let H denote any bipartite graph with bipartition 

{A, B}, and let T be any even subset of B. The width of a T-join in H is the number 
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of vertices of A it covers. The fringe of a T-cut 8(X) in H is the set of vertices of A 

which have a neighbour in X and a neighbour in X. Note that the minimum width 

of a T-join in H is at least the maximum number of fringe disjoint T-cuts in H. This 

is due to the fact that every T-join covers sorne element in the fringe of every T-cut. 

We now relate the above definitions to odd cycle vertex coyer and packing in plane 

signed graphs. Consider the case where H is the face-vertex incidence graph G+ of 

the plane signed graph G, set A is the vertex set of G, set B is the face set of G, 

and set T is, as before, the set of odd faces of G. By Lemma 2.14, every T-join in H 

defines a coyer of G, namely, the vertices of A it covers. Reciprocally, to every coyer 

W there corresponds a T-join in H which covers sorne vertices of W and no vertex of 

A \ W. 80 the minimum width of a T-join in H equals the minimum size of a coyer of 

G. Furthermore, there is a correspondence between T-cuts in H and odd cycles in G. 

By Observation 2.13, every T-cut in H determines an Eulerian subgraph of G with 

an odd number of odd edges. This subgraph contains an odd cycle. The vertex set of 

the subgraph is the fringe of the T-cut. Reciprocally, every odd cycle in G determines 

a T-cut in H whose fringe is the vertex set of the cycle. Hence the maximum size of 

a collection of fringe disjoint T-cuts in H equals the maximum size of a packing in 

G. We use the following notation: let v denote the maximum size of a collection of 

fringe disjoint T-cuts in H, let T denote the minimum width of a T-join in H and let 

f denote the minimum length of a T-join in H. 

Proposition 3.8. Let H be any bipartite graph with bipartition {A, B} and let T 

denote any even subset of B. Assume that the shortest path distance dH(t, t') between 

any two distinct elements t and t'of T is at least 2c for sorne c ~ 1. Then we have 

v ~ ~(R -ITI + 1) ~ (1 - ~) T. 
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Proof. Let F denote a laminar collection of e sets of faces and vertices of G such that 

8(F) = {8(X) : X E F} is a collection of edge-disjoint T-cuts in H. Such a laminar 

collection of T-cuts is guaranteed to exist by Proposition 2.9 and Observation 2.11. 

We claim that whenever X, Y and Z are three distinct elements of F such that 

X ç Y ç Z or X ç Y and Y n Z = 0, then T-cuts 8(X) and 8(Z) are fringe 

disjoint. It suffices to consider the first case. Suppose there exists an element a E A 

which belongs to the fringes of X and Z. In particular, a has a neighbor b in X and 

a neighbor b' in Z. If a E Y then ab' E 8 (Y) n 8 (Z), a contradiction. If a E Y then 

ab E 8(X) n 8(Y), a contradiction. So our claim holds. 

The set F partiàlly ordered by inclusion is a forest. Without loss of generality, we 

can assume that the leaves of this forest are singletons of the form {b} for some b ET. 

It follows that F has at most ITlleaves. Note that the claim above implies that two 

nodes of the forest, X and Y, are fringe disjoint unless X is the parent of Y, Y is the 

parent of X, X and Y are siblings or X and Y are roots. 

Rank the children of each node of the forest F arbitrarily and order its roots arbitrarily 

also. Let F' denote the subset of F formed by all nodes which are ranked first in their 

respective ordering. Letting). denote the number of leaves of F, we claim that F' 

contains at least IFI - ). + 1 ~ IFI-ITI + 1 elements. Let X be any node. We define 

a function f : F ---t F as follows. If X is a leaf then we set f (X) = X. Otherwise, we 

set f(X) = f(Y), where Y is the first child of X. So f(X) is the "first" leaf amongst 

the descendants of X. Observe that, for any leaf node Z the preimage of Z, under 

f, either contains exactly one node in F' or contains the highest ranked root node. 

Moreover, by construction, the preimages of any pair of leaves are disjoint. Thus, 

>. = IFI- IF'I + 1. Our second claim follows. 
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To obtain a packing of fringe disjoint T-cuts, colour the elements of F' black or white 

in such a way that no parent and child have the same colour, i.e., whenever X is the 

parent of Y then X and Y have different colours. In other words, colour the subgraph 

of the Hasse diagram of F induced on F' with two colours. Let Fil denote the biggest 

of the two colour classes. Then 8(F") is a collection of fringe disjoint T-cuts of size 

at least HC -ITI + 1). 

Note that every minimum length T-join in G can be thought of as a perfect matching 

on T whose edges have become edge-disjoint short est paths in H. Henee C is at least 

1-;1 times 2c. Note also that T is at most ~ because the width of any T-join is at most 

half its length. It follows that we have 

1 1 (1) C ( 1) 1/ ;::: 2(C -ITI + 1) ;::: 2(C -ITI);::: 1 - -; 2;::: 1 - -; T. 

o 

Corollary 3.9. If the boundaries of the odd faces of Gare pairwise disjoint then the 

minimum size of an odd cycle caver of G is at most twice the maximum size of a 

packing in G. 

Proof. This follows directly from Proposition 3.8 with H = G+, A = V( G), B = F( G) 

and c = 2. o 

3.2.4 Combining the local and global approaches 

We are now ready to prove our result for general pl anar graphs. We will combine the 

local and global approaches we have described to give our main approximate min-max 
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result. Towards this end, let p( G) denote the minimum size of a collection of faces 

of G such that the boundary of every odd face of G intersects the boundary of sorne 

face in the collection. The following two lemmas are simple and we omit their proofs. 

Lemma 3.10 implies that p(G/) ~ p(G) for any subgraph G' of G. 

Lemma 3.10. Let G be a plane signed graph with p(G) = r, and let h, ... , fr be 

a collection of faces such that for every odd face f there is an index i such that the 

boundary of fi intersects the boundary of f. Then we have p( G - e) ~ r for each edge 

e. Moreover, we have p(G - e) ~ r - 1 if edge e is incident to fi and Ii for some 

distinct indices i and j. 0 

Lemma 3.11. Let G be a plane graph and X be a cutset of G with at most three 

vertices (we allow the case X = 0). If G has no cutset with fewer than IXI elements, 

then there exists a polygon P C JR2 intersecting G only in vertices and such that X 

is precisely the intersection of P and Gand each region of JR2 \ P con tains a vertex 

ofG. o 

The next lemma, combined with Lemma 3.11, will allow us to focus on 4-connected 

graphs G. 

Lemma 3.12. Let G be a plane signed graph, let P C JR2 be a polygon intersecting 

G only in vertices, and let X = P n V(G). Assume that each region R1 and R2 of 

JR2 \ P con tains at least one vertex of G. Then X is a cutset in G. For i = 1,2, let Gi 

be the part of G contained in the closure of region~. Then we have p( G1 ) + p(G2 ) ~ 

p(G) + 2. 

Proof. Let {h, ... , fr} den ote a collection of r = p( G) faces of G such that the 

boundary of every odd face of G intersects the boundary of sorne face of the collection. 
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Without loss of generality, we can assume that there are sorne indices rI and r2 with 

rI :::; r2 such that h, ... , frl are contained in Rl and incident to no vertex of X, and 

f r2' ... , fr are contained in R2 and incident to no vertex of X. For i = 1,2, let gi 

denote the face of Gi containing R2- HI . Then the boundary of every odd face of Gl 

intersects the boundary of some face in {h, ... , frJ U {gt}. Similarly, the boundary 

of every odd face of G2 intersects the boundary of sorne face in {fr2' ... , fr} U {g2}. 

The lemma follows. 0 

Theorern 3.13. For every unbalanced plane signed graph G, we have T(G) :::; 7v(G) + 

3p(G) - 8. 

Praof. Let G be a counterexample with 1 V (G) 1 as small as possible, and let {h, ... , fr} 

denote any minimum collectiQn of faces of G such that the boundary of every odd 

face of G intersects the boundary of sorne face in the collection. Note that we have 

r = p( G) ~ 1. We daim: (1) G has a packing of size 2, no cover of size at most 9, and 

Gis simple; (2) Gis 4-connected; (3) the shortest path distance dC+(Ji, Ii) between 

fi and Ii is at least 8 whenever i =1= j. 

Proof of Claim (1). If G has no packing of size 2, then by Proposition 3.5, we have 

T( G) :::; 2 = 7 + 3 - 8 :::; 7v( G) + 3p( G) - 8, 

a contradiction. So G has a packing of size 2, that is, we have v( G) ~ 2. N ow a similar 

argument shows that G has no cover of size at most 9, that is, we have T( G) > 9. 

If G is not simple, then it has an odd digon. Letting x and y be the vertices of the 

digon and X = {x, y}, we have v(G - X) :::; v(G) -1. By Lemma 3.10, we have also 

p( G - X) :::; p( G). Therefore, because G - X is unbalanced and has less vertices than 
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G, we have 

7(G) < 2+7(G-X) 

< 2 + 7v( G - X) + 3p( G - X) - 8 

< 7v(G) + 3p(G) + 2 -7 - 8::; 7v(G) + 3p(G) - 8, 

a contradiction. So Claim (1) holds. 

Praof of Claim (2). By the previous daim, G has at least 10 vertices. Therefore, to 

prove the present daim, it suffices to prove that G has no cutset of size 3. However, 

in order to use Lemma 3.11 we need to show that G is 3-connected; we leave this 

straightforward task to the reader. Now assume that G is 3-connected. Suppose 

that G has a cutset X consisting of three vertices x, y and z. Let Y = {y, z}. By 

Lemma 3.11, there exist induced subgraphs Gl and G2 of G and a polygon P C ffi.2 

determining two regions RI and R2 in the plane such that P intersects G precisely in 

x, y and z, and Gi equals the restriction of G to the dos ure of region ~, for i = 1,2. 

It suffices to consider the following two cases. Indeed, if G l - X and G2 - X are both 

balanced then G has a coyer of size at most 3, contradicting Claim (1). 

Case 1. Neither G l - X nor G2 - X is balanced. It follows that neither G l - Y nor 

G2 - Y is balanced. If we have v(G) ;::: V(GI - Y) + v(G2 - Y) then Lemma 3.12 

implies 

7( G) < 2 + 7( Cl - Y) + 7( G2 - Y) 

< 2 + 7v( G l - Y) + 3p( G l - Y) - 8 + 7v( G2 - Y) + 3p( G2 - Y) - 8 

< 7v(G) + 3p(G) + 2 + 6 - 16 = 7v(G) + 3p(G) - 8, 
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a contradiction. Else, we have v( G) = v( G I - Y) + v( G2 - Y) - 1. It foHows that 

every maximum packing of G I - Y and every maximum packing of G2 - Y hit the 

vertex x. So we have v(G I - X) = /J(GI - Y) - 1, v(G2 - X) = /J(G2 - Y) - 1 and 

/J( G) = v( G I - X) + v( G2 - X) + 1. Therefore, we have 

T(G) < 3+T(G I -X)+T(G2 -X) 

< 3 + 7v(G I - X) + 3p(G1 - X) - 8 + 7v(G2 - X) + 3p(G2 - X) - 8 

< 7v(G) + 3p(G) + 3 - 7 + 6 - 16 ~ 7/J(G) + 3p(G) - 8, 

a contradiction. 

Case 2. G I - X is balanced and G2 - X is not balanced. If G I is not balanced, then 

we have /J( G) ~ /J( G2 - X) + 1 and hence 

T( G) < 3 + T( G2 - X) ~ 3 + 7/J( G2 - X) + 3p( G2 - X) - 8 

< 7v(G) + 3p(G) + 3 - 7 - 8 ~ 7/J(G) + 3p(G) - 8, 

a contradiction. Otherwise, G I is balanced. Consider the graph G~ obtained from 

G2 by adding a triangle on x, y and z to G~. We do not add an edge if it is already 

present in G2 • Since we can easily modify G to get a drawing of G~, we can regard G~ 

as a plane graph. Consider any two distinct vertices u, v in X = {x, y, z}. Because 

G I is balanced, aH 11,-V paths in G I have the same parity. We let the parity of the 

edge uv in G~ be the parity of all u-v paths in G I . Note that we have T(G) ~ T(G~) 

and v(G~) ~ v(G). Moreover, we have p(G~) ~ p(G), as we now prove. Since G is 

3-connected, there is a vertex t in G I - X sending three independent paths to x, y 

and z in G I . By Lemma 3.10, if we delete from G aH edges which are contained in G I 
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except those which belong to one of the three paths, the resulting graph C' satisfies 

p( C') ::; p( C). Since the triangle on x, y, z determines an even face in C;, we have 

p(C;) ::; p(C'). Renee, we have p(G;) ::; p(G), as claimed. It follows that we have 

T( G) ::; T( G~) ::; 711( G~) + 3p( G~) - 8 ::; 711( G) + 3p( G) - 8, 

a contradiction. In conclusion, Claim (2) holds. 

Proof of Claim (3). Suppose that dc+(!ï, fj) ::; 6 for some distinct indices i and j. 

Let X denote the set of vertices of C on a short est path between fi and Ii in G+. So 

X contains at most three vertices. By Lemma 3.10, we have p(G - X) ::; p(G) - 1. 

Because G - X is not balanced, we have 

T(G) ::; 3 + T(G - X) ::; 3 + 711(G - X) + 3p(G - X) - 8::; 711(G) + 3p(G) - 8, 

a contradiction., So Claim (3) holds. 

Now we would like to apply Lemma 3.7 around each face in the collection {!I, ... , fr}' 

So each face li will perform as a center. The targets around fi are the odd faces of G 

whose boundary intersects the boundary of fi. By Claim (3), whenever g is a target 

around fi and g' is a target around fj with i =1= j, the boundaries of g and g' are 

disjoint. By Lemma 3.7, for each center fi there exists a packing of odd cycles Ci 

formed by target boundaries, and a local cover Wi whose size is at most twice the 

size of packing Ci' Let Clocal denote the union of packings Cl, ... , Cr. Then C10cal is a 

packing. 

Now let H = G+, let A = V(G) and let B = F(G). Consider the graph iI obtained 
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from H by contracting, for 1 ~ i ~ r, aIl vertices of H at distance at most 2 from fi 

to a single vertex h. Note that fI is still bipartite, with bipartition {A, B}, where 

A A \ {a E A: dH(a, fi) ~ 2 for some i with 1 ~ i ~ r}, 

B B \ {b E B : dH(b, fi) ~ 2 for some i with 1 ~ i ~ r} U {h : 1 ~ i ~ r}. 

Let T denote the set of those h's that correspond to centersfi which have an odd 

number of targets around them. 80 T is an even subset of B. Let j denote a minimum 

length T-join in fI. Then, by Proposition 3.8, there is a collection of fringe disjoint 

T-cuts 6(F) in fI such that 

- 1- - 1- --
16(F)1 ~ '2(IJI-ITI + 1) ~ '2(IJI- r + 1) => IJI ~ 216(F)1 + r - 1. 

This collection of fringe disjoint T-cuts yields a packing of odd cycles Cglobal in C, of 

the same size. The T-join j defines a set of edges Jglobal in H = C+, as follows. Every 

edge of j that belongs to H is kept as it is. Every other edge of j is of the form 

v h and is replaced by any short est path between v and fi in H. Because we have 

diI(h, h) ~ 4 whenever i -1- j and because j is the edge-disjoint union of short est 

paths between pairs of vertices of T, the length of Jglobal is at most twice the length 

of 1. 

For each local cover Wi , let Ji denote the set of edges v f of the face-vertex incidence 

graph G+ such that v E Wi and f is a target around fi incident to v. Let Jlocal 

denote the union of JI, ... , Jr . The union of Jlocal and Jglobal contains a T-join, say 

J. Because the width of J is at most the width of J10cal plus the width of Jglobal and 
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because th~ width of a T-join is at most half of its length, the width of J is at most 

r 1 I: 1 Wi 1 + 21 Jglobad ::; 21C1ocad + 21Cglobad + r - 1 ::; 411( G) + p( G) - l. 
i=l 

By Claim (1), we have 1I( G) 2:: 2. Therefore, we have 

T( G) ::; 411( G) + p( G) - 1 ::; 711( G) + 3p( G) - 8, 

a contradiction. This concludes the proof of the theorem. o 

Because p( G) is at most the size of any inclusion-wise maximal collection of boundary 

disjoint odd faces in G, which is in turn at most lI(G), we obtain our main result from 

Theorem 3.13. 

Corollary 3.14. For every plane signed graph G, we have T( G) ::; lOll( G). 0 

3.3 Hardness result for the packing problem 

In this Section we prove that packing vertex disjoint odd cycles in pl anar graphs is 

NP-hard. This follows from a result by Caprara and Rizzi [12] showing that packing 

vertex disjoint triangles is NP-hard in planar graphs. They obtain this result from a 

reduction of Planar 3-SAT. 

PLAN AR 3-SAT: Let X be a set of n variables and let cp be a boolean formula 

in conjunctive normal form on m clauses Cl, ... ,Cm over the variables in X, where 

each clause Cj has exactly 3 literaIs. Consider the bipartite graph B with vertex set 

X U {Cl, ... ,Cm} and edges xc if variable x occurs in clause c (in its affirmative or 
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negative form). The formula fjY is called planar if the graph B is planar. The problem 

Planar 3-SAT consists of finding, if it exists, a truth assignment for the variables in 

X that satisfies fjY, Le., that satisfies aIl clauses in fjY. It is known that Planar 3-SAT 

is NP-complete [32]. 

In the reduction of [12], given an instance fjY of Planar 3-SAT, a graph G(fjY) is con­

structed with the following structure: 

1) For each variable Xi there is a gadget which we calI a sun. It consists on an even 

cycle of length 2mi, where mi is the number of clauses in which Xi occurs. We calI 

this cycle the inside cycle of the sun. From each edge in the cycle there is a triangle 

pointing outside the cycle. The vertices of the 2mi triangles which are not incident 

to the even cycle are labeled ai, bi, a~, b~, ... , a~i' b~i 

An example of the gadget built for a variable with 4 occurrences is shown in Figure 

5(a). 

2) For each clause Cj there is a gadget which we calI a starred-pentagon. It consists 

of a pentagon with five triangles, one per edge, pointing to the outside. The vertices 

of the triangles which are not incident to the pentagon are labeled t{, tt t~ and q{ 

and rA. An example is shown in Figure 5(b). By t-triangle (q-triangle) we mean a 

triangle on a starred-pentagon whose vertex is labeled t (q). 

3) Connecting starred-pentagons to suns: If variable Xi appears in clause Cj in its affir­

mative (respectivelynegative) form, then an unused vertex of the type t~, r = 1,2,3, 

is identified with an unused vertex of the type a~ (respectively b~), s = 1,2, ... ,mi. 

As each clause has exactly 3 literaIs, every starred-pentagon has each of its three t-
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(a) (b) 

Figure 5: (a) The starred-pentagon corresponding to clause Cj and (b) the sun for a 
variable Xi with mi = 4 occurrences. 

vertices (vertices labeled t) identified with a vertex of a sun. Each sun i (corresponding 

to variable Xi) has exactly half of its 2mi triangles incident to a triangle on a starred­

pentagon. 

A planar embedding for G( </J) can be constructed from a planar embedding of the bi­

partite graph used in the definition of Planar 3-SAT. As before, let n be the number of 

variables and let mi be the number of occurrences of variable Xi, counting affirmative 

and negative occurrences. Let m be the number of clauses in </J. Then 2:~=1 mi + 2m 

is an upper bound for the size of a packing of triangles in G(</J). To see this recaU 

that the only triangles in G(</J) are those in the suns and in the starred-pentagons. In 

each sun i we can pack at most mi triangles (aU triangles with vertex labeled a or 

all triangles with vertex labeled b). Renee, the suns contribute to the packing with 

at most 2:~=1 mi triangles. In each starred-pentagon we can pack at most 2 triangles. 
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Therefore, starred-pentagons contribute to the packing with at most 2m triangles. 

The following theorem [12] states that the bound I::~=l mi + 2m is reached if and only 

if cp is satisfiable. 

Theorem 3.15. [12} G(cp) has a packing of triangles of size I::~=l mi + 2m if and 

only if cp is satisfiable. 0 

On what follows, we show how this last theorem implies our hardness result: 

Theorem 3.16. Unless P=NP, fin ding a maximum packing of vertex disjoint odd 

cycles is NP-hard for planar graphs. 

Before proving the theorem we need sorne definitions. Let H be a plane graph. Then, 

for each cycle C in H we can define two si des. Two faces of H lie on opposite sides 

with respect to C if and only if every path in the face-vertex incidence graph H+ that 

links the two faces intersects C in at least one vertex. Recall from Section 2 that the 

parity of a cycle equals the sum mod 2 of the paiities of the faces on one of this sides 

(see Section 2, Lemma 2.3). Hence, if cycle C is odd, there must be exactly an odd 

number of odd faces in each of the two sides defined by C. 

Now consider a planar embedding of G(cp). Notice that the only odd faces in G(cp) 

are triangles in the suns and triangles and pentagons in the starred-pentagons. The 

other faces in G(cp) are the even cycles inside the suns and faces made up with paths 

on starred-pentagons and suns. Note that these paths must alternate from a path 

on a starred-pentagons to a path on suns, connected through identified vertices (the 

vertices mentioned in 3 ab ove ). Furthermore, each of these paths must be of even 

length since they have to link two t-vertices (in the case of the starred-pentagons and 
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Figure 6: Two examples of odd cycles (heavy edges) separating (a) a starred-pentagon 
and (b) a sun. 

two vertices labeled either a or b (in the case of the suns) without using any edge on 

the inside cycle. Hence the faces made up this way are even. 

It follows from the last two paragraphs that for every odd cycle C in G(<fJ) there is a 

gadget (a sun or a starred-pentagon) such that exactly an odd number of odd faces of 

the gadget lie on one of the sides defined by C while the rest of the odd faces lie on 

the opposite one. We abbreviate this by saying that the odd cycle C separates the 

gadget (see Figure 6). 

Praof of Theorem 3.16. We show that an optimal packing of vertex disjoint odd cycles 

in G(<fJ) has size L:~=1 mi + 2m if and only if <fJ is satisfiable. More precisely, we show 

that if an optimal packing of vertex disjoint odd cycles in G( <fJ) has size L:~1 mi + 2m, 

th en it can be transformed into a packing of vertex disjoint triangles of the same size. 

Otherwise, it has size strictly less than L:~=1 mi + 2m. This implies that any packing 

of vertex disjoint triangles has size strictly less than L:~=1 mi + 2m and therefore, by 

Theorem 3.15 <fJ is not satisfiable. 
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(a) (b) 

Figure 7: The heavy lines represent part of the intersection between the odd cycle C 
and the gadget. The shadowed triangles in (a) can replace C. In (b), any q-triangle 
can replace C. 

Let P be an optimal packing of vertex disjoint odd cycles in G(<fJ). If an odd cycle 

CEP separates sorne starred-pentagon then it can be replaced by a triangle of that 

starred-pentagon. This is easy to see if the C is contained in a starred-pentagon. 80 

suppose not. Then there are two cases. Either C contains two consecutive edges of a 

triangle of sorne starred-pentagon that it separates (see Figure 7(a)), or it has at most 

one edge of each triangle of every starred-pentagon that it separates. In the first case, 

cycle C can be replaced by a triangle of which it contains two consecutive edges (see 

Figure 7 (a) ). In the second case assume first that C contains three or more edges of 

a pentagon on sorne starred-pentagon that it separates (see Figure 7(b)). Hence, it 

can be replaced by any q-triangle on that starred-pentagon. If this is not the case, 

C contains at most 2 edges of the pentagon corresponding to each starred-pentagon 

that it separates. The only two possibilities are shown in Figure 8. If C is as shown 

in Figure 8(a), at most one of the two q-trianglescan be in the packing and therefore, 

the triangle adjacent to the q triangle that is not in the packing can be chosen to 

replace C. If C is as shown in Figure 8(b), one of the q-triangles can be used to 

replace C. 
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(a) (b) 

Figure 8: The heavy lines indicate the intersection between the odd cycle C and the 
gadget. In (a), without loss of generality, the qrtriangle belongs to P and therefore 
the shadowed triangle can replace C. In (b) any of the two q-triangles can be used 
to replace C. 

Figure 9: The heavy lines represent part of the intersection between the odd cycle C 
and the gadget. The shadowed triangles can replace cycle C. 

Now suppose an odd cycle CEP does not separates any starred-pentagon. Then 

C separates at least one sun. As before, it is easy to see that if C is contained in 

a sun it can be replaced by one of the triangles in that sun. Rence, let C separate 

sorne sun but in such a way that C is not cornpletely contained in it. If C contains 

two consecutive edges of a triangle in sorne of the suns that it separates (see Figure 

9), then it can be replaced by that triangle. Otherwise, C contains at rnost one 

edge of each triangle in the suns that it separates. Without loss of generality, the 

intersection of C and each of these suns is as shown in Figure 10. Let i be one of the 
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Figure 10: An example where C separates a sun and it is not completely contained 
in it. 

suns separated by C. 

Since suns are only connected to starred-pentagons and these are only connected to 

suns, and C is not completely contained within any sun, there must be some other 

sun j with which C shares at least two edges. Then, if we do not count cycle C, 

there are at most mj - 1 odd cycles separating sun j and at most mi - 1 odd cycles 

separating sun i. Hence, there are at most L:~=1 mk + 2m - 2 + 1 cycles in P. (Cycle 

C is in P but for every sun that C intersects we lose at least one cycle; as C intersects 

at least two suns, the size of P is strictly less than L:~=1 mk + 2m.) The argument 

ab ove also tells us that L:~=1 mi + 2m is an upper bound for the size of P. This 

concludes the proof. o 

3.4 A lü-approximation algorithm for packing odd cycles in 

planar graphs 

We briefly discuss how the results proved in the previous sections imply a lü-approximation 

algorithm for the packing problem restricted to planar graphs. 
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Note that the pro of of Theorem 3.13 implies that T is within a constant factor of 

the maximum between the size of the global and the local packing. In particular, 

we proved that T ::; lü max{ Clocal, Cglobal} , and this immediately implies that 1/ ::; 

lü max{ Clocal, Cg1obal}. Hence, the largest of the two packings is a lü-approximation 

for the packing problem. We follow the pro of of Theorem 3.13. We start by checking 

if graph G is 4-connected. If not, we split the problem into the subgraphs defined by 

a cutset of size at most 3. If the graph is 4-connected, find a maximal collection of 

vertex disjoint faces hitting all odd faces in G. This can be done in linear time. As 

in Lemma 3.7 we call these faces centers. If these centers are such that the distance 

between any pair of them is at least 8, then we can easily find a local packing around 

each center and the union of these is Clocal' In Section 3.2.2 we showed that this 

is essentially the same as finding a maximum stable set in a circular arc graph (see 

Proposition 3.6). Hence, it can be done in polynomial time [24J. 

If it is the case that two centers are close to each other, remove the vertices in a 

short est path linking them (distances and paths considered in the face-vertex inci­

dence graph). Check whether the obtained graph is 4-connected and recurse. 

Finally, we need to find a global packing. If the graph is 4-connected we find a global 

packing using the ideas in the pro of of Theorem 3.13. Otherwise, we split the problem 

into the subgraphs defined by a eut set of size at most 3. In Section 3.2.4 we showed 

how a packing of T-cuts in a particular subgraph of the face-vertex incidence graph 

yields a packing of odd cycles in G of the same size. This packing is the one we call 

Cglobat (see Theorem 3.13). Then, as the face-vertex incidence graph is bipartite and 

optimal packings of T-cuts can be found in polynomial time in bipartite graphs [49J 

(see also [5]), we have a lü-approximation for the packing problem. 
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4 Planar graph bipartization in linear time 

In this section we present the linear time algorithm given in [19] for finding minimum 

odd cycle vertex covers in planar graphs. We start with the hardness result showing 

that this problem is NP-hard. Lund and Yannakakis [37] proved that the problem in 

its both versions (edge and vertex) is APX-hard. 

4.1 Hardness results 

The edge version of the bipartization problem is equivalent to MAX CUT and there­

fore, it is polynomial when restricted to planar graphs. In contrast, the vertex version 

remains NP-hard when considering the restriction to planar graphs [26]. 

In what follows we prove the equivalence between MAX CUT and the problem of 

finding a minimum odd cycle edge cover (MOC-EC). Then we present a reduction 

from VERTEX COVER (VC) to the problem of finding a minimum odd cycle vertex 

cover (MOC-VC). It is clear that both reductions preserve planarity, proving that, 

for planar graphs, MOC-EC is easy and MOC-VC is hard. 

We use add cycle caver to refer to an add cycle edge caver or to an add cycle vertex 

caver. It will be clear from the context to which of them we are making reference. 

MAX eUT 

• Input: Graph G = (V, E) and a non-negative weight function over the edge set . 

• Goal: Find a partition of V, 5, V - 5 that maximizes LeE8(S) w(e). 
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It was shown in [22] that this problem remains NP-hard if aU weights equal l. 

Theorem 4.1. Unless P=NP, the problem of fin ding a minimum odd cycle edge cover 

(MOC-EC) is NP-hard. 

ProoJ. We show a reduction from MAX CUT with all weights equall to MOC-EC. 

Let G = (V, E) be an instance of MAX CUT. Suppose G has a minimum odd cycle 

cover of size r. This odd cycle cover gives a partition of V into two subsets such that 

the number of edges going across them is exactly lEI - r. Therefore, if S ç V is 

optimal for MAX CUT then o(S) 2: lEI - r. On the other hand, given any subset 

S'of V, the edges with both endpoints in S' plus the edges with both endpoints in 

V - S' give an odd cycle cover of size exactly IEI- o(S'). Then, r ~ IEI- o(S') for 

any S' ç V. In particular, r ~ lEI - o(S). It follows that r = IEI- o(S). Renee, if 

we can find a minimum odd cycle cover then we also obtain a maximum eut. 0 

VERTEX COVER 

• Input: Graph G = (V, E) . 

• Goal: Find a subset V' of V of minimum cardinality such that each edge of G 

has at leas one of its endpoints in V'. 

The problem is known to be NP-hard [28]. We use it here to show that finding a 

minimum odd cycle vertex cover is also NP-hard. 

Theorem 4.2. Unless P=NP, the problem of fin ding a minimum odd cycle vertex 

cover (MOC- VC) is NP-hard. 

55 



Praof. Let C = (V, E) be an instance of VC. We construct an instance C' = (V', E') 

of MOC-VC as follows. Let V' = V U {e for every edge e E E}. That is, we add one 

vertex for each edge in E. We let E' = E U {( u, e): u is an end point of e}. Suppose 

we have a vertex cover W ç V for C. Look at W as a subset of V' and let C be 

any odd cycle in C'. Take any edge 9 of C. If 9 = (u, v) for sorne vertices u and v 

originally members of V, then we know either u or v are in W and therefore cycle 

C is hit. If 9 = (u, e) for sorne vertex u E V and sorne edge e E E, then, since e 

has degree 2 in C', C must also contain the other endpoint of e, .and, hence C is hit, 

either by u or by the other endpoint of e. It follows that the size of a minimum odd 

cycle cover for C'is at most the size of a minimum vertex cover for C. On the other 

hand, suppose W ' ç V' is an odd cycle cover for C'. Consider a subset W of V of 

the following form. First, W includes every vertex of W ' which is also a vertex in V. 

Second, for each vertex in W ' of the form e = (u, v) place in W an end point already 

chosen for W, or an arbitrary endpoint if none of the two was previously chosen. We 

claim that Wis a vertex cover for C. This is clear from the fact that every edge 

e = (u, v) of C belongs to an odd cycle in C' of the form u, v, e. Therefore, at least 

one of u, or v or e is in W ' and, thus, at least one of u or v is in W. It follows that 

the size of a minimum vertex cover for C is at most the size of a minimum odd cycle 

cover for C'. Hence, we have shown that the size of a minimum odd cycle cover C' 

equals the size of a minimum vertex cover for C. o 

Clearly, this reduction preserves planarity as we can obtain an embedding of C' from 

the embedding of C by placing vertex e = (u, v) with edges (u, e) and (v, e) as close 

to the embedding of edge e as necessary. 

Corollary 4.3. The prablem of finding a minimum odd cycle vertex cover restricted 

to planar graphs is NP-hard. 0 
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4.2 Preliminaries 

Through aIl this section by cover and packing we mean odd cycle vertex cover and 

packing of vertex disjoint odd cycles respectively. As it was shown in Section 4.1, 

the problem of finding a minimum odd cycle cover, or the bipartization problem, 

is NP-hard, even when restricted to pl anar graphs. Garg, Vazirani and Yanakakis 

[23J gave an O(logn)-approximation algorithm for general graphs and Goemans and 

Williamson [25J gave a (9/4)-approximation for planar graphs. In [42J Reed, Smith 

and Vetta presented an O(n2 ) exact algorithm to determine whether a given graph G 

has a cover of order at most k. In what follows we present the algorithm given in [19J 

that de termines in O(n) time whether a given planar graph G has a cover of order at 

most k. 

Theorem 4.4. Given a planar graph G and an integer k J there exists a linear time 

algorithm that either finds a minimum odd cycle cover of size at most k or gives a 

certificate that no such cover exists. 

Essentially, the algorithm consists in finding f subgraphs of G with the property that 

the vertices which are not in any of these subgraphs are irrelevant when looking for 

a minimum cover of size at most k. That is, the vertices of G which are vertices of 

these f subgraphs form a cover for G. If f > k we can affirm that every odd cycle 

cover of G has size > k. If f 5 k, we prove that if the union of minimum odd cycle 

covers for each of these subgraphs has size 5 k, then it is a minimum odd cycle cover 

for the whole graph. Otherwise, every cover of G has size > k. Finally we show that 

the mentioned subgraphs have tree-width bounded by a function of k. In Section 4.4, 

we show that when this is the case, a minimum cover can be found in linear time, 

using standard dynamic programming on the tree decomposition. 
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We recall the relation between the odd faces and the odd cycles of a planar graph 

(see Section 2, Lemma 2.3 and Corollary 2.4). Consider an embedding of a planar 

graph G. When a vertex v is deleted from G, aU the faces incident to v are merged 

together in a new face Fv. The other faces are unchanged. We denote the new face 

by a capital letter to stress the fact that it determines a set of faces of G, namely, 

the faces of G iricluded in it. The parity of a face of G is defined as the parity of the 

edge set of its boundary, counting bridges twice. By induction on the number of faces 

incident to v, the parity Fv equals the sum mod 2 of the parities of the faces of G it 

contains. As a corollary, we obtain that G is bipartite if and only if aU its faces are 

even. 

Lemma 2.3. Given a pl anar graph G and a vertex v E V(G), removing v from G 

creates a new face Fv which contains all faces of G incident to v. Let par(J) denote 

the parity of face f, then par(Fv) = l:f incident to vpar(J) (mod 2). 0 

Corollary 2.4. A planar graph G is bipartite if and only if aU its faces are even. 0 

Let now W denote any set of vertices in G. By deleting from G the vertices in W 

one after the other in sorne arder, we see that each face of G - W corresponds to a 

set of faces of G. This set is a singleton if the corresponding face is a face of G that 

survived in G - W. Furthermore, form the lemma ab ove , a face of G - W is odd 

precisely if it contains an odd number of odd faces of G. Hence, since a subset W is 

an odd cycle coyer if and only if G - W is bipartite, we obtain our 

Key Fact: A set W of vertices is an odd cycle caver of G precisely if every face of 

G - W contains an even number of odd faces of G. 0 
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Recall that given an embedding of G, the face-vertex incidence graph of G is the 

bipartite graph G+ on the vertices and faces of G whose edges are the pairs fv, where 

fis a face of G and v is a vertex of G incident to f. (The face-vertex incidence graph 

was first defined in Section 2.) 

Figure 11: A graph G (left) with its face-vertex incidence graph G+ (right). Black 
dots in G+ correspond to vertices of G, white squares correspond to faces of G. 

Corollary 4.5. No vertex v of G is in an inclusion-wise minimal odd cycle caver 

of size less than dmin ( v) J the minimum length of a pa th from v ta an odd face in the 

face-vertex incidence graph. o 

To prove this corollary we will need to deal with T-joins, which were described in 

Section 2 but which we redefine here. Before that, we give the intuition behind 

Corollary 4.5. 

Suppose G is a planar graph with exactly two odd faces which are far apart from 

each other in the face-vertex incidence graph, as shown in Figure 12(a). At least 

one vertex of each of these faces must be in any cover. Let these vertices be u and 

v. When we remove them from G, we obtain two new faces Fv and Fu, see Figure 
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12(b). Both these faces are odd since they contain only one odd face from the original 

graph G. Then, any coyer must contain at least one vertex of each of these new faces 

(see Figure 12(b)). If we recurse on this pro cess we see that we are constructing 

two paths in the face-vertex incidence graph of G (see Figure 12(c)). We refer to 

the vertices in these paths that are vertices of G, as G-vertices, and to the vertices 

which represent faces, as face-vertices (represented in Figure 12 by white squares). 

Furthermore, if considering minimal inclusion-wise covers, and since our graph G 

contained originally only two odd faces, intuition tells us thàt these two paths must 

intersect at sorne vertex w (see Figure 12(d)). Moreover, note that aIl G-vertices in 

this path are vertices in the coyer. Then, the length of this path is related to the 

size of the coyer. Using T-joins, we will show that this is always the case: having 

a minimum coyer is equivalent to having a forest on the face-vertex incidence graph 

that connects an even number of odd faces of G. AlI G-vertices in this forest must 

be in the coyer, therefore, if we are looking for a minimum coyer of size at most k, 

the vertices in it cannot be more than k away of ariy odd face, distances counted on 

the face-vertex incidence graph. 

We now go back to the definition of T-joins and state a useful reformulation of the 

Key Fact in terms of T-joins in the face-vertex· incidence graph. 

Consider any graph H and set of vertices T in H. A T -join in H is a subset J of 

edges of H such that T equals the set of odd degree vertices in the subgraph of H 

induced by J. There exists a T-join in H if and only if each connected component of 

H contains an even number of vertices of T. In particular, if H has a T-join then ITI 

is even. Now let T be the set of odd faces of the planar graph G. So T is an even set 

ofvertices in the face-vertex incidence graph G+. Let F( G) denote the set of faces of 
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(a) (b) 

(c) (d) 

Figure 12: Distances in the face-vertex incidence graph are related to the size of 
inclusion-wise minimal covers. 

G. The relation between odd cycle covers and T-joins was shown in Lemma 2.14. 

Lemma 2.14. A subset W of V(G) is an odd cycle caver of G if and only if the 

subgraph of the face-vertex incidence graph G+ induced by W U F( G) contains a T-

join, that is, every component of the subgraph has an even number of vertices ofT. 0 

Recall that the lemma follows easily from the fact that deleting a vertex v of G 

corresponds to contracting the edges incident to v in the face-vertex incident graph. 

Every new face of G - W corresponds to a connected component of a T-join in the 

face-vertex incidence graph. 
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The above lemma is useful because it enables us ta visualize an odd cycle caver of 

G as forest in the face-vertex incidence graph G+ such that each tree of the forest 

contains an even number of vertices of T. lndeed, consider an inclusion-wise minimal 

odd cycle coyer W of G. By Lemma 2.14, there is a T-join J in G+ covering each 

vertex of W and no vertex of G - W. Without loss of generality, we can assume that 

J is inclusion-wise minimal. Then, J contains no cyCles, because if there is a cycle, 

we can rem ove from J aU edges in the cycle and we will not change the parity of 

the degree of any vertex with respect to J, Le., T will still be the set of odd-degree 

vertices in the graph induced by J. Renee, if J is inclusion-wise minimal, J is a 

forest and every leaf of J is in T. Note that sorne vertices of T can be internalnodes 

of J. For every vertex v of W, there are two internaUy disjoint paths in J between 

v and T. 80, letting dmin(v) be the minimum length of a path from v to an odd 

faee in the face-vertex incidence graph, we see that the Key Fact implies Corollary 

4.5. For suppose v E V is in an odd cycle coyer W of size < dmin(v) , then, v is in 

the path between two leaves of a minimal T-join in the subgraph of G+ induced by 

wu F(G), where every G-vertex in that path.is also in the coyer. There are at least 

dmin(v) G-vertices in the path, contradicting the fact that the odd cycle caver has 

size < dmin(v). 

Thus, letting G' be the subgraph of G induced by {v 1 dmin (v) > k}, we see that if G 

has a coyer of size at most k then G' must be bipartite. 80 applying the Key Fact ta 

the embedding of G' which appears as a sub-embedding of our embedding of G, we 

obtain: 

Corollary 4.6. If Chas an odd cycle caver of size at most k then every face of C' 

contains an even number of odd faces of G. o 
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We note further that the boundary, bd( F), of every face F of G' is disjoint from the 

boundaries of the odd faces of G within it by the definition of G' (except for the 

trivial case k = 0). Thus we have: 

Observation 4.7. If G has an odd cycle caver of size at most k th en there are at 

most k faces of G' which contain an odd face of G. D 

For sorne r :S k, we let {FI, ... , Fr} be the set of faces of G' containing an odd face of 

G and let Gi = G n (Fi U bd(Fi))' Applying Corollary 4.5 again, it is easy ta show: 

Corollary 4.8. If G has an odd cycle caver of arder at most k then W is a minimum 

odd cycle caver of G precisely if W i = W n Gi is a minimum odd cycle caver of Gi 

for every i between 1 and r. 

Praof. Consider a caver W of G of or der at most k. By Corollary 4.5, W i is disjoint 

from the boundary of Fi, and each face of G - W which is not a face of G' is a face 

of Gi - W i for sorne i. Thus, applying the Key Fact ta G - W and Gi - Wi for each 

i we see that W is a caver of G if and only if W i is a caver of Gi for each i. Since W i 

is disjoint from the boundary of Fi, the Wi's are disjoint and the result follows. 0 

We will show later that the face-vertex incidence graph of each Gi has radius O(k2 ). 

Hence each Gi has tree-width (defined below) which is O(k2
). We show in Section 4.4 

that we can find minimum covers in linear time in graphs of bounded tree-width. Sa 

if we could find aIl the Gï's in linear time then we could compute a minimum caver 

for each Gi in linear time and by taking their union, find a minimum caver of G (or 

determine that G has no odd cycle caver of arder at most k). 
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In the next section we show how to transform this into an algorithm. Note that our 

argument relies in the fact that vertices far apart from aIl odd faces of Gare irrelevant. 

To find these irrelevant vertices we have to deal with inclusion-wise maximal sets of 

vertex disjoint odd faces. Finally, we prove that each subgraph Gi of the face-vertex 

incidence graph has bounded tree-width. 

4.3 The algorithm 

Our algorithm works as follows. First obtain an embedding of G in linear time 

[27], and construct the face-vertex incidence graph G+. Then find a collection F = 

{!I, ... , fs} of boundary-disjoint odd faces of G which either has k + 1 faces or is 

inclusion-wise maximal. This part of the algorithm can be implemented to run in 

O(kn) time which is linear as k is fixed. 

If s > k then return the information that G has no odd cycle cover of size at most k 

and stop. Otherwise, let Bi denote the set of faces and vertices of G whose distance 

to fi in G+ is at most k + 3. Determine the sets Bi for aIl i = 1, ... , s via a breadth 

first search in G+. Let G" be the subgraph of G obtained by deleting aIl the vertices 

of G in each Bi. 

Determine the set FI, ... , Fr of faces of the embedding of G" which contain an odd 

face of G. Note that r ::; s ::; k as each Fi contains some fj E F. We let Di be the 

subgraph of G contained in the union of Fi and its boundary. We refer to these graphs 

as dises. Now find a minimum odd cycle cover Wi in each disc Di, Since, as we show 

below, each disc has bounded tree-width, this can be done in linear time using the 

techniques described in Section 4.4. Let W be the union of WI , ... , Wr . If W has 
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size at most k, then W is a minimum odd cycle cover of Gj output W. Otherwise, 

return the information that G has no cover of size at most k. This concludes the 

description of the algorithm. The correctness follows immediately from the fact that 

if v is at distance at least k + 3 from every face in F, then dmin(v) is at least k + 1 

and therefore v is irrelevant when looking for covers of size at most k. 

Proposition 4.9. The algorithm finds a minimum cardinality odd cycle caver if G 

has an odd cycle caver of size at most k or otherwise detects that no such caver exists. 

Proof. The pro of of this proposition mimics exactly the pro of of Corollary 4.8 with 

G' replaced by G" and Gi replaced by Di, 0 

In Section 4.4, we will describe how to find minimum odd cycle covers in graphs of 

bounded tree-width in linear time. Since all of the steps described in this section 

can be carried out in linear time, Proposition 4.9 tells us that we will obtain a linear 

time algorithm for general planar graphs if we ean show that eaeh dise has bounded 

tree-width. This, though, follows simply from the following result. 

Lemma 4.10. {(i), for a more general result see [45, 47}) If a planar graph contains 

no h x h grid minor, then its tree-width is at most 8h. 0 

Because the radius of the face-vertex incidence graph of any planar graph containing 

a h x h grid minor is at least h, the preceding lemma has the following immediate 

eorollary: 

Corollary 4.11. Let G be a planar graph. If the radius of the face-vertex incidence 

graph of G is less than h, then the tree-width of G is at most 8h. 0 
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Lemma 4.12. The tree-width of eaeh dise is O(k2
). 

Proof. By Corollary 4.11, it suffices to show that the radius of each disc is O(k2). 

Consider any disc Di. Let l be the set of indices f such that Je E :F is a face of Di. 

Let H denote the graph whose vertex set is land whose edges are the pairs U' of 

indices such that sorne vertex of G in Bt and sorne vertex of G in Bt, are incident to 

sorne cornrnon face of G. We know that H is connected and has at rnost k vertices, so 

its radius is at rnost k/2. Let j be a vertex of H such that the distance in H between j 

and any vertex of His at rnost k/2. The distance in Dt between any Je with f Eland 

li is at rnost the distance in H between f and j tirnes 2(k+ 1) + 2 = 2k+4. Moreover, 

for every face or vertex of Di there is an index f E l such that the distance in Dt 

between the considered face or vertex and Je is at rnost k + 2. 80 the distance in Dt 

between any face or vertex of Di and fj is at rnost (k/2)(2k+4) +k+2 = k2 +3k+2. 

80 the radius of Dt is indeed O(k2
). 0 

4.4 Linear time bipartization of graphs of bounded tree-width 

As we have seen, it suffices to have a linear tirne algorithrn for graph bipartization 

for graphs of bounded tree-width. This can be done using standard techniques; we 

present such an algorithrn below. We begin with the required technical definitions. 

A tree-decomposition of G is a pair (T, V), where T is a tree and V = (lit ç V (G) : 

t E V (T)) is a farnily of subsets of V (G) with the following properties: 
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1. U(\ft : t E V(T)) = V(G). 

2. For each edge e E E(G) there is anode t E V(T) such that both endpoints of 

e are in \ft. 

3. For to, II and t2 in E V(T), if to is on the path of T between tl and t2, then 

\ftl n \ft2 ç \fto' 

The width of the tree-decomposition (T, V) is defined as maXtEV(T) (I\ftl - 1). The 

tree-width of a graph G is the minimum w such that G has a tree-decomposition of 

width w. It is weU known that there are minimum tree decompositions of G that 

use at most n nodes. Moreover, we can easily convert a tree decomposition (T, V) to 

another (T', V') of the same width, such that T' is a binary tree with at most twice 

as many nodes as T. 

Let G be a graph of bounded tree-width w - 1 and let (T, V) be a binary minimum 

tree-decomposition of G. We denote by t the nodes of T and by \ft the subset of V(G) 

assigned to t. We have that 1 \ft 1 ::; w for aU t E T. Pick an arbitrary root node t* ET. 

Then, given anode t E T we let St be the subtree of T rooted at t. From (2) we 

may assign to each edge e = (u, v) of G a specifie node t(e) E T for which u, v E \ft. 

Thus, for each t E T there is an associated edge set Et ç E(G). Hence, we may 

define the graphs G(t) = (\ft, Et) and G(St) = (Ut/ESt \ft/, Ut/ESt Et'). We associate 

with each node t E T a set At of aU the ordered triplets lIt = (Li> Rt, Wt) where Lt, 

Rt and Wt form a vertex partition of \ft. Clearly IAtl is at most 3W
• Our algorithm 

will work up from the leaves maintaining the property that for each partition lIt we 

(implicitly) store a minimum odd cycle cover Wt in G(St) that is accordant with the 

partition. That is, Wt ç Wt and Lt and Rt are on opposites sides of the bipartition 
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in G(St) - Wt. If such a cover exists then we will set f(11t) = IWtl; otherwise if there 

is no such accordant caver then we set f(11t) = 00. Hence, for a leaf t E T we have 

f(11t) = IWtl if Lt and Rt bath induce stable sets in Et. Otherwise f(11t) = 00. Now 

take a non-leaf node t E T with children rand s. If Lt or Rt induce an edge in Et 

then we set f(11t ) = 00. 80 suppose not. We say that a partition 11r = (Lr' Rr, Wr) 

in Ar is consistent with a partition 11t = (Lt, Rt, Wt) in At if Wt n V(Sr) ç Wr, 

Lt n V(Sr) ç Lr and Rt n V(Sr) ç Rr. We use the notation 11r r>J 11t ta denote 

consistency. Note, by property (3), that if 11r and 118 are bath consistent with 11t 

then they are consistent with each other. Then set 

Note that it may still be the case that f(11t ) = 00. We repeat this proeess up the 

tree. Observe that, by storing pointers from a partition 11t ta the partitions 11~ and 

11~ in its children that produeed the minimum value f(11t), we may implicitly store 

the set Wt . We th en obtain the following result. 

Lemma 4.13. For each 11t, either f(11t) is the size of the minimum odd cycle cover 

in G(St) accordant with the partition 11t , or f(11t) = 00 and no such a cover exists. 

Proof. This is clearly true if t is a leaf. So let t E T be a non-Ieaf with children rand s. 

Take 11t and assume first that f(11t) is finite. Next take consistent partitions 11r and 

11s with optimal covers Wr and Ws, respectively. Then, sinee Wr and Ws are accordant 

with 11r and ITs , by property (3) we have that Wt - (Wr U Ws) = Wt - (Wr U Ws). 

Thus, in obtaining Wt we only need to add the vertiees in Wt - (Wr U Ws). Moreover 

any vertex in Wr n W8 is double counted by f(11r) + f(11 8 ). Thus f(11t) is in fact 
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the size of a cover in G(t) accordant with Ilt. Therefore, since we are examining aIl 

consistent pairs of partitions for the children, it is clear that f(Il t ) is the size of a 

minimum odd cycle cover Wt in G(St) accordant with the partition Ilt. Now suppose 

f(Il t ) = 00 and that there is a cover W for G(St) accordant with Ilt. Then, for aIl 

pairs of partitions Ilr and Ils that are consistent with Ilt , at least one of f(Il r ) or 

f(Il s ) is infinite. We obtain a contradiction as the restrictions of W to G(Sr) and 

G(Ss) give odd cycle covers for these subgraphs that are accordant with Ilr and Ils, 

respectively. o 

It immediately foIlows that the minimum odd cycle cover can be found by cons id­

ering the partition Ilt. with the minimum f value. We may obtain a binary tree­

decomposition in linear time [8]. For each node in the tree we have O(3W
) partitions. 

It takes O(IEtl) time to check whether Lt or Rt induce stable sets in G(t). There are 

then O(9W) possible pairs of partitions for the children. Thus it takes O(w9W) time to 

check for consistencies and to calculate f(Il t ). In total, therefore the algorithm runs 

in time O(w33wn). Thus we have proven Theorem 4.14 and Theorem 4.4. 

Theorem 4.14. Let G be a gmph with baunded tree-width. Then there is an linear 

time algarithm ta find a minimum add cycle caver in G. o 
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5 Conclusions 

We have shown that Brass conjecture [53], Le., that the size of a minimum odd cycle 

cover (T) is at most twice the size of a maximum packing (v) is true for several 

subclasses of planar graphs, namely, when an odd faces are disjoint, when one face 

intersects every odd face and when aIl odd faces mutually intersect. Then, using these 

results, we proved that for the general class of planar graphs, T :s; IÜv. As a corollary 

of our proofs, we obtained a lü-approximation algorithm for the packing problem. 

Secondly, we have shown a linear time algorithm to find minimum odd cycle covers 

for planar graphs with constant sized covers. In doing so, we proved that odd cycle 

covers can be found in linear time in graphs of bounded tree-width. 

The immediate question that arises is whether there exists a linear time exact algo­

rit hm to find minimum odd cycle covers in general graphs where the size of the cover 

is known to be small. In [42], Reed, Smith and Vetta presented a quadratic algorithm 

for such problem, and here we showed there is a linear algorithm for the problem 

restricted to planar graphs. 

Concerning approximation algorithms for the covering problem, improvements can 

be done on showing the exact integrality gap for the Covering LP. Goemans and 

Williamson proved this gap to be at most 9/4 and conjectured it to be 3/2. 

With respect to our theoretical result that bounds the size of a minimum odd cycle 

. cover T by a linear function of the maximum size of a packing v, we ask the question 

whether the constant can be reduced to 2. That is, to show that T :s; 2v. In doing 

so, it would be of interest to derive a better approximation algorithm for the packing 

7ü 



problem, than the one presented in this thesis. 

On the other hand, Kral and Voss in [30J, asked whether a relation between the 

minimum size of an odd cycle edge caver and the maximum size of a packing of edge 

disjoint odd cycles exists for graphs that can be embedded in orientable surfaces. The 

results given in [41J imply that T is bounded by a function of 11 and g for any graph 

that can be embedded on an orientable surface of genus g, for bath the edge and the 

vertex versions of the problem. It will be of interest ta find such a function. 

AIso, it seems reasonable ta think that, using the techniques presented here, a fast 

algorithm can be derived for the packing problem (vertex version) for planar graphs 

where the size of the packing is known ta be small. 
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