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ABSTRACT: 

I introduce a class of totally transcendental (tt) theories called 

basic and prove a structure theorem for the models of such a theory. Every 

tt module is basic. The model-complete theories of modules introduced by 

Eklof and Sabbagh provide some strong analogi~s between the ideal theory 

of a Noetherian ring and the stability-theoretic treatment of types. I 

give purely model-theoretic proofs of Matlis• theorem on injective modules 

and the Lasker-Noether decomposition of ideals. I generalize these results to 

arbitrary tt theories of modules and give a purely model-theoretic proof 

of Garavaglia•s theorem on the decomposition of tt modules. I extend 

these methods to topological modules in the topological logic Lt • I 

generalize Deissler•s rank for minimal models in order to analyze the com­

plexity of the injective envelope of a module over a commutative Noetherian 

ring in terms of Krull dimension. 



RESUME: 

J'introduis une classe de th~ories totalement transcendantes (tt) dites 
11 basic" et je demontre une tMor~me concernant la structure des modeles de 

ces th~ories. Tout module tt est "basic". Les th~ories modele-completes 

des modules introduites par Eklof et Sabbagh produisent des analogies 

puissantes entre la th~orie des id~aux d1 un anneau Noetherien et le traite­

ment des types par stabilit~. Je donne des d~monstrations purement modele­

th~oriques du th~oreme de Matlis sur les modules injectifs et de Lasker­

Noether sur la d~composition des id~aux. Je g~n~ralise ces resultats pour 

les th~ories tt de modules quelconque et donne une demonstration purement 

modele-theorique du theor~me de Garavaglia sur la decomposition des modules 

tt. J'~tends ces 111~thods aux modules topologique dans la logique topologique 

Lt • Je g~n~ralise le rang de Deissler pour les modeles minimaux afin 

d'analyser la complexit~ de l •enveloppe injective d'un module sur un anneau 

commutative Noetherien en fonction de la dimension de Krull. 



-iii-

CONTENTS 

Abstract . . . . • . . . . . . . . . . ; 

R~sum~ . • . . . . . . . . . . • . . . • i i 

0 Introduction 
0.0 Historical survey . . . . . . . . . . . .. . 1 

0.1 Outline of results . . . . 3 

0.2 Acknowledgements • . . . . . 6 

1. Summary of the elements of stability theory 8 

I Basic theories 
0. Introduction • . . . . . . . . 21 
1. Basic theories 24 
2. The Basis Theorem . . . . 32 
3. The spectrum function for basic theories • . . . . 39 
4. Application to general nmd tt theories • . . 45 

II An extended example: existentially closed modules 
over a coherent ring 

o. Introduction • . . . . . . . . . . . . . . . . . . 56 
* 1. The theories TA and injective modules . . 59 

* 2. Types, stability and independence in TA 68 
* 3. Orthogonality, weight and regularity in TA . . . . 79 

4. Invariants and unique decompositions • . . . . 93 

III Totally transcendental theories of modules: types and . 
decomposition theorems 

o. Introduction • . . . . . . . . . . . . . . . 99 
1. Abstract modules, stability and independence 103 
2. Expansions of abelian structures . . . . . . . . . . . 119 
3. tt modules: regularity, weight, indecomposables 124 
4. Decomposition theorems . . . . . . . . . . . . . . 132 

IV Topological logic: stability theory and modules 
o. Introduction • . . . . . . . . . . . . . . . . . . 141 

1. Topological logic and stability theory • . . • . . 143 

2. Topological modules . . . . . . . . . . . . . 157 



c 

-iv-

CONTENTS continued 

V Extensions of Deissler•s rank with applications 
to modules 

0. Introduction • • . • • • • • • • • • • • • • • . • • • 171 
1. A general context for the study of definable sets 174 
2. 
3. 
4. 

Generalized Deissler ranks •••••••.• 
Rank analyses and some simple rank calculations 
Relations between U-rank and rk; between rk and rk+ 

180 

187 

in modules • . • • • • • . • • • • • . • • • . • . • • • • • 192 
5. rk+ in injective modules over a commutative Noetherian ring 202 

Bibliography 



0 

-1-

0. INTRODUCTION 

0.0 HISTORICAL SURVEY: 

In this thesis I investigate some abstract stability theory, then 

consider the application of this theory to the study of modules. In the 

course of this study, many interesting and useful parallels are drawn 

between the type structure of a complete theory and the classical theory 

of ideals in rings. These parallels prove useful in different ways, first 

when I prove several classical theorems about rings and modules from abstract 

model theory, then later on when I use algebraic concepts such as Krull 

dimension as part of the solution of model-theoretic problems. 

Stability theory originated in the work of Morley [Mr, 1965] and 

afterwards, Baldwin and Lachlan [BL, 1971]. Here already the ideas of 

rank of types, equal-rank extensions, and independence of elements were 

central to the theory. The full theory was developed by s. Shelah in a 

series of articles dating from the early 1970 1s and culminating in his book, 

Classification Theory of 1978 [Sh]. Here for the first time the important 

concepts of orthogonality (a sort of independence relation for types) and 

regularity of types were studied. Regularity is a central concept of this 

thesis. 

In recent years the treatment of the elements of stability theory has 

been considerably refined and simplified; and my treatment and terminology 

follows more closely the recent survey article of Makkai [M] and is strongly 

influenced by the work of Lascar and Poizat [LP], [L]. 

The study of the model theory of modules originated in a paper of Eklof 

and Sabbagh [ES, 1971]. Here they introduced the theory TA of unitary 

left A-modules over a fixed ring A and determined conditions on A so 
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* that TA should have a model completion TA • The whole theory was put on 

firm foundations by the work of Baur [Ba] and Monk [Mo] (1975) who proved 

the basic elimination of quantifiers result for TA • My own work was 

inspired in part by the paper of Eklof and Sabbagh, in part by an example 

(vector spaces with a linear operator) studied in Poizat•s .thesis [Po], and 

* at first involved extending Poizat's ideas to TA • later on I did much 

* more, finding the theories TA a fruitful source of examples of many 

concepts of stability theory beyond those considered by Poizat. Afterwards 

I turned the whole process around, studying general totally transcendental 

theories of modules by using abstract stability theory to prove things about 

them analogous to the properties of the earlier examples. 

The model theory of modules has become an intense field of study since 

1979 when Garavaglia began publishing a series of articles on the topic 

[G2-G5]. Other work followed rapidly from authors including E. Bouscaren, 

A. Pillay, M. Prest, P. Rothmaler and M. Ziegler (1980-1984). Some of this 

work, as will be noted later, overlaps with my own. 

In 1975-76, T. McKee, S. Garavaglia and M. Ziegler independently intro­

duced a logic suitable for the study of topological structures and Garavaglia 

[G1] laid the foundations of the model theory of topological modules. As 

a result I was inspired to extend some of my own work on modules to the 

topological context. Work in the field has continued, with Cherlin and 

Schmidt considering decision problems and elementary invariants for various 

theories of topological abelian groups. 

In 1977, R. Deissler introduced a rank suitable for the study of minimal 

models (with respect to <) of a complete theory. I was able to generalize 

Deissler's rank, in particular in a way that allowed me to study models of 
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* some of the theories TA • Woodrow and Knight have also studied Deissler's 

rank. 

The balance of this section contains an outline of this thesis. In the 

next section of this chapter, I give a fairly detailed outline of the neces­

sary elements of stability theory from the literature. The ring theory and 

module theory will be introduced in each chapter as needed. 

0.1 OUTLINE OF RESULTS: 

Chapter I studies basic theories. A totally transcendental basic theory 

is one in which every type is non-orthogonal to a strongly regular 1-type 

* over 16. Examples are the theories TA where A is a Noetherian r-ing. 

As a direct consequence of elementary properties of strongly regular types 

as expounded in Shelah's book [Sh, Chapter V.1] I prove the following Basis 

Theorem for such theories T (see I, 2.1): 

Let P be a maximal set of pairwise orthogonal strongly regular 

1-types over 16. A basis 8 for M ~ T is a maximal independent set of 

elements of M realizing types in P • Then every model M of T is 

determined up to isomorphism by its basis, in fact M is prime and minimal 

over its basis. Equivalently, M is determined by its dimension, the vector 

<op>peP where op is the maximum cardinality of an independent set of 

elements of M realiz*ng p . 

This chapter represents work done mostly in 1979, although the material 

in section 4 is more recent. 

* Chapter II studies the model complete theories of modules TA introduced 

by Eklof and Sabbagh in 1971. I show how all of the basic concepts of stabi­

lity theory manifest themselves in these theories: I characterize independence, 
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the Lascar-Poizat fundamental order, orthogonality, regularity, and so on. 
* From these characterizations it follows that TA is basic if A is 

Noetherian. The most important outcome is an intimate correspondence 

between the stability-theoretic type theory on the one hand and the methods 

and concepts of classical ideal theory on the other. As a ·result I am able 

to give purely model-theoretic proofs of two important theorems of classical 

ring and module theory: Matlis' theorem [Ma, 1958] that every injective 

module over a Noetherian ring can be written uniquely as a direct sum of 

indecomposable modules, and the generalization by Lesieur and Croisot 

[LC 1958] to the noncommutative case of the Lasker-Noether normal decompo­

sition of an ideal of a Noetherian ring. In actual fact the proof of the 

Lesieur-Croisot result is delayed until Chapter III where an entirely new 

and more general version is presented. 

This chapter represents work done mostly in 1979-1980, while the normal 

decomposition theorem was derived in 1982. 

Chapter III extends the ideas and methods of Chapter II to arbitrary 

totally transcendental theories of modules. Here I am inspired by a result 

of Garavaglia [G4] that every tt module can be written uniquely as a direct 

sum of indecomposable modules (extending the result of Matlis mentioned 

above). Garavaglia's proof is partly algebraic in nature. As a result of 

the Basis Theorem I am able to give a purely model-theoretic proof using 

characterizations that I develop of independence, regularity and weight. 

This represents work done mostly in 1980-1981, but I have modified my 

presentation somewhat after receiving preprints of articles of Pillay and 

Prest [Pl, P2, PP] in the spring of 1981, along with a very helpful letter 

from Mike Prest criticizing an early draft of the results of Chapter II and 

Ill. 
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Later I realized that the work on the model theory of modules could 

be put in a much broader context: the abelian structures of Fisher [F]. 

This context ties in naturally with the work of Chapter IV. For any tt 

theory of abelian structures closed under products, the set of 1-types over 

0 shares many characteristics in common with the set of left ideals of a 

Noetherian ring A • For such a theory I give a normal decomposition theorem 

for s1(0) which generalizes the Lesieur-Croisot decomposition of ideals in 

a Noetherian ring. This result dates from 1982-1983. 

Chapter IV studies the topological logic introduced by McKee [Me, 1976], 

Ziegler, and Garavaglia. I first show how the basics of stability theory 

can be brought in to topological model theory by providing a translation 

of the topological logic into ordinary first order logic. I then concen­

trate on topological modules. By means of the aforementioned translation, 

they provide a new example of Fisher•s abelian structures, and all of the 

results of Chapter Ill apply. In addition I show that the complete theory 

of a compact topological module has elimination of topological quantifiers. 

This chapter represents work done mostly in 1981-1982. 

Chapter V considers generalizations of Deissler•s rank rk introduced 

in [D, 1977], and their applications to modules. A model M of T is 

minimal with respect to < iff every element of M has a rank. In some 

sense rk measures the difficulty of defining an element by choosing elements 

from definable sets. 

The generalization is accomplished by considering various restrictions 

~ on the concept of definable set. Associated with each ~ are a Deissler 

type rank rk~ and a relation <~ between structures. If certain elemen­

tary properties are satisfied, rk~ and ~ have the same relationship 
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as rk and < • I consider various ~'s and their relationship with each 

other and with some standard model-theoretic and algebraic concepts. I 

solve a problem of Deissler on the relation between rk and Morley rank 

(actually I get a sharper result in terms of Lascar's rank U ). 

The specific application is to injective modules over .a commutative 

Noetherian ring with ~ being the set of positive primitive formulas and 

the corresponding rank being rk+ , positive Deissler rank. Analyzing 

injective modules in terms of their direct sum decompositions into indecom­

posables, I obtain upper bounds on rk+ in terms related to the Krull 

dimension of the underlying ring. 

This chapter represents work done mostly in 1982-1983. 
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Most of all I owe a great debt of gratitude to my advisor Dr. Michael 

Makkai, who first inspired me with my love of mathematical logic, and who 

over the years has been a fine teacher and a constant source of inspiration. 

My work would not have been possible without his patient guidance. 
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the Quebec Ministry of Education (FCAC). I later received aid in the form 

of research assistantships funded through NSERC and FCAC. I thank these 
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agencies for their help. In addition I have received generous financial 

aid over the years from my parents. 

I am especially grateful to Norine Wintonyk for undertaking the enor­

mous job of typing this thesis in a short space of time. I would also like 

to thank the Department of Mathematics, University of Saskatchewan, for 

granting me access to some of their special typing aids. 

The final preparation of this thesis was undertaken while I was employed 

full time by the Department of Mathematics, University of Saskatchewan and 

I am grateful for the understanding and flexibility the Department has 

shown in allowing me the time and facilities to complete the project. 
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0 1. SUMMARY OF THE ELEMENTS OF STABILITY THEORY 

1.0 SOURCES: The prime source for the work on stability theory in 

this thesis is the book of Shelah [Sh]. The work of Shelah has been 

so important that it has already inspired several articles whose main 

purpose is to refine and clarify the ideas and techniques of Shelah. 

The most important of these for my purposes are the paper of Lascar 

and Poizat [LP] on the elements of forking theory, the paper of Lascar 

on orthogonality and regularity [L], (both of which contribute major 

new insights to their subjects) and the survey article of Makkai [M] 

which synthesizes the various approaches. Wherever possible I will 

refer each result below to each of these sources. The articles men­

tioned adequately cover the history of the individual results, some 

of which is quite involved. I also refer the reader to the article 

of Harnik and Harrington [HH]. 

1.1 NOTATION AND CONVENTIONS: 

My notation and terminology are fairly standard and much of it 

can already be found in [CK]. L, L', etc. denote finitary first 

order languages; ~(x), ~(x) are formulas of L with free variables 

included in the possibly infinite sequence of variables x ; ILl is 

the cardinality of the set of all formulas of Lww ; I, I(x) are 

arbitrary sets of sentences or formulas of L (with free variables 

incluced in x ); T, T' are generally used to denote complete theories 

in L ; p(x) , q(x) , etc. denote complete types of a theory T , 

with free variables included in· x • 
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The equality sign "=" is the predicate symbol for equality in L 

and is also used informally for the predicate of equality. The symbol 

••::=" is used for definitions and is read "is defined to be". The 

symbol "·=" assigns a temporary value to a variable symbol. The 

symbol ... =... compares two strings of symbols: 

11 cp :=: cp(x, y) :=: 1 X + y = o• 11 

means that cp is the formula cp{x, y) with free variables x and 

y , and cp is specifically the formula •x + y = o• • The symbol 
.... .... 

u •• 11 compares the length of strings: "a :: x :: n" means that the 

sequence of constants a has the same length as the sequence of 

variables x , and this length is n e w • In many-sorted logic, 

... ·" means that the sorts match as well. 

The model-theoretic symbols ·n:n u;:n 
- ' "1-" a 11 

have their standard meanings. If parameters from a set A are to 

be considered, I write "t~ =A N11 and "M =AN" or "M= N (A) 11 and 
11M = N (A) 11 

• 

I adopt the convention of working entirely in some saturated 

model ~ of T of large cardinality e (say e strongly inaccess­

ible). ~ is called the Shelah Universe or Monster Model. The 

important feature of ~ is that saturation implies that ~ is 

universal and homogeneous, so the 
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subsets and submodels of ts: adequately represent the models of T. Unless 

explicitly stated otherwise, all sets, models, sequences are assumed to be 

subsets of ~ of cardinality < e , in particular, types are over sets of 

cardinality < e and have fewer than e variables. Sometimes for emphasis 

such sets are referred to as small sets, but usually I just say set with the 

restriction understood. By the saturation of IS: every type, in fact every 

type in ~ e variables over a small set, is realized in ~ • Furthermore 
~ ..... .. .,), 

if b, c, A are small, b =A c , then there is an automorphism of ~ fixing 
~ .. ..:... ....:... 

A and sending b to c . That is, if b and c have the same elementary 

type over A , t(i), A) = t(c, A) , then they have the same automorphism type 

in IS: over A {and of course, conversely). If A is a small set, L(A) 

is the language extending L with new constant symbols for each a e A 

{also denoted by a) and T(A) is {cr!cr a sentence of L(A) , ts: F cr} • 

When I want to make the distinction, script letters M, N denote 

models, M, N denote the corresponding underlying sets. Since everything 

is contained in ~ and in particular M, N < ts: , mostly the distinction 

doesn't matter, although in Chapter V where I am not always dealing with 

complete theories it does. A, B, C, etc. denote arbitrary sets, lower case 

letters a, b, c denote elements and an arrow is used to denote possibly 

infinite sequences: a, b, c . a eA means that each element of the sequence 

a is an element of A ' and A denotes some enumeration of the set A 

as a sequence. 

If a eA and ~(x, a} is a formula, ~[A,!) ::={be AI~ F ~[b, a]} 
Similar definitions are made for formulas ~{x, a} and types p(x) • If 

~ .....\,. --. .....:... ..,).,. ....... 
the formula is ~(c, x, a) I write ~(c, [A], a) . 

Sn(A) is the set of all complete n-types over A if I need to specify 
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the formal variables appearing as the free variables of the types I write 

Sx(A) • n, x may be infinite: S*(A) denotes the class of all types in 

s 0 variables over A , S(A) denotes the set of all finitary types over 

A , S(A) ::= Un<w Sn(A} • 

A useful device introduced in [M] is that of an ideal .type: a com­

plete type p over the universe ~ ; by the conventions adopted such a 

p is not, properly speaking, a type. 11 Choose an ideal type p extending 

p.. stands in place of 11 Choose an arbitrary extension p' of p to some 

set B (to some sufficiently saturated model M) 11
; choosing ideal exten­

sions means that we do not have to keep track of the domains of the 

extensions, and the saturation of ~ allows us to talk (in a useful way) 

about automorphic copies of p • 

1.1 DEFINITION: [Shelah] 

Let A be an infinite cardinal, T a complete theory in L • 

(i) T is stable in A if for all A , !AI sA implies that [s1(A) I sA 

(equivalently we can write jS(A)I sA}. 

(ii) T is stable if it is stable in some A • 

(iii) T is superstable (~) if for some A.0, T is stable in all A. ~ A.0 . 

(iv} T is totally transcendental (tt) if for every countable sublanguage 

L' of L, T~V, the restriction of T to L', is stable in all infinite 

powers. 

1.2 THEOREM: Every totally transcendental theory is superstable with 

AO s ILl ; every superstable theory is stable. The converses do not hold. 

For countable L , T is tt iff T is ~-stable; there are uncountable 

superstable theories T with AO = ITI but T not tt. 
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1.3 DEFINITION: [LP 2.1] Let p e Sx(M) , q e s;(N) . A formula 

<P(x, v) is represented in p if for some m e M , <P(x, rti) e p • "p ~ q" 

if every formula that is represented in p is represented in q • ~~~~~ is 

a pre-order on the class of types over models of T with induced equiva­

lence relation - • The equivalence classes of - are called classes of 

types; the partially ordered set (by ~) of the classes of types of T is 

called the fundamental order (of n-types) of T • If p, c q and p - q 

then q is called an heir of p • 

1.4 THEOREM: [LP, 4.8, 5.1, 5.10] [M, "First Basic Fact 11
] Let p e S(A) , 

T stable. The automorphisms of ~ fixing A (AutA(~)) induce an equiva­

lence relation on the ideal type extensions of p: p0 and p1 are in the 

same orbit if for some a e AutA(~) , a(p0) = 'P1 • 

(i) There is exactly one orbit of ideal type extensions of p under auto­

morphisms of ~ fixing A with cardinality < e (in fact~ 2ITI). All 

other orbits have cardinality ~ e . 

(ii) The ideal types in the small orbit are all equivalent (-). Further­

more, their class; called the bound of p , S(p) , is the unique class 

maximal among the classes of extensions of p to models, so if A was a 

model, p is in this class, and so are all the heirs of p . 

1.5 DEFINITION: (Continue the notation and terminology of (1.4)). 

(i) The ideal types in the small orbit are called non-forking extensions 

of p . 

of p • 

tained 

and q 

All the other ideal type extensions are called forking extensions 

If p cq , q is a non-forking extension of p iff q is con­

in some ideal non-forking extension of p • If q e S(B) , B =>A , 

is a non-forking extension of qtA , then we say that q does not 

fork over A • {Abbreviations: 11 q is a nf ext. of p11
, 

11 q dnf over A11 
). 
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(ii) Sets B, C are independent over A , a1rc , if for any be B , 

t(b, A UC) does not fork over A. A family (B;)iei is independent 

over A i ff for each i e I , B i t U ( B j I i :f j e J) • 

(iii) The cardinality of the small orbit is called the multiplicity of 

p • A type is stationary if it has multiplicty 1. If p -is stationary, 

it has a unique non-forking extension to any set B containing the domain 

of p , denoted by pjB • If p, q are stationary types over A , p ® q 

is the (unique) type of the sequence a A b over A ' where a and b 
..... ..... 

are independent over A , a satisfies p , b satisfies q • The nota-

tion is extended in the obvious way to® iei pi and to PG)::= ®ieK P • 

If p and q are stationary types over arbitrary sets, p and q are 

parallel, written p 11 q , if PI~ = qj~ • 

1.6 THEOREM: [Sh, III, Cor 3.2], [LP 5.9] [M, ~second Basic Fact"]. 

Let T be stable. 

There is an infinite cardinal K s IT! such that every type p is 

the unique non-forking extension of its restriction to some set A with 

!AI < K • The least possible K satisfying this condition is denoted by 

K(T) , and Kr(T) is the least regular cardinal ~ K(T) • In this situation 

(p dnf over A , p~A stationary) we say that p is based on A , so the 

theorem says that every type is based on a s·et of cardina 1 ity < K(T) • 

1.7 THEOREM: Let T be stable. 

(i) ~ is invariant under automorphisms of ~. 

(ii) For any A, B, C there is an automorphism a of ~ fixing A such 

that a[B] ~ C • 
A 
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Thus for every p e S(A) , A. ~c , there is q e S(C) , q ~ p , and 

q is a non-forking extension of p , q dnf over A • 

(iii) BJ.,C, A ~A· ~A UC, c·.~A UC :::> B J., c• 
A . A1 

(iv) A ~A·, B J., C, BJ, A1 + BJtC 
, A1 A A 

(v) B J., C + C J., B 
A A 

(vi) Suppose that <A> <o , <B > <o and <C > <o are increasing chains a a-~ a a-~ a a-~ 

of sets with A6 = Ua<B Aa and similarly for s6, c6 • Then Ba~ ea for 

a 11 a. < S imp 1 i es that B 6 J, C 6 • a. 
As 

(vii) Suppose that p e S(B) forks over A. ~s . Then there is a finite 

s0 ~ B and a formula 1/J(x) e p over s0 such that for any q , 

dom(q) :::>80 UA , 1/J(x) e q implies that q forks over A • 

REMARKS: These are the basic properties of ~ (i.e. of non-forking) in 

the form as summarized in [M, Al-A?]. They can all be found in various 

forms in [Sh, Chapter 11, Ill] and in [LP, section V]. 

1.7a ASSUMPTION: From now on I assume without stating it that T is a 

complete stable theory. 

1.8 THEOREM: (i) The Open Mapping Theorem [LP, 5.12], see also [M, AB]. 

Let A ~s , cp(x) a fo;mula over B . Then there is a formula 1/J(x) over 

A such that for any p e S(A) , 1/J e p iff there is q e S(B.) , q a non-

forking extension of p , with <P e q • 

As a consequence if q is isolated and q dnf over A , then q~A 

is isolated. 

(ii) The Finite Equivalence Relation Theorem [SH, Ill, Theorem 2.8, 
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Corollary 2.9]. See also [LP~ 5.13] and [M~ 83]. If p 1 q e S(B) do not 

fork over Ac B ~then there is a finite equivalence relation E definable 
+ u + + + by a formula of L(A) such that p(x) q(y) }- ...,E(x, y) • 

1.9 THEOREM: [LP, Section 8] T is superstable iff the fundamental order 

of T is well-founded. 

The foundation rank of the fundamental order is called Lascar's rank U , 

U(p) is the rank of S(p) in the fundamental order. 

1.10 THEOREM: Let T be tt. Then: 

(i) [Mr] Every type has finite multiplicity. 

(ii) [Sh, IV, Theorem 4.18] Let A be any set. Then there is a prime 

model M over A • M is unique up to isomorphism over A and is charac­

terized as being atomic over A with no non-trivial uncountable sets of 

indiscernibles. 

(iii) [Sh, IV, Theorem 4.21] Suppose M is atomic over A • Then M 

is minimal over A with respect to < iff there are no infinite non-trivial 

sets of indiscernibles over A in M • 

(iv) (Notation) If M is a model, p a type over M , a realizes p , 

then M(a) or M(p) denotes the unique prime model over MU {a} . 

(v) [Sh III, 3.8] See also [M, A9, A14, A16]. Every type is based on 

a finite set. That is K(T) = ~ • (In fact a stable theory T' is super­

stable iff K(T') = ~ .) 

1.11 DEFINITION: [Sh, V, Definition 1.1] See also [L, 2.2, 6.1] and 

[M, C.l]. Let p, q be *-types over arbitrary sets. p and q are 

orthogona 1 , p J. q , if for every p' , q' non-fork·i ng extensions of p, q 

respectively to the same set A , and for every b, c realizing p', q' 

respectively, bJ.,c. 
A 
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1.12 THEOREM: [Sh, V, Theorem 1.2, 1.4]. See also [L, comments after 6.1] 

and [M, C4, CS]. 

(i) ~ is invariant under parallelism of stationary types. 
~ ~ ~ 

(ii) Suppose {cili < n} is independent over A • Then t(b, A) ~ t(ci, A) 

for all i < n iff t(b, A) ~ t(co " cl " ••• A cn-1' A) .. 

(iii) Suppose (qi)iei are stationary. Then p ~qi for all i e I iff 

P ~ ®;er q; · 

(iv) Suppose B, C are independent sets over A and for each b e B , 

c e C , t(b, A) , t(c, A) are stationary and t(b, A) ~ t(c, A) • Then 

B U C is independent over A • 

REMARKS: The proofs of (i)-(iii) are elementary from the definition of ~ 

and the properties of~. (iv) is an immediate consequence of (ii) (i.e. 

of [Sh, V, 1.4(1)]) as follows: 

Without loss of generality B, C are finite. Fix b e B • Then C 

is independent over A and for each c e C , t(b, A) ~ t(c, A) so by (ii) 

t(b, A) ~ t(C, A) • Now B is independent over A and for each b e B , 

t(C, A) ~t(b, A) as I have just shown, so again by (ii), t(C, A) ~t(B, A). 

Thus by the definition of ~ , B J., C • Since B, C are each ·independent 
A 

over A , B U C is independent over A . 

1.13 DEFINITION: (The ideas here ultimately have their origin in [Sh, V, 2] 

where orders $w, $s between indiscernible sets are considered.) 

(i) [L, 5.1] See also [M, C.10] Let A, B, C be sets. B is dominated 

by C over A iff for any set X , 

XJ.,C~XJ,B 
A A 
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(ii) [L, 5.2], [M, C.13] Let p e S*(A) , q e S*(8) be stationary. 
11 p <1 q 11 (p is eventually dominated by q ) if for some E;:) A u 8 there 

are realizations C, U of PIE , qjE respectively such that C is domi­

nated by D over E • 

p $I q means p <1 q and q <1 p 

1.14 THEOREM: [L, 2.3] [M, C.12(i)] Let T be tt. Then for any model 

M and set C , M(C) is dominated by C over M • 

1.15 THEOREM: [M, C.13111
], see also [L, section 5, especially 5.4]. 

(i) <1 is invariant under parallelism. 

(ii) <1 is a pre-order, ~ is an equivalence relation. 

(iii) p <1 q , q ~ r => p ~ r 

(iv) p <1 q :+ p ® r <1 q ® r 

1.16 DEFINITION: [Sh, V, Definition 3.2] See also [L, 7.2] and for the 

most general version, [M, D.l] on which this is based. 

( i) pw(81A) ::= sup{!II there is (Ci)iei , independent over A , 

8 Jj C. for a 11 i e I} • 
A , 

(ii) The weight of B over A is 

w(BIA) : := sup{pw(BIA 1
) lA c A 1 , B J., A •} . 

A 
(iii) If p e S*(A) , B realizes p, then w(p) ::= w(BIA) . 

1.17 THEOREM: [M, D.2] See [Sh, V, 3.10, 3.12] and [L, Section 7] 

(o) w(B/A) ~ (Kr(T))- + !BI , where for a cardinal K, K- = K if K 

is a limit cardinal, K- =A if K =A+. 

( i) B c B • ~ w { B I A) ~ w( B ' I A) 

A eA' ~ w(BIA') ~ w(8/A) 
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(ii) A, eA' , BJ,A' ~ w(BIA) = w(BIA') 
A 

(iii) w(BIA) = 0 iff B. c acl(A) , i.e. iff every element of B is 

algebraic over A • 

(iv) If p is stationary, 

i 1 j e I , then III ~ w(p) 

p .L q. , for each i e I , q. J.q. 
1 J 

for 

(v) B is dominated by C over A implies that w(BIA) ~ w(CIA) • Hence 

p ~ q implies that w(p) ~ w(q) • 

(vi) Suppose <Ci>iei is independent over B • Then there is I', c I , 

\I- I' I~ w(AIB), such that A.1U<C;>iei'. 
B 

1.18 THEOREM: [Sh, V3.11, 1.15, exercise 3.12 (in part)]. [M, D4, DS]. 

(i) If <B > < is independent over A then a a K 

w(Uet.<K Bet. I A) = Eet.<K w(Ba I A) • 

(ii) Suppose that B;, Cj. c D for i e I , j e J , w(Bi/A) = w(CjiA) = 1 

for all i, j , and <Bi>iei , <Cj>jeJ are maximal independent families 

over A in D . Then I I I = I J I • 

1.19 DEFINITION: [Sh, III, Definition 4.5] Let p e S(A) have weight 

1, A, CM . Let B be a maximal independent family of realizations of p 

in M. Then B is called a p-basis of M , and dim(p, M) ::= IBI is 

well defined by the preceding theorem. If C. c p[~J , dim(p, C) is defined 

similarly. 

1.20 THEOREM: [M, 05'] See also [Sh, V3.1 and V, 1.13(1)]. 

( i) For p, q stationary, w{p) = 1 , we have p ~ q iff p <l q • 

(ii) If w(b, A) = 1 then aJ:Ib, b..ic '* a-~c-. 
A A A 

( i i i) If p is stationary, w(p) = 1 then q.Lp, p.Lr=>q.Lr. 
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Hence L is an equivalence relation on the stationary weight 1 types 

and in fact, for such types p, q, p A q iff p ~ q . 

1.21 DEFINITION: 

(i) [Sh, V, Definition 1.2] See also [L, 6.2] and [M, D.6]. p 6 S(A) 

is regular if it is stationary, non-algebraic and orthogonal to every forking 

extension of itself. 

(ii) [Sh, V, Definition 3.5, Exercise 3.10]. See also [L, 2.6] and [M, D.13]. 

p 6 S(A) is strongly regular (sr for short) via ~ if it is stationary, 

non-algebraic, ~ 6 p and for any q with ~ 6 q either p J. q or p 11 q • 

1.22 THEOREM: 

(i) Every regular type has weight 1. 

(ii) Every strongly regular type is regular. 
..... .... 

(iii) Regularity is parallelism invariant. If p is sr via ~(x, a) , 

dom(q) ::::>a ' and q 11 p ' then q is sr via ~ • 

(iv) (T tt) Let p be a stationary type over A , ~(x) 6 p • Then p 

is sr via ~ iff there are models M < N , A~ cM such that for every 

a e ~[N' M] , t(a, M) is a non-forking extension of p . 

(v) (T tt). If M. ~N then there is a eN\ M such that t(a, M) 

is sr. 

REMARKS: (i) is [Sh, V, Lemma 3.10(2)]. See also [M, D.8]. (ii) is 

[Sh, V, Theorem 3.18]. See also [L, 6.3] and [M, D.14]. (iii) is [Sh V, 

1.8]. See also [L, 6.5] and [M, D.7]. {iv) is [Sh, V, Exercise 3.18]. 

See also [M, D.15]. (v) is [Sh, V, Exercise 3.11]. See also [L, 2.8] 

and [M, D.16]. 
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1.23 THEOREM: [Sh, V, Theorem 3.9]. See also [L, 7.1] and [M, 0.10, 0.11]. 

Let T be superstable. 

(i) Every stationary type q is equivalent to a finite produce of regular 

types (pi)i<n • q ~ ®i<n pi is called a regular decomposition of p , 

and n = w(p) , so every type has finite weight. 

(ii) If q' ~ ®. , p~ is a regular decomposition then q' ~ q iff for 
1<n 1 

some 1-1 map f: n' ~ n , Pi ~ pf(i) for all i < n' . 

(iii) If q, q' are stationary then q ~ q' iff there is a regular p 

such that p ~ q , p ~ q' • 

(iv) If T is tt we may take all the regular types mentioned in (i)-(iii) 

to be strongly regular. 

1.24 THEOREM: [Sh, V, Exercise 3.16], [L, Section 2]. See also [M, 019']. 

Let T be tt, M F T • Let p e S(M) be strongly regular. Then for 

every type q , p is realized in M(q) iff p ~ q • 

1.25 THEOREM: [Sh, V, Exercise 3.14]. See also [L, 4.2] and [M, 0.19]. 

Let T be tt, M F T , p e S(M) . Then there is a sequence of models 

M= M0 < M1 < •.. Mn = M(p) such that for each i < n , Mi+l = M;(Pi) for 

some sr type pi over M; (and (pi)i<n is a regular decomposition of p ). 



0 

I. BASIC THEORIES 

I 0. INTRODUCTION 

-21-

The main content of this chapter is a Basis Theorem [Kl] for certain 

kinds of totally transcendental theories which I call basic. The Basis 

Theorem provides a partial description of the structure of the models of 

a basic theory. 

The original motivation for the Basis Theorem was twofold. The 

first aspect was an attempt to understand the stability theory underlying 

* the structure of the models of TA , the model completion of the theory 

of modules over a commutative Noetherian ring A as introduced by Eklof 

and Sabbagh [ES]; and more particularly to understand the model theory 

behind the theorem of Matlis [Ma] on the existence and uniqueness of a 

direct sum decomposition for an injective module over A • The second 

aspect was simply the desire to understand fully the meaning and signifi­

cance of the concept of 11 strongly regular type 11
, particularly in such 

* theories as TA . In fact, this program was successful, and it applied 

in a more general setting, namely to the work of Garavaglia [G4] on 

totally transcendental modules, discussed in full in Chapter III. 

Several examples illustrating the ideas of the present chapter will have 

to be delayed until the necessary background has been developed in 

Chapters II and Ill. 

The material necessary to treat these goals is discussed in sections 

and 2. 

Later I realized that the Basis Theorem was contained (although not 

explicitly so stated) as a special case of the proof of the "Main Theorem 11 

of Shelah's book [Sh, IX, Theorems 2.3, 2.4]. The Basis Theorem has a 
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simple proof, depending only on the elementary properties of strongly 

regular types given in Chapter V.3 of [Sh]. (That is, principally 

1.12, 1.18, 1.20, 1.22, 1.24 of the introduction to this thesis.) The 

reader should take note that the treatment of orthogonality and strong 

regularity in this thesis has been influenced strongly by.papers appearing 

after my abstract [K1] reporting the Basis Theorem was published, in 

particular Lascar's paper (LJ on the subject and Makkai's survey article 

[M]. Therefore I hoped that the Basis Theorem could provide some illu-

mination of the proof of [Sh, IX, 2.4], which in its original form is very 

difficult. The relationship between the two theorems is not directly 

apparent: the Basis Theorem talks about the structure of the models of 

T, whereas [Sh, IX,2.4] talks about the "spectrum functions" 

ItP:~a.' ~S' T) of the theory T , the number of non-isomorphic models 

of certain kinds. 

In 1982 A. Pillay published an article [Pi] giving a more straight­

forward version of the proof of [Sh IX 2.4] for countable T and 

It(~a.' ~ 0 , T) only. In section 3, I present the entirely combinatorial 

arguments necessary to calculate the spectrum functions of an arbitrary 

basic theory T • Then, as a sort of an appendix, I give in section 4 

a fairly detailed outline of how to prove the full version of [Sh, IX, 2.4], 

working from the Basis Theorem and the calculations of section 3. The 

details of the proofs all come from Pillay•s article (and of course 

ultimately have their source in Shelah's original proof), but the approach 

and emphasis is quite different. I am very careful to separate important 

structural questions ("models of T look like ••• ", "two models of T 

are isomorphic when ••• ") from the purely combinatorial problem of 
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counting the number of models. Neither Shelah nor Pillay emphasize 

structure, and I feel that failing to do so obscures some important facts 

about the models of non-multidimensional totally transcendental theories. 

In section 1, {l.0-1.2)are included to put the material on basic 

theories following into the proper broader context, and to prepare for 

the application of the Basis Theorem in section 4, but(l.l)and U.2)are 

not actually applied in sections 1 and 2, and in section 3 all that is 

used is ~(T) ~ IT! which is obvious anyways. 
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I 1. BASIC THEORIES 

1.0 REMARKS: Most of Definition 1.1 and Theorem 1.2 below are contained 

at various places in Shelah•s book [Sh], to which the following references 

are made. ~(T) is not introduced until [IX, Theorem 2.3], where it is 

called ND(T) , although properties of it are dealt with extensively in 

Chapter V. 11Multidimensional" is developed mostly in [V.5] although it 

begins in [V.2]. See in particular [V definition 2.2, definition 5.3, 

and theorem 5.8]. 

For the simpler version given here, see [Bo L, Definition 3.2 and 

following] and [Pi, III.1]. I restrict my attention to totally transcen­

dental theories, although of course the definition can be made more 

general. So throughout the balance of this chapter T represents a 

complete totally transcendental theory and Mo denotes the prime model 

of T . 

1.1 DEFINITION: Consider the equivalence relation ./. defined on the 

class of all weight one types of T • Let ~(T) be the number of 

equivalence classes of ./. ; I write ~(T) = oo if this is ~ 1~1 

(i) · ~(T) is called the number of dimensions of T • 

(ii) T is multidimensional if ~{T) = oo • 

(iii) T is non-multidimensional (nmd) if ~(T) < oo • 

(iv) T is unidimensional if ~(T) = 1 . 

1.2 THEOREM: (See [Sh] as referenced in (1.0), also [Bo L 3.2-3.4], 

[ Pi, II I. 2 , II I. 7] ) • 

The following are equivalent: 

(i) ~(T) ~ ITI 
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(ii) ~(T) < oo 

{iii) Every non-algebraic type is non-orthogonal to some strongly 

regular 1-type over the prime model M0 • 

1.3 DEFINITION: (i) T is basic if there is a complete set P of 

representatives of the t-equivalence classes of weight one types in the 

form of sr 1-types over~. Such a set P is called a set of primes for 

I and each p e P is ca1led a prime. 

(ii) If M FT, dim(M) ::= <dim(p, M) lP e P> is the dimension vector 

of M • 

In what follows, 6, 6', etc. represent vectors of finite or infinite 

cardinals <op>peP , ~ is the pointwise partial order on such vectors, 

and o0 ::= dim(M0). If K is an infinite cardinal, oK is the dimen­

sion vector satisyfing 8 (p) = K for all p e P • 
K 

(iii) A basis for M F T is the union of p-bases for M , one for each 

peP. B, B', etc. denote bases. If B is a basis for M and peP 

then Bp ::= sn p[M] • 

1.4 REMARKS: Clearly a basic tt theory is nmd. In fact, by (1.2), T 

is nmd iff T(M0) is basic. 

The choice of a particular set of representatives P may be important: 

dimension is not an invariant of the t -classes of weight one types, as 

example {1.6) shows (among other things). 

1.5 EXAMPLES: 

(i) The characteristic example of a multidimensional tt theory T is 

the theory of one equivalence relation E with infinitely many equivalence 
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classes, each one infinite. In this case ~ has e= rt I classes, each 

of cardinality G , and each class corresponds to a weight one type, any 

two distinct classes being orthogonal. So ~(T) = oo. 

{ii) The theory of one equivalence relation E with exactly n classes, 

each one infinite 1 ~ n < w , on the other hand, is nmd with ~(T) = n • 

(As in (i), the classes of E are in 1-1 correspondence with the classes 

of~ ). However this theory is not basic: the sr types are of the form 

E(x, a) where a is a parameter. 

(iii) Any complete theory of modules is nmd. In fact, any tt theory of 

modules is basic. I prove this in Chapter III only for the special 

theories of modules which provide the proper context for the results of 

that chapter, but afterwards I make some remarks on the general problem 

(III, 3.3, 3.4). 

(iv) In particular, Chapter II is an extended study of a family which 

includes many basic tt theories of modules. Let A be a commutative 
* Noetherian ring, TA the theory of existentially closed A-modules as 

put forth by Eklof and Sabbagh [ES]. Spec(A) denotes the set of prime 

ideals of A • In Chapter II I establish a 1-1 correspondence between 

* the strongly regular 1-types over~ of TA and Spec (A), and as a 
* consequence ~(TA)= !Spec(A)I • 

(v) Let T be a complete theory in a countable language. Then T is 

unidimensional tt iff T is w1-categorical. 

Some w1-categorica1 basic theories are the theory of ~ with the 

successor function and the theory of algebraically closed fields of 

characteristic 0. 
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1.6 EXAMPLE: Section 4 of Baldwin and Lachlan's classic paper [BL] 

contains examples which may be adapted to show that two naive intuitions 

about the dimension of a model of a basic theory are in fact false. The 

examples are quite strong, being of basic w1-categorical theories, so 

~ = 1 and up to t there is a unique sr 1-type p over.~. 

One intuition is that the dimension c0 of the prime model M0 
should be "simple": p is not isolated (c0 = 0), p is realized once 

(o0 = 1} or p is realized infinitely often (c0 = ~0 ) . Possibilities 

such as, say, o0 = 17 seem unnatural. The first example has o0 = 2 . 

The second example shows that dimension is not t -invariant, i.e. 

it is not a property of equivalence classes of weight one types over ~. 

The example has prime model N', p1 t p2 sr 1-types over~' dim(p1, N') = 1 

dim(p2, N') = 2 • Thus the dimension of a model is sensitive to the 

choice of a set of primes P • 

The second example of course also illustrates the same point as the 

first; both must be presented since the second is constructed from the 

first. Furthermore the first example has a unique sr 1-type over ~ so 

it is impossible to make the dimension of the prime model be anything 

else but 2. 

(i) Let M::=<~, T> with T(x, y, z) = -x + y + z • Baldwin and 

Lachlan prove the following: 

Every n-ary relation on 0 definable by a formula of L = {T} is 

a Boolean combination of relations R of the form 
n 

R(x1, ••. , xn) ~ I q.x. = 0 
i=1 1 1 

n 
where q1, •.. , qn e llJ and l: q. = 0 (of course q1, .•• , qn can 

i=l 1 



c 

-28-

be taken in z ). In fact, for any n-ary term t of L , there are 
n 

a1, •.. ,anez, .I
1
a;=l, suchthatforany x1, ••. ,xneqJ, 

1= 
n 

t[x1, .•• , x J = I a.x. • It is easy to see that any such function 
n i=l 1 1 

occurs as the evaluation of some term t of L , and as a consequence 

any relation R of the form above is definable by a formula of L . 

(Hint: in fact we can take t to be "special .. where the set of special 

terms is defined inductively as follows: All variables are special, and 

if x, z are variables and t is special then so is T(x, t, z) .) 

Baldwin and Lachlan then show that it easily follows from the above 

elimination result that the formula "x = x" is strongly minimal and so 

Th(M} is ~ 1 -categorical. 
Now, the elimination result shows that every consistent formula in 

one or two variables x, y is equivalent to one of 11 X = x", "x = y11
, 

11 X ~ Y11 and so there is a unique 1-type p(x) over - and a unique 

2-type q(x, y) over - of distinct elements. Since "x = X11 is 

strongly minimal, p is strongly regular. Also, q(x, y) must be the 

type p ® p , i.e. every pair of di sti net e 1 ements is an independent 

set over - in p[M] 

It is clear that M is the prime model of its theory, in fact M 

is minimal. Thus since every pair of distinct elements is independent, 

dim(p, M) ~ 2 • On the other hand, given a, b, c distinct elements 

of ~ , the system of linear equations 

is consistent,with a unique solution q1, q2 , because a~ b. Since 



0 

-29-

q1 + q2 = 1 , there is a formula of L defining the relation R(x, y, z)~ 

~ q1x + q2y = z • Thus c is definable from {a, b} , hence c depends 

on {a, b} • Hence dim(p, M) = 2 • 

( i i) Note that in the structure M above, for any b, c e t1 the 

function (Ax)T(b, c~ x} defines an automorphism of M sending b to 

c, and that if the automorphisms (Ax)T(b, c, x) and (Ax)T(b', c•, x) 

agree at one point, then they are identical. 

Example (ii) is constructed from M by pasting copies of M as 

11 fibres 11 over each element of a base copy of M by a binary relation 

R: R[b, c] holds iff b is in the base copy and c is in the fibre 

over b • T is a ternary partial function which, restricted to each 

copy of M , gives it the structure of example (i). T is extended using 

the remark of the first paragraph to provide isomorphisms between the 

base copy and each of the fibres. Thus any model of the resulting theory 

is constructed from some M' : M in the manner described. The main 

points of the construction are illustrated in figure 1.6a. Formally: 

Let N = <N, T, R> where N =~$ «l 2 and R(x, y) holds iff x e fJ, 

y efJ 2 and y = <x, z> for some z . Let C denote the base copy \D • 

C is definable over 0 by the formula (3y)R(x, y) • For each b e C , 

let Cb denote the fibre over {b}. Cb is not definable over 0, but 

is definable over {b} by the formula R(b, y) • T(x, y, z) is defined 

just in case 

(a) x, y' z eW in which case it is -x + y + z e Ill as before. 

(b) X = <b, xo> ' Y = <b, Yo> ' z = <c, zo> in 4J 2 for some b ' 

xo, Yo' and z0 , in which case it is <b, -xO + Yo + zo> • 

(c) ~ - 2 X' z € ' y - <X' Yo> e ~ , in which case it is <x, -x + y0 + z> • 
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Now (a) and (b) establish that <C, T> and each <Cb, T> are 

isomorphic to M • (c) provides a definable-with-parameters isomorphism 

between <C, T> and <Cb' T> , in fact, for each b e C and c e Cb , 

_ (Ax)T(b, c, x) is such an isomorphism. Notice that the definable 

isomorphisms on cb 11 COmmute 11 with this isomorphism: if. C1 e cb 

then for all x e C, T(b, c', x) = T(c, c', T(b, c, x)). 

Clearly then every model of Th(N) is uniquely determined (by 

means of this construction) by some M' = M • Thus N is the prime 

mode 1 of its theory wh i eh is ~ 1-categori ea 1 • Furthermore, si nee 
11 X = X11 was strongly minimal in Th(M) , the formulas (3y)R(x, y) and 

R(b, y) defining the various isomorphic copies of M are strongly 

minimal in Th(N) • 

Now pick any be c and let N' = <N, b> , T0 = Th(N') • T0 has 

(at least) two strongly minimal formulas over -= (3y)R(x, y) and 

R(b, y) , with corresponding sr 1-types over 0 p1 and p2 respectively. 

dim{p1, N') = dim(p1, <C, b>) = 1 (since dim(p1, C) = 2 by part (i)) 

and dim(p2, N') = dim(p2, Cb) = 2 , since no element of Cb is named 

in N' • Since T0 is~ 1-categorical, hence uni-dimensional, 

pl t p2 • 
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I 2. THE BASIS THEOREM 

2.0 THEOREM: Let T be a tt theory~ P a set of primes for T , M0 
the prime model of T , KO = !Mol , o0 = dim(M0) • Let M, N 1= T , 

IMI = K (so K ~ K0) • Let c be a dimension vector and A. an infinite 

cardinal. 

(a) on bases: 

(b) 

(i) any basis of M is independent over ~-

(ii) any two bases of M are isomorphic over ~. 

(iii) any independent set of elements in M realizing types 

p e P can be extended to a basis of M • 

(iv) M is prime and minimal over any basis B of M • 

on dimensions: 

{v) dim(M) = dim(N) ~ M :: N • 

(vi) dim(M) ~ dim{N) ~ M~ N • 

(vi i) o0 ~ dim(M) ~ 0 . K 
( viii) 00 ~ 0~ • 

0 

(c) on the existence of models and saturation: 

( ix) c0 ~ o ~ (3N I= T)[dim(N) = c] 

In such a case, !NI = K0 + rpeP6p • 

(x) M is A.-saturated~ <\ ~ dim(M) • 

In particular, every N I= T may be extended to a 

A.-saturated model of T • 

(xi) M is the saturated model of power K iff dim(M) = oK • 

PROOF: (i), (ii) and {iii) are all immediate: (i) by (0, l.lZ{iv)), 

(ii) follows from (i) since for any two bases B, B', IBpl = IBpl for 

each p e P , and each p is stationary, and (iii) is obvious from the 
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definition of basis (0, 1.19). 

(iv): Let B cM be a basis for M . Let M1 be prime over B , 

Be M1 ~M. Suppose M1 ~M. Then by (0, 1.2Z(v)) there is a eM\ M1 
such that t(a, M1) is sr. Hence there is p e P , p ,..l:'t{a, M1) • By 

(0, 1.12(i)), PIM1Xt(a, M1) and by (0, 1.22(iii)) PIM1 is sr. 

Hence by (0, 1.24) piM1 is realized in M1(a), cM , say by b • Thus 

in particular, b JLB , contradicting that Bp is a p-basis for M . 
. P 

(v) Since dim(M) = dim(M') it is easy to see that a basis B of M 

is isomorphic to a basis B' of M' • Since. M is prime over B and 

M' is prime over B' by (iv), M~ M' follows from the uniqueness of 

prime models (0, l.'lO{ii)) . 

(vi)(~) Let B' c N be an independent set of elements realizing types 

p e P such that for each p e P , lp[B'JI = dim(p, M) . This is possible 

since dim(p, M) ~ dim(p, N) • B' is isomorphic to a basis B of M , 

and by (iv) M is prime over B , so there is an elementary embedding 

f: M ::5 N • 

(~) Without 1 oss of genera 1 ity, M -< N • Let B be a basis for M • 

By (iii) B may be extended to a basis B' for N , i.e. se B' • 

Hence dim(M) ~ dim(N) • 

(vii) M0 ~ M , so 60 ~ dim(M) by (vi). Clearly for each peP , 

dim(p, M)~ IMI , so dim(M) ~ oK . 

(viii) Immediate by the characterization of prime models {0, l.lO(ii)) • 

(ix) Let B
0 

be a basis for M0 • Each p e P is non-algebraic, so 

has arbitrarily large independent families in ~ • In <S:: , choose 

B:J B0 , an independent set of elements satisfying types p e P , such 

that for each peP, IP[B]I = op. This is possible by the above 
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rem~rk and the fact that op ~ (o0)P . 

Let N be prime over B • Clearly 1Nl = KO+ EpeP op • By the 

maximality of 80 , M0n B = B0 • Suppose B is not a basis of N • 

Then _there is beN, t(b) e P ,·and BU {b} is independent. Thus. 

bJ.,B . Now T is tt, so N is atomic over B by (0, l.lO(ii)') and 
Bo 

thus t(b, B) is isolated. Hence by the Open Mapping Theorem {1.8(i)) 

t(b, B0) is isolated. Thus there is b' e M0 , b' = B b • But b J...B0 , 
0 

so b'JLB
0 

, contradicting that B
0 

is a basis of M0 • 

(x)(~) Let M FT be A-saturated, peP . Suppose B is an independent 

set of elements of M realizing p , IBI < A • By ~he A-saturation of 

M , pjB is realized in M , hence B is not a p-basis. Thus 

A ~ dim(p, M) 

('~;) Suppose eA S dim(M) , A cM , lA! < A . Let M' = <M, a>aeA , a 

model of T' = T(A) • Clearly T(A) is basic with set of primes 

P' = {pjA jp e P} • 

Claim: dim(M') ~ 6A (the dimension being taken with respect to P' 

of course). 

Proof: Let B be a basis for M . IBpl ~ A for all p e P • If 

A >~ 0 by (0_, 1.17(o)) w(A) ~ IAI +~ 0 <A and if A =~ 0 (so A is 

finite) by (0, 1.23(i)) \·J(A) is finite, i.e. w(A) < A • Fix p e P , 

choose CP c BP maxima 1 such that AJ.cp • Then for each b e BP' CP , 

Jl.J..cp V ~b ' thus AJ..b • But Bp' cp is independent over cp so by 
cP 

the definition of weight I Bp"- CP I ~ w(A, CP) :;; w(A) < A • Thus 

jCpl ~ !Bp! , and, working in M' , Cp is an independent set of 
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elements realizing piA • Thus dim(p!A, M') = dim(p, M) ;;: A . 

As a consequence of the claim it suffices to prove that if 

dim(M) ;;: oA and p e S(~) then p is realized in M , for if 

p e S(A) , lA! < A , A c M , we may pass to <M, a>aeA in T(A) • So 

let p e S(~) , let B be a basis of M and let B ~ B' . be a basis 

of M(p!M) . B' is finite (since w(p) is finite), and so since each 

Bp is infinite, I can find B1 ~ 8i c B such that dim(81) = dim(B} , 

dim(8i) = dim(B') • Thus I can find M1 < Mi <M , M1 prime over 81 

and isomorphic to M , the isomorphism extending to an isomorphism of 

Mi to M(p!M) , Mi prime over 81 ~ 8i • In particular, p is realized 

in Mi '- M . 

(xi) Immediate by (vii) and (x). 

2.1 REMARKS: Clearly this theorem generalizes the "easy" version of the 

Baldwin-Lachlan Theorem [BL, Theorem 2] in which the strongly minimal 

formula is assumed to be over ~. See for instance, the presentation in 

G.E. Sacks, Saturated Model Theory, W.A. Benjamin 1972, sections 38, 39. 

For further comments on this relationship, see 14. One consequence of the 

Baldwin-Lachlan theorem is the homogeneity of the countable models of an 

~ 1- categori ea 1 theory. In [Bo L], Bouscaren and La scar show that every 

countable model M of a non-multidimensional tt theory is almost homogen-
...... ...... 

eous in the sense that if a and b have the same strong type in M. 

then there is an automorphism of M taking a to b . Thus, if T is 

stationary (i.e. every type is stationary} then every countable model 

of T is homogeneous. 

Examples of tt basic theories which are not stationary are easy to 
~ ) . 

find, for instance the theory of the a be 1i an group z 2 ° e z 3 is one 
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such. (It is easy to see, based on some of the results quoted in Chapter 

III, that this group is totally categorical with strongly minimal formula 
11 2X = 0 A X 'f 0" , but the complete formula 11 3X = 0 A X 'f 011 iS algebraic 

with multiplicity 2.) However, I do not know any example of a tt basic 

theory with a non-homogeneous countable model. 

2.2 REMARKS AND EXAMPLE: The proof of the basis theorem depends on 

several different things, of which perhaps the two most important are 

the existence of a prime model over any set, and the fact that if M< N, 

there is a strongly regular type over M realiZed inN' M. Both of 

these fail for superstable theories, even (in the second case) if we 

only look for a regular type. Thus it would seem unlikely that there 

could be any sort of natural or direct generalization of the Basis Theorem 

to superstable theories. 

Nonetheless, the theory typically offered as an example of a theory 

which is superstable but not tt satisfies a suitably modified version of 

the Basis Theorem: 

Let K be an infinite cardinal, (Pi)i<K unary predicate symbols 

and for every finite I , J c:: K , I n J = 0 , 

T t- (3x)f\. 1P.(x) A/\. J -,P.(x)] . 
16 1 J€ J 

(T is the theory of "K independent unary relations"). Clearly T is 

superstable, in fact for any A , IS1(A) I = 2K + !AI , the types over 

A being exactly those of the form "x = a" for some a e A and those 

of the form 

P~ = {x t- alae A}U {P;(x)li e i:;}U hPi(x)li ~ r;} 

for some r; er K • 
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The description of the forking relation is trivial: If Ac B the 

unique non-algebraic and hence the unique non-forking extension of p~ 

to B is p~ • Thus every p~ has Lascar rank U(p~) = 1 , and 

P = {p~lcc K} is a complete set of pairwise orthogonal regular types 

over - • (Clearly there are no strongly regular types). - Notice that 

if IAI < K there is no prime model over A: A is not a model, but 

the only isolated types over A are the realized ones. But contrar.i­

wise, every element of a model realizes a regular type in P and by the 

description of forking, every set is independent. Thus every model 

is its own basis, and so is trivially prime and n1inimal over its basis 

and determined uniquely by its dimension. 

2.2a PROBLEM: Define a superstable theory T to be quasi-basic if 

there is a complete set P of representatives of the t-classes of 

weight one types in the form of regular 1-types over - . Is there a 

natural condition on T which forces the Basis Theorem to hold for T , 

in particular which forces every model to be prime over its basis? 

(Note that by considering the unified proof given by Shelah of [Sh IX, 

2.3, 2.4] a natural theory can be developed for the a-models of such a 

theory). 

2.3 PROPOSITION: Let T be basic, M I= T , p e S*(M) , let a e M(p) 

realize p • 

(i) M(p) is minimal over Mu {a} • 

(ii) Suppose w(p) = 1 • Then M(p) is a minimal proper prime extension 

of M • 

REMARK: If fact it suffices that T be tt nmd. 
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PROOF: Suppose that M f N f M(p) and in addition for part (i) only 

suppose MU {a}c: N. By (0, 1.20(v)) there are b0 e N'-M and 

b1 e M(p)' N such that t(b0, M), t(b1, N) are strongly regular. 

Since T is nmd, by{l.2) t(b1, N) tq , some sr type q over M, and 

by (0, 1.24) qiN is realized in N(b1) c M(p) • So wlog b1J.,N • By 
M 

(0, 1.14), since b0, b1 e M(a), b;~a for i e 2 . In part (i), 
~1 

a e N ' M so b1J..N 
M 

implies b1J..a, contradiction. In part (ii), 
M 

b0 e N 'M so b0~b1 , contradicting that w(a) = 1 • 
M 
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I 3. THE SPECTRUM FUNCTION FOR BASIC THEORIES 

3.0 DEFINITION: [Sh VII, Definition 1.1, Definition 2.1] 

I(K, T) is the number of i:somorphism classes of models of T of 

cardinality K • 

For x:=:s, t, Ix(K, A, T) is the number of isomorphism classes 

of F~-saturated models of T of cardinality K . (See below.) 

3.1 REMARKS: For F~, F~ see [Sh, Ch IV, Definition 1.1, Definition 

2.1]. For the following remarks see [Sh, Ch IV, Lemma 2.2, 2.18]. The 

notation is introduced solely to connect the present results with a 

theorem of Shelah•s and is not used in any essential way. 

For totally transcendental T , FJ -saturated models are just 
0 

models, so It(K, ~ 0 , T) = I(K, T). M I= T is F~-saturated iff M is 

A-saturated. For A > ITI , M I= T is F~-saturated iff M is F~-saturated. 

Thus Is(K, A, T) is the number of isomorphism classes of A-saturated 

models of T of power K , and for A > ITI, It(K, A, T) is the same 

thing. 

I(K, T) is called the spectrum of T • It was a central concern 

of Shelah's book to find various spectrum functions explicitlyL As a 

result of the Basis Theorem, I can find the spectrum functions I(K, T) 

and I5 (K, A, T) (and so It(K, A, T) for A> IT!) for basic theories 

T • This result is seen to be a special case of Shelah's "Main Theorem" 

[Sh, IX, Theorem 2.4]. It is, however, an important special case for two 

reasons: the proof of the Basis Theorem is easy and depends only on 

elementary properties of strongly regular types, whereas the 11 Main Theorem .. 

of Shelah is the culmination of a very long and difficult theory; and as 
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will be seen in Chapters II-IV, many interesting and important theories 

are basic tt theories. 

I will not present the computations for It(K, A, T) , A ~ ITI , 

since the computations are identica 1 to those for I(K, T) but based on 

(x) of the Basis Theorem rather than on {ix) alone. I wilJ make a further 

comment to this effect at the end of the proof. 

3.2 COROLLARY: (to the Basis Theorem 2.0) Let T be a tt basic theory, 

with prime model of cardinality ~a~ ITI , ~ = ~(T) • Then the spectrum 

function !(~ 6 , T) (~ 6 ;;:; ~a ) is given by the following table: 

I(~ ' T) a I(~B' T), B > a 

(i) ~ = 1 

(a) cO = ~0 [a+ 1[ } 1 
(b) cO < ~0 la+ ~ol 

(ii) 1 < ~ < ~0 

(a) 0 = ~ 0 0 
la+ 11~ 1~(6 + 1) ,~si 

(b) 60 < ~ [a+ ~ol Is+ ~ 0 1 
0 

(iii) ~o ~ ~ ~ [TI 

(a) c = c~ 
0 0 

[a+ 1[~ 

(b) 8o{p) < ~ o for at r-(0 (Cl • 0} 
least one but only a+ 11 11 (a> 0) 

Is + 11~ 
finitely many P e P 

(c) 6o(P) < ~ o for [a +~olll 

infinitely many p e P 
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3.2': For the case T countable of co11111on interest, we have a.= 0 , 

iJ :;; ~0 in (3.21 so the table reduces to: 

PROOF: By the Basis Theorem {v), every model is determined by its dimen-

sion; by (ix) every dimension vector o ~ o0 , the dimension of the prime 

model, occurs as the dimension vector of some model; and so by (vii) the 

number of models of T of cardinality K = ~ 8 is just 1081 where 

o
8 

is the set of all possible dimension vectors of models of T of 

cardinality ~ 8 = K, o8 = {o: P..,.. Cardinals I o0 ~ o ~ oK, and if 

K = ~S > ~a,Uo[PJ = K} • Note that if iJ < cf(K) (in particular when 
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~ is finite) the final condition can be written "K e o[P]" • 

Now it is a fairly straightforward combinatorial problem to check 

the cardinalities given in {3.2). 

Let lJa = {p e Ploa(P) <~a} and let 1J1 = {p e Ploa(P) =~a}. 

Then llJol + 11J11 = 1J ~[TI, so if 1J is infinite at least one of ].10, 

].11 has cardinality 1J • 

Notice that for any ~S there are IS+ 11 infinite cardinals 

~~S and IS +~al cardinals ~~S. I will use repeatedly some simple 

cardinal arithmetic: for any ordinal S and finite A, IB + ~alA= 

=IS +t{ 01 ~ IB + 1IA ; and for any ordinal B >a and infinite cardinal 

A , Is+ 11A = Is +~alA • 

If 1J = 1, then ea is a single cardinal ~~a and so 

Da. = {cl o a cardinal, a0 ~ o ~~a.} and D13 = {~8 } for B > a. • Thus 

IDCLI is la.+ 11 or la. +~al as oa is infinite or finite respectively, 

and ID81 = 1 for B >CL • 

For cases (ii) and (iii) (lJ < cf(~8 )) first notice that DCL and 

D8 (8 > a.) can be regarded as being the following sets: 

D = lJa(w + a + l)x1J1(a. + 1) 
a 

D
8 

= 1J0(w + 8 + l)x1J1(8 + 1)' lJa(w + s)x1J1s 

The expression for D8 is not correct when 1J ~ cf(~8 ) in case 

(iii), but nonetheless it is clear that when 1J is infinite, the number 

of ].!-sequences < oK whose limit is K =~ 8 is the same as the number 

of ].!-sequences containing K , so the cardinality is correct. 

Thus for all 8 ~CL ' IDel ~ Is+~ ai]J so if ].1 is finite, 

ID81 ~ Is+~ al , and if 1J is infinite, s > o , ID81 ~ Is+ lllJ • 
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In part (a) of (ii) and (iii), 1-la = f6 , !1-1 1! = 1-1 , so 

IOa.l = la.+ lll-1 and IOsl = 11-I(S + 1)' 1-lsl for S >a. , giving (iia) 

immediately as well as the first part of (iiia). For the other part of 

(iiia), it suffices to show that 10
8

1 ~ IS+ 111-1 , which is easy: Given 

f e l-1(8 + 1) , define f e o
8 

by f(y) = S when y = Uy. is an ordinal 

< 1-1 , and f(s + 1) = f(s) for all s < 1-1 • Then f ~ g e 1-I(S + 1) ~ 
A A 

f ~ g e o8 . 

The second part of (iiib, c) now also follows immediately, since I 

already have for 8 >a. that IOsl ~ 18 + 111-1 • But (iiib, c) allow 

more dimension vectors than (iiia) and for (iiia) I have IOsl = IS+ 111-1 • 

Therefore the same holds for (iiib, c) as well. 

In (iib) both 1-la and l-11 are finite and 1-la ~ f6 . Thus 

I081 ~ IS +~al for a 11 8 ~ a. • Fix P e 1-la • Since l-1 > 1 there 

is at least one q e P ' q ~ p • For each cardinal K , oa(P) ~ K ~ ~8 

Is +~a I * (there are such since P e 1-la) ' define 0 by: K 

* 
= {:B 

q = p 
oK(q) (q e P) 

otherwise 

* Then oK e os ' so IOsl ~ 16 +~al • 

The only cases remaining are (iiib, c) for 8 = a. • 

l1-1a I l1-11l 
IOa.l = lw +a. + ll la.+ 11 • When 1-la is finite this reduces 

to la. +~alia.+ 111-1, so IOa.l =~a when a.= a and IOa.l = la.+ 111-1 

when a.> a. Finally, when 1-la is infinite, 1Da.1 = la. +~all-1. 

3.3 REMARKS: A. 
(x) of the Basis Theorem tells us how to define OS , 

the set of all possible dimensions of >..-saturated models of T of power 

( !Xa ~ A ~ ~ 6 = K) : 
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D~ = {o: P +Cardinals I cl.. :S o :S oK , and if K = ~B >~a , 

U o[P] = K} • 

The calculation of ID~I proceeds in a manner similar to that for 

ID8 1 • 
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I 4. APPLICATION TO GENERAL nmd tt THEORIES 

4.0 INTRODUCTION 

By Theorem 1.2(iii) every non-multidimensional tt theory T is 

close to being basic: in fact, T(M0) is a basic theory, as noted in 

(1.4). So a great deal is already known about the structure of the 

models of such a T by the Basis Theorem and its corollaries. However, 

not enough is known to calculate any of the spectrum functions of T: 

clearly it may be possible to expand a given model M of T to a model 

of T(M0) in many different ways. 

This problem and its solution are the main points of one of the 

culminating theorems of Shelah's book [Sh IX, 2.4]. Several points 

about this theorem and its proof should be made. Firstly, it is obvious 

that Corollary 3.2 is just a special case. What is not at all obvious is 

that the main points of the Basis Theorem are contained in the proof of 

[Sh IX, 2.4]. However, there is something very important here: the 

proof of the Basis Theorem is quite elementary, whereas that of [Sh IX, 

2.4] is not. Furthermore, I feel that it is very important to separate 

the structural details (Basis Theorem) from the combinatorial details 

(Cor. 3.2) to gain a clear understanding of the models of a tt basic 

theory. 

To what extent can the Basis Theorem be used to clarify the statement 

and proof of [Sh IX, 2.4]? As it turns out, a great deal can be said. 

A. Pillay [Pi] , building on a nice characterization of nmd tt theories 

discovered by Bouscaren and Lascar [Bo-L 3.4] (but see also [Sh V, Theorem 

3.4 and V, Definition 5.2]), has recently given a very nice explication 

of [Sh IX, 2.4], covering the spectrum calculations for 1(~8 , T) , 
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T countable. However, Pillay•s treatment, as does_Shelah's more compli­

cated version, does not separate the structural from the combinatorial 

aspects of the theorem. 

This section is intended as an informal sketch of how to adapt 

Pillay•s paper to the present context. The reader should ·be familiar 

with [Pi] or at the very least with [Sh IX, 2.4]; this discussion is 

not entirely self-contained. It should be emphasized that ultimately 

the general idea of the proof is due to Shelah. 

The main idea behind the solution of the problem mentioned at the 

end of the first paragraph is that T(M0) is too large an expansion of 

T • We want to choose A c M0 
11 in as nice a way as possible .. so that 

T' = T(A) is basic and so that the relation 11M1, M2 1= T' are isomorphic 

as models of T11 can be characterized in some simple way. Unfortunately, 

the choice of A cannot be made canonically, but we can come close 

enough to gain a fair understanding of the structure of models of T and 

to calculate the various spectrum functions. 

I would like to acknowledge the helpful comments of Anand Pillay who 

encouraged me to include this section. 

4.1 DEFINITIONS: (i) (Refer to the finite equivalence relation theorem, 

0, 1.8ii) a=~ b means that for every finite equivalence relation 

E(i, ~) definable over C , I= E(a, b) . (Clearly a=~ b implies 

a =cb ). stp(b, C) = {E(i, b)IE as above}. 

(ii) If A= B then there is an automorphism a of~ sending A to 

B . If p e S(A) then p8 denotes the image of · p under a • 



0 

c 

-47-

4.2 THEOREM: Let T be tt. 

(i) [Bo ·L 3.4] See also [Pi, 111.2]. (Extends 1.2) 
....... ..... ...... 

T is nmd iff for every a , every sr p(x) e S(a) , and every 
.... s ..... 
b:: a,ptPl)· 

(ii) [Bo L 4.6] See also [Pi III.5, IV.l] (T nmd) 

p e S(a) sr, M::> a U b, M F T and: b ::sa or ( b :: a , t(a) 

isolated, p t PS). Then dim(p, M) = dim(pb' M) • 

4.3 REMARKS: In the remainder of this section T is a fixed nmd tt 

theory, ~ = ~(T) • 

4.4 LEMMA: Let ::: = <~.>. be the equivalence classes under t of 
1 1<~ 

the weight one types of T • Let a be an automorphism of ~ • Then 

a induces a permutation rr::=rr on :: by the relation "a(p) err(~) a 
for every ~ e ::: and p e ~~~ . 

Alternatively, once an enumeration of :: in order type ~ has been 

fixed, rr can be regarded as a permutation of ~ by rr{~i) = ~rr(i) • 

As well, if P is a set of representatives of _ , (say, by strongly 

regular 1-types) then rr can be regarded as a permutation of P by the 

relation "rr(p) is the representative in P of 

All three viewpoints are used freely. 

PROOF: Obvious. 

rr(class of p)". 

4.5 DEFINITION: [Sh, Theorem IX, 2.4]. G(T) = <{rr I a e Aut(~)}, o> . a 

4.6 REMARKS: (i) The group G(T) is an important invariant of T . 

Clearly, if ~ is finite then IG(T) I ~ ~~ , and if ~ is infinite then 
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jG(T)j ~ 2~. In fact, we will see that for infinite ~ , IG(T)I ~ ~. 

( ' ' \ l ~ I 
l I T basic·~ G(T) = {id} (id the identity permutation). 

(iii) T uni-dimensional » G(T) = {id} . 

(iv) Let Tn be the theory of Example 1.5(ii). Then G(Tn) is 

isomorphic to the full permutation group on n • 

4.7 DEFINITION: Let x = {t0, •.. , tn_ 1~ z = <t0, ... , tn_1> be n-tuples. 

in E (or alternatively n-tuples in P) • Then x and z are associates 

if for some TI e G(T) , t· = TI(~.) for all i < n • 
1 1 

PROPOSITI [Pi, page 18, immediately preceding Lemma IV.6] (for 

part ( i i)). 

(i) Association is an equivalence relation on n-typles from M 
~ . 

(ii) Any n-typle ~ e E has only finitely many associates. 

PROOF: (ii) Clearly it suffices to prove this for n = 1 • Suppose~ 

has infinitely many associates. Let p e ~ be sr, p e s1(i) for 

some a (possible since T is tt). There are a. e Autti.) (i < w) 
1 

v1ith i 1 j ~ a.(p) .L a.(p) . Let a.= a.(a) • Then t(a
1
.) =.t(a.) 

1 J J J J 

for all i, j < w. But T is tt, so all types have finite multiplicity 

(0, 1.10(i)) and thus by the finite equivalence relation theorem (0, 1.8ii), 

for some i 1 j a; =5 aj . But then by (4.2(1)), ai(p) t aj(p) , contradiction. 

4.9 REMARKS: In choosing a base set A so that T(A) is basic, we 

attempt to code up the relation of association by suitable types. Unfor­

tunately we can only do this for elements ~ , not for arbitrary n-tuples. 

This contributes, in part, to our failure to get a precise result later on 

(4.14). It follows from 4.8(ii) that !G(T)I.~ p+~0 . 
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4.10 PROPOSITION: [Pi IV.6, IV.7] 

Fix M0 a copy of the prime model. Let ~· be the number of 

associate-classes of elements of 3 ( C 1 ear 1 y 1 :;; ~ ' :;; ~ ; ~ = 1 ~ 

~· = 1; ~· is infinite iff ~· = ~ is infinite by +.8). 

There are types qi(x, yi) and ri(y;) e S(~) , ri ·isolated, 

ni < w, (i < ~·) ; and sequences a~ in M0 , t(a~) = r; , (i < ~·, 

j < ni) such that, letting p~ = q(x, a{) and P = {p~ 1 i < ~·, j < ni} 

(i) P is a complete set of sr representatives of 3 , (pJ
1
:).< is a 

J n; 
complete set of representatives of an associate-class for each i < ~· • 

(ii) dim(p{, M0) e {0, ~ 0 } • 

(iii) For any ; 0 :; i 1 < ~· , for every &0, &1 e ~,I= r. (b.) 
,j J 

(j e 2) ~ qi (x, &0) ..lqi (x, il1) • 
0 1 

REMARKS: This is somewhat modified from Pillay's version. In particular 

I do not restrict !TI • For completeness I give the proof of this impor­

tant result, but the reader should note that except for some small details 

it is copied from [Pi]. 

Note that even with the q's and r's fixed, the type of the sequence 

of all the a~'s is not determined. 

PROOF: Recall that each class has only finitely many associates, so the 
. j<n· 

comments on ~· apply and we can enumerate 3 as (s~). : , so that for 
• 1 1<~ 

. J<n. 
each i < ~· , ni <~o , (s~) 1 is an enumeration of an associate class. 

For each i < ~· pick pi e s~ , an sr 1-type over M0 , based on 

~ e M0 such that if dim(p;t-a~, M0) <~ 0 , it is ·in fact 0 • Such a 

representative P; exists by l1.2}, such an ~ exists, since P; is 
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based on a finite set a; (0, l.lO(v)), so we let ~ be a; together 

with any finite basis for P;~a; in M0 . Furthermore, if dim(pit-~, M0) 

is infinite, it equals ~O by the characterization of prime models 

(0, l.lO(ii)). Let the type qi(x, yi) be determined by pit-~= q;(x, a£{> 

and let ri{yo) = t(~) , isolated since ~ 6 M0 • 

For each j, 0 < j < ni , there is a. 6 Aut(G:) such that 
0 . 0 

a.(q.(x, a.)) 6 ~~ , an associate of ~ 1. • Since r
1
• is isolated and 

1 1 1 

T is tt, stp(a.(a~)) is also isolated. Let a{ realize this stp{a.{~)) 
. M d 1 t j ( ~j) Th . T . d j ~j 1n 0 an e pi = q1 x, a1 • en, s1nce 1s nm , P; e s; . 

Since ~ =a{ and Mo is prime, hence homogeneous, there is a e Aut(M0) , 
S(a~) =a~ • Hence dim(p~, M0) = dim(p{, M0) • 

Thus (i) and (ii) are ensured. It only remains to check (iii). 

Note that for any b with 

an automorphism of ~ taking 

associate of q;(x, ~) , i.e. 

(iii) follows immediately. 

~ to b), and hence q1(x, b) 

( .... ) . { --j) qi x, b t qi x, a1 for some 

is an 

j < n .• 
1 

4.11 DEFINITION: Fix once and for a 11 a 11 Standard copy" of M0 in 

.~ together with all the things yielded by the preceding proposition. 

Let A= {a4li < ~·, j < n.} ~ M0 • 
1 1 

A dimension schema s for N F T is an elementary map s: M
0 
~ N 

and for each such, N has a dimension relative to s , 

dims(N) = <dim(s(p~), N>. • • 
1 1<~ ,J<ni 

4.12 PROPOSITION: T(A) is a basic theory. 

4.13 REMARKS AND NOTATION: As before 6 denotes a dimension vector, 
. j<n. . 

o = <o~>. ; where each o~ is a cardinal. I denote by A(o) the 
1 1<~ 1 
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reduct to T of the (unique) model of T(A) with dimension o • 

What we would like to be true is the following: 

A(o) : A(o') ~ (3TI e G(T)) [o' = ooTI] 

(interpreting TI as a permutation on the appropriate index set). For 

~(T) finite, this fact is "Stage H" of Shelah's proof of {Sh, IX, 2.4]. 

Shelah points out that the result is not known for ~(T) infinite. 

4.14 THEOREM: 

A(o) ~ A(o') • (3TI e G(T)) [o' = o~TI] and if ~ < N0 the converse 

holds. 

PROOF: (•) Let f: A(o) : A(o') • WLOG A(o) = A(o') = N ; f is an 

* automorphism of € with f: N = N • Let TI:=Tif e G(T) , A := f[A] • 
j - -'"j -'"j j j' Take any p. - q.(x, a.) • Then q.(x, f(a.)) = f(p.) t p. for 
1 1 1 1 1 1 1 

some j' < ni by (4.10), and <i, j'> = Tif(<i, j>) by the definition 

of Tif. But t(f(a1)) = t(a1') = ri , isolated, so by (4.2(ii)), 

dim(pf, N) = dim(f(p~), N) • That is, 

o'(<i, j>) = a(<i, j'>) = ooTif(<i, j>) 

(<=) Now assume that JJ' < ~O • 

Since ~· < ~0 , IAI < ~O and since A c: M0 , t(A) is isolated. 

Since T is tt, each of the finitely many strong types extending t(A) 

is isolated. Let N = A(o) • Let TI = Tia e G(T) • I construct 

s: A~ N so that dim
5

(N) = ooTI which does it. 

Consider a[AJ. stp(a[AJ) is isolated, so realized in N • 

Define s by the fact that s [A] realizes 

->-j) ) -'-j) ) i < ~·, j < n., q.(x, s(a. t q.(x, t:X.{a. 
1 1 1 1 1 

stp(a[A]) • For each 

since sCa1> =5 «(a1) 
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(4.2{i)); and q;(X, a(a1)) t q;(X, a(~(i, j))) by the definition Of 

~=~a. Now, by (4.2(iii)) dim(q;{X, s(a{)), N) = dim(qi(x, a(n(i, j)), N). 

Hence dims(N) = oo~ • 

4.15 PROPOSITION: (A. ~~O) (i) N l= T is X -saturated iff dims(N) !:;; oA. 

for some (any)dimension schema s • 

(ii) N FT is the saturated model of power A.(INI =A.) iff dims(N) =eA. 

for some (any) s • 

PROOF: (ii) is immediate from (i). For (i) suppose N is A.-saturated, 

and s: A~ N a dimension schema • Since s(p{) is a type over a 

finite set, by A.-saturation there is an independent family of cardinality . 
at least X realizing s(p~) in N , so dims(N) ~ cx • 

Conversely, suppose for some s , dims(N) ~ ox • Then by the Basis 

Theorem (x), <N, s(A)> is A.-saturated. Hence N is A.-saturated. 

4.16 THEOREM: Let ~a be the cardinality of the prime model, c0 its 

dimension. (Note that o0 is well-defined by (4.10(ii)) and the homo­

geneity of the prime model, and o0 ~ c~) . Let !3 ~a and for fixed 
0 

S , let y range over 0 ~ y ~ 8 • 

Let 013 = { oio0 ~ 8 ~ 8~ • and if ~ 13 > ~ a then 
B 

U { o~ I i < l-! 1 
, j 

0

< n . } = ~ ,) • 
1 1 ~ 

Let oX= {o s o 13 1o~ ~ o} . 
y 

(i) o e o13 iff for some M F T , !M I =~ 8 , and some dimension schema 

s , dims (M) = o • 

(ii) o e ox iff for some ~Y-saturated M I= T , IMI = ~S, and some 

dimension schema s , dim
5

(M) = 8 • 
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(iii) 1~ 6 , n ~ iD6/G(T) 1 

(iv) Is(~B'~y' T) ~ ID~/G(T) I 
(v) If ~(T) is finite, equality holds in (iii), (iv). 

PROOF: (i) is immediate by the Basis Theorem, (vii) and (ix); (ii) follows 

by (4.15). 

By (4.14) the equivalence relation induced by G(T) on D6 or D~ 

is coarser than that induced by the isomorphism of models, and the two 

equivalence relations are the same if ~ is finite. 

4.17 REMARKS: (4.10), (4.12), (4.14), (4.15) constitute a structural 

description of the (saturated) models of T , and (4.16) nearly reduces 

the combinatorial problem of calculating the various spectrum functions 

to a direct appeal to the Basis Theorem, where I already calculated ID61 • 

Below I will indicate the possible values of 1(~6 , T) (~S ~ ~) and 

follow it with a brief sketch of how to compute the values from Corollary 

(3.2) and Theorem (4.16). As before, I will leave the similar computations 

required for Is(c~S'~a.' T) to the reader. 
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4.18 THEOREM: [Sh, Theorem IX, 2.4] See also [Pi IV.10] Let ~~, o0 

be as in 4.16, ~ = ~(T), G = G(T) • 

( i) ~ = 1 

(a) 00 = ~0 

(b) 00 < ~0 

( i i) 1 < ~ < ~0 

(a) 00 = ~0 

(b) 00 < ~ 
0 

(iii) ~0 ~ ~ ~ ITI 

(a) o0 = ~ 
. 0 

(b) oo(pi) < ~0 for at 

least one but only 

finitely many i < ~· 

(c) oo(p~) < ~0 for 

infinitely many i <~' 

I(~~, T) 

1~ + 11 

1~ + ~ 0 1 

I~(~ + 1)/G(T) I 

1~ + ~ 0 1 

1~ + 11~ 

{ ~O if~=O 
I~+ 11~ if~> o 

I(~S' T) 

} 1 

I(~(S + 1),~S)/G(T)I 

Is + ~ 0 1 

PROOF: As noted in the proof of (3.2), 0~ and 08 can be regarded as 

~(~ + 1), ~(8 + 1)\~8 respectively, so the entries in (ii)(a) make sense. 

By (4.16) in (i), (ii) I(~8 , T) = 10
8 

/G(T) I for 8 ~ ~ • In case 

(i), G(T) ={id} , and so all of (i) follows immediately by (3.2). In 

case (ii)(b), o
8 

(8 ~ ~) is infinite, and G(T) is finite, so 

I0
8

/G(T)I = 10
8
1. Thus all of (ii) follows immediately from (3.2). 
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The only really new part of the proof is to see why the entries in 

(iii) are the same as in (3.2(iii)). 

We must examine more closely the calculation of IDal • Let 

x8 = IDal (S ~ a) • By checking how each dimension can vary, clearly 

j<n· . 
xa = rri<~~ K~ where 

K~ = { ISI + ~0 
1 I a + 11 

if o0(;, j) = o 

if o0(i,j)=~0 • 

As noted in the proof of (4.10}, o0(i, j) does not depend on j . Let 
n. 

K. = K~ • Then Xo = rr.< , K. 1 
• But in case (iii), ~is infinite, 

1 1 ~ 1 ~ 1 

hence ~· = ~ , and, with n;< ~ 0 , x8 = rri<~ Ki • 

Call o uniform if o(i, j) does not depend on j . Clearly two 

distinct uniform 8 are inequivalent mod G(T) , and there are 

rri<~' Ki different uniform o which are dimensions of models of power 

~B • Thus ID8/ G(T)i ~ x13 • Also, by (4.16}, IDal ~ r~ 13 , T) ~ IDa 1 G(T)i. 

Thus I~S' T) = x13 = ID81 , and IDal was calculated in (3.2(iii)). 

4.19 SUMMARY: The structure of the models of a tt nmd theory T can 

be understood as follows: there is a nice set A such that T(A) is 

basic, and the structure of models of T(A) is given by the Basis Theorem. 

The group G(T) contains information about the different ways models of 

T can be expanded to models of T(A) • The problem of counting the 

number of models of T is handled by means of the basic theory T(A) 

and the equivalence relation induced by G(T) • This theorem is the 

generalization of the famous theorem of Baldwin and Lachlan on~ 1-categorica1 

theories (which is, in fact (i) for T countable). 
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!I AN EXTENDED EXAMPLE: 

EXISTENTIALLY CLOSED MODULES OVER A COHERENT RING 

!I 0. INTRODUCTION 

The intent of this chapter is to present an extended example, and 

.to show how, in the context of this example, th~ concepts of stability 

theory relate to concepts and theorems of classical mathematics. I study 

* in detail the stability theory of the theories TA introduced by Eklof. 

* and Sabbagh [ES]. Here A is a coherent ring and TA is the model 

* completion of the theory of unitary left A-modules: 
I. 

TA is the theory 

of· existentially closed modules. 

These theories are especially interesting because their model theory 
. * is very algebraic in nature, a consequence of the fact that TA has 

elimination of quantifiers. Thus I will be able to show that many stand-

* dard concepts of stability theory as they appear in TA correspond to 

standard concepts of ring theory or module theory. With some trivial 

qualifications to be made explicit in the text, I establish the following 

correspondences (N: A Noetherian only; CN: A commutative Noetherian 

on 1 y): 

1-types over ~ ~ left ideals 

Lascar-Poizat fundamental ~ ideal lattice 

order 

independence ~ linear independence 

product of types ~ intersection of ideals 

orthogonal ity -+--- no common prime factor (CN) 

weight 1 ..t.----+ indecomposable injective 

strongly regular type ~ prime ideal (CN) 
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regular decomposition +--+ Lesieur-Croisot tertiary decom-

of types position of ideals (N) 

In fact I will show that two classical theorems of Noetherian rings 

the Matlis theorem that every injective module over a Noetherian ring 

can be written uniquely as a direct sum of indecomposable injectives, 

and the Lesieur-Croisot theorem extending the Lasker-Noether theorem on 

the primary decomposition of an ideal -- follow directly from the stability 

* theory of TA . 

* In section 1 I gather together the basic facts about TA from [ES] 

and the basic facts about injective modules needed for this chapter. In 

* section 2, I develop the "easy" stability theory of TA, including the 

first four correspondences from the list above. In section 3 I 

characterize orthogonality, weight, and regular types. I show that if 

* A is Noetherian then TA is basic, and I show how to find sr types. 

In section 4 I use these results to prove decomposition theorems, includ­

ing the two mentioned above. 

These results form the basis of my abstract [K2] and represent 

work done mostly in 1978-1980. The abstract contains a misstatement 

which will be pointed out where appropriate (3.9 ). In addition, some 

of these results, essentially those of section 2, were discovered inde-

pendently by E. Bouscaren and reported in her thesis [Bo 1]. Some of the 

terminology of section 2 is borrowed from B. Poizat's description of 

theories of linearly closed vector spaces with operator in his thesis 

[Po, Ch 10, Ex 8]. 

Subsequent and for the most part independent work by other researchers 
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has greatly extended the scope of these results. See especially the work 

of Ziegler [ZJ and Prest [Pr 1, Pr 2], both of whom saw an early version 

of these results. My own work extending the results of this chapter will 

be reported in Chapter III. In addition, where appropriate in these two 

chapters, I will discuss the subsequent work of other researchers which 

relates to my own results, and I will summarize all such references at 

the end of Chapter III. 
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* II 1. THE THEORIES TA AND INJECTIVE MODULES 

1.0 REMARKS: I assume that the elementary definitions and theorems in 

the theory of rings, ideals and modules, particularly injective modules, 

are known, for which I refer the reader to the books of Northcott [N] 

and Sharpe and Vamos [SV] cited in the bibliography. In what follows, 

I emphasize those definitions and theorems which are the most significant 

for this chapter. For the most part I do not give proofs. 

1.1 DEFINITION/THEOREM: 

(i) A is a ring with unit. A, ~etc. denote elements of A • I, J, P, 

Q etc. denote left ideals of A • All ideals are assumed to be one sided 

unless explicitly stated otherwise. I(A) is the lattice of left ideals 

of A • M, N, etc. denote unitary left A-modules (for simplicity, just 

11 A-modules 11
). If Ac. M, ((A)) denotes the submodule generated by A, 

so in particular if Ac. A , ((A)) is the left ideal generated by A • 

(ii) [ES] The first order language L(A) for the theory of A-modules 

has the symbols for the language of abelian groups (constant 0, unary -, 

binary+) and unary operation symbols A(·) for each A eA . The theory 

of unitary left A modules TA has the obvious axiomatization in this 

language. 

(iii) (a) A set of linear equations E(x) in arbitrarily many variables 
....... 
x and parameters from the A-module M is consistent if it has a solution 

in some extension of M • 

(b) Consistency is preserved by homomorphisms. That is, if f: M+ N 

is a A-module homomorphism, f(o(x, m0, ... , mn_ 1)) is defined as 

a(x, f(m0), .•. , f(mn_ 1)) for each linear equation a over M , and 
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E(x) is a consistent set of linear equations over M , then f[E] is 

a consistent set of equations over N • 

Algebraically, this is expressed as follows: 

If g is an embedding of M + K then 

g' N C-------+L 
the diagram can be completed as shown, 

with g' an embedding. L is constructed 

f r 
.+. 
I 

0 : f' as NeK I M0 where Mo is the submodule 
I 
I 
I {<f(m), -g(m)>lm eM} . 

.... 

K If l:(x) has a MC .,.. .... 
9 solution k in K , then f[E] has the 

solution f' (k) in L . 

(c) A set of linear equations E(x) = {A;X + a;li e I} in the single 

variable x is consistent iff for every finite J c I , {1-1; I i e J} c A , 

if EieJl-liAi = 0 then EieJ1-1iai = 0 • [ES, Lemma 3.2]. 

(iv) A A-module M is injective if every consistent set E(x) of 

linear equations over M has a solution in M • E, F, etc. are used 

to denote injective modules. The following are equivalent: 

(a} E is injective. 

(a') Every consistent set E(x) of.1inear equations in one variable 

has a solution in E 

(b) If f: M+ E is a homomorphism and g: M+ N is an embedding, 

then there is f': N + E such that f = f'og • 

(c) E is a direct summand of every extension. 

(v) If E is injective then every homomorphism between submodules of 

E can be lifted to an endomorphism of E • 

(vi) A finite direct sum of injective modules is injective. 
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REMARKS: I choose the 11 logical 11 or 11 model-theoretical 11 form of the 

definition of injectivity rather than the categorical form (b). The 

equivalences of (iv) are all easy. I remind the reader of how to prove 
...... ...... 

that (a) ~(b): Enumerate N as n , let x be a sequence of distinct 

variables indexed by n , let E(x) be the set of all linear equations 
...... ......~ 

cr(x) over M such that N F cr[n/x] • Then E is consistent and so by 
..... 

(iiib) so is f[E] • Thus f[E] has a solution e in E since E is 

injective. Define f': N + E: n~ e. A similar proof of (b) from the 

weaker condition (a') can be given by induction, extending f to the 

elements of N' M one at a time. 

(v) is an easy consequence of (ivb): Suppose M, N are submodules 

of E and f: M + N • Consider the following diagram: 

E .... f' ... ..... 
u ~ 

............ 
....... .... .....__ 

M N c E 
f 

Since MC: E is an embedding, f' exists by (ivb} and is the required 

endomorphism of E extending f • 

1.2 DEFINITION/LEMMA: 

(i) l:A ::= h.rlt.tA e I} 

I : J : : = { ll h,.tJ c I} 

ann(m) ::= {ll!llm = 0} is the annihilator of m. 

Remark: If A is not commutative, it is not necessarily true that 

I:A. = I:((A.)) 
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(ii) I:A, I:J , and ann(m) are all left_ ideals. 

(iii) I:A = A iff A e I • 

(iv) IcJ~I:AcJ:A 

(v) (I :A) A c I ; if I is two-sided then I c I :A 

(vi) (I:A):~ = I:(~A) 

ann(Am) = ann(m):A 

REMARKS: All of these are obvious. The notation may be extended to a 

submodule M and subset A of some N (M:A = {~I~A~ M}} so that 

ann(m) = (O):m. The fact mentioned in (vi) is particularly useful, so 

I give the proof: ~ e ann(Am) iff ~(Am) = 0 iff (~A)m = 0 iff 

~A e ann(m) iff ~ e ann(m):A • 

1.3 DEFINITION/THEOREM: See [SV Chapter 2.4] 

(i) A module E is an injective envelope of a module M , and we write 

E = E(M) , if E is injective, M is embedded in E , and every 

embedding of M into an injective module F may be lifted to an embedding 

of E into F • 

(ii) Every module M has an injective envelope, unique up to isomorphism 

over M . 

(iii) N is an essential extension of M if N=> M and every ne N'M 

satisfies a non-trivial equation over M (a trivial equation being 

AX = 0 for some A e A) . In algebraic terms, this says that if 

n e N '- M then M n ( ( n)) ;. r6 • 

E(M) is characterized as being a minimal injective extension, as a 

maximal essential extension, or as an injective essential extension of M • 

The fact that every n e E(M) , n ;. 0 satisfies a non-trivial equation 
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over M will have a very important model-theoretic consequence (2.12). 

(iv) E(•) commutes with finite direct sums, and if A is Noetherian, 

with arbitrary direct sums. 

1.4 DEFINITION/THEOREM: See [SV, Chapter 2.5] and [Ma]. 

(i) E is indecomposable if E ~ {0} and the only direct summands of E 

are {0} and E . 

MC N is irreducible if r~ ~ N and Ml' M2 c: N , M1 n M2 = M 

implies that M1 =M or M2 =M • 

(ii) An injective module E is indecomposable iff E ~ {0} and 

{0} ~MC: E implies E = E(M) iff {Q}C: E is irreducible. 

1.5 COROLLARY: (i) E(M) is indecomposable iff {Q}C: M is irreducible. 

(ii) If 0 ~ e e E an indecomposable injective 

E = E(A/ann(e)) , and ann(e) is irreducible. 

A-module, then 

(iii) E is an indecomposable injective A-module iff there is an 

irreducible left ideal I of A such that E = E(A/I) • 

(iv) If E is an indecomposable injective A-module, e0 ~ 0 ~ e1 
are elements of E , then for some A0, Al e A , 0 ~ A0e0 = A1e1 , that 

is, any two non-zero elements of E satisfy a non-trivial equation. 

1.6 REMARKS: (l.S(iv)) is used repeatedly without comment. Except for 

the existence of injective envelopes, the proofs of(1.3-l.~are all 

straightforward. All proofs may be found in [SV]. 

The following material (1.7-1.13) is all taken from the paper of 

Eklof and Sabbagh [ES] where the proofs may be found. Most of these 

results are quite straightforward, among the first ones only(l.lO(i)) 
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requiring any great sophistication. (The proof of [ES 3.12] uses an 

ultraproduct construction.) The final theorem, however (1.13(i) or 

[ES 4.1, 4.8]) is much more complicated, the proof building on all the 

preceding model-theoretic and algebraic developmen~~.10-1.1~ are included 

primarily for information; U.13) is used in a substantial way. 

1.7 DEFINITION/THEOREM: [ES 3.13, 3.14] 

The ring A is coherent iff it satisfies the following two equiva­

lent conditions: 

(i) The kernel of every homomorphism of An +A is finitely generated, 

for all n < w • 

(ii) Every finitely generated left ideal is finitely presented. 

REMARKS: Suppose A is coherent and {A1.\i < n} c A. f(<~.>. ) = 1 1<n 
= E. ~·A· defines a homomorphism f: An+ A (and in fact all homomor-1<n 1 1 
phisms An+ A have this form). Let {bj\j <m} be a generating set 

of ker(f) , b. = <B .. >. , s .. eA . By (1.1 iiic) for any left J J1 1<n J1 
A-module M and {a; li < n} cM , the system of equations {A;X + a1 = 01 

li < n} is consistent iff M ~/\j<m(Ei<nBj;a; = 0) • Thus if A is 

coherent, the consistency of a finite system of equations in x can be 

expressed by a single formula. (These remarks are the central part of 

the proof of the case (iii) = (i) of [ES, Theorem 3.12] and show some 

of the "model-theoretic•• content of coherency.) 

1.8 DEFINITION/THEOREM: [ES 3.4, 3.5, 3.5~] 

(i) Let a be a finite or infinite cardinal. M is a-injective if M 

satisfies the following equivalent conditions: 
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(a) Every consistent system of fewer than ex equations 11 AX = m11 with 

A e A and m e M has a solution in M . 

{b) For every ideal I generated by fewer than ex elements and every 

homomorphism f: I + M , there is a homomorphism f: A + M extending f • 

(ii) y(A) is the least (finite or infinite) cardinal y. such that 

every ideal of A is generated by fewer than y elements. Clearly 

y ~ IAI+ and A is Noetherian iff y(A) ~ ~O • 

(iii) M is ex-injective for all cardinals ex ~ 2 iff M is y(A)-

injective iff M is injective. 

1.9 PROPOSITION: [ES 3.10] If ex ~ ~O , then the direct sum of 

ex-injective modules is ex-injective. Thus arbitrary direct sums of 

injective modules are ~ 0-injective. 

1.10 THEOREM: (i) [ES 3.12] The N0-injective modules form an elemen­

tary class (in the wider sense) iff A is coherent. 

(ii) [ES 3.17] If A is coherent, every N0-injective module is an 

elementary substructure of an injective module. 

1.10 PROPOSITION: [ES 3.18] The following are equivalent: 

(i) A is Noetherian. 

(ii) Every N0-injective module is injective 

(iii) The injective modules form an elementary class (in the wider sense). 

1.12 REMARKS: A module M is absolutely pure if it is a pure submodule 

of every extension. Recall that M<= N is pure if every finite system 

of equations E(x) with parameters in M that is solvable in N is 

solvable in M • Thus M is absolutely pure if every finite consistent 
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set of equations r(x) over M is solvable in M • Comparing this to 

(l.B(i)), we see that M is ~ 0-injective iff every finite consistent 

set of equations r(x) over M in one free variable x is solvable in 

M , so every absolutely pure module is ~ 0-injective. Eklof and Sabbagh 

prove [ES, 3.23] that if A is coherent, then the converse holds. It is 

not known for which rings A that ~ 0-injective implies absolutely pure. 

When the definition. of a compact (pure-injective) module is given 

in Chapter Ill, it will be obvious that M is injective iff M is 

compact and absolutely pure. In fact, from (1.1\iva•)) it will follow 

that M is injective iff M is compact and ~ 0-injective. 

1.13 THEOREM: 

* (i) [ES 4.1, 4.8] TA has a model completion TA iff A is coherent; 

* in fact TA is obtained as Th(M0) where 

~ ) 
M0 = e ( E (A/ I) 0 

1 I e z (A} ) 

(ii) [ES 4.7(i)J Let A be coherent. Let M, N be ~ 0-injective 
left A-modules which contain submodules elementarily equivalent to M0 • 

Let f: A ~ B be an isomorphism of finitely generated submodules of 

M, N respectively. Then <M, a>aeA ~ <N, f(a)>aeA • 

(iii) [ES 4.7(ii)] Let A be coherent. E(M0) ~ M0 . In fact, by 

* (1.10{ii)) if M is any model of TA then M< E(M) • 

* (iv) Let A be coherent. Every model of TA is ~ 0-injective. If 

* M I= TA and N is any ~ 0-injective left A-module, then M< M (9 N • 

* (v) Let A be coherent. TA has elimination of quantifiers. 
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REMARKS: (iv) follows from (1.10(i)) and (1.13(ii)). (v) follows since 

* TA is the model completion of the universal theory TA • 

1.14 REMARKS: For the remaining sections of this chapter, A is a 

coherent ring. 

c 
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* II 2. TYPES, STABILITY AND INDEPENDENCE IN TA 

2.0 DEFINITION: Let M c N be A-modules, a e N . An equation of a 

over M is a formula AX + m = 0 , A e A , m e M , such that 

N F Aa +m = 0. f = Eq{a, M) is the set of all pairs <A, m> such that 

AX +m= 0 is an equation of a over M. I ::= I(f) ::= {AI<A, m> e f} • 

I write Eq(a, M) = (I, f) • 

2.1 LEMMA: (i) The definition of Eq(a, M) does not depend on N 

(insofar as M c N , a e N) • 

(ii) A set fc A eM is equal to Eq(a, M) for some a iff f is a 

submodule satisfying f n ({0} ~M) = {<0, 0>} iff I(f) is a left ideal 

of A and "f is a homomorphism of I into M . 

(iii) There is a 1-1 correspondence between sets of the form Eq(a, M) 

and s1(M) • That is, the sets Eq(a, M) are exactly the 1-types 

over M • 

PROOF: ( i ) Obvious. 

(ii) That the first clause implies the second and that the second and 

third clauses are equivalent is obvious. Suppose fC A$ M satisfies 

the conditions of the second clause. Let N = (A e M)/f . Clearly M 

is embedded in N and f = Eq(<1, 0>/f, M) . 

(iii) Suppose Eq(a, M) = Eq(a•, M) • Then ((M~ {a})) =M ((MU {a•})) 

* by the map a: m+ 11a-+ m+ 11a• . But TA is the model completion of 

TA , so a is elementary. 

2.2 DEFINITION: Eq(a, M) is called the module of equations of a 

over M . 
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(This definition extends the definition of Poizat [Po, Example 10.8].) 

(The notation (I, f) for a module of equations is the same as Bouscaren•s 

[Bo, Bol]). 

2.3 REMARKS AND NOTATION: (2.0}-(2.2} clearly extend to types in many 

(possibly infinitely many) variables. 

Since 0, +, and scalar multiplication are part of our language, for 

any set A t(a, A} t- t(a, ((A))) • Thus it suffices to consider types 

over modules, which I do from now on. 

In light of the above, the following notational conventions are 

adopted for the balance of this chapter: 

A type over a module M in a variables (a a finite or infinite 

cardinal) is determined by a pair (I, f) , I a submodule of A(a} , 

f a homomorphism of I into M • If M must be made explicit I write 

the type as (I, f, M) • A type over~ (that is, a type over the zero 

module {O}) is determined by I and says "ann(i) = I" where 

ann(a) = {t e A(a)l r:i<aA.iai = 0} • Thus I freely confuse a-types over ~ 
and submodules of A(a) • Clearly then if p = (I, f) is a type, 

p~• is the kernel of f, ker(f) = {t e A(a)jf(t) = 0} • Jf p is a 

type, then p+ is the set of equations in p • So if p = {I, f) , then 
+ ..... ...:... 

P = {Ei<aA.ixi + f(A.) = OIA. e I} . 

(The very free use of the equality sign in expressions like 
11 p = (I, f) 11 should cause no confusion.) 

2.4 LEMMA: Let M c N • A type q = (J, g, N) is an extension of the 

type p = (I, f, M) iff I c J , f = g~I, I = g-1[M] • 
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PROOF: (I prove it for 1-types). Suppose p c q • Then "Ax + m = 0" e p 

impliesthat 11 A.x+m=0 11 eq,soicJ and f=gn. Also, 
. -1 . 

"A.x +m 'f 0" e p implies 11 AX +m :f 0" e q so I = g [M] . Conversely 

suppose that p, q satisfy the conditions of the lemma. Then 

11 AX + m = 0" e q , m e M , imply A. e g-1[M] = I , hence m = f(A.) so 

"Ax + m = 0" e p • If 11 AX + m = 0" e p , then A. e I and m = f(A.) = 

= g(A) , so 11 AX +m= 0" e q • By(2.1(iii)), pc q . 

2.5 THEOREM: 

( i) * TA is stable, in fact for any M 

. I s 1 ( M) I ~ I 1 ( A) 11 ~1 [ <y ( A) 

* K~ II(A)[ K<y(A) = K • so TA is stable in every such that 

* * (ii) TA is superstable iff TA is totally transcendental iff A is 

Noetherian. 

REMARKS: In fact, every complete theory of modules is stable. See Ill 

1.11. 

PROOF: (i) By{2.1) IS1(M)j = Eiei(A)jHomA(I' M)l • Let yi be the 

least cardinality of a generating set of I e I(A} '.so y1 < y(A) • 

Thus IHomA(I' M)l::;; 1~11Yr::;; Jt~l<y(A). So ]s1(M)I;::;; IT(A)JIMI<y(A). 

* (ii) First I show that if A is not Noetherian, then TA is not super-

stable. So let I be an ideal of A such that I= ((A;Ii < w)) and 

with In ::= ((A.;Ii < n)) In~ In+l for all n < w. Let nn be the 

natura 1 homomorphi sr:1 r~ I/I . Pick K ;; I I (A) l + I A I such that 
n 

Kw> K • Let M =e (I/I ){K) • Clearly !M[ = K • For a< K , n<w n 

let nn,a be the projection of I onto the a-th copy of I/In • For 
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f e wK define $f: I+ M by $f(A) = rn<wnn,f(n)(A) • $f is well 

defined since for any A e I there is N < w such that for every m ~ N , 

nm(A) = 0 • (N is the least n such that A e In) • Clearly $f is 

a homomorphism. Now suppose f ~ g e wK • Pick any n < w such that 

f(n) ~ g{n) • Now An ~ In , so nn(An) ~ 0 • Thus the ·<n, f(n)> 

coordinate of $f(An) is nonzero, whereas the <n, f(n)> coordinate 

of $
9

(A) must be zero since g{n) ~ f(n) • Therefore there are Kw > K 

homomorphisms of I into M , hence more than K 1-types over M , so 

* TA is not superstable. 

If A is Noetherian, then y(A) :;i~o and IHA)I :£ !AI +~ 0 so by 

* * part {i) TA is stable in every cardinal K ~ !AI +l!( 0 , i.e. Ti\ is 

* superstable. Notice that by results of Shelah, this implies that TA 
~ 

is tt if !AI < 2 0 • However, much more work is required to show that 

* Ti\ is always tt when i\ is Noetherian. 

First I show that if i\ is Noetherian then there are no proper 

* descending sequences under + in TA of conjunctions of equations. 

Let ($;(X, a;))i<w be conjunctions of equations such that 

~ F (~x)[~.(x, a.) + $.(x, a.)] for i :;i j < w • Let I be the left 
J J 1 1 

ideal of i\ generated by all the coefficients of x appearing in the 

<Pj 1 S • Since A is Noetherian, I is finitely generated, say by the 

coefficients of x appearing in (~i)i<n • Enumerate the equations 

appearing as conjuncts of Ai<n$;(= ~n- 1 ) as <AjX + bj = O>j<N • 

I claim that for k ~ n , ~j is a consequence of $n_1 • Let 

vx + c = 0 be a conjunct of ~k • Then v = z::. N~·A· for some 
J< J J 

{~.). Ne i\ • Thus -c = vx = (E. N~·A-)X = z::. N~.b. , since $k and 
J J< J< J J J< J J 

$n-l are mutually consistent. 
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* Therefore for any subring A0 of A , TA~L(A0 ) satisfies the same 

condition on conjunctions of equations. Now it is clear that if A0c: A 

is a countable subring, then there is a countable subring A 1 ~ A0 such 

* that T1 = T tl(A1) has elimination of quantifiers (just close down 
. * under coefficients required to eliminate quantifiers in TA ). T1 is a 

* complete theory of modules and, just as in TA , types over a A1-module 

M are determined by the equations they contain. The condition in fact 

implies that .every type is determined by finitely many equations, hence 

IS1(M) I ~ IMI +~ 0 for all A1-modules M • Therefore T1 is w-stable, 

* hence TA is totally transcendental. 

2.6 THEOREM: (In what follows, [a, b] denotes a closed interval in a 

partially ordered set; * denotes the converse of a partial ordering; lL 

denotes the disjoint union of partially ordered sets.) 

* The fundamental order (0, 1.3) of 1-types of TA is isomorphic to 

Jl{[I,A]*JI e I(A)}. 

PROOF: Recall the following elementary facts from [LP; immediately 

following 2.1]: The minimal classes of the fundamental order are in 

1-1 correspondence with the types over ~ , and distinct types over ~ 
. * . 

have no common extension. Since the 1-types over ~ of TA correspond· 

to the left ideals of A , it will be enough to show that the fundamental 

* order among the extensions of "ann x = I" is isomorphic to [I, A] • By 

(2.4), the extensions of "ann x = 111 have the form (J, g) where I c: J 

and ker(g) =I , and all such occur by (2.l(iii)). 
* Suppose now that M F TA and p = (J, g) is such a type over M • 

A formula ~(x) :=: AX +E. v.v. = 0 is represented in p iff ~ e J and 
J<n J J 
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o~.=O f0r all j < n implies that oX e I = ker g. 
J 

For clearly 

if 9 is represented in p by <m.lj<n>, then r. ~.m. eM and 
J J<n J J 

so by the definition of p = (J,g), X e J and r. ~.m.= g{A). J<n J J 

Now r. ~.v. = g{x) has a solution in r1, a model T*A, iff 
J <n J J . 

0 = o~. for all j < n implies that 0 = &g(x) = g(ox), that is, 
J 

oX e ker(g) = I. Thus the fact that ~ be represented or not depends 

only on I and J, not on g. 

A formula of the form 1<1> is ah1ays represented in p if 

Ej<nJ.1jVj can be made different from g(x) (if the latter is defined 

at all). If A ~ I , then the choice of V. 
J 

= 0 for a 11 j < n will 

do, and so such a 14> is always represented. If X e I, lq, is 

represented in p iff z:. J.l·m· :f 0 ·for some <m.lj<n> in r1, a 
J<n J J . J 

condition independent of I, J and g. 

Any formula $(x,v) is equivalent to a positive Boolean combination 

of formulas of the form of ~ and l~. Hence by the above arguments, 

the class of p in the fundamental order depends only on the pair 

(J,I = ker(g)) and not on g itself. In particular, for the fundamental 

order between extensions· of 11 ann x = I" it suffices to check only the 

formulas of the form of 4>, since the representation of formulas of the 

formof l<P dependsonlyon I, v;hichisfixed. Clearlyif q=(J',q') 

is another such type over r1, by the above characterization q represents 

more formulas like ~ than p iff J' ~ J; so q ~ p in the fundamental 

order iff J' ~ J and q ~ p iff J' = J. 
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~.7 COROLLARY: (i) Let p = (J, g) be a type, I = ker g • Then 

U(p) the Lascar rank of p , is the ordinal u(J) defined by: u(J) 

is the least ordinal greater than u{J') for all J'? J , if such 

exists, or oo • 

(ii) [Bo, Proposition 3] (J, g) is ranked by U iff the A-module 

A/J is Noetherian. 

2.8 REMARKS: (i) By an argument identical to that of Theorem 2.6, it 

* is easy to see that the fundamental order on then-types of TA is 

isomorphic toJl{[I, J\n]* I I a submodule of An} • 

(ii) In regards to (2.7) it is interesting to note the following result 

from Bouscaren's thesis [Bo, Proposition 4]: let R denote Morley rank. 

p = (J, g) is ranked by R iff J is finitely generat~d and A/J is 

Noetherian, in which case R(p) = U(p) . 

2.9 COROLLARY: Let M c N . Then (J, g, N) ·is a non-forking extension 

of (I, f, M) iff J = I and g = f ; hence every type is stationary, 

and furthermore, p = (I, f, M) is based on f[I] , so every type is 

~ased on a set of cardinality < y(A) . 
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PROOF: (J, g, N) is a non-forking extension of (I, f, M) iff the two 

types have the same class and the former extends the latter. So by (2.6), 

J =I and by {2.4), g =f. Thus (I, f, N) is the unique non-forking 

extension of (I, f, M) to N , so (I, f, M) is stationary. Clearly 

p is the non-forking extension of (I, f, f[I]) and f[IJ is generated 

by a set B of cardinality < y(A) since I is. Thus p is the unique 

non-forking extension of ptB , i.e. p is based on B • 

2.10 COROLLARY: The concepts of heir, representability, etc. (0, 1.3) 

are well defined over submodules M of ~ , not just over elementary 

submodels. 

2.11 THEOREM: "Non-forking independence = linear independence 11 

(i) If A, B, C are A-modules then B~C iff (A+ B) ll (A+ C) =A • 
A 

In particular, if A c: C then Bj,c iff B () C <=A • 
A 

(ii) Let (Ai)iei be A-modules. Then {A; li e I} is independent (over 

-) iff EieiAi is direct. Hence if a; e A; and EieiAi is direct, 

then {a; li e I} is independent. 

(iii) If M is a A-module, (mi)iei are tuples in IS., then 

{m; I i e I} is independent over M i ff for every family {ti I i e I} c A , 
~ ~ ~ ~ 

A; of same length as m; , A; = 0 for all but finitely many i e I , 
_. ...Jt. --- _. 

E • I A . • m. e M ~ A . • m. e M for a 1 1 i e I • 
lE 1 1 1 1 

...... ..... 
Note: For finite sequences A e A , m e ~ of the same length, 

PROOF: (i) Without loss of generality A<= C . 
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(~ I must show that for every finite b e B , t(b, C) is the non­

forking extension of t{b, A) • Let t(b, C) = (I, f) . By (2.9) I 

must show that f[I] c A . Let n = length (b), so I c A0 
• Let 

t e I • Then t · b + f(t) = 0 • Now f(t) e C , and f(t) = -t • b e B , 

so f(t) e B n cc A • 

(=+) Suppose me Bll c and ~C • Thus t(m, C) is the non-forking 
A 

extension of t(m, A) , and t(m, C) = (A, f) with f(1) = m • By(2.9~ 

t(m, A) = (A, f) , so m e A • 

(ii) Note that rieiAi is generated by UieiAi • rieiAi is direct 

iff for every j e I , (riel,{j}Ai) 1'\ Aj = {0} ; iff for every j e I , 

(riei \{j}A;)J.,Aj iff for every j e I , Uiei\{j}AiJ.,Aj iff {A;Ii e I} 

is independent.(iii) is similar to (ii). Let A; be the module generated 

by m1 U M (so for any family of sequences {ti)iei as described, 

t 1 • m; eA; ). Now (mi)iei is independent over M iff (A;)iei is 

independent over M iff (riei ,{j}Ai} n Aj c M for all j e I (by (i)) 

iff for all families (t1)iei as described, all j e I , 

n = i:. I,{ .}t. • m. e A.~ n e M and the latter is easily seen to be 
1e J 1 1 J 

equivalent to the condition of (iii). 

2.12 COROLLARY: Let A be any set. Then A dominates E(A} over ~ , 

that is, for every B, AJ.s~ E(A)J.,B. 

(ii) Let 0 1 b e E(A) • Then b~A • 

PROOF: (i) WLOG A and B are modules. Suppose E(A~B . Then by (2.11) 

E(A) n B 1 {0} • Since E(A) is an essential extension of A , 

A 0 B ~ {0} that is, A~B • 
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(ii) Immediate since· E(A} is an essential extension of A (1.3{iii)). 

2.13 DEFINITION: Let P; = (I;, f1, M;) {i e 2} be types. Then 

p 0 EB p 1 : : = (I 0$ I 1 ' f 0 I@ f 1 ' MO + M 1) • 

2.14 LE~1MA: p0ep1 is a type over M0 +M1 and Po$P1 = (p0 1Mo +.M1 ))~ 
(p11M0 + M1)) where ®.denotes the usual Lascar product of types 

(0, 1.5(iii)). 

PROOF: Immediate by (2. 9). 

2.15 COROLLARY: Let P; be 1-types over~ determined by the ideals 

r1 (i e 2}. Let q(x0 , x1) := p0{x
0

) ®P1(x1) and let <a0 , a1> realize 

q . Then t(a0 + a1, ~) = I0 n I1 • 

REMARKS: This apparently trivial result ties the product theory of types 

{regular decomposition, etc.) to the intersection theory of ideals, and. 

so has very important consequences throughout the rest of this chapter. 

PROOF: A0a0 + Alal = .~ iff AO e I0 and Ale I1 by (2.11(iii)). 

Hence A(a0 + a1) = 0 iff A e IQ n 11 • 

2.16 DEFINITION: Let p = I be ann-type over~ . Let AC An\ I 

p is constrained by A if for any type J t I over ~ , J n A t ~ . 

p is finitely constrained if it is constrained by some finite set A . 

Similarly, if p =(I, f, M) is ann-type over M, AcA0 @M \ f, 

then p is constrained 

and g~I = f ~ g(t) =m 

A if for any n-type q = (J, g, t1) , J;? I 
_... 

for. some <A, m> e A . 
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2.17 PROPOSITION: p = (I, f, M) is isolated iff I is finitely 

generated and p is finitely constrained. 

REMARK: The principal interest is for 1-types over ~: "ann x = I 11 is 

isolated iff I is finitely generated and finitely constrained. 

* PROOF: By the elimination of quantifiers for TA , p is isolated iff 

p is axiomatized by a f·inite set of equations and inequations over M , 

and this is exactly what the conditions says. 

2.18 PROPOSITION: The only algebraic n-types over M are of the form 

{X;= m;li < n} for some m1 eM. 

PROOF: p = (J, g, M) is algebraic iff U(p} = 0 iff J =An (2.7), 

and A is a ring with unit. 

2.19 PROPOSITION: Let A be Noetherian. 

(i) Let M FT~ , q e S*(M) , b F q , be M(q) • Then M(q) :M E(M U {b}). 

In particular if bJ..M then M(q) =M Me E(b) • 

(ii) As a consequence it makes sense to define M(q) as above for an 

arbitrary injective module M , and with this def·inition (0, 1.24) holds 

for such M: Let p e S(M) be sr. Then for every q, p is realized 

in M(q) iff ptq. 

PROOF: (i) E(M U {b}) is a model of T~ by (1.13). If q is realized 

in N »M , say by b' , there is an embedding of ((M U {b})) ·into N 
...... ..... 

over M with b ~ b' • Since N is a model, it is injective (1.114 

and by the definition of injective envelope there is an embedding of 
..... * E(M U {b}) into N . This embedding is elementary since TA is model 
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complete. The prime model over M ~ {b} is unique up to isomorphism, 

so M(q) ::M E(M U {b}) • 

The comment follows by the characterization of independence (2.11) 

and the fact that M is injective. 

(ii) So for any injective M , q e S*(M) , I define M(q} = E(M U {b}) 

for some b realizing q . Let p e S(M) be sr. 

* Let N be any mode 1 of T J\ • Then N < Ne M • Let p • = pINe M , 

q• = q!NE9M • By (0, 1.24) p' is realized in NE9M{q') : N$E(MU b') 

{some b' I= q ' ) i ff p ' ,£ q ' i ff p ,£ q • Si nee N ~ E (M U b • ) , if 
..... 

<n, e> eN~ E(MU b') realizes p' then so does <0, e>. To see 

this, let p = (I, f, M) . Since p' = p!NEIJM , p' = (I, f, NeM) by 

(2.9). Let t(<O, e>, NeM) = (J, g, N<:SM) • It is enough to show that 

J = I , g = f • Take A.x + a • e p 1 
• Then A. e I and a = <0, m> where 

m = f(A.) • Thus ~ A.<n, e> + <0, m> = 0 and so I= A.e + m = 0 . Thus 

J =>I and g H = f • Let l.l e J and g ( l.l) = <n' , m 1 > • Thus 

I= l.l<O, e> + <n', m'>= 0 and so I= l.le +m' = 0 • Let n" = -l.ln . 

Then I= l.l<n, e> + <n", m'> = 0 and so l.l e I • Thus J = I and 

e e E{M U b') realizes p • 
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* II 3. ORTHOGONALITY, WEIGHT AND REGULARITY IN T 1\ 

3.0 REMARKS: In (3.1)and (3.2) I make some trivial observations and 

introduce some notation which allows me to express the concept of ortho­

gona1ity (0, 1.11) algebraically, and thus tie it in with the algebraic 

treatment of independence in section 2. This eventually r-esults in some 

strong analogies between parts of stability theory and the ideal theory 

of 1\ • 

3.1 DEFINITION/LEMMA: 

(i) Let p. e s .. (M.) (i e 2) be types, M:) M0 + M1 , q e Sx"x (M) • 
1 X; 1 Q 1 

q is compatible with (p0, p1) if for i e 2 , q~ii = P;IM • 

(ii) Let (I;, f;) be m;-types (i e 2) , (J, g) an m0 + m1 type 
m m 

(so that J c 1\ 0el\ 1) • (J, g) is compatible with ( (10, f 0) , 
m· m· 

{I 1' f 1)) if for i e 2 , ( J n 1\ 1 
, g ~1\ 1

) = (I; , f;) • 

(Note that this definition (ii) is independent of the eo-domains of 

f 0, fl' g ). 

(iii) Suppose P; = (I 1, f;) , q = {J, g) as in (i), (ii). Then q 

is compatible with (p0, p1) iff (J, g) is compatible with ((I0, f0) , 

(Il' fl)) . 

(,.v) For types over A., I drop 11 f0
11 and 11 f " ,·n the notat,·on as ~ 1 ' 

they are both the zero homomorphism. 

PROOF: (iii) is immediate from the definitions and (2.3). 

3.2 PROPOSITION: (Notation as in 3.1} 

p0 .L p1 iff (J, g) compatible with ((10, f0), (Il' f1}) implies 

that J = I0$I1 • 
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PROOF: Let M be any module ::> M0 + M1 • The unique non-forking 

extension of p. = (I., f., M.) to M is (I., f., M) by (2.9) 
1 1 1 1 1 1 

(i e 2) and (p
0
IM)®(p1IM) = (I

0
4li1, f

0
ef1, M) by (2.14) and (2.9). 

Thus the condition of the proposition is seen to be a direct restatement 

of the definition of J. (0, 1.11). 

REMARKS: (Same notation) Suppose in addition that M
0 

= M1 • We say 

that p
0 

and p1 areweaklyorthogonal (p
0

J.wp1) if p0 (~0 )u p1Cx1) 

is a complete type. If this is the case, then necessarily 

(!
0

, f
0

) e(I1, f1)1M is the orlly type over M compatible with 

((1
0

, f
0
), 0 1, f 1)), so Po.J. p1 • This contrasts strongly with the 

general stable case, where weak orthogonality implies orthogonality only 

over a-models, and even with the general tt case, where weak orthogonality 

* implies orthogonality over models. In all the theories TA this holds 

over arbitrary A-modules. 

3.3 THEOREM: Let p0, pl e s 1 (~), P; =I; (i e 2). Then Po.J. Pl 

iff (V'A.0 )(v'x.1) [(I
0

:A
0 

= I1 :A1) + (AO e IQ V Al e I1)J • 

REMARKS: (i) Note that if r
0

:A0 = r1 :A1 and A0 e r0 then necessarily 

Ale r1 (1.3(iii)) so I could just as well write ·~~~ in the consequent 

of the right hand side of the equivalence. 

( i i) 

will 

This theorem generalizes easily to a many variable version but I 
m· 

not need it: Let pie S 111 .(~), pi= I;c A 1 (i e 2). Then 

p1 iff {v't
0
t 1) [(I

0
:t

0 
=\ 1:t1) + (t

0 
e r

0 
v t 1 e r 1)J , where 

m ...... m ...... ...... 
for I c A , A e A , I: A = {a e A I a.A e I} . 

(iii) Continuing the policy of confusing 1-types over~ and ideals of A, 
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I write 10 ~ 11 to mean that the types "ann x = Io" and "ann x = 11" 

are orthogonal. 

(iv) Recall that in a commutative ring A we say that a prime ideal P 

belongs to an idea) I , or is an associated prime ideal of I , if for 

some A , P = I:A • (See, e.g., [SV, Theorem 4.16]). Thus, for a prime 

ideal p· ~ P belongs to I iff P 1- I • See corollary (3.14) for a 

further application, as well as the material from (4.3) onwards. 

PROD~: (~) Assume that p0 ~ p1 and that r0:A0 = r1:A1 • Let 

J = ((10er1 U {<A0, A1>})) , let g: J + {0} . (J, g) is compatible 

with (!0, I1) , for a typical element of J is <~0 + ~A0 , ~ 1 + ~A 1> 

where ~; e I; and ~ e A • If, say, ~l + ~Al = 0 , then ~Al e 11 , 

hence ~ e I1:A1 = r0:A0 so ~0 + ~Ao e r0 • Thus, since p0 ~p1 , by 

(3.2) J = r0e r1 , that is, Ao e 10 and Al e r1 • 

(~) Suppose Po /. p1 , so there is (J, g) compatible with 

(!0, I1) but J ;; r0er1 • Thus there is <A0, A1> e J 'I 0~:JI 1 • By 

compatibility Ao ~ 10 and Al ~ r1 • Now ~ e 10:A0 iff ~Ao e 10 
iff <aA0, 0> e J ; and ~<A0 , A1> = <aA0, ~A1> e J ; so a e 10:A0 
iff <0, ~v e J iff a e I1 !Al • 

3.4 COROLLARY: 10 ~ 11 iff E(A/I0) and E(A/1 1) have no non-zero 

direct summand in common. 

PROOF: ( =9) Suppose 10 ~ I 1 • Then by orthogona 1 i ty, for any a1 e t 

with ann(a1) =I; (i e 2) , a0J.,a1 , and so by(2.12) E(a0)J.,E(a1) • 

But E(A/I;) = E(a1) , (i e 2) , so if the E(A/I;) have a non-zero 

direct summand E in common, then (by a suitable automorphism of ~ ) 
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there is an isomorphic copy E(ai) of E(A/I 1) with E(a0) n E(ai) = E • 

Thus by (2.11) E(a
0

) ,t E(ai) , contradiction. 

C~) Suppose I0 ./. I1 • Then by (3.3), there are A; - I; (i e 2) such 

that I0:A.0 = r1:A.1 = J , say (J; A) . Therefore there is e; e A/I; 

with ann(e;) = J (i e 2) • Hence, each E(A/I;) has E(A/J) ; 0 as 

a direct summand by the definition of injective envelope. 

3.5 THEOREM: Let A be a A-module. w(A) denotes the weight of A 

(0, 1.16) over~. 

(i) w(A) = 0 iff A = {0} . 

(ii) w(A) = w(E(A)) . 

{iii) If 0 ; A is an indecomposable injective A-module then w{A) = 1 • 

(iv). If A:::>EBiei A; with A;; 0 for all i e I , then w(A) ~ III . 

(v) If Ace iei A; , where 0 ; E(A;) are indecomposable, then 

w(A) :s; I !I . 

PROOF: First I remind the reader that Ac A1 implies that w(A) :s; w(A•) 

{0, 1.17(i)). 

(i) w(A) = 0 iff A is algebraic /~ (0, 1.17(iii)) iff A= {0} 

(2.18). 

{ii) Since A c E(A) , w(A) :s; w{E(A)) . Since A dominates E(A) over 

~ (2.12), w(E(A)) :s; w(A) (0, 1.17(v)). 

(iii) By (i) w(A) ~ 1 • By the definition of weight {0, 1.16) it 

suffices to show that pw (A/B) :s; 1 for all B such that AJ..B • So 

suppose that AJ..B and pw(A/8) ~ 2 . Then there are c0 J.., c1 , with 
B 

AfC; for i e 2 , and wlog B cc0, c1 are all modules. By (2.11) 
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A () C; g. B so in particular A n C; 1- {0} (i e 2) . Since A is an 

indecomposable injective, An c0 n c1 1- {0} also (1.4(ii)). Again by 

(2.11), An B = {0} and c0 n c1c B . Hence An c0 n c1 = {O} , 

contradiction. 

(iv) w(A) ~ w(e iei A;) and {Aili e I} is independent-(2.11), so 

w($. I A.)= L:. I w(A.) (0, 1.18i). But A
1
• 1- {0} so by (i) w(A

1
.) ~ 1 

1e 1 1e 1 

for a 11 i e I . Therefore w(A) ~ I I I • 
(v) By (i), (ii), w(A;) = 1 for each i e I . w(A) ~ w( eiei A;) 

(0, 1.17i) , and w(e iei A;) = L:iei w(A;) just as in (iv) so 

w(A) ~ L:iei 1 = I I I • 

3.6 THEOREM: Let p e s 1 (~) , p =I . 

(i) p is regular iff I is maximal among the annihilators of non-zero 

elements of E(A/I) (I say that I is critical), in which case I is 

irreducible and E(A/I) is indecomposable. 

(ii) If I is finitely generated, then p is regular iff p is 

strongly regular iff p is strongly regular via the formula "ann x :::> I" • 

(iii) If A is commutative then p is regular iff I is prime. 

PROOF: Notice that if A is commutative then I is prime iff I is 

critical. (If A is commutative then I is prime iff I:A =A or 

I:A = I just as A e I or A ~ I • Now in A/I , ann(A/I) = I:A => I • 

Since E(A/I) is an essential extension of A/I , I is a maximal 

annihilator of non-zero elements of E(A/I) iff I is a maximal 

annihilator of non-zero elements of A/I iff I is prime, by the first 

remarks). Thus (iii) follows immediately from (i). 
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The proof of (i) and (ii) contains several subtleties. Note that 

* the description in (ii) of sr types holds in arbitrary TA , not just 

the tt theories. The first thing I prove is that if I is critical and 

cp(x) is the set of formulas 11 ann x ::::>I.. then p and cp satisfy the 

characterization of sr types in tt theories (0, 1.22iv). ·I then imitate 

the usual proof that every sr type is regular (see, e.g. [L, proposition 

6.3]) to show that p is regular. In fact, the proof shows more: it 

shows that p and cp satisfy the definition of sr type (0, 1.2(ii)). 

When I is finitely generated, cp(x) is equivalent to a single formula, 

so one direction of both (i} and (ii} is proved. For the converses, it 

suffices to show that if p is regular, then I is irreducible and 

critical. 

Now assume that I is critical. *-Let M F TA and let N :=M G E(A/I) ; 

M-< N by (1.13(iv)). Clearly p[M is realized in N by <0, l/I> • I 

show that for any <m, b> e N \M (so b :f 0) , ann( <m, b>) ::::> I implies 

that <m, b> satisfies p[M. But ann(<m, b>) = ann(m)'nann(b):::>I, 

so ann(b)::> I , and thus since I is critical and b :f 0 , ann(b) = I • 

Hence ann(<m, b>) = I , that is, <m, b> satisfies p • I only have to 

check that <m, b>~M • Suppose that A <m, b> e M , that is, for some 

<n, 0> e M , A<m, b> + <n, 0> = <0, 0> • Then Ab = 0 , hence A e I , 

so A<m, b> = <0, 0> and by (2.11), <m, b>J,M. Thus p and cp(x) 

satisfy the characterization (1.22(iv)) of sr types in tt theories. 

Now I show that if cp(x)c: q, then p.Lq or Pllq. Since p is 

a stationary type over ~. PI lq iff q is a non-forking extension of p • 

Assume that cp(x) c: q and that q is either a forking extension of p 

or not an extension of p • I will show that p .L q ; comparing this 
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situation with the definition (0, 1.2l(i) and (ii)) this is enough to 

show that p is regular and, if I is finitely generated, that p is 

sr via <t>(x) • 

* Let M~dom{q) ; wlog M is an injective model of TA (1.13(iii)). 

Let p1, q1 be the non-forking extensions of p, q respectively to M 

* and let N = MeE(A/I) • N is also an injective model of TA {1.13(iv}). 

p1 is realized in N \M by a : := <0, 1/I> , but not even q~ is 

realized in N'M • For q~::> 11 ann x :::>I" and by the first part of 

this proof, the only elements of N \M satisfying "ann x :::>I" are 

those satisfying p1 . Let b realize q1 • It suffices to show that 

a~b • By (2.ll(iii)) to establish this I must show that if 
M 

la + ~b + m = 0 (l, ~ e A, m e M) then la, ~b e M • Let 
+ E(y) : := {la + ~Y + m = 0} U q1 (y) • r(y) is a consistent set of 

equations (satisfied by b) with parameters from the injective module 

N , so r(y} is satisfied in N , say l>;t c • But c satisfies 
+ q1(y) :::> 11 ann(y) :::> I" , so c ~ N'M , that is, c eM • Thus 

la+ (~c +m) = 0 establishes that la eM , and therefore also 

~b e M • Thus aJ,b • 
M 

For the converses, suppose that p is regular. I is irreducible 

iff E = E(A/1) is indecomposable (1.5(iii)). If E = E0e E1 , Ei ~ {0} 

(i e 2) then by (3.5(iv)), w(E) ~ 2 • Now p dominates t(E, 9J) (2.12), 

so by (1.17(v)), w(p) ~ 2 and p is not regular (0, 1.22(i)). Thus 

E is indecomposable and I is irreducible. 

Now suppose that J ? I , 0 ~ b e E with ann b = J • Since E is 

essential over A/I , b and 1/I satisfy some non-trivial equation: 
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0 ~ A0/I = ~0b for some A0, ~G e A • In particular, ~0 ~ J • Consider 

A = E(A/1) e {Q}C:B = E(A/1) e E(A/1) • Let a0 = <0, 1/l> and 

a1 = <1/I, b> • Let pi = t(ai' A) (i e 2) • Clearly p0 is the 

non-forking extension of p to A but p1 is a forking extension of 

p to A . (Aa1 = 0 iff A e I n J = I so p1 extends· p , but if 

A e J \I then 0 ~ Aa1 e A) • 

hence a0~a 1 • But 
A 

Therefore by the regularity of p , 

~0a 1 - A0a0 = <~0;I, 0> eA , and 

is critical. 

3.7 REMARKS: (i) Much more general characterizations of a similar 

nature (and with similar proofs) have been found independently and some­

what later by M. Prest [Pr2]. In addition I have characterized strongly 

regular types for certain tt theories of modules. This will be discussed 

in Chapter III where I will make some more comments about the connections 

with Prest•s work. 

(ii) The word 11 Critical .. to describe the ideals with the property described 

in the theorem is taken from a paper of Lambek and Michler [LM, proposition 

2.7]. Many of the properties they discuss are seen to be manifestations 

* of aspects of the theory of regular types in TA • For instance, the 

concept of relatedness introduced just before proposition 2.2 of [LM] is 

just non-orthogonality (theorem 3.3), and proposition 2.2 itself will be 

proved below (Lemma 3.8(i)). Corollary 2.4 of [LMJ is a direct consequence 

of the fact that /. is an equivalence relation on weight one types. 

Lemma (3.8(ii)) below gives proposition 2.8 of [LM]. All of these corres-

pondences are immediate and direct. More remarks will be made later, as 

appropriate. 
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(iii) As a consequence of Theorem (3.6), I will refer to critical left 

ideals as regular ideals. 

3.8 LEMMA: {i) Let 10, r1 be regular left ideals. Then r0 t 11 
iff E(NI0):: E{A/1 1} • 

{ii) Let r0 be regular, A~ r0 • Then r0:A is regular and 

I 0 :A t 10 • 

PROOF: (i) (~} If 10 ~ 11 then by (3.3) there are A0, Al such that 

A 1 I0:A0 = I1:A1 = J , say. Hence there are ei e E(A/Ii) such that 

ann(e;) = J (i e 2) . But E(A/Ii) is indecomposable since each I; 

is regular, so E(A/Ii) :: E(A/J) (i e 2) • 

(<:::) If E{A/!0): E(A/1 1) then 10 t 11 by (3.4). 

(ii) Let I1 = I0:A • Then 11:1 = I0:A so !0 t 11 by (3.3). It is 

enough to see that 11 is critical. Suppose 0 1 ye E(A/10) and 

11 <=ann(y} . Consider the map f:((A/I 0))-+ ((y)):llA/Ior+ llY f is 

a well defined homomorphism since ann(A/! 0) = r0:A = 11 c ann(y) . By 

(1.1(v)) there is an endomorphism a of E(A/!0} extending f , and 

y = f(A/I 0) = a(A/I0) = Aa(lti0) • Thus ann(y) = ann(a(l/I0)):A . 

Since a is a homomorphism, ann(a(l/1 0 ))~ ann(l/10) = 10 • But 1
0 

is critical. Therefore ann(a(l/!0)) = r0 , so ann(y) = r0:A = 11 . 

Thus 11 is critical. 

3.9 REMARKS: In my abstract [K2] reporting these results, the sentence 
11 Any two such types [sr types] which are non-orthogonal are in fact equal .. 

occurs. This is incorrect, and the sentence should begin 11 If A is 

commutative, then •.• 11
• The following sentence should begin 11 A representative 
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set P of primes " instead of "The set P of primes 11 . . . . This does 

not affect the validity of the main result announced there, for which see 

section 4 of the current chapter. 

3.10 COROLLARY: (See [LM, Theorem 2.13]) Let A be left Noetherian. 

(i) If E is an indecomposable injective A-module, 0 ; e e E , then 

for some A , ann(e):A is regular, that is, 0; Ae has a (strongly) 

regular type. 

(ii) If M is a direct sum of indecomposable injective A modules and 

0 ; b e M , then for some A , 0 ; Ab e M has a strongly regular type. 

PROOF: (i) Since A is Noetherian there is I , maximal among the 

annihilators of non-zero elements of E , and since E is indecomposable, 

E = E(A/l) • Therefore I is critical. But E is essential over A/I , 

so for some A,~' 0; Ae =~/I , and by~.8(ii)) ~/I has regular type. 

(ii) WLOG M is a finite direct sum of indecomposable injectives, 

M = e i<n E; , and b = <bi>i<n • Claim: There is ~ such that 0 ; ~b 

and for every i < n , ann(~bi) = ann(~b) or ann(~b;) =A . Proof of 

claim: If A; ann(b1) , A; ann(bj) , and ann(b1),ann(bj); ~,pick 

~0 e ann{bi)\ann(bj). Then ~0b; 0 (since ~Obj; 0} and ~0b has 

(at least) one more component (~0b 1 ) equal to zero than b . So, by 

recursion, I find ~ = ~0 • •.. • ~m (some m< n) with the desired 

property. Suppose ~bi ; 0 • By part (i) there is A such that A~bi 

has regular type. By the choice of ~ , t(A~b1 , ~) = t(A~b, ~) , that is, 

A~b has regular type. 



0 

-89-

3.11 THEOREM: Every non-algebraic type p is non-orthogonal to some 

1-type p• over ~- Furthermore, if p is regular (sr) then p• may 

be taken to be so, too. 

* PROOF: WLOG p e s1(M) where M is an injective model of TA , and p 

is realized in an injective model M$ N , say by <m, n> with n 1 0 • 

Let p• = t(<O, n>, ~) • Clearly <0, n> realizes p• IM by (2.11), so 

it is enough to check that <m, n>.J:,<O, n> which is again obvious by 
M 

(2.11). 

Now assume that p is regular and that p• is not. Let I = ann(n) , 

so wlog n = 1/I e E(A/I) • Since p• is not regular, I is not critical, 

and there is J , A 1 J ~I , and b0 e E(A/I) , ann(b0) = J • Consider 

* M eE(AJI)$ E(A/I), a model of TA, and elements a= <m, 0, n>, 

b = <m, n, b0> • Clearly both satisfy p over M , and the former satis­

fies piM• , where M1 = M~ E(A/I) , while the latter satisfies a forking 

extension of p to M• • Thus by the regularity of p , t(a, M') J. t(b, r.t•) • 

But E(A/I) = E(n) is an essential extension of A/I , so there is a non-

trivial relation An + ~b0 = 0 • Hence 

a~ b , a contradiction. Clearly if p 
M• 

then p• is sr via ~(x, 0) . 

A a + ~b e M • , ~b ~ M • , i . e. 

is sr via ~(x, c), c eM , 

3.12 THEOREM: Let A be left Noetherian. 

(i) If M CN are injective modules, then the non-forking extension to 

M of some sr 1-type over ~ is realized in N \ M • 

(ii) Every type is non-orthogonal to some sr 1-type over~-

( i i i) * TA is basic. 
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PROOF: Let MeN be injective. Then N =M $M' for some (injective) 

* M' • Let M0 be any model of TA • Then M0e M< M0 eM$ M' are 

models (1.13(iv)) and so there is an sr type realized between them (0, 1.22v}. 

By (the proof of} 3.11, wlog it is the non-forking extension to M0e M 

of an sr 1-type over ~- Applying the method of the proof of (3.11} once 

again, we find an sr 1-type over~ realized in N' M • 

Parts (ii) and (iii) follow immediately. 

3.13 COROLLARY: Let A be Noetherian, let N be an injective A-module. 

Then N has an indecomposable direct summand. 

PROOF: In (3.12(i}} take M= {0} , then apply (3.6). 

3.14 COROLLARY: Let A be commutative Noetherian. Then 10 ~ 11 iff 

no prime ideal belongs to both 10, 11 • 

PROOF: Recall remark (iv} to Theorem 3.3. This corollary restates a basic 

property of ~ and sr types in tt theories: see (0, 1.23(iii) and (iv}). 

(3.12) establishes that the sr 1-types over~ (i.e. the prime ideals of A} 

are enough. 

3.15 THEOREM: Let A be Noetherian, M an injective A-module, 

q e s1(M) a non algebraic type, b F q • Then there are (ai)i<n , 

independent over ~ and from M , each a1 definable from b over M 

such that <t(a1, ~}>i<n is a sr decomposition of q {see 0, 1.23). 

PROOF: Since M is injective, E(M U {b}) = Me N for some injective 

N • Let b = <m, b'> in MEB N . Since b' (i.e. <0, b'>) is 

definable from b over M , it will be sufficient to find (ai)i<n as 

described, definable from b' (over~). 
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* Let M0 be any model of TA , M0 J,.M U {b} , so M0 is injective 

* (1.11). Let M1 = M04! M. Now M1 -< M1 <;~; N are models of TA (1.13(iv)) 

and clearly b' realizes q' = qiM by the same argument as in the proof 

of (2.19(ii)), and M1(q') = M1(9 N by (2.19). By (0, 1.25} M1~ N 

has an sr resolution over M1 , and by (3.12) I may take the types 

involved to be the appropriate non-forking extensions of sr 1-types 

(pi)i<n over 9), where {pi)i<n is a sr decomposition of q • Thus, by 

a slight abuse of notation, M1 eN = M1(p0)(p1) (pn_1) • If E; 

is the indecomposable injective associated with pi {i < n) (3.6{i)), 

then by (2.19) M1 eN =M M1<9tDi<n Ei • Thus b' can be written as 
1 

an element of ~i<n E; , that is, b' = <bi>i<n • 

Now I claim that ann(b') =ni<n ann(bi) is an irredundant decompo­

sition. For suppose, say, that ann(b0/=>nO<i<n ann(bi} • Let 

b11 = <0 b.> . From ann(b') = ann{b 11
) and b' 1 M b11 1 M 

' 1 0<1 <n • "" 1 ' "-' 1 
it follows that t(b 11

, M1) = t(b', M1} = q' • But I do not need the 

component E0 to write b11 
, thus I have M1(q') = M1(p1) ••• (pn_1) , 

contradicting that (pi)i<n is a sr decomposition of q (q' = qlM1) • 

Thus, for each i < n , there is ll; e <n j<n, j7"i ann bj) \ 

(ann bi) • (In case n = 1 note that nf1 =A) • Thus 1-1ibj 7" 0 

iff i = j . Now 0 7" ll;b; e Ei , an indecomposable injective, so by 

(3.10) there is A; such that A;ll;b; has strongly regular type. Let 

a1 = A;ll;b' • Therefore t(a1) is sr and t(a1) f. P; , that is, 

(t(a;, 9)))i<n is a regular decomposition of q definable from b over M • 

3.16. REMARKS;. This theorem picks out a 11 best possible 11 sr decomposition 

of the type q: all the types are over 9), and the decomposition is 
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"definab1e 11
• It is not claimed that every decomposition is definable in 

this way. 

This is much stronger than what is true in the general case [Sh, 

Theorem V4.11]. Shelah•s result requires that we work in ~eq. , and 

we only get 11 Semi-regu1ar 11 types. 
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II 4. INVARIANTS AND UNIQUE DECOMPOSITIONS 

4.0 THEOREM: Let E be an indecomposable injective A-module, and M 

any A-module. Let {A; li en be a maximal independent family of 

submodules of M such that E(Ai) = E for all i e I • Then III is 

an invariant of M • 

In particular, if M can be written as a direct sum of indecomposable 

injective modules, its expression as such is unique up to order. 

PROOF: By {3.Siii) w(A
1

) = 1 for each i e I , and by (2.12) , 

A; /. E • Hence by ( 0, 1.18) I I I is determined by M and E • 

Suppose M :e iei E; :e jeJ Fj are two expressions of M as a 

direct sum of indecomposable injectives. From (3.4) it is easy to see 

that for indecomposable injectives E and F , t(E, ~) /. t(F, ~) iff 

E =F. It is also clear that (Vie I)(3j e J)[EifoFj] hence 

t{Ei' ~) /. t(Fj' ~) • Thus for any indecomposable injective E , by 

the first part of this theorem l{i e IIE; = E}l = j{j e JIFj = E}j and 

there is thus a bijection a:I ~ J such that E; = Fa(i) for each i e I • 

4.1 COROLLARY: [MaJ. Let M be an injective module over a Noetherian 

ring. Then M may be written uniquely as a direct sum of indecomposable 

injective modules. 

Furthermore, if P is a representative set of the /. classes of 

critical ideals (sr 1-types over ~) the decomposition is given by 

M :e E(A/P) (ap) 
PeP 

where ap = dim(P, M} • 

PROOF: Let {E;Ii e I} be a maximal independent family of indecomposable 
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injective submodules of M ~ I ; ~ by (3.13) • Again, since A is 

Noetherian, L:iei E; is injective and thus a direct surnrnand of M ; 

thus by (3.13) and the maximality of the family, M =e iei Ei • By (4.0) 

this expression is unique. 

Note that each Ei is E(A/P) for some critical P·, (3.6) and 

wlog I may choose PeP (3.4), and finally dim(P, M) = dim(E{A/P), M) 

= (Xp ( 2.12) • 

4.2 REMARK: Note that this corollary extends to all injective A-modules 

* what the Basis Theorem says about models of TA , namely that they are 

determined by the vector <dim{p, M)>peP • 

Eklof and Sabbagh [ES 5.2] give conditions on dim(M) that deter­

* mines whether or not the injective module M is a model of TA • 

The classical proof of this theorem (and others of a similar nature) 

appeals to the Krull-Remak-Schmidt-Azumaya Theorem by showing that if 

E is an indecomposable injective, then EndA(E) is a local ring. Here 

11Weight one 11 serves the same purpose. I will have more to say about this 

in Chapter I I I. 

4.3 REMARKS: In the remainder of this section I give a sketch of the 

relation between the regular decomposition of types (0, 1.23), (3.15) 

and the classical decomposition theorems for ideals in Noetherian rings 

(Lasker-Noether in the commutative case, Lesieur-Croisot in the non-

commutative case. See [N] and [LC]). I give a sketch only, because I 

can prove the theorems in a more general context, which I do in Chapter 

III. However the results are presented here because the correspondences 

between the type theory and the classical theory of ideals in Noetherian 

rings is so striking. 
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I remind the reader of the simple result of corollary (2.15) which 

may be rephrased as follows: a~b 9> ann(a + b) = ann(a) n ann(b) • 

In what follows A is a Noetherian ring, I, J, P, Q etc. are left 

ideals, and in notation I seldom make any distinction between the ideal 

I and the 1-type over ~ "ann x = I" • 

Recall that by (3.6) P is regular iff P is strongly regular iff 

P is critical, and if A is commutative, P is regular iff P is 

prime. In this discussion, then, the regular types are made to play the 

role of prime ideals, P, Q are always assumed to be regular, and for 

the purposes of emphasizing the algebraic analogy, I refer to them as 

pseudo-prime ideals here. 

4.4 LEMMA: {i) /. is an equivalence relation on the pseudo-prime ideals. 

( i i } P /. I n J + P /. I ® J <:+- P /. I or P /. J • 

PROOF: (i) The basic property (0, 1.20(iii)). 

(ii) (2.15) and (0, 1.23). 

4.5 DEFINITION: (Extending the algebraic analogy, and recalling remark 

(iv) to Theorem 3.3): 

I is P-primary (and I say that P belongs to I ) iff for every 

pseudo-prime Q , (I/. Q iff P /. Q) • I is primary if it is P-primary 

for some P • 

In general, P belongs to J iff P /. J • 

4.6 LEMMA: (i) P/. p• + (I is P-primary iff I is P' primary). 

(ii) I is P-primary iff I is realized in E(li./P)n for some n < w . 

( i i i) I is P-primary iff (V J ) ( I /. J => P /. J ) • 
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(iv) I is irreducible ~ I is primary. 

(v) A finite intersection of P-primary ideals is again P-primary; and 

conversely any P-primary ideal is a finite intersection of irreducible 

P-primary ideals. 

PROOF: I just make the following comments: I is irreducible iff 

E(A/I) is indecomposable (1.5(iii)). (i) is immediate, (ii) is the 

important one and uses the regular decomposition for(~). (v) follows 

immediately from (ii) and (2.15). 

4.7 REMARKS: By (4.6) it is immediate that if A is commutative, 

then 11 I is P-primary" has its usual meaning. See [N]. 

4.8 LEMMA: Let I be P primary. Let paY be a regular decomposition 

of I . Then n is uniquely determined by I , n = w(I) • n is also 

of course the least possible n appearing in (4.6(ii)). 

4.9 THEOREM: Let I be a left ideal. Then: 

(i) I =(ii<m I; with I; irreducible for i <m and the decomposition 

is irredundant. 
. 

(ii) Let P = {Pjlj < n} represent the distinct t-classes of primes 

belonging to the I; (i < m) • For each j < n , let nj = I {i II; t Pj} I 
Then P, <njlj < n> are uniquely determined by I . 

PROOF: This is just the regular decomposition of I using an argument 

similar to that of (3.15). In brief, E(A/I) =E9i<m E(A/Pi) , and 

1/I = <bi>i<m • Then I =()i<m ahn(b;) is the desired decomposition. 

The uniqueness results of (ii) follow fro~ the uniqueness of regular 

. decompositions. 
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4.10 COROLLARY: Let I be a left ideal. Then I has a normal decom-

position, that is, I =nj<n Jj where for j < n , Jj is Pj-primary, 

for j < j' < n , Pj ~ Pj, , and the decomposition is irredundant. 

Such a decomposition is uniquely determined up to the t-classes 

of prime ideals occurring in it and the weights of the corresponding 

primary ideals. 

4.11 REMARKS: Theorem (4.9) is of course the classical Lasker-Noether 

(commutative) or Lesieur-Croisot (non-commutative) decomposition theorem 

for the ideals of a Noetherian ring, with some slight differences in the 

non-commutative case, as pointed out below. In addition, I have not seen 

the parts of (4.9) and (4.10) which refer to the weight stated in the 

usual treatments. (What this says is that even though the P-primary 

ideals occurring in a decomposition are not uniquely determined, the 

number of irreducible P-primary ideals is.) 

I've had to abuse the classical terminology in the non-commutative 

case somewhat. The usual algebraic definition of "primary" can be 

generalized directly to the non-commutative case; this is not particularly 

useful. Lesieur and Croisot are forced to look for a stronger property 

and introduce "tertiary ideals". My uniform definition (4.5) gives the 

primary ideals in the commutative case and the tertiary ideals in the 

non-commutative case • 

. In the non-commutative case, regular ideals are not prime, even in 

the weak sense of prime left ideals. As noted before (3.7(ii)) they are 

exactly the critical ideals of Lambek and Michler [LM]. This paper gives 

several important properties of prime and critical ideals, which may be 
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rephrased in stability theoretic terms. (In reading [LM] the reader is 

reminded to keep in mind that they talk about right ideals in a right 

Noetherian ring, whereas I work on the left.) The following numbers 

all refer to results from [LM]. Corollary 2.9 shows that a critical 

ideal P satisfies an algebraic property like primeness:- I~ P , 

J ~ P ~ IJ ~ P • By 2.13, every regular. left ideal is non-orthogonal 

to some critical prime left ideal. Theorem 3.9 says that every two-sided 

prime ideal P is primary in my sense, and w(P) is the 11 left Goldie 

dimension .. of the ring A/P . 
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III. TOTALLY TRANSCENDENTAL THEORIES OF MODULES: 

TYPES AND DECOMPOSITION THEOREMS 

III 0. INTRODUCTION 

In this chapter I extend some of the results of Chapter II and in 

some cases provide proofs on a more elementary level. s 1 f~) is developed 

as an analogue of the ideal lattice of a ring. 

In the first section I begin by putting things into the most general 

context possible, the abelian structures of Fisher [F]. These are many­

sorted structures such that each sort is an abelian group and such that 

every atomic formula defines a (many-sorted) subgroup. Since "abelian 

structure" generalizes the idea of module, I refer to such structures as 

abstract modules or even just modules. When I want to refer to the usual 

concept, I say ordinary module. The associated many-sorted first order 

language L is called the language of modules. A particular example 

of a family of such structures is of course the class of all modules­

over-a-fixed-ring-A as considered in Chapter II. Chapter IV will intro­

duce a new example. 

The elementary model-theoretic facts about modules over a fixed ring 

A actually depend only on the fact that positive primitive formulas 

(1.3) define subgroups, not on any explicit ring-theoretic properties 

of the ring A • Thus all of the standard theorems on pp-elimination of 

quantifiers, stability, and so on, as well as the characterizations of 

stability-theoretic concepts like independence, go through without modifi­

cation. All of these basic results from the literature are gathered 

together in section 1, with appropriate explanations where necessary. 
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The two substantial results quoted are the pp-elimination of quanti­

fiers (1.6) and Garavaglia's characterization of forking (1.19). The 

rest of the results from the literature are straightforward~ Corollary 

1.21 is one of the first facts I noticed about forking theory when I began 

this research. (1.24) and (1.25) are fairly straightforward consequences 

of Garavaglia's result which I find necessary for my particular approach 

to the problems of sections 3 and 4. My goal is always to use as much of 

11model-theoretic techniques 11 and as little of "algebraic techniques 11 as 

is possible. I will continually re-emphasize this point in the remarks 

I make. Because of the pp-elimination of quantifiers, the division between 

the two techniques is sometimes obscured. 

In particular the treatment of independence is elementary throughout. 

By this I mean that I make only weak appeals to algebraic concepts. The 

main fact about tt modules is that they are equationally compact (= pure 

injective). Beyond this, I use very little: I do not need to appeal to 

the rather deep theory of compact hulls as developed by Prest, Ziegler 

and others in recent years. Thus the proofs presented here are at a more 

elementary level than the ones in Chapter II~ where I do not hesitate to 

appeal to the well-established theory of injective hulls. In fact~ I am 

able to recover the beginnings of the theory of compact hulls as conse­

quences of abstract stability theory: the existence of unique prime 

models over any set in a tt theory is the central point. As to indepen­

dence, the starting point is Garavaglia's 1980 characterization [G5] 

already mentioned. The more recent work of Pillay and Prest [PP] and 

Ziegler [ZJ would apparently allow simpler proofs in some cases, but this 

is illusory, because the underlying theory of compact hulls is itself 

quite complicated. 
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The context of abelian structures naturally leads to questions about 

the effect of expanding a language for modules by a new relation defining 

a subgroup. In section 2 I briefly consider questions of this nature and 

show that adding a pure congruence relation does not change the stability 

classification. 

In sections 3 and 4 I study totally transcendental theories of modules 

T , mostly under the assumption that T is closed under products. As 

will be seen, such an assumption is innocuous for the applications that I 

have in mind. 

In section 3 I study regularity, weight, and indecomposable modules. 

I show that such a theory T is basic and use this to prove the existence, 

uniqueness, and minimality of the compact hull H(q) of q e S*(~) (3.5). 

I characterize those types p e s 1 (~) which are strongly regular (3.7) 

and when q e S*(~) has weight 1 (~ H(q) is indecomposable) (3.10). 

In section 4 I deal with decomposition theorems. First I prove 

Garavaglia's theorem [G4] that every tt module can be written uniquely 

as a direct sum of indecomposable modules (4.2, 4.3). My proof is entirely 

model-theoretic in nature, primarily appealing to weight and referring 

back to the Basis Theorem. In particular, I do not need to use the usual 

algebraic argument involving the Krull-Remak-Schmidt-Azumaya theorem. The 

existence of such a decomposition is essentially the fact that for any tt 

theory T , if M< N FT then there is an sr type over M realized in 

N ; the uniqueness is the fact that dimension is well defined for weight 

1 types. Pillay and Prest were aware that such a proof might exist; I 

thank them for encouraging me to complete and publish these results. 

Secondly, I characterize the decomposition of H(q) in terms of the sr 
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decomposition of q (4.4). Finally I prove a Lasker-Noether style 

"primary decomposition" for s 1 (~) (4.9, 4.10). This is again a conse­

quence of the sr decomposition of types. By the remarks at the end of 

Chapter II, these results properly extend the classical Lasker-Noether 

primary decomposition and Lesieur-Croisot tertiary decomposition of ideals 

in a Noetherian ring. 

At the end of section 4 I make some historical remarks and summarize 

the references made in Chapters II and III to the work of other people 

which overlaps or extends these results. 
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III 1. ABSTRACT MODULES, STABILITY AND INDEPENDENCE 

1.0 DEFINITION: An abstract module (in the future I will mostly say 

just module) is an abelian structure in the sense of E. Fisher [F]. So 

a module is a many sorted structure M= <<Ms>seS; <R;>iei' <fj>jeJ; Ad; 

Val> , where 

( i} S is the set of sorts, I 11 J = {6 , s '1 s ' e S + Ms n Ms , = {6 • 

(ii) Each R; (fj) is a (finitary) relation (operation} on UseSMs • 

(iii) Ad is a function on I U J , with Ad(k) c: sn for some n < w , 

for k e I U J • 

(iv) Val is a function on J with Val(j):Ad(j) + S • (Ad(k) is the 

set of admissible sort assignments for the n-ary relation Rk (the n-ary 

function fk) (as the case may be). Val(j) is the sort valuation map 

for the function fj • For convenience I will write Ad(Ri)' Ad(fj)' 

Val(fj) instead of Ad(i), Ad(j), Val(j) respectively). 

(v) Among the (Ri)iei is the relation "=" with Ad(=) = {<s, s>ls e S} 

"=" is interpreted as equality. 

(vi) Among the (fj)jeJ are the functions "+", "- 11
, and "Os" (se S) 

with Ad(+) = {<s, s>ls e S} and Val(+)(<s, s>) = s; Ad(-) = {sls e S} 

and Val(-)(s) = s; and Ad(Os) = {6 and Val(Os)() = s for each se S • 

(vii) For each s e S , <M
5

, +ts, -~s, Os> is an abelian group. 

(viii) Each Ri (i e I) is additive, that is, assuming that x, y are 

chosen from UseSMs compatible with Ad(R;) and pointwise of the same 

sort, then x, ye R; ~ x + (-y) e R; , where the latter expression is 

to be evaluated co-ordinatewise. 

(ix) Each fj {j e J) is a group homomorphism, that is, assuming x, y 
...... ...... 

are chosen from U
565

M
5 

compatible with Ad(fj) and pointwise of the 

same sort, then fj(x + (-y)} = f(x) + (-f(y)) • 
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1.1 DEFINITION: Associated with any abelian structure are the correspond­

ing many-sorted language (with, in particular, sorted variables) and its 

many-sorted model theory. The rules for well-formed formulas of this 

language are quite standard and insist the Ad and Val be respected. 

Thus the language consists of predicate symbols (Ri)iei ; function 

symbols (fj)jeJ' Ad, Val and S and is provided with infinitely many 

variables of each sort s e S • 

1.2 REMARKS: For a full and very formal treatment of the many-sorted 

logic associated with abelian structures, the reader is referred to the 

first two sections of Fisher's article. The main point to keep in mind 

is that virtually all the differences with ordinary (1-sorted) model theory 

are notational rather than fundamental. The one significant difference 

is in fact one of the strongest motivations for a many-sorted approach: 

every element of a model has a unique sort, even if there are infinitely 

many sorts. Of course an interpretation of many-sorted logic into ordinary 

logic loses this property. 

Natural examples of abelian structures abound. Among them are modules 

over a ring A , chain complexes of modules. additive ~roup valued functors 

on an abelian category (for all of which, see [F]), and the examples 

arising from my study of topological modules in Chapter IV, which are new. 

Abelian structures are the natural starting point for the study of 

the model theory of (ordinary) modules, for reasons which I will try to 

make clear now. 

The fundamental fact about the first order logic of (ord·inary) modules 

is the family of theorems due to Baur, Monk, and Garavaglia (1.6) which 
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describes first order properties in terms of positive primitive formulas 

(1.3). Since parameter-free positive primitive formulas define subgroups 

(1.4) the proof of this fundamental fact lies entirely within the theory 

of abelian groups. Conditions (viii) and (ix) are all that are needed 

for (1.4) - and after that is established, the relations and functions 

(Ri)iei , (fj)jeJ disappear from the discussion and are seldom if ever 

explicitly mentioned again. Thus with a few exceptions, the reader will 

be able to treat all of the following material as if it applied only to 

ordinary modules. The only extra work involved in taking the many sorted 

approach are the definitions (1.0) and (1.1). 

1.3 DEFINITION: A positive primitive formula (afterwards: ppf) is a 

formula of the form (3yY\k<nak(x, y) for some n , where for each k < n,ak 

is an atomic formula. 

1.4 LEMMA: (i) If ~ is a ppf then so is (3x)~ • If ~ and ~ are 

ppf•s then ~A~ is logically equivalent to a ppf. 

(ii) If ~(x) is a ppf, then ~ is additive, that is for every abstract 

module M , 

In particular if x is of sort <s, ••• , s> e sn , then 

~[M5 J ::={me Msl ~~[m]} is a subgroup of M~ • In general, ~[M] is 

a subgroup of some product 

(iii) For every a, M F (Vxy)[~(x, a)+ (~(y, a)~ ~(x- y, 0)] for 
....... 

ppf ~ and a of the appropriate sorts. Thus, if x is of sort s , 
~ ~ ~ 

for every a , ~[Ms' a) is either 16 or a coset of q,[M
5

, 0) in Ms • 
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Hence ~(x, a) , ~(x, b) are contradictory or equivalent. 

(iv) 
...... 

ppf's factor across direct sums, that is, for every ppf ~(x) , 

every pair of modules M, N, and every m e M , n e N of the right sorts, 
~ ...... ...... 

MeN F ~[<m, n>J iff M F ~[m] and N ~ ~[n] • 

(v) For ppf's ~(x), 1/J(x) , let ~n 1/J : := ·~ "1/J', ~ + 1/J , := '(3YZ)[~(y)" 

1/J(Z) 1\ X= y + z]'' ~ Cl/J ::='M I= (Vx)[~(x) + 1/J(x)J'. Let Lx: be the 

set of equivalence classes of ppf's in x (by the relation ·~c 1/JA 1/J c ~). 

~ ~ -- --Let Q : := "x = 0" , 1.. : := "x = x" • 

Then <Lx; n , +, Q, _1> is a bounded modular lattice with induced 

order c . 

PROOF: All of these are quite elementary and are left as an exercise. 

1.5 DEFINITION: Let ~(x) , 1/J(x) be ppf's over ~. Then Ind(M, ~' 1/J) 

is (~[M]: ~A 1/J[M]) (the group theoretic index) if finite, "oo" otherwise. 

Note: if x is of sort s , then by (1.4(ii)), these formulas define 

subgroups of the abelian group Ms , so the definition makes sense: we 

are not trying to calculate the cardinality of a many-sorted object. 

1.6 THEOREM: Monk [Mo], Baur [Ba]. 

(i) Let M, N be modules. Then M= N iff for al1 ppf's ~(x), 1/J(x), 

Ind(M, ~' 1/J) = Ind(N, ~' 1/J) . 

(ii) If M is a module, ~(x) a formula in the language of M , then 

there is a Boolean combination of positive primitive formulas 1/J(x) such 

that M 1= (vx)C~(x)++ 1/J(x)J . 

1.7 REMARKS: This result was first proved by Monk in his thesis, for 

abelian groups. It was also proved, in whole or in part, independently 
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by Baur, Garavaglia, and Martyanov. For a nice proof, the reader is 

referred to Ziegler [Z, Theorem 1.1]. (1.6(ii)) is the single most impor­

tant fact about the model-theory of abstract modules. It is referred to 

as "the pp-elimination of quantifiers". 

Since the standard proof eliminates quantifiers one at a time, and 

consists entirely of a group-theoretic/combinatorial argument, the very 

general context taken here has no effect whatsoever. 

1.8 DEFINITION: Let p = t(a, M) be a complete type. (M some (abstract) 

module). 

( i) + + ..... 
M) l p ::= t (a, •• = { cp cp ppf, cp e p} .. 

(ii) - - ...... M) : := f'll> p ::= t (a, l cp ppf, -,q, e p} 

( i i i) ± + ...... 
M) + -p ::= t-(a, : := p u p 

1.9 LEMMA: (i) p+ uniquely determines p and conversely. 

(ii) P±t-P 

PROOF: (i) p is complete, so for every cp, cp e p or .,cp e p • 

(ii) By (1.6(ii)) every formula in p is equivalent to a disjunction 

of conjunctions of formulas in p± (since p is consistent and complete). 

1.10 REMARKS: The intuition behind many of my results in sections 3 

and 4 is that the pp 1-types over ~ play the role of the (left) ideals 

of a ring. Certainly this was clear for the theories considered in 

Chapter II, where the correspondence was exact and explicit: a 1-type 

over ~ says exactly "ann x = I" for some left ideal I . 

It is interesting to note in passing that (in the case of ordinary 

modules over a ring A ) it is possible to characterize syntactically 
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those pp 1-types over 0 which correspond to two-sided ideals: 

DEFINITION: p+ is two-sided iff ~(x) e p+ ~ ~(\x) e p+ for all \ e A • 

Clearly this is exactly the right condition for the theories considered 

in Chapter II, and is a reasonable extension to arbitrary theories of 

ordinary modules. In such a case, clearly p+[M] is a submodule of M • 

In the general case of a complete theory T of abstract modules, I offer 

the following: 

+ DEFINITION: Let s be the sort of x • p (x) is two-sided if for 

every ~ e p+(x) and term t of L such that <s, ••• , s> e Ad(t) , 

Val(t)(s) = s , then ~(t(x, ••• , x)) e p+(x) • Similarly, T is 

commutative if for every sort s , every ppf ~(x), x, y0, ••• , Yn_1 of sort 

s , and every term t(y) of sort s , T~(~y)CA,<n~(yi) + ~(t(y))] • As a 

consequence each ppf ~(x), x of sort s , defines a substructur-e of Ms 

for each model M of T • An even stronger condition would be to require 

that every ppf ~{x) should define a substructure of each M F T • 

1.11 THEOREM: (i) Baur [Ba]; (ii), (iii) Macintyre and Garavaglia [G3]. 

For a proof see [ZJ. 

(i) All modules are stable. 

Let M be a module. 

(ii) M is superstable iff there is no infinite descending sequence of 

pp-definable subgroups of M , each of infinite index in its predecessor. 

(iii) M is totally transcendental iff there is no infinite descending 

sequence of pp-definable subgroups of M • 

REMARKS: These are all fairly straightforward from the definitions and 
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(1.6). It should be noted in (ii) and (iii) that we only need consider 

formulas in one variable. (iii) is the result of main interest in this 

chapter. Two interesting and useful ways of rephrasing it are the follow­

ing (for T a complete theory of modules): 

(iii 1
) T is tt iff for each sort s , each variable x ·of sort s , 

there is no sequence <~ 1 (x)>i<w of ppf•s such that 

T 1- ('lfx)[(<t>i+l-+ ~i) A-,(~; -+ ~i+l)J for each i < w • 

(iii") T is tt iff for each sort s , each variable x of sort s , 

there is no sequence <pi{x)>i<w of complete types over - in x such 
+ c: + that pi ;t P;+1 for each i < w. 

Thus "T tt" is seen to be exactly a Noetherian condition on the 

pp 1-types over -· I exploit this to develop analogies between the ideal 

theory in a Noetherian ring and the type structure of T . 

Also note that the conditions of {ii) and {iii) can easily be 

rephrased in terms of the elementary invariants (1.5): 

The module M is not tt {ss) iff there is a sequence (~i(x))i<w 

of ppf•s, for all i < w M F ('lfx)[~i+1 -+ ~;] , and for all i < w 

Ind(M, ~i' ~i+l) ~ 2 (= oo) • 

1.12 DEFINITION: [F]. Let M, N be modules, f: M-+ N • 

(i) f is a homomorphism if for every atomic formula a(x) 
... 

and m e M , 

M F a[m] ~ N F a[f(m)] • 

(ii) f is an embedding if for every atomic formula a(x) and me M , 
... ... 

M F a[m] # N t= a[f(m)] 

(iii) f is a pure embedding iff for every positive primitive formula 
~ .... ..... ~ 

~{x) and me M , M F ~[m] iff N t= ~[f(m)] • 
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NOTATION: For (ii) I write f: M~ N or if f is the inclusion map, 

just MC N. For (iii) with f the inclusion map I write M< ppf N. 

REMARKS: It follows from the definitions that in each case f is a 

sorted map, f[Ms] c Ns for each s e S • 

If there are relation symbols in the language, a 1-1 homomorphism 

need not be an embedding. 

Because of the pp-elimination of quantifiers, the concept of pure 

embedding will be of central importance. Notice that for any M, N, 

M < ppf M~ N • Notice also that M < N implies M< ppf N • 

1.13 PROPOSITION: (Ziegler [Z, Corollary 2.2]). Suppose R < ppf M • 

Then M is ss (tt) iff both R and M/R are ss (tt) • 

REMARKS: Ziegler proves this by establishing the following two formulas 

in the case R < ppf M : 

(1) For each ppf ~' ~[M/R] = ~[M]/R • 

(2) For every pair of ppf•s ~' ljl, Ind(M, ~' l/1) = Ind{R, ~' l/1) • Ind(M/R, ~' l/1) • 

The result then follows easily by considering the characterization of 

ss (tt) in terms of the invariants. 

1.14 DEFINITION: Let M be a module. 

(i) M is compact (also: algebraically compact, equationally compact) 

if for every set r(x) of atomic formulas with parameters in M (x 

may be infinite), M 1= (3x)/\r(x) iff for every finite r• c r, 

M F (3 x} ,, r · <x> • 
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(ii) M is pure-injective iff for every N, N', homomorphism f: N +M 

and pure embedding g: N + N' , there is a homomorphism f': N' + M 

such that f = f'og • 

M~ 

fr J------ 3f' 
N 'w 

< ppf 

1.15 LEMMA: [F, 3.1, 3.7] [Z, 3.1]. 

Let M be a module. The following are equivalent: 

(i) M is compact. 

(ii) M is pure-injective. 

(iii) (1.14(i)) holds for E(x) any set of ppf's with parameters in M • 

(iv) M is a direct summand of every pure extension. 

REMARKS: The proofs are all elementary and similar to those discussed 

after (III 1.1). In [FJ , Fisher gives a unified treatment of these 

different kinds of injectivity. For another discussion and many more 

references, see [W]. 

1.16 THEOREM: (Garavaglia [G3]). Let M be a module. The following 

are equivalent: 

(i) M is totally transcendental. 

( i i) M(K) is compact for all cardinals K • 

(iii) M<~o) is compact. 

REMARKS AND PROOF: I have stated this theorem in its full strength, but 
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all that I actually need is that every tt module is compact. This is 

easy, and I give the proof, modelled on [G3, Lemma 6]. 

Let E(x) be a set of ppf's over M , finitely satisfiable in M • 
.... 

Enumerate x as <x > < for some cardinal K • It is enough to find 
Cl. Cl. K 

m0 e M of the appropriate sort such that E(m0/x0, <xa.>o<a.<K) is 

finitely satisfiable in M , because then the desired solution may be 

constructed by recursion on a. < K • 

For each finite subset E'(x) of E , the formula 

<PE' (x0, n) ::= (3xa.)O<a<K /\E'(x) is actually (equivalent to) an 

ordinary finitary ppf over M , where n is the finite list of parameters 
.... ..... 

from M occurring in E' • <Pr' [M, n) is a coset of <PE' [M, o) by 

(1.4(iii)) (it is non-empty by the finite satisfiability of r in M ). 

Since T is tt, there is no infinite descending sequence of subgroups 

<PE' [M, o) (E' a finite subset of E), hence no infinite descending sequence 

of cosets <Pr• [M, n) • Thus, since the family {<PE' [M, n}IE' finite c E} 

is downwards directed by c: , there is a smallest member 

<PE: <PE [M, n0)c: <Pr• [M, n) for all finite E' C:E. Let 
0 0 

m0 e ~E [M, n0) . 
0 

1.17 COROLLARY: Let N be tt, M < ppf N • Then M is a direct 

summand of N • In particular, if M < N then for some A c: N , 

N =M+ A(dir). 

PROOF: M < ppf N implies that M is tt (1.13) and hence M is compact 

(1.16), so M is a direct summand of N (1.15). 
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REMARK: Thus if T is a tt theory of modules 11A is a pure submodule 

of C 11 and 11A is a direct summand of~ 11 are equivalent. 

1.18 REMARKS: In all of sections 3 and 4, the following assumption about 

a complete theory T of modules wi 11 be of centra 1 importance: 

(T = T~0 ): Mod(T) is closed under finite direct products. 

By considering the invariants (1.6(i)) associated with T , it is easy 

to see that the following are all equivalent: 
N 

(i) T = T 0 

(ii) for any ppf's <t>(x), ljJ(x) and M I= T , Ind(M, <f>, w) is 1 or oo. 

(iii) For any M FT , M x M FT • 

(iv) Mod(T) is closed under arbitrary direct sums. 

(v) If M F T , N is a direct summand of a model of T , then 

MeNt=T. 

In addition, if T = T~ , a e M F T , then a is algebraic over 

0 iff a = 0 (for if a 1 0 then t+(a, 0) is realized infinitely 

often in M(No) P T • 
N 

For many algebraic applications, the assumption T = T 0 is innocuous, 
. (No) 

for if M is any module, then M is a direct summand of M and 

T = Th{M(NQ)) satisfies T = T~ . Since pp formulas factor across 

direct sums (1.4(iv)), most facts about M expressible in terms of pp 

formulas (and these are quite a few by (1.6)) can be dealt with in T 

just as easily as in Th(M) • Again, by (1.4(iv)) and the characterization 
(N ) 

of tt modules (l.ll(iii)), if M is tt then so is M 0 • 
N 

The reason for preferring theories that satisfy T = T 0 is that the 

forking relation has an especially simple characterization. Along with 
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(v) above, this characterization will allow me to prove theorems of an 

algebraic nature about totally transcendental modules. 

The characterization is due to Garavaglia [G5, Lemma 1] who only 

states a simple version of it, but his proof actually contains the stronger 

version as stated by Pillay and Prest [PP, Theorem 3.3]. -The proof and 

very general statement of the result given here is due to Makkai, and is 

similar to the treatment of the topic by Ziegler [Z, 11.1, 11.2]. Note 

that the characterization applies in a broader context than theories of 

modules alone, and that the proof is of a much more elementary nature 

than that of Garavaglia or Pillay and Prest. 

1.19 THEOREM: Assume that: 

(i) T is a complete stable theory. 

(ii) Every formula is equivalent (module T) to a Boolean combination 

of ppf's. 

(iii) M, N PT ~ M x N FT • 

Then if pc q are complete types, q is a non-forking extension of p 

'ff + + 1 p 1-q • 

PROOF: It suffices to prove that for every A , every p e S(A) , there 

is a unique peS(~) such that p C:p and p+~-p+. For if this is 

true, every A-automorphism of it leaves p fixed (p+ determines p 

by (ii)), hence {p} is the unique small orbit of ideal extensions of p 

under A-automorphisms of it , that is, p is the unique non-forking 

extension of p to ~ • The result then follows immediately. 

If the above statement is true, then p must be defined by 
+ ~ _,._. ..... + ....... p :::;)·2: := p U {-,cp(x, b) lb e ~ , p ~ <P(x, b), <P ppf}. I claim that l: is 
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consistent. If it is not consistent, then for some ~;(i, Si) such that 
+ ->....>.. . • + -'--'" * 

p ~~;(X, bi), ~; ppf (1 < n) ' p ..... vi<n ~;(X, b;) ( ). But 
+ .......... _,.. .... + ..... _... 

p f7L ~i (x, b;) so there are c1 e Ci , c1 t= p , F• ~i (ci, bi) for each 

i < n . Now since a ppf can be checked component by component across a 

direct product by (ii) and (iii) the diagonal embedding A:Ci~ ~n is 

elementary. Let c be the sequence in IS: n whose i-th project.ion is c1 • 

Now Ci n l= p\cJ and <S: n f:..,~ 1 [c, MS1)] , the latter since it holds in 

the i-th projection. Therefore.~ n F -,\li<n ~i[c, A(Si)] , contradicting 

(*) since A is elementary. 

REMARK: When we work over ~ as in [G5] it is convenient to reformulate · 

(1.19) as follows: 

M 
1. 20 COROLLARY: [G5] (T = T 0) a~S iff for some ppf <!> (i, y) over 

~, 1= ~[a, b]A-.<f>[a, oJ (equivalently, t= <P[a, bJA-.q,(o, SJ). 

~ 
1.21 COROLLARY: (T = T 0) Let a, b have the same sort. 

a J.., b ::9 t+(a + b) = t+(a} (1 t+(b) • 

PROOF: Suppose aJ,b. t+(a +b) =>t+(a) il t+(b) is automatic since 

ppf's are additive (1.4{ii)). On the other hand, suppose <P(x) e t+(a +b) 

Let w(x, y) := <P(x + y) . Thus F w[a, b] • By (1.20), F $[a, 0] and 

t= $[0~ b] • That is, ~ ~[a] and t= <f>[b] • 

REMARKS: Just as in Chapter II, this corollary will allow me to establish 

a relationship between the stability-theoretic regular decomposition of 

types and an (}decomposition paralleling the Lasker-Noether primary decom-

position of ideals. 

infinite) sequences 

(1.21) clearly generalizes to arbitrary (possibly 
..... ..... 
a, b as long as the sorts match. 
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N 
1.22 COROLLARY: [G5] (T = T 0). All types are stationary. 

PROOF: This is immediate by the first paragraph of the proof of (1.19). 

~ 

1.23 PROPOSITION: (T = T 0). Suppose N <ppf ~ , A, N0, N1 c: N and 

N = N0 +A+ N1 (dir} • Then N0J.,N1 • 
A 

REMARKS AND PROOF: Actually a much stronger version of this proposition 

is true, for which see [PP, Theorem 5.3], or, for A= 0 , [G5, Theorem 1]. 

However, the converse requires the theory of compact hulls which I avoid. 

The proposition that I give is quite an easy consequence of (1.19), as 

follows: 

Let bi e N1 (i e 2) • I must show that t(b0, A U b1} is a non­

forking extension of t(b0, A) • By (1.19) it is enough to show that for 

every ppf ~(x0 , x1, a) over A , if F ~Cb0 , b1, a] then there is a . ~ ~ ~ 

ppf w(x0, a') over A such that F w[b0, a'J and 

t: ('fx0)[w(x0, a') + cp(x0, b1, a)] . For w I take the formula 

cp(x0, 0, a) . Now since N <ppf ~ , N ~ cp[b0, b1, a] , and since ppf's 
~ _.. ~ -ll.. ...... 

factor across direct sums, N F cp[b0, 0, a] , and so ~ F w[b0, a] • In 

particular, ~[i, bl' a) and ~[i, 0, a) are the same coset of 

~[i, o, O) , so ~ F (vx0)[w + ~J as required. 

1.24 PROPOSITION: (T = T~, T tt). Let p e S*(0) , M FT , 

M(pfM) :M M$ A • Then p is realized in A • 

___,. 
PROOF: In fact I prove a slightly stronger statement: if <m, a> e Me A 

realizes PIM ' 
__.. 

then so does <0, a> • 

First note that M(piM) has a representation as stated by (1.17). 
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_,. 
Next note that if p is trivial (i.e. the type of 0) then A = {O} 

__._ 
and I am done. So assume p is non-trivial, let <m, a> realize piM 

..... ...... _... 
in Me A with a f 0 • By (1.23) M ~<0, a> . Thus it suffices to 

+ ~ + ..... prove that t (<0, a>) = p • Fix some assignment x of variables of 
--l. ..... 

the appropriate sorts to <m, a> • In each ppf ~(x} only finitely many 
..... 

of the variables in x actually occur of course. 

Since ppf 1 s factor across direct sums, for any ppf ~ , 
_.. _.. + ___.. + 

I= ~[<m, a>] + I= ~[<0, a>] , so t {<0, a>)=> p • On the other hand, 

si nee <~> rea 1 i zes pI M , <~> J, M and so <~> J., -<m:Q> • By 
+___.. + ___.. +--'- +- + (1.21), t (<m, a>)ll t (-<m, 0>) = t (<0, a>), and so t (<0, a>) c=p • 

REMARKS: This proposition is in some sense new. It is almost vacuous if 

one accepts the theory of compact hulls as a prerequisite for studying 

independence, and both Prest [Pr 1, Pr 2] and Ziegler [Z] use something 

of this sort freely. This proposition is the first step in illustrating 

that the compact hull theory is not a prerequisite for the study of tt 

modules. This will be completed in section 3 where I show that A is 

uniquely determined by p and minimal over a realization of p (3.5). 

I then define the hull of p as H(p) = A • 

~ 

1.25 LEMMA: (T = T 0). (i) Suppose (Ai)iel are submodules of e:, 

independent over ~- Then Eiel A; is direct. 

{ii) In addition suppose that T is tt and for each i e I , A; -<ppfG: 

Then E iel A; -< ppf ~. 

PROOF: {i) Assume Eiel A; is not direct. Then there are (aj)j~n 

taken from distinct A; 1S (i e I) , each non-zero, but Ej~n aj = 0 • 
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Consider the ppf •<x, ;) ::= "x + y1 + ••• + yn = 0" • I have 

~ $[a0, a1, •.. ,an] A~•[a0 , o, ... , 0] • Hence, by (1.20) 

a0~{a1 , ••• , an} , contradicting the independence of (Ai)iei • 

(ii) Let MP T , {M}U {Ailiel} independent. Then N =M+ Eiei A; 

is direct by part ( i), so it suffices to show that N < 1t .• 

Well order {A; li e I} as {Aala < K} and let M8 c N be defined 

as M8 = M+ Ea<S Aa for each 8 ~ K (so M0 = M , MK = N and (M8)S<K 

is an increasing continuous chain). It is easy to see that this is in 

fact an elementary chain, by an induction using (1.18(v)) (taking note 

of the remark to (1.17)) at successor stages. Thus in particular, 

N =M <~ . 
K 

~ 
REMARKS: In regards to (ii) if T ;. T 0 it is not always true that a 

direct sum of summands of lE. is a summand of ~ • If T is not tt, it 

is not always true that a direct sum of compact pure submodules of ~ is 

compact. 

~ 

1. 26 COROLLARY: (T = T O, tt) Suppose A; < ppf CS. for each i e I • 

Then <A1>161 is independent over ~ iff Eiei A1 is direct and pure in 

1£ • 

Proof: Immediate by (1.23) and (1.25). 
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Ill 2. EXPANSIONS OF ABELIAN STRUCTURES 

2.0 REMARKS: In this section I briefly consider some simple cases of 

the following question: 

If M is tt{ss} and (Ri)iel and (fj)jeJ are new additive rela­

tions and functions on the sorted structure M , what is the stability 

classification of the expansion <M, (R;)iei' (fj)jeJ> to the new 

language containing the appropriate relation and operation symbols? 

Of course, if all of the Ri' fj are definable in Th(M) , the 

stability classification does not change. Clearly the expansion is no 

more stable that M itself because Th{M) is interpretable in the 

expanded theory. In fact, if we regard each relation Ri and each 

relation "x = f.{y}" as abelian structures, we see that the theory of 
J 

each such relation is interpretable in the theory of the expanded structure, 

so the new structure is no more stable than any of the new relations. Note 

that since the relation "x = fj(y) 11 and the homomorphism fj are inter­

definable, we might as well assume J = ~ . All of these remarks are 

essentially trivial. 

I am able to give two results on the preservation of the stability 

classification and a limiting counter-example. The two main tools are 

the characterization of stability for modules (1.11) and the corollary 

of Ziegler (1.13). 

In (2.1) and (2.2) a pure substructure R <ppf M is used to induce 

a new relation on M • As a many sorted structure R = <Rsls e S> , so 

as a relation Ad(R) = <sls e S> , so as a relation Ad(R) = {sls e S} • 

Ad(R) can be considerably restricted without changing anything by setting 

Ad(R) = {sls e S, Rs ~ {Os}} • It is less confusing on first reading to 
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assume that for some s e S , R <ppf Ms and Ad(R) = {s} • 

In (2.3) and afterwards for the sake of simplicity (and readability) 

I restrict myself to one sort at a time. 

2.1 LEMMA: R <ppf M ~ <R, R> <ppf <M, R> • 

PROOF: WLOG a ppf <P(x) in L U { R} has the form (3 y) f\aj (x, y) 1\ B (x, y)] 
where each aj is an atomic formula of L and B is a conjunction of 

expressions R(x;}, R(yj) • In the structure <R, R> , R(x) is always 

true. Suppose <P is a ppf with parameters in R satisfied in <M, R> • 

Then {3y) J'\aj{x, y) is a ppf of L with parameters in R satisfied 
..... 

in M • Since R <ppf M it is witnessed in R , hence <P(x) is witnessed 

in <R, R> • 

2.2 THEOREM: R <ppf M ~ <M, R> has the same stability as M • 

PROOF: By {2.1) <R, R> < f <M, R> • By (1.13) <M, R> is tt (ss) pp 
iff both <R, R> and <M, R>/<R, R> are tt (ss) • Both of the latter 

structures allow elimination of "R(x)" : 

<R, R> F (\fx) [R(x)-++- x = x] 

<M, R>/<R, R> F (\fx)[R(x)~ x = 0] • 

(Note that these actually refer to families of formulas, one for each 

sort admissible for R). 

Thus the structures <R, R> and R are essentially the same, as 

are <M, R>/<R, R> and M/R • But R and M/R are tt (ss) since 

R <ppf M and M is tt (ss) 

Hence <M, R> is tt (ss) 

2.3 DEFINITION: (i) e(x0, ••• , xn_1) is a generalized pure congruence 

relation (n ~ 2) if 
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(a) e ""'ppf M~ for some sort s • 

(b) (Vx) e (x, x, 0) . 

(c) For each permutation 1T on n , 

(Vxo, ••• , xn-1)[e{xo, ••• , xn-1) ~ e(x1T(O)' ••• , xrr(n-1))] 

(For n = 2 , e really is a pure congruence relation. Fur-thermore when 

n = 2 (c) of the definition is unnecessary since symmetry and transitivity 

of e{x0, x1) both follow easily from (a) and (b).} 

(ii) For any generalized pure congruence relation e cM~ , (n ~ 2) , 

e• c M~-l is defined as {<x1, ••• , xn_1> e M~-ll<x1 , ••• , xn_1, 0> e 8} • 

In general for m e w , 0 ~ m < n , e(m) is defined by e(O) = e , 

e(m+l) = (e(m))' • Thus in particular e(n-1) cM. 

2.4 LEMMA: (n ~ 2) Let e be a generalized pure congruence relation, 

e cM~ • Then e• ""'ppf M~- 1 and if n ~ 3 , e• is a generalized pure 

congruence relation. 

PROOF: For simplicity of notation I check ppf's ~{x, y) in two 

variables only. Suppose Mn-l ~ (3x)~(x, a) where ~ is a ppf and 

a e e' , a = <a1 , ••• , an_1> • (I must show that e' ~ (3x)~(x, a).) 

Let c = <a1, ••• , an-l' 0>. Since a e 8', c e ~. I claim that 

M" F (3x)~(x, c) • But this is easy: if Mn-1 F ~[b, a] then 

M" F ~[bAO, c] • Since e ""'ppf M" , e F (3x)~(x, c) . Let b e e 

witness this, b = <b1, ••• , bn> . Now by (b) and (c) of the definition, 

<bn' 0, bn> e e , hence, since e is a subgroup of M" , also 

<b1 - bn' b2, ••• , bn-l' 0> e e . Now M"~ ~[<b 1 , ••• , bn>' <a1, ... ' 
an-l' 0>] , hence, since ppf's factor across direct sums, M~ ~[b;, a;] 

for 1 ~ i < n and M~ ~[bn, 0] . Since ppf's are additive, 
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M~ ~[b1 - bn, a1J and so Mn-l F ~[<b1 - bn' b2, ••• , bn_1>, <a1, ••• , 

an_1>J • But <b1 - bn' b2, .•• , bn_1> e a• • 

Hence e I ""( M"- 1 
ppf 

If n ~ 3 , conditions (b) and {c) of the definition are immediate 

for a• , so e• is a generalized pure congruence relation. 

2.5 LEMMA: Let ac M" be a generalized pure congruence relation. 

L. [ ] • ff ( n-1) ( n-1) ] <M, a>~ e a1, ••• , an 1 <M, a > ~ e [a1 - a2 - ••• -an • 

PROOF: The result follows by an easy induction once I establish that 

<M, a> F e[a1, ••• , an] iff <M, 8'> F 8'[a1 -an' a2, •.• , an_1J • But 

<an, 0, an> e e by (b) and (c) of the definition, so if <a1, ••• , an> e e, 

then by (a), <a1 - an, a2, ••• , an_1, 0> e e • Thus <a1 - an, a2, ••• , 

an_1> e a• • These steps are reversible, so the claim is proved. 

2.6 COROLLARY: Let ec M" be a generalized pure congruence relation. 

Then <M, 8> and <M, a<n-l)> have the same stability classification. 

PROOF: By (2.5) the two structures are mutually interdefinable. 

2.7 THEOREM: Let e~ M" be a generalized pure congruence relatio~. 

Then <M, a> and M have the same stability classification. 

PROOF: By (2.6) <M, a> and <M, a(n-1)> have the same stability. 

But e<n-l) < M by {2.4) and so <M, e<n-l)> and M have the same ppf 
stability by (2.2). 

2.8 LEMMA: Let M be a module, f: M + M a homomorphism, and 8 the 

graph of f (e = {<m, f(m)>lm eM}) • Then e -<ppf M2 . 
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PROOF: Suppose ~(x, a) is a ppf with a= <a0, f(a0)> satisfied in 

M2 by b = <b0, b1> • Then since ppf's factor across direct sums, 

M~ ~[bP,~] . Since f is a homomorphism, M F ~[f(b0 ), f(a0)] • 

Thus M2 
F ~[<b0 , f(b0)>, <a0, f(a0)>J and <b0, f(b0)> is a sequence 

of elements of 8 • 
2 Thus 8 -<ppf M • 

2.9 THEOREM, EXAMPLE: Let M, f, 8 be as in (2.8) and in addition 

suppose f: ~1 ~ fUD. 

(i) If f is not onto, then <M, 8> is not tt. 

(ii) If M/f[M] is infinite then <M, 8> is not ss. 

(iii) Thus, in particular, taking M =<D(w) and f: M-+ M, the 11 right 

shift operator 11 defined as follows: for m= <mi>i<w eiO(w) , (f(m)) 0 = 0, 

(f{m))i = mi_1 (i > 0) , I obtain an example of a tt module M and relation 

8 -<ppf M2 such that <M, 8> is not even superstable. 

PROOF: Let ~n betheppf (3y1, .•. ,yn) [8(y1, x)A /\~=~8(yi+1 'yi)]. 
~n(x) holds iff x is in the image of fn , thus (since f[M] = M) 

Ind(M, ~n' ~n+l) = IM/f[MJI • So (i) and (ii) follow immediately by the 

characterization of stability (1.11). For (iii), ~(w) is clearly a tt 

abelian group (in fact it is w1-categorical) and in this case M/f[M] =~ , 
so <M, 8> is not superstable. 
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III 3. tt MODULES: REGULARITY, WEIGHT, INDECOMPOSABLES 

3.0 REMARKS: Throughout this section T is a complete totally transcen-
~ 

dental theory of (abstract) modules satisfying T = T 0 • L is the 

language of T and if I must refer to sorts, notation is as in (1.0, 1.1}. 

Recall that all types are stationary (1.22}, that if A is a summand of 

E and M a model, then M eA is a model (1.18v} and that if M-:< N 

are models then N =M M <BA for some A (1.17). 

3.1 DEFINITION: (Compare II, 3.6(i)} Let A f 0 be a direct summand 

of ~. p e s1(16) is critical in A if p+ is maximal (under c: ) in 

{t+(a, 16)10; a eA}. p e s1(16) is critical if for some A <ppf ~, 

p is critical in A • Prest uses the same terminology [Pr 1, Pr 2]. 

3.2 THEOREM: (i) Every non-zero direct summand A of ~ contains an 

element realizing a critical type. 

(ii) Let p e s1(16} be critical. Let ~ e p+ be minimal under ~, 

i.e. F ~ ~ w for all w e p+ • Then p is sr via ~ • 

PROOF: (i} is immediate by the characterization of tt theories of modules 

(l.ll(iii 11
)). 

(ii) Such a ~ exists because T is tt. Suppose p+ is maximal in 
+ {t (a, ~) 10 ; a e A} , p = t(a0 , 16) , a0 e A . Let M ~ T . By (1.18v) 

Ma1 A I= T, in fact M< M (SA. By (0, 1.22(iv)) it is enough to show 

that any a eM eA' M satisfying ~satisfies PoiM. 

So suppose a e Me A' M satisfies ~ • Then a= <m, b> for 

some m e M, b e A, b f 0 • Since ppf's factor across direct sums, 

A F ~[b] • Now ~ is minimal in p+ , thus t+(b, 16) ~p+ • But 
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0 ~be A, and p is critical, so t+(b, ~) = p+, i.e. t{b, ~) = p. 

Also, since ~ is minimal in p+ , and F ~[a] , p+ c t+(a, ~) • But 

a = <m, b> so t+(a, ~) c t+(b, ~) = p+ • Therefore t(a, ~) = p • 

To check that aJ.,M , I use (1.20). Let ljJ(x, y) be a ppf over ~ , 
___., ---"' 

<n, 0> elements of M , and suppose t= ljJ[a, <n, 0>] • T-aking the second 

projection, F ljJ[b, 0] . But t+(b, ~) = p+ = t+(a, ~) , hence t= ljJ[a, 0] . 
Thus aJ,M • 

Hence p is sr via ~ . 

3.3 COROLLARY: T is basic. 

PROOF: Let p e S(M) , M FT. Let N = M(p) • Then M< N , and since 

T is tt, M is compact so for some A, N =M eA. By {3.2) A realizes 

a sr 1-type q over~' say by a , and by (1.23) a J, M • So q!M is 

realized in M{p) • By (0, 1.24) q !M/. p • Hence q /. p , that is, 

every type is non-orthogonal to a sr 1-type over ~. 

3.4 REMARKS: The trick used in Corollary 3.3 to construct a type q 

over ~ not orthogonal to p is actually much more general than the current 

situation would indicate. In his work (independent of mine) M. Prest uses 

this construction to great advantage (he calls it p*) and as a consequence 

of Prest's work it is immediate that every tt theory of modules is basic, 

in fact in any complete theory of modules whatsoever, every type is non-

orthogonal to a type over ~' regular if the given type was regular. 

The construction of (3.2) can also be made much more general as 

Prest's work shows. In the general case, a direct summand of ~ need 

not realize a critical type, but if it does this type is regular, and 
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every regular 1-type over gj is critical. The outline of the proof in the 

general case is the same, however it does seem to require some of the 

theory of compact hulls. See [Pr 2] for details. 

3.5 THEOREM: (i) For any set A there is a unique (up to isomorphism) 

B <ppf G'. , A c: B , called the compact hull of A in ~ , B = H(A) , 

such that if A c: N <ppf ~ there is a pure embedding f: B + N fixing A. 

(ii) Let p = t(A, gj) • Then for any M IF T , M(p!M) :M Me H(A) • So 

in particular H(A) can be recovered as M{piM)/M for some (any) M ~ T • 

I write H(p) = H(A) • 

(ii ') Suppose M<~ , MJ,A • Then there is a copy of H(A) ::::1 A such 

that M(A) =M+ H(A)(dir) • 

(iii) H(A) is min·imal over A in the following sense: 

A,c.N <ppf H(A) 9 N = H(A). 

(iv) A dominates H(A) over gj. 

PROOF: Fix M IF T. By (1.24) for some B, M(p!M): M es and wlog AC:B. 

Since T is basic~ M(p!M) is minimal over MU A (I, 2.3). Thus 

A'-= B' <ppf B implies that B' = B (B' is a summand of~ by (1.17), 

hence Mll? B' is a model (1.18v) containing A). Thus (iii) is proved. 

Now let N ~ T , N(p!N) =NE& B' , and again wlog A c. B' • But PIN is 

realized in Ne B , thus for some C, N $ B' 0 C =NuA N$ B • Since the 

isomorphism is over N , B' Ea C =A B , and so A c: B' <ppf B , so B' = B. 

Let H(p) : := H(A) : := B • (ii) is proved. 

For { i), suppose A. c N <ppf ~ • Let M t= T , M J., A • By ( i i) 

M( A) : M$ -H(A) • Now M eN t= T and A c:N , so M(A) <M E9 N • Thus 

for some C, M E9 H(A) $ C :MU A M E9 N and so H(A) . < ppf N • 

For ( iv) I must show that X ..1 A ~ X .J., H(A) • Pick some X J.. A , 
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pick M I= T , M~ X U H(A) • Then XJ.,A • Now M(A) = M$ H(A) and A 
M 

dominates M{A) over M (0, 1.14). Thus XJ,H(A) , and by the choice of 
M 

M , X J, H(A) • 

(ii') is a simple rephrasing of (ii) in light of the characterizations 

of independence. 

3.6 REMARKS: The hulls produced by {3.5) are the T-injective hulls of 

Prest [Pr 1]. They are also treated in a somewhat different fashion by 

Ziegler [Z] where all the elements of the theory of compact hulls are 

thoroughly explored. The idea was first developed fully by Fisher [F], 

and has been explored from a purely algebraic standpoint by several 

authors. For further references consult the three papers cited as well 

as the survey [W]. 

I do not need to use very much about compact hulls in what follows, 

but it would certainly be interesting to go through the papers of Prest 

and Ziegler and see how much can be rephrased in suitable terms and proved 

by entirely model-theoretic means. 

One should note, however, that my model-theoretic approach depends 

strongly on the assumption that T = Tt'i:l , T tt and so theorems like (3.4) 

are only very special cases of the results cited above. 

3.7 THEOREM: Let p e s 1 (~) • Let <P e p+ be minimal (under +). The 

following are equivalent: 

(i} p is sr via some w 

(ii} p is sr via <P 

(iii) p is critical in H(p) 

(iv) p is critical. 
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PROOF: (iv) => (ii) is exactly (3.2) and (ii) ~ (i) is immediate, as is 

(iii) +- (iv). 

[(ii) ~ (iii)] Suppose 0 r c e H(p) , t+(c, ~) ~ p+ • Then ~ e t+(c, ~). 

Let M FT , M(piM) =Me H(p) • Now ~ ~[<0, c>J , <0, c> ~M , hence 

since p is sr via ~, <0, c> satisfies piM. Hence .t+{c, ~) = p+ 

that is, p is critical in H(p) • 

[(i) ~ (ii)] Suppose p is sr via w • Clearly if w' + w and w' e p 

then p is sr via w' . Since ~ is minimal in p+, wlog by the 

pp-elimination of quantifiers, w has the form et> A 1\j<n-,aj where the 

aj's are all ppf's. 

Claim: Let b e H(p) , b r 0 , ~ <t>[b] • Then t+(b) = p+ • The claim 

suffices to prove the theorem for the following reasons: Suppose M I= T , 

so M(piM) =M $H(p) , and <m, c> e M(p!M) satisfies et>. I must show 

that <m, c> satisfies PIM • Since <m, c> satisfies ~ which is 

minimal in p+ , then p+ ~ t+(<m, c>, ~) • But c also satisfies cp 

since ppf's factor through direct sums, so by the claim, t+(c, ~) = p+ . 
+ + _...... Thus t (<m, c>, ~) = p • Suppose B is a ppf, <n, 0> e M , 

F S[<m, c>, <~>] • Taking the projection on to H(p) , F S[c, 0] 
+ + + -----so Bet (c, ~) = p = t (<m, c>, ~) • Thus ~ S[<m, c>, <0, 0>] and 

so by {1.20), <m, c>J,M • Thus <m, c> satisfies piM • 

Now I prove the claim. Let M F T , M' = M(p\M) = M e H(p) , and 

N = M' e H ( p) • Let a e M' realize pI M • Consider <a, b> e N • 

Clearly F <t>[<a, b>] • Since 1=-.aj[a] for each j < n , 1=-,aj[<a, b>] 

for each j < n • Therefore F w[<a, b>] . But N = M'(piM') and p 

is sr via Wt b r 0 (hence <a, b> ~M') ' so <a, b> realizes PIM 1 
• 
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Consider, for each j < n the formula aj(x - <a, 0>) , a ppf over 

If F a.[<a, b> - <a, 0>] , then, since <a, b>J,M' , 
J 

~ aj[<a, b> - <0, 0>] , a contradiction. Thus for each j < n , 

I= ~a. [<a, b> - <a , 0>] , i • e. t= ~a . [ <0, b>] • But a . is a ppf, so 
J J J 

t= ~aj[b] • Thus, since ·t= <f;[b] , I have I= liJ[b] • 

Now, in M' = M(p!M) =M eH(p) , be H(p) , b ~ 0 , and F lP[b] • 

Since p is sr via w , b satisfies piM • In particular, t+(b} = p+ • 

3.8 REMARKS: (i) ~ (ii) is the subtle part of the theorem. Similar 

theorems hold in a more general context, as discovered independently by 

Prest [Pr 2, Theorems 20-23] and Ziegler [Z, 11.4]. In light of the above 

theorem and in analogy with Chapter II, I make the following definitions: 

3.9 DEFINITIONS: (i) p is a pseudo-prime iff p is a sr 1-type over 

~,that is, iff p is critical. 

(ii) q e Sx(~) is irreducible iff for no q0, q1 e Sx(~) , q0 ~ q ~ q1 , 
+ + + is q = q0 llq1 • (Note that by (1.21) for any q0, q1 e Sx(~} there 

+ + + is r e s .... (~) such that r = q0 rlq1) • 
X 

(iii) Let A be a submodule of ~ (usually A ""'ppfiS'.} A is indecom-

posable if A0, A1 ~A, A= A0 + A1(dir) implies that A0 = {O} or A1 = {0}. 

3.10 THEOREM: Let q e S*(~) • The following are equivalent: 

{ i) w(q) = 1 

(ii) w(H(q)} = 1 

(iii) H(q) is indecomposable 

( iv) H(q} = H(p) for some pseudoprime p 

(v) q is irreducible. 
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~ ~ 

PROOF: [(i) 9t (ii)] Let be H(q) realize q , so that H(q) = H(b) • 

By (3.5(iv)), b dominates H(q} over~' so w(H(q)) ~ w(q) = 1 by 

(Os1.17v). Clearly w(H(q)) ~ 0 . 

[(ii} =;. (iii)J Suppose H(q) = A0e Al' A;; {0} , i e 2. Since 

{0}; A0, A1 c: H(q) , clearly Ai~H(q) (i e 2). But by (1.23) A0J,A1 • 

Therefore by the definition of weight, w(H(q)) ~ 2 • 

[(iii} =r (iv)] By (3.2} H(q) realizes a pseudo-prime p . By (3.5(i)} 

H(p} is a summand of H(q} . Since H{q) is indecomposable, H{p} = H(q) . 

[(iv) => (i)] Since H(q) = H{p) , by (3.5(iv}) p dominates q • p 

is a pseudo-prime, so w(p) = 1 , hence w(q) = 1 . 

[(i) ~ (v)] Suppose q0, q1 e sx(~) and q+ = q~ n.qr • Consider 

H(q0)E9 H(q1) , let a; e H(qi) realize qi (i e 2) , so by (1.21) 

a = <a0, a1> realizes q • Now a0J., a1 by (1.23) and w(a} = 1 , so 
..... ..... ..... _,. ..... ..... + + 

either a J, a0 or a J., a1 . Suppose aJ,a0 • I claim that q1 c: q , 

which completes the proof. Since aJ,a0 , for every ppf ~(~, y} , 
............ ........_. ....... + ....lto. •• 

J= ~[a, a0J => I= ~[a, 0] by { 1.20). Let lJI{z) e q1 (z some f·l n1te 
..... ~ ..... ..... .... + ......... 

subset of x ), let ~(z, y) ::= $(z- y) . Since 1J! e q1 , F lJ![a, a0J , 
..... ..... ..... + 

hence .t= ~[a, 0] so F w[a] . That is, 1/J e q • 

[(v) ~ (iii)J Suppose H(q) = A0e A1 , A0 1 {O} 1 A1 • q is realized 

in H(q) by some <a0, a1>, and by (3.5(iii)}, a0 ; 0; a1 , a0, a1 do 
+ +... + ..... not realize q • Therefore q = t (a0, ~)() t (a1, ~) is a proper 

reduction of q • 

3.11 COROLLARY: 0; A ""ppf(£ , A indecomposable implies that A= H(a) 

for every a, 0 ; a e A • In particular, A = H(p) for some pseudo-prime 

p • 
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PROOF: A= H(a) by (3.5(iii)). By (3.2) for some a eA , 0 ~a , 

t(a, ~) is a pseudo-prime. 

3.12 COROLLARY: Let 0 ~ A -< ppf ~ • Then A has a non-zero i ndecom­

posable direct summand. 

PROOF: For some a e A , 0 ~ a , t(a, ~) is a pseudo-prime p • Hence 

H(p) is a summand of A • 

3.13 REMARKS: Prest [Pr 2] and Ziegler [Z, 11.5] both establish that if 

p is regular then H(p) is indecomposable. As (3.10) reveals, the 

central connection is between weight 1 and indecomposability, not between 

regularity and indecomposability. The arguments in terms of weight go 

through in the more general contexts of arbitrary complete theories of 

modules studied by Prest. It is interesting to note that both Prest and 

Ziegler define q to be irreducible {indecomposable) iff H(q) is 

indecomposable, whereas (3.10) shows that 11 irreducible 11 has its natural 

meaning. 

3.14 PROPOSITION: Let q0, q1 e s 1 (~) have weight 1. Then 

H < qo > = H < q 1 > -# qo /. q 1 • 

PROOF: First note that wlog q0 and q1 are strongly regular, by (3.10) 

on the left and by (0, 1.23(iii)) on the right. Let M~ T , 

N =M $H(q0) = M(q01M) • If H(q0) = H(q1) then q11M is realized 

in M(q0 I M) , hence q0 J. q1 (0, 1.24). Conversely, if q0 J. q1 , then 

q11M is realized in N , so M-< Me H(q1) -< M e H(q0) , and by the 

standard argument H(q1) = H{q0) since H(q0) is indecomposable. 
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III 4. DECOMPOSITION THEOREMS 

4.0 REMARKS: As in section 3, throughout this section 

totally transcendental theory of modules. 

T = T No is a 

First I give an entirely model-theoretic proof of Garavaglia's thorem 

on the unique direct sum decomposition of tt modules. Then I prove a 

primary decomposition theorem for s1 (~) analogous to the Lasker-Noether 

decomposition. I establish more general versions of those results (II4.3-

4.11) left unproved or only sketched in Chapter II. 

4.1 PROPOSITION: Let A be a direct summand of C • Then A can be 

written as a direct sum of indecomposable modules. 

PROOF: By (3.12) A has a non-zero indecomposable direct summand. 

I call a collection F of non-zero indecomposable summands of A 

nice if F is independent over ~ and EF is pure in A • I claim that 

the union of an increasing chain of nice families is nice. Certainly it 

is independent. To check the other part of the definition it is enough 

to see that if (Ai)i<K is an increasing chain of submodules pure in A , 

then Ui<K A; is pure in A • But this too is obvious. By Zorn's lemma 

I choose a maximal nice family F. By(1.25), EF is direct. Since EF 

is pure in A , it is a summand of A by (1.17). If A= EF + A'(dir) 

with A' ~{0}, then A' again contains an indecomposable direct summand 

A" and F U {A"} contradicts the maximal ity of F • Hence A = G)F • 

4.2 THEOREM: Let A be a direct summand of ~ • Then A may be written 

uniquely (up to order) as a direct sum of indecomposable modules. 

Furthermore, if P is a representative set of pseudo-primes for T 
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(I, 1.3) then A= ~epeP H(p)(ap) where ap = dim(p, A) • 

PROOF: By (4.1) A may be written as a direct sum of indecomposable 

modules, by (3.11) and (3.14) these may be taken ·to be H(p) for some 

peP , so A= E9peP H(p)(ap) for some cardinals a-p. By (1.23) the 

family of indecomposables in this representation is independent, and by 

(3.10} the weight of each H(p) is 1. Thus the cardinals ap are uniquely 

determined as dim(p, A) for each p e P (0, 1.18, 1.19). 

4.3 COROLLARY: (Garavaglia's Theorem [G4, Theorem 4]). Let M be any 

tt module. Then M may be written uniquely as a direct sum of indecom­

posable modules. 

{~ ) 
PROOF: Th(M 0 ) satisfies the conditions set out in (4.0), hence (4.2) 

(N } 
applies to M , a direct summand of M 0 • 

4.4 THEOREM: Let q e S*(-) • H(q) has a decomposition as in (4.2). 

The following are equivalent: 

(i) H(q): e. I H(p.) 
1€ 1 

(ii) H(q) : H(® iei P;) 

(iii) q ':9 ®iei P; . 

(pi pseudo-primes} 

In addition, (i) - (iii) imply that w(q) = III . 

PROOF: The final comment is immediate from (iii), the fact that each p. 
1 

has weight 1, and the additivity of weight (0, 1.18). 

[(i) :+ (ii)] Let A= H(® iei P;) , B = $iei H{p;) • Let {a;l i e I}C A 

realize ®iei P; , that is, a1 realizes P; for each i e I and 

{a;li e I} is independent over-· By (3.5) for each i e I there is 
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A; ~ ppf A , a; e A; = H{p;) and a; dominates A; over ~. Thus 

{A; li e I} is independent and by (1.25), Lie! A; is direct and pure in 

£,hence in A. But again by (3.5), A is minimal over {a;li e I} , 

so A = Lie! A;(dir) , that is, A : B • 

[(ii) ~ (iii)] Let A , {a; li e I} be as in the preceding paragraph 

and let be A realize q • By (3.5), since A= H(q) , b dominates 

{a;li e I} over~' and since A= H( eiei P;) , {a;li e I} dominates 

b over ~ • Thus by the definition (0, 1.13(ii)) q ~®;er P; . 

[(iii) 9> (i)] Suppose q ~ ®. 1 p
1
• , and also for some pseudo-primes 

- le 
Pj (j e J) , H(q) = ejeJ H(pj) • Then by (i) ~ (iii) already esta­

blished, q:S ® jeJ Pj • By the uniqueness of sr decompositions there is 

a bijection f: I + J with pi t pf(i) for all i • By (3.14) 

H{pi) = H{pf(i)) for all i , so H(q) = $iei H(pi) • 

REMARK: The regular decomposition theorem (0, 1.23) is usually stated 

only for q e S(M) some M , so w(q) is finite. Thus the uniqueness 

result used above is only stated for finite products of regular types. 

In actual fact the finiteness assumption is not necessary. 

4.5 LE~1MA: (i) t is an equivalence relation on the pseudo-primes. 

( ,. ,·) Let p b d · S ( "') + + + ea pseu o-pr1me, r, q0, q1 e 1 P , r = q0 rl q1 
Then p t r => p t q0 ® q1 and p t q0 ® q1 iff p t q0 or p t q1 . 

PROOF: (i) (0, 1.20(iii)) (since pseudo-primes have weight 1.) 

(ii) The first part is immediate from (1.21). The second part is 

( 0' 1. 23 (;;; ) ) • 

4.6 DEFINITION: (Extending the analogies drawn in (II, 4.5)). 
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(i) Let p be a pseudo-prime, q e s1(ff) • q is p-primary if for 

every pseudo-prime p' , q t p' iff p t p• • q is primary if it is 

p-primary for some p • 

(ii) Let p be a pseudo-prime, q e s1(ff) • Then p belongs to g 

iff p t q • 

4.7 PROPOSITION: Let p, q e s1 (ff) , p a pseudo-prime. The following 

are equivalent: 

( i) 

(ii) 

(iii) 

(iv) 

q is p-primary 

q is realized in H(p)(n) for some n < w 

q ~ p® for some n < w -
H(q) = H(p)(n) for some n < w • 

PROOF: (iii) and (iv) are equivalent by (4.4) and (iv) ~ (ii) is 

immediate. 

[(i) ~ (iv)] By (0, 1.23) w(q} is finite so by (4.4), 

H(q) = ei<n H(p;) for some pseudo-primes pi • Since q is p-primary, 

by (3.14) H(pi) = H(p) for all i < n , so H(q) = H(p)(n) • 

[{ii) * (i)] Since q is realized in H(p)(n) , H(q) <ppf H(p)(n) • 

If p• is a pseudoprime, p• t q , then p• is realized in H(q) , hence 

in H{p)(n):: H(p®). Therefore p' t pn , so p' t p. 

4.8 PROPOSITION: (All types are in s1(ff) and p, p' are pseudo-primes.) 

(i) p t p' ~ (q is p-primary iff q is p'-primary) 

(ii) q is p-primary iff ('Vr)[q t r ::::> p t r] 

(iii) q is irreducible~ q is primary 

(iv) A finite intersection of p-primary types is p-primary, and conversely 
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any p-primary type is a finite intersection of irreducible p-primary types. 

(Here r = q0 n ... n qn_1 means that r is the unique type such that 
+ + + 

r = qo n ... rt qn-1 (1.21}.) 

PROOF: (i) and (ii) are both immediate by (0, 1.23(iii)) and the definition 

of q being primary. (iii) follows immediately from (3.10) and (4.7). 
. {n.) 

(iv) Let (qi)i<n be p- primary types, qi realized in H(p) 1 
• 

Then ®i<n qi is realized in H(p)(m) (where m= Ei<n ni) , hence, 

by (1.21}, so is n i<n qi • 

For the converse, suppose q is p-primary, q realized in H(p)(n) 

by <a;>;<n , and wlog , a; ; 0 for all i < n • Then each t(a;, ~) 

is irreducible p-primary by {3.10) and {iii), and q+ = r4<n t+(ai' ~) 

by {1.21). 

4.9 THEOREM: Let q e s 1 (~) , w(q) =m • Then: 

(i) q+ = n i<m r~ with ri irreducible for i <m and the decomposition 

is irredundant. 

(ii) Let r1 be P;-Primary. Then q~®. pi. 
1<m 

(iii) In (ii) group together equivalent pseudo-primes and write 

q g ® j <n p j~ with j < j ' < n =+ p j .1. p j , . Then { p j I j < n} and the 

map pj -+ nj are uniquely determined by q (up to J.. ) • 

PROOF: w(q) is finite so by (4.4), H(q) = ~i<m H(p;) for some pseudo­

primes (pi)i<m where m= w(q) and q~®i<m P;. Now q is realized 
+ + 

by some <ai>i<m so q = n i<m t (a;, ~) where t(ai' ~) = r; is 

irreducible pi-primary. The decomposition is irredundant {else a factor 

could be omitted from the essentially unique decomposition 

H( q) = ~ i<m H{ pi)) • The regu1 ar decomposition of q is unique up to !­
{0, 1.23(ii)) so the results of (iii) follow. 
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4.10 COROLLARY: Let P be a set of representatives of the 1- -classes 

of pseudo-primes. Let q e s1 (~) • Then q has a normal decomposition, 

that is, q+ = n j<n r; where for j < n ' rj is pj-primary, some 

Pj e P , for j < j• < n , Pj ; Pjr, and the decomposition is irredundant. 

{pjlj < n} is the set of pseudo-primes (in P) belonging to q and 

is uniquely determined by q. As well, for each j < n the number of 

irreducible pj-primary types necessary to represent 

determined by w(rj) • 

PROOF: Immediate from (4.9(iii)). 

r. is uniquely 
J 

4.11 REMARKS: As noted in Chapter II, these results have as corollaries 

the usual Lasker-Noether and Lesieur-Croisot decomposition theorems for 

Noetherian rings (with some minor qualifications on the latter). My decom­

position theorem for types in s 1 (~) appears to be an entirely new generali­

zation of these algebraic results, as is of course the model-theoretic 

proof. The model-theoretic approach allows me to emphasize a point 

usually not mentioned explicitly in the usual algebraic statement of the 

normal decomposition (4.10), namely that the number of irreducibles contri­

buting to each pj-primary type rj is uniquely determined by q and pj , 

and in fact this number is an important model-theoretic measure, the weight 

of rj • 

4.12 HISTORICAL REMARKS: At various points throughout Chapters II and 

III I have remarked on research done independently of my own which overlaps 

or extends my work. I will try to summarize those remarks here, re-emphasize 

which parts of these chapters should be regarded as original, and indicate 
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the influence of this other work on the final version of my results as 

they appear here. 

One of these influences was somewhat negative: I have felt that an 

important goal of the model-theoretic approach to algebra is to show the 

generality of certain results by showing that they are essentially model­

theoretic in nature. Thus in each of the results presented in these two 

chapters I have tried to use as much model theory and as little algebra 

as possible, most particularly in Chapter Ill. This is quite different 

from the approach of other researchers. 

The paper of Prest [Pr 2] develops the theory of orthogonality and 

regular types in arbitrary theories of modules. It is interesting to note 

that although the context is often quite different, the theorems and their 

proofs are very similar to the ones that I have presented in Chapters II 

and Ill. In particular, Prest's theorems 18-23 are natural generalizations 

of my results in II 3 and Ill 3. My results and Prest's were obtained 

independently. However I have modified somewhat the presentation of my 

results, especially in Chapter Ill, in the light of kind suggestions made 

by Mike Prest after he saw my original manuscript [private communication, 

1981]. 

Another substantial change from the early (1980-1981) version of these 

results is the emphasis on weight one sets, rather than on strongly regular 

types alone. This has resulted in a substantial clarification of proofs 

and a more concise statement of results. 

Both Prest [Pr 1] and Ziegler [ZJ discuss compact hulls and indecom­

posable compact modules in great generality and in a generally model­

theoretic setting. There are two important po·ints to what I have done 
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that seem at first somewhat contradictory. Firstly, in the context 

T = ~0 , tt, the results are very reminiscent of well-known algebraic 

results, especially as has been seen in this section. Secondly, in the 

same context, the proofs can be accomplished with very little algebra. 

Indeed, the compact hulls which are so important in the very general 

treatment by Prest and Ziegler arise in my work as a natural consequence 

of the existence of prime models. [Pr 2] makes explicit the connection 

between indecomposable compact modules and regular types, as does, to a 

lesser extent, the final chapter of [Z]. As remarked in (3.13) both 

Prest and Ziegler seem to have missed the fact that H(q) is indecomposab1e 

iff q+ is irreducible in the usual sense (at least in my special context). 

However [Z, Theorem 4.4] appears to be related to this. 

Z.iegler also proves the most general theorem about the decomposition 

of compact modules, due, apparently to Fisher [See Z, Theorem 5.1]. Again 

the proof of uniqueness is by means of the Krull-Remak-Schmidt-Azumaya 

theorem, and one might ask if the general stability theory of modules 

developed in [PP], [Pr 1] and [Pr 2] is enough to give a proof of Fisher's 

theorem in the same spirit as my proof of Garavaglia's theorem: namely, 

that uniqueness is a consequence of the fact that indecomposables have 

weight 1. This is a matter for further research. 

The proper context for such research is probably nothing more than 
~ 

T = T 0 • Thus I propose the following question related to the KRSA 

theorem and Fisher's theorem: 

PROBLEM: Suppose (A.). I are modules with End(A.) a local ring for 
, 1€ ( ) , 

all i e I • Let T = Th( eiei A; ~0 ) (so that T = ~0 and each A; 
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is a summand of a model of T ). Is it the case that w(Ai) = 1 for 

all i e I ? 

As to the elementary theory of forking, I only need the theorem of 

Garavaglia quoted as (1.19) here, in fact for the most part I use only 

its corollary (1.20). This has the important consequences (1.21) (this 

simple idea dates back to my earliest work on the subject) and (1.23). 

Because of the approach I take, avoiding the introduction of a lot of 

algebra to establish the theory of compact hulls, I need the two additional 

lemmas (1.24} and (1.25}. I do not need any of the more general (and more 

complicated) results of Pillay and Prest [PP]. 

The results of III 2 appear not to have been considered at all by 

other authors, which is perhaps natural. Although everyone seemed to be 

aware that the model theory of modules can be done in a much more general 

context such as Fisher's abelian structures, they do not appear to have 

realized that this context opens up some new and interesting problems. 

At first it seems as if there is no model-theoretic difference at all 

between ordinary modules and abelian structures. 
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IV . TOPOLOGICAL LOGIC: STABILITY THEORY AND MODULES 

IV 0. INTRODUCTION 

In this chapter I study the topological logic first introduced by 

McKee [Me] and studied in detail by Garavaglia [Gl] and Flum and Ziegler 

[FZ]. This is a logic suitable for the study of topological structures. 

After a summary of basic results on topological model theory (1.0-1.14), 

mostly taken from [FZJ, I develop a translation of the topological language 

* Lt into an ordinary first order language L • This translation is faith-

ful to the model-theoretic content of Lt (1.18). This allows me to 

consider individual stability theory for Lt : the stability-theoretic 

study of those types of Lt in which only individual variables occur 

freely and in which only individuals occur as parameters. That is, I do 

not allow an open set to be represented by a free variable or a constant 

symbol. I originally developed this stability theory entirely within Lt 

the fact that the theorems and their proofs were identical to those in 

* ordinary first order logic suggested the reduction from Lt to L • 

This reduction allows me to prove the following basic fact about stable 

Lt-theories (1.22): Let <M, cr> be a saturated (more generally, special) 

model of a stable Lt theory, p a type over a small subset A of M • 

Two extensions p1, p2 to M of p are equivalent if for some topological 

automorphism ~ of <M, cr> fixing A, a(p1) = p2 • Then there is exactly 

one equivalence class of extensions of p with cardinality < IMI , in 

fact ~ 2ITI. 

In the second section I study topological modules. First I modify a 

result of Garavaglia [Gl] to prove an analogue of the pp-elimination of 

quantifiers for ordinary modules (III 1.6(ii)). Although the proof of my 

theorem parallels Garavagl ia • s proof almost exactly, my theorem is not a 
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corollary of Garavaglia's. This theorem allows me to state some elementary 

facts about the stability theory of topological modules analagous to the 

results of Chapter III. 

Finally I prove a strong quantifier-elimination result for compact 

Hausdorff modules. The complete Lt theory of such admits elimination 

of set quantifiers from formulas with only individual variables free. 
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IV 1. TOPOLOGICAL LOGIC AND STABILITY THEORY 

1.0 DEFINITION AND REMARKS: A topological structure is a pair <M, T> 

where M is a structure for ordinary first order logic and T is a topo-

logy on M • 

Generally, ordinary first order model theory is not suitable for the 

study of such structures, since topology involves genuinely second order 

concepts. The topological language Lt extending a given first order 

language L and the associated topological model theory are introduced 

as a best possible approximation to the model-theoretic study of full topo-

logy. Here 11 best possible 11 means that L satisfies a Lindstrom-type 
t 

theorem [FZ, p. 48]. 

For completeness and to fix terminology, I include the following arti­

cles (1.1-1.14) which follow sections I1 to I3 of [FZ] closely. 

(1.8(ii), (iii)) and (1.9), however, are new. 

1.1 DEFINITIONS AND DISCUSSION: Let L be a fixed language for finitary 

first order logic. (In general L may be many-sorted, but for simplicity 

I assume here that L has a unique sort.) L2 denotes the two sorted 

language with variables of the first sort (x, y, z, etc.) corresponding 

to L , variables of the second sort (X, Y, Z, etc.), and a single new 

relation symbol e with sorting determined by 11 X e X11 
• The intended 

(standard) interpretation of variables of the second sort is as sets of 

elements of the first sort. Variables of the first sort are called indivi-

dual variables, those of the second sort set variables. If L was initially 

many-sorted, introduce one new sort s for each of the original sorts s , 

and new relation symbols es with sort s es s .) 
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A weak structure for the second order logic of L is a pair {A, cr) 

where A is an ordinary first order structure for L and ~ ; cr c ~(A) • 

Such weak structures interpret L2 by giving e its standard meaning and 

requiring the variables of the second sort to range over cr • Conversely, 

any model (A, S, E) . of the L2 sentence 

ext: ('lfX)(VY)[X = Y-++ (Vz)(z eX-++ z e Y)] (extensionality) 

can be construed as a weak structure for the second order logic of L by 

replacing S by cr, where cr ::={{a e AI<A, S, E> ~a e s}ls e S} and 

E by the real e. In the sequel, all structures for L2 are assumed to be 

weak structures, in particular in the use of the symbol F • 

It is clear that it is impossible to write down a set of axioms E in 

L2 such that <A, cr> ~ E iff E is a topology on A , since this concept 

is second order over cr. However, the concept of cr being a basis for a 

topology on A is axiomatizable (1.3). 

Since L2 is a standard 2-sorted first order logic, and by the remarks 

on ext above, all the usual elementary theorems hold. In particular: 

1.2 THEOREM: (Compactness) A set E of L2 sentences has a weak model 

iff every finite subset of E does. 

1.3 DEFINITION AND DISCUSSION: Let bas be the following sentence of L2 
(Vx)(3X)[x e X] A (Vx)(VX)(VY)[(x e X A y e Y) -+ 

+ (3Z)[x e Z A (~z)[z e Z -+ (z eX A z e Y)J]]. 

Clearly <A, cr> is a weak model of bas iff cr is a basis for a 

* topology on A • In such a case cr denotes the topology on A generated 

by cr • Many topological properties can be described in terms of the basis 

* cr rather than the topology cr • One of the goals of topological logic is 
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to make the relevant logical concepts invariant for choice of basis as well. 

In particular, two weak models <A0, cr0> and <A1, cr1> of bas are regarded 

as being the same if A0 = A1 and cr~ = cri • Clearly every topological 

structure is a weak model of bas. 

1.4 DEFINITION: Let ~ be a sentence of L2 • ~ is invariant for topo-

* 1 ogi es if for a 11 weak mode 1 s of bas <A, cr>, <A, cr> I= ~ i ff <A, cr > t= ~ • 
..... ..... 

Similarly, a formula ~(x, X) of L2 is invariant for topologies if for 
~ ~ ~ ~ 

all weak models of bas <A, cr>, a e A , U e cr , <A, cr> F ~[a, U] iff 
* ......... <A, cr > I= ~[a, UJ . 

1.5 DEFINITION AND REMARKS: Let ~(X) be a formula of L2 , wlog ~ is 

in negation normal form. X occurs positively (negatively) in ~ if all 

the occurrences of X as a free variable of ~ are of the form ut e X" 

C'-,t e X11
) for some term t of L • 

Note that if X is not a free variable of ~ , then X occurs both 

positively and negatively in ~ , and that if X has occurrences of both 

forms ut e X11 and " -,t e xu then X occurs neither positively nor 
+ + negatively in ~. The notation~:=: ~(x1 , ••• , xn' Xl' ••• , Xm' 

Yi, ••• , Y~) indicates that the free variables of ~ are among x1, ••• , xn' 

x1, ••• , Xm, Y1, ••• , YP , with each x1 occurring positively and each v1 

occurring negatively. 

1.6 DEFINITION: (McKee [Me], Garavaglia [Gl], Ziegler [Zl]). Lt is the 

least set of L2 formulas containing the atomic formulas other than equali­

ties of the second sort (i.e. of the form "X= Y11
) , closed under the 

formation rules of Lww allowing only individual quantifiers, and closed 

under 
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(i) If t is a term of L , X occurs positively in ~ e Lt , then 

"(VX}[t e X + ~]" e Lt . 

(ii) If t is a term of L, X occurs negatively ·in ~ e Lt, then 

"(3X)[t e X A~] e Lt • 

Clearly up to logical equivalence (ii) is an immediate consequence 

of (i) and closure under -, • The formula in (i) is abbreviated as 
11 (VX)t~" , that in (ii) as 11 {3X)t~n • The intended interpretation of these 

formulas is as 11 for every open neighbourhood U of t , ~[U] holds 11 and 
11 there is an open neighbourhood U of t such that ~[U] holds 11

• 

1.7 THEOREM: [Me] [G1] A sentence ~ of L2 is invariant for topologies 
............. 

iff bas F ~~ w for some $ e Lt • A formula ~(x, X) of L2 is invariant 
~ ...Jr.. ~ .J... 

for topologies iff bas ~ (Vx)(VX)[~~ wJ for some $(x, X) e Lt • 

REMARKS: The forward direction is quite deep. Garavaglia first derives a 

topological form of Keisler's ultrapower theorem [Gl, Theorem 1] and then 

(1.7) follows immediately by a standard argument. McKee proves it by a 

consistency property argument. 

1.8 DEFINITIONS: (i) The model-theoretic relations ~ , = , are 

relativized to Lt as Ft , =t , =t as follows: they hold only between 

weak models of bas and refer only to sentences of Lt . 

f: <M, o> =t <N, T> iff f is an isomorphism of the first order 

structures and a homeomorphism of the topological spaces. f is called a 

topological isomorphism. 

* (ii) <M, o>< t <N, T> iff M is a substructure of N in the usual sense, 

and there is f: o + T such that for every formula ~(x, X) of Lt , all 
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me M ' all u e cr ' <M, cr> F ~(m, U] iff <N, T> F ~[m, f(U)] • 

( i i i) <M, cr>-< t <N, T> i ff w= N and for a 11 ~ (x) e Lt with on 1 y 
.... ..... ..... 

individual variables free, all me M , <M, cr> t= ~[m] iff <N, T> 1= ~[m] • 

* REMARKS: -<t and <t have not been considered previously by other authors. 

* Both satisfy some nice properties (1.9) but -<t is too strong for my present 

purposes. Part (iv) of the important theorem (1.18) only holds for the 

weaker relation ~t • Of the two, -< t is clearly basis invariant, but it 

* is not at all clear whether or not <M, cr> . -<t <N, T> implies that 

* * * <M, cr > ~ t <N, T > • The function f is introduced because I insist that 

all structures be weak structures. The reader should note that neither 

relation implies that the first structure is a topological subspace of the 

second. Also note that if f is a map defined on M Ucr , then 

* f: <M, cr>-< 2 <N, T> implies that f: <M, cr>-< t <N, T> , and the latter 

implies that f: <M, cr><t <N, T>. 

1.9 PROPOSITION: (i) <M, cr>-< t <N, T> => <M, cr> ::t <N, T> • 

( i i ) <M , cr> -< t <M , cr> • 

(iii) <M0, cr0>-<t <Ml' crt>-<t <M2, cr2> + <M0, cr0>-<t <M2, cr2>. 

(iv) <M0, a0>-< t <M2, cr2>, <M1, cr1>-< t <M2, cr2> and M0 c:M1 imply that 

<MO' cro>-<t <Ml' crl> • 

* * * ( i) - ( i i i) : rep 1 ace. -< t by -< in ( i)- ( i i i) . . t 
* * * (iv) f: <M0 , cr0>-<t <M2, cr2>, g: <Ml' cr1>-<t <M2, cr2>, f[M0J c:g[M1J , 

* and f[cr0J c: g[cr1 J imply that h: <Mo, a0>-< t <M1, cr1> where for 

x e M0 Ucr0 , h(x) is the unique ye M1 Ucr1 such that f(x) = g(y) • 

* * PROOF: These are all trivial. For (iv) note that by the definition of-< t, 

g must be 1-1 (consider the formula "x eX A x ~ Y" ). 
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1.10 EXAMPLES: [FZ, pp. 6-7]. The following sentences axiomatize topolo-

gical concepts in Lt : 

T0: (\fx)(\fy)[x = Y V (3X)x[Y ~ X] v (3Y)y[x ;_ Y]] 

T1: (\fx){\fy)[x = YV (3X)x(3Y)y[Y tf;. X AX ;_ Y]] 

haus: (\fx)(\fy)[x Y. v (3X)x(3Y)y(\fz) 1 [z eX A z e YJJ 

reg: (\fx}(\fX)x(3Y)x(\f.y)[y e X v (3W)y(\fz)[z ~ W: v z ~ Y]J 

disc: (\fx)(3X)x(\fy}[y e X + y = x] 

triv: (\fx){\fX)x(\fy)[y e X] 

perf: (\fx){\fX)x(3y)[x -:}y Ay e X] 

Suppose t is an n-ary term of L • Continuity of t is expressed by: 

(\fx1' ••• , xn)(\tY)t(xl, ••. xn){3X1)xl ..• (3Xn)xn 

(\f¥1, ~ .. , yn)[(y1 e X1A ••. AYn e Xn) + t(y1, ••• , yn) e-Y] 

If ~(x 1 , .•• , xn' y) e Lt then 
..).,. .,..j.., -lt,.. -- -l... 

(\fy)(\fx)[-, ~(x, y) + (3X1) .•• {3X ) (\fz) x1 n x
0 

[(z1 e x1 A ••• A zn e X
0

) + 1 ~Ci, y)] 

expresses 11 for every a: M ' {xj<M, a> Ft ~[X, a]} is closed 11
• As a 

consequence, one can express up is an open relation", np is a closed rela-

tion": and 11 graph of f is c1osed 11
• · 

11 f is an opem ·mapn is also expressible 

1.11 EXAMPLES: [FZ, Section 3], [Ban]. 

There is no set E of Lt sentences axiomatizing connected spaces, 

compact spaces, spaces with topology induced by a uniformity, normal spaces, 

separable, first and second countable spaces, and 11 f is a closed map 11
• 

Refer to[Ban] for many more interesting examples. 
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1.12 FUNDAMENTAL THEOREMS: 

(i) Compactness Theorem: A set L: of Lt sentences has a topological 

model iff every finite subset of l: does •. 

(ii) Completeness Theorem: If L is recursive, the set of Lt sentences 

which hold in all topological structures for L is r.e. 

(iii) Lowenheim-Skolem Theorem: A countable set of Lt sentences which 

has a topological model has a countable topological model {<M, T> is 

countable if M is countable and T has a countable basis.) 

( iv) Ul trapower Theorem: ( Garavagl i a [G7]). <M, cr> =t <N, T> if 

<M, cr> and <N, T> have topologically isomorphic ultrapowers. 

REMARKS: (i) is the main result used in the rest of this chapter. (ii)-(iv) 

are quoted to show the full strength of the logic for Lt • (i}-{iii) are 

immediate consequences of the corresponding results for L2 and Theorem 

1. 7. In (iv), the ul trapowers are of the two-sorted structures, so by the 

ordinary -tos theorem, the ultrapowers satisfy ext and bas and thus wlog 

are weak structures. The proof of (iv) in [G1] is quite substantial and 

is used by Garavaglia to prove (1.7). Although Bankston does not directly 

treat the language Lt in [Ban], his paper does give facts about topological 

ultraproducts and topological ultrapowers which are directly relevant to 

the model theory of Lt • 

1.13 DEFINITION: <M, cr> is saturated if it is saturated as a two-sorted 

structure for L2 • Note that saturation is not a basis-invariant concept. 

1.14 THEOREM: [FZ, I, Lemma 4.7]. Let <M, cr> :t <N, T> be saturated 

structures of the same cardinality {i.e. IMI = lcrl = 1Nl = ITI) • Then 
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REMARKS: Flum and Ziegler state this theorem only for countable saturated 

structures. I do not include the rather lengthy proof of the more general 

statement given here because it is virtually identical to the proof given 

by Flum and Ziegler for the countable case with the following addition: it 

is necessary to prove (and to use) that the set I of partial homeomorphisms 

constructed in the proof is closed under the union of increasing chains of 

1 ength 1 ess than I M I • 
As in ordinary first order logic I introduce a universe ~t = < ~, ~ > 

which is a saturated model of large cardinality. Since I will want to be 

able to embed any model in a small saturated elementary submodel of ~t, 

I insist that ~I = e be hyperinaccessible. (Recall that a cardinal K 

is hyperinaccessible if it is regular and for every A < K there is ll , 

A< ll < K and ll inaccessible. Thus if <M, cr> is small, IM U cri =A< K, 

there is a saturated submodel of ~t of cardinality ll containing <M, cr>). 

Note also that the assumption on e is inessential and serves only to 

simplify the expression of proofs. For the results that follow the assump­

tion can be eliminated by an absoluteness argument or better yet, by an 

appeal to special models. See (1.23) for further remarks. 

Let T be the complete Lt theory of ~t • For each small A c~ , 

L 
AutAt(~t) denotes the set of all topological automorphims of ~t fixing 

A. The following facts are immediately apparent by (1.13), (1.14) and 

elementary facts about saturation in L2 • 

1.16 LEMMA: (Notation as in (1.15)). 

( i) If <M, cr> t= t T , I M I < e then there is f: M U cr + IS U cr~ , respecting 
~ ~ _,. .... 

the sorts, such that for every formula ~(x, V) of Lt , m e M , U e cr , 



0 

-151-

-:.. ...... ~ ~ * 
<M, a> I= <P[m, U] iff li:t I= <j)[f{m), f{U)] , that is, f: <M, a> -<t <1£, a~. 

(ii) If A' c~' B, c sequences of individuals of ~' lA u sU Cl < e ' 

and B =t C(A) (that is, they satisfy the same formulas of Lt with para­

meters from A ) then there is a topological automorphism a of ~ fixing 

A and such that a[BJ = C • 

* ( i i i ) If A ' c ~ ' I A I < e then there is 

saturated with A c M , IMI < e . 

<M, a> -<t ~, ~ > , two-sorted 

PROOF: As noted, (i) and (ii) are straightforward. For (iii), there is 

certainly a two-sorted elementary substructure <M, a'> -<2 ~' ~ > which 

is saturated, A c M , IMI < e . Since <M, cr'> 1= ext A bas , a' induces 

a basis a for a topology on M . <M, a'> = <M, a> as two-sorted struc-

* tures and clearly <M, a> -<t ~' ~ >. 

* 1.17 DEFINITION: (i) Given a language L define a language L ~ L as 
~ .... 

follows: for each formula (VX)<P(X, x), (3X)<P(X, x) of Lt with only 
.... 

individual variables free, introduce a new relation symbol R(VX)<P(x) , 

* (ii) If <M, a> is a weak structure for L , define M a structure for 

L* so that M*~L =M and M* F R(VX)<j)[m] iff <M, a> Ft (VX)<j>(X, m] and 

similarly for R( 3X)<P • 

(iii) Given a universe 

1.18 THEOREM: (i) there is a bijection * between the formulas of Lt with 

* only individual variables free and the formulas of L • 
... .... * * .... (ii) for c e ~, <PeLt , (~,a~) l=t <j)[c] iff ~ I= <P [c] • 

* (iii) T is uniquely determined by T = Th(~t)' and conversely. 



0 

-152-

{ iv) * * <M, a>. <t <t,t, a~> i ff M . < r,t • 

(v) If p is a complete Lt-type over ~ c~ with only individual variables 

* * free, then p is a complete L -type over A in the same free variables. 

* (vi) p ~ p is a bijection between the set of Lt-types over A and the 

* set of L types over A • 
Lt L* * 

(vii) a e AutA (~t) implies that a e AutA (~ ) • 
L* * L 

{viii) If a e AutA (~) , A. cB, c~, IBI < 0, then there is ateAutAt(~t) 
t Lt L * * such that a tB = atB • (I say that AutA (~t) is dense in AutA (~ ) • ) 

(ix) ~* is saturated. 

* * * PROOF: (i) For q,(X) e.Lt define q, e L by recursion: 4> : := 4> if 4> 

is atomic, * commutes with the first-order connectives and quantifiers, and 
.... * .... ..... * .... ((VX)q,{X, x)) ::= R(VX)$(x), ((3X)${X, x)) ::= R(3X)q,(x). Clearly* 

satisfies (i). The inverse of* is denoted by t • Note that, e.g., 

(R(VX)q,(x))t = (VX)$(X, x) is completely well defined since the result 

of t is encoded in the subscript of R • 

* * (ii)-(vii) are then all obvious. Note that in (v) p = {$ I<P e p} • 

* Note also that (iv) fails for< t . (viii) follows immediately by the 

saturation of ~t , (1.16(ii)) and (ii). (ix) is immediate by (vi) and 

the saturation of ~t • 

1.19 REMARKS: The essential content of (1.16(ii)) is that the Lt­

elementary type of b over A' t(b, A)= {<f>(X, i)I<P(x, y) e Lt 'a eA} ' 
.... .... Lt 

and the ~t-automorphism type of b over A , {a(a)la e AutA (~t)} 

contain the same information. Reviewing the definition of forking adopted 

here (0, 1.5) it is seen that Theorem 1.18, in particular the density property 

(vii) and (viii), allows me to reduce the whole problem of stability theory 

* in Lt to the ordinary stability of L • 
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1.20 DEFINITION: Let T be a complete Lt theory. Then T is stable, 

* superstable or totally transcendental just as T i.s. 

It is clear by (1.18(vi)) that I could equally well have defined 

stability for Lt in the traditional fashion by counting complete Lt-types • 

. 1.21 REMARKS: Recall the following things from Chapter 0. When I talk 

about A c rs:, etc., it is always assumed that IAI < 0 • An ideal type 
L 

is a type p over rs: • AutAt('1) acts on the ideal types, in particular 

O(p) , the orbit of p , is {a.(p) la e Aut~t{fS:t)} • If p e S(A} the· 

orbits of ideal extensions of p under topological A-automorphisms are 

important: for brevity I call such an orbit of p-extensions. 

-"- . 

1.22 THEOREM: Let T be a stable Lt theory, p(x) a complete Lt type 

over A ; c rs:. Among the orbits of p-extens ions there is a unique orbit of 

cardinality < e , in fact this orbit has cardinality ~ 2ITl • 

* * * PROOF: T is stable and p is a complete type over A c ~ so by 

* (0, 1.4) there is exactly one small orbit of ideal extensions of p to 

* * ~ under A-automorphi sms of ~ • By ( 1.18( vi i)) every orbit of 

* p-extensions is. contained in an orbit of p -extensions, so there is at 

least one small orbit of p-extensions. 

I claim that in fact the two kinds of orbit are the same. It is 
-* -* -* enough to show that if p , q = a(p ) are ideal types in the same orbit of 

* L* * t Lt t t p -extensions, a e Aut A ([ ) , then for some a e A utA ([; ) , a (p) = q . 
-* stationary, as is q ~a(B). By (1.18(viii)) 

-* · But for some B.:::::> A, p ~ B is 

L 
there is ate AutAt([t) such that atB = a.t~B . By (1.18(vii)), 
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t ,* * * t-* ·-* t-a e /\ut~ ((\.) so by stationarity in L , a (p ) = q , i.e. a (p) = q . 

~~ 

So p, q are in the same orbit of p-extensi6ns. 

1.23 REMARKS: This theorem is a version for stable it-theories of the 

fundamental property {0, 1.4) of stable theories. It is not just a simple 

restatement of that basic fact, but is a new result depending on the density 

property, (1.18(vii), (viii)), and says something about stable Lt theories 
* independently of the translation into ordinary first order logic L 

In fact of course the proof does not depend on any assumptions on 0 

and it suffices that (S:, a~) be some saturate'd mode1 (see the proof in 

[LP]). Somewhat more is true: with a slight restatement of the. theorem, 

it suffices that (<s:, ) be a special model (in the two-sorted sense). 

Recall that M is ial if for some elementary chain (M))I.<K indexed 

by cardinals >. < K = IMI , M= UA<K MA. and each M.A is A+-saturated. 

Every theory T has speci a 1 models in all powers K s 2<K = K > IT I .• 

(MA.)A.<K is called a specializing chain for M B cM is called bounded 

if for some specializing chain and some A.< K , B. cM>. • Bounded sets 

replace sets of cardinality < K in saturated models, in particular, if M 

is special and B is bounded, then: 

(i) Let p e S(B) Then p is realized in M • 

(ii) Let c, d be finite sequences in M (or more generally, sequences 

such that B Uc Ud is bounded). 
->. .... 

If c =B d then there is an automor-
.... ..>.. 

phism of M fixing B and sending c to d . 

It .;s straightfon·Jard but tedious exercise to verify that (0, 1.4) 

holds for special models M and types p over a bounded subset of M . 

Thus I have the following: 
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1.22' THEOREM: Let T be a stable Lt theory, (M, cr) Ft T and special 

as a two sorted structure. Let A c M be bounded, p e S(A) • Among the 

orbits of extensions of p to M under topological automorphisms of 

{M, cr) fixing A , there is a unique orbit of carqinality < IMI , in fact, 

of cardinal ity ~ 2IT I • 

1.24 DEFINITION: Let T be a stable Lt theory. 

(i} an ideal type p does not fork over A (dnf over A) or is a nonforking 

extension of p~A (nf ext. of A) if p lies in the unique small orbit 

of ideal extensions of p~A 

fixing A • 

under topological automorphisms of ~t 

(ii) Let p ~ q e S(A) • p dnf over A , or p is a nf ext. of q iff 

each ideal type p which is a nf ext. of p is also a nf ext. of q • 

(iii) The multiplicity of p is the cardinality of the unique small orbit 

of p-extensions, i.e. the maximum number of nf extensions of p to any 

set (so the multiplicity of p is~ 2ITI) • 

1.25 COROLLARY: Let p, q be types of T , a stable Lt theory. Then 

* * p is a nf ext. of q iff p is a nf ext. of q . 

PROOF: By the proof of (1.22), the unique small orbit of p-extensions to 

* * ~t is contained in the unique small orbit of p extensions to ~ . 

Therefore for an ideal type p over ~t , p is a nf ext. of p iff p* 

* * is a nf ext. of p to ~ • 

1.26 THEOREM: Let T be a stable Lt-theory, p an ideal type. Then 

there is A c~, IAI ~ ITI , such that p is the unique nf ext. of ptA 

to ~t • 
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* -* PROOF: By (0, 1.6) there is A C._(i , IAI s ITI such that p is the 

.J * unique nf ext. of p tA to_ l.t • By (1.18(vi)) and (1.25), p is the 

unique nf ext. of p~A to l.tt • 

1.27 REMARKS: (1.22} and (1.26) are the two basic facts underlying stabi­

lity theory. Together with (1.18) and (1.25) they justify developing 

* stability theory for Lt in L by means of the map*. Thus all results 

of ordinary stability theory have their analogues for the stability theory 

of topological structures. In particular, the results of Chapter I are 

applicable to Lt • 
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IV 2. TOPOLOGICAL MODULES 

2.0 DEFINITION: A topological module is a structure (M, ~) such that 

M is a module ( III 1.0) and ~ is a .topology on M • {For simplicity I 

assume that M has a single sort, but the results are equally applicable 

in the general case when T is assumed to be a family of topologies, one 

for each sort of M .) Each function of M is continuous in the topology 

~ , and each relation of M is closed. In all of this section L is some 

fixed language for modules. It is clear that there is a set of Lt sentences 

T such that for each weak structure <M, a> for L , <M, a> ~t T iff 

* <M, a > is a topological module. 

2.1 DEFINITION: {Garavaglia [G1]). A topological positive primitive 

formula (tppf) is a formula of Lt of the form Q1Q2 ••. Qn$ where $ is 

a conjunction of atomic formulas of Lt and each . Qi is of the form {3x) 

or (VX)0 for some variables x, X • {Recall (1.6) that 11X = yu is not 

allowed.) 

REMARKS: Because of the abelian group structure of M , we may restrict 

to set quantifiers of the type ('!JX) 0, {3X)0 • The formula {'VX)t$ is 

equivalent to {VX) 01JJ where 1JJ is obtained from $ by replacing all 

occurrences 11 S e X11 of X , s some term, by 11 S - t e X11 
• Note that 

any free set variables of a tppf occur only positively. 

2.2 REMARKS: I am now going to present a theorem analagous to (III1.6(ii)) 

for topological modules: for every topological module <M, a> every Lt 

formula with only individual variables free is equivalent in <M, a> to 

a Boolean combination of tppf's. 
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A few comments on the history and proof of this result are in order. 

Garavaglia proves in [Gl] that if <M, cr> and <N, T> satisfy exactly 

the same Lt-sentences which are V3 with respect to individual quantifiers, 

then <M, cr> =t <N, T> • This is a direct generalization of an early result 

of G • Sabbagh [Sa] for ordinary modules. Baur [Ba] fir~t proved the pp­

elimination of quantifiers for modules inspired by this same result of 

Sabbagh's. All three authors use a saturated model method similar to what 

I present here. My theorem and proof has somewhat the same relation to 

Garavaglia's as Baur's does to Sabbagh's original result. 

In his excellent article [Z], Ziegler gives an entirely different proof 

of the pp-elimination of quantifiers which is 11 local 11 in the sense that it 

works in any module, not just a saturated model, and 11 Constructive 11 in the 

sense that it is shown how the Boolean combination of ppf's equivalent to 

a given formula is determined by the definable-submodule-structure of the 

module. Monk's invariants (Ill 1.6(i)) follow directly. Unfortunately, 

there appear to be several obstacles to giving a similar proof for my theorem. 

Although the main steps of Ziegler's proof can be adapted to the topological 

context, set parameters must be carried through the induction steps and it 

is not at all clear how it is possible to preserve positive/negative occur­

rences of set variables in this method. Thus the proof breaks down because 

some intermediate formulas cannot be shown to be in Lt • Also, the Ziegler­

style proof seems to be intimately tied up with questions of recursiveness 

and decidability (Monk's elementary invariants). As is pointed out by Flum 

and Ziegler [FZJ and in the articles by Cherlin and Schmidt [CSl, CS2] there 

are many undecidable theories of topological modules. Thus I prove the theorem 

in the style of Baur's original proof. A somewhat peculiar situation arises: 
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although my result is not a corollary of Garavaglia's theorem, the proof 

itself is virtually identical, except of course for the details of the 

initial set up and final interpretation. Thus the work I present here 

should not be regarded as a new proof, but instead as a significant inter­

pretation of an already existing result. 

I beg·in by quoting a series of technical results from [Gl] that esta­

blish that a sufficiently saturated topological module has a very special 

neighbourhood basis at 0. 

2.3 LEMMA: Let ~(x, X) , w(x, X) be tppf's. Then (3x)~ , (VX) 0~ are 

tppf's and ~A$ is equivalent (in weak models of bas) to a tppf. 

PROOF: Obvious. 

2.4 LEMMA: [Gl, 4, Lemma 1]. Let <M, ·p be a topological module and 

suppose that T has a basis at 0 consisting of subgroups of M • Let 

A1, ••. ,Am eT be subgroups of M , and let ~{x, X) be a tppf. Then 

~[M, A1, .•. , Am} is a subgroup of M. 

PROOF: Let {Hili e I} be a basis at 0 consisting of subgroups. Then 

(VY) 0[M, A1, .•. ,Am' V) = n iei ~[M, A1, ••• ,Am' Hi) • The result follows 

immediately by a simple induction. 

REMARKS: Note that if {Hili e I} is a basis at 0 consisting of subgroups, 

then {a + H; li e I} is a basis at a consisting of cosets. Thus under the 

assumptions of (2.2), if ai+l' ..• ,an eM then ~[M, ai+l' ••. ,an, 

A1, ••• ,Am) is either empty or a coset of ~[M, 0, ••• , 0, A1, ••. ,Am) . 

2.5 DEFINITION/LEMMA: [Gl]. Let <M, o> be a weak model of the axioms 
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for topological modules and ~1-saturated in the two-sorted sense. 

cr
0 

: := {U e crI 0 e U} 

* * cr0 ::= {U e crI 0 e U} 

cr0 ::= {()n<wUni(Un)new is a decreasing sequence in cr0} 

* 
( i) 

( i i) <M, o> satisfies the conditions of (2.4), that is, cr has a basis 

at 0 consisting of subgroups of M • In fact, such a basis can be found 

in cro • 

PROOF: (i) Let V 6 o0 , V =r~<w Un. I must show that V is open. 

Let a ·6 V ; I will find U e cr0 , a e U c V • Consider the set of L2 . 
formulas i:(X) : := {a e X A 0 e X} U {(Vx)[x e X -+ x e Un] I n < w} over 

countably many parameters in <M, cr> • i: is finitely consistent because 

cr is a basis for a topology on M , so is realized in <M, o> by some 

U , 0 e U , a e U c V • 

(ii) Since "-" is continuous, given any U e cr0 , there is V e cr0 , 

V - V. c U {where V - V= {a - bla, be V}) • Thus I define by recursion 

on n < w (Un)n<w a decreasing sequence in cr0 such that u0 = U , 

Un+l - Un+l; c U
0 

• Then V = n n<wUn e cr0 , 0 e V. c. U is clearly a sub­

group of M • 

2.6 DEFINITION: [G,]. Let ~1 , .•• ,~m, ~1 , .•• , ~k be tppf's with 

free variables among x1, .•. , xp , u1, .•. , Un • For each s, 0 ~ s ~ n , 

let o(~1 , ••. ,~m; ~l' ••• , ~k; s) denote the following formula of Lt : 

(VUs+l)o( 3Vs+l)O ·•• (VUn)o( 3Vn)o("x
1

, ••• ,xp) 

{\ ~ = 1 ~ i ( Xp • • q xp, V 1, • • • , V n) -+ 

~v~1=1 <t>;<x1, ••• , xp, ul' ... , U0 )J • 
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Note that each V; (1 ~ i ~ s) occurs only negatively as a free 

variable, each U; occurs only positvely as a free variable, and no other 

variables are free. I abbreviate as follows: Let ~: := {<fll' ••• , <Pm} , 

~ ::= {wl' ••• , wk} ; then o(<P1' ••• , <Pm; $1' ••• , $k; s) :=: 

o(~; w; s)(ut, ... , u;; Vi, ... , v;> . 

2.7 LEMMA: (a) [G1, 4, Lemma 4] Let <M, ·r> be a weak model of the 

axioms for topological groups, K-saturated in the two-sorted sense, 

ILl+ + IMI + ITI ~ K • Then there is a sequence (A6)B<K of elements of 

TQ SUCh that 

(i) AB~ Ay for B < y < K • 

(ii) Each As is a subgroup of M . 

(iii) If A e To then there is B < K such that As, eA. 

(iv) For all tppf q,1, ••• , <Pn , w1, ••• , $k if <M, T> ~ o(~; ~; 0) 

* then for all s 'all B1 < ••• <ss< K '<M, T >I= o(~; '¥; s)[Aa' ••• ,As;:. 
1 s 

AB ' ••• ' AS ] • 
1 s 

(v) For all tppf <Pl' ••• , <Pn '$1' ..• , wk if <M, T> 1=-, o(~; If'; 0) 

then for all s , a 11 s1 < • • • < B < K , <M, T> t=-, o( ~; '¥; s )[A6 , ••• , A6 ; 
s 1 s 

ABl' •• ., ASs J • 

(b) (From the proof of [ G4, 4, Theorem 1]) SIJppose <M, T> is as described 

in (a) and in fact TO= {A13 1s < K} • Suppose <P(x, u1, ••• , Un) , 

w(x, u1, ••• , Un) are tppf•s, r1 < ••• < Yn < K , s1 < ••• < Bn < K • 

Then: 

i<P[M, AB, ••• ,AB )/(<P A w)[M, A13 , ••• , A6 )j = 
1 n 1 n 

= I<P[M, A , ••• ,A )/(<PA$)[M, A , ••• ,A )I if either is finite. 
Y1 Yn Y1 Yn 
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REMARKS AND PROOF: Part (a) is a generalization and strengthening of 

(2.5(ii)). I refer the reader to Garavaglia's paper for the proof. Note 

that (ii) and (iii) say that {A61S<K} is a basis of open subgroups at 0, 

so it is possible to assume in (b) that To= {A8ia < K} • 

For (b), note that the left-hand side is~ m iff 

M Fa(~; ~; n)[A6 , ••• , A8 ; A8 , .•• , A8 J where 
1 n 1 n 

<fl ::= {<f>{x;, Ul' .•• , Un)11 ~;·~m+ 1} and~::= {JP(xi- xj' 

Ul' ••• , Un) 11 ~ i < j ~ m + 1} (and similarly for the right-hand side), so 

(b) follows immediately by (a(iv)) and {a{v)). 

2.8 LEMMA: [Gl, 4, lemma 6]. If G, G' are abelian groups, S, s1, 

••• , Sn, S', Si, ••• , S~ are subgroups of G, G' respectively, 

g, 91, ••• , gn e G , g' , gi, ••• , g~ e G' , for every C, c: { 1, ••• , n} , 

(g + S) n niec<9; + 5;) = ~ iff (g' + s') nn ieC(gi +Si)=~ and for 

every C, c: {1' ••• ' n} ln;ec<s n si) I n1=1 (S n si) I = 

= !n i eC ( s I n s p /n ~ = 1 ( s I n si ) I then 

g + S = ~=1 ((g + S) n (g; +Si)) iff g' + S' =U~=1 ((g' + S') n (gi +Si)} 

REMARK: This is essentially the same as the main combinatorial/group­

theoretical step in Ziegler's proof of Baur's theorem [Z, Theorem 1.1] and 

indeed, in that case is practically the whole proof. Here much more is 

needed. It is pointed out in Garavaglia's proof that without loss of 

generality, all the cardinalities mentioned are finite. 

2.9 THEOREM. Let <M, T> be a topological module. Then for every 
..... ....... ...J.. ..... ~ ~ 

c::d eM, <M, T, c> ~tppf <M, T, d> implies <M, T, c> ~t <M, T, d> • 
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PROOF: (See [G1, 4, Theorem 1]) Without loss of generality I can assume 

that <M, T> is a K-saturated weak structure, ILl+ + IMI + ITI ~ K and 

To = (A8)S<K is a described in Lemma 2.7 . 

Now I construct sequences {a81e < K} and {b8le < K} exhausting M , 

and increasing functions p, q: K -+ K such that for all tppf 
..... ...... ....... 

<j>(xl' ••• , xm' y, ul' ..• ,Urn} 'y::c' and all 81 < ••• <em< K' 
~ ...... 

<M, T> = ~[~, c, Ap(S)J iff <M, T> = $[~, d, Aq(S)J • (Here and 

elsewhere I abbreviate as follows: ae :=: as ' ••• ,as ; 
1 m 

Ap(S) :=: Ap(Sl)' ••• , Ap(Sm)) • Note that this construction will establish 

the theorem since then the map a: as -+ b8 is a topological automorphism 
~ ...... 

of <M, T> taking c ~ d , because the necessary conditions can be 

expressed by tppf•s. 

Well order M in order type K • I procede by recursion on y < K • 

Notice that the initial condition {y = 0) says simply 11for all tppf 

<J>(y) , <M, T> 1= q,["c] iff <M, T> t= q,(d] 11 which is precisely the hypothesis 

of the theorem. 

Suppose that the construction has been carried out for all S < y and 

y < K is even. (When y is odd carry out similar steps with the roles 

of ay' p and by' q interchanged.) Let ay be the first element of 

M' {a81s < y} if non-empty, 0 otherwise. Now I choose b so that for 

every tppf <j>(x1, ••• , xm+l' y, u1, ••• , Urn) and all s1 < < Sm < y , 
...... ...... 

<M, y> 1= q,[as, ay' c, Ap(S)J iff <M, T>t= q,[~, by' d, Aq(S}J • Since 

<M, T> is saturated, it is sufficient to show that a certain set of 

formulas (determined by this condition) is finitely consistent. In terms 

of the cosets defined by the tppf•s involved (see the remarks to {2.4)), 

it is enough to show that for all tppf <J>{x1, ••• , xn+1' y, u1, ••• , Un) 
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and wi(x, y, u> {1 ~ i ~m) and all s1 < ••• < sn < y , if 
.... m ..... ..... 

<j>(ae;, [M], c, Ap(B)) r ui=l(<P A wi)(aa, [M], c, Ap(B)) then 

<~><"a, [MJ, <i, AqCs>> r LJ;=1C<t> A wil<"a, [MJ, a, Aq<s>> • 

For this I use (2.8). (For the subgroups referred to in (2.8) take 

those defined by the above formulas with the individual parameters replaced 

by o•s.) The cardinality conditions in (2.8) are satisfied by (2.7(b)}. 

For the other condition of (2.8), let Cc {1, ••• ,m} . Then 

nieC (<P A wi)("a, [M], d, Aq(B}) =- iff <M, •r> F -,(3xn+l} i\ec<<P A w;) 
.... 

[~, xn+l' d, Aq{B)] iff (induction hypothesis) 

<M, T> t=. -,(3xn+l) j\iec<<P A w;)[a-a, xn+l' c, Ap{B)] iff 

n;ec<<P A w;><a-a, [M], c, Ap(S}) =- . 

Hence by can be chosen as specified. Now I choose p{y} and q(y) 

so that the induction hypothesis is verified for all a~ y • 

To choose p{y), q(y) first note that set variables appear only 

positively in tppf•s so that if <M, T> J:: q,[A ] and S <a then 
(l 

<M, T> ~ <P[AS] • There are~ ~·ILI·IYI < K formulas <P(aS' ay' c, Ap{B)' V) 

with s1 < ••• < Bn < y , so by choosing p(y) and q{y) large enough 

(that is, Ap{y) and Aq(y) small enough) I can ensure that for all tppf 

<P{x1, ••• , xn+1' y, u1, ••• , un+1) and all s1 < •.• <en< y , 
.... 

<M, T> J:: q,[aa, ay' c, Ap(S)' Ap(y)] 

iff <M, T> J:: (VUn+1)0 q,[aa, ay' c, Ap(S)' Un+lJ 

iff (by choice of by) 

<M, T>):: (VUn+l}O 4>[~, by' d, Aq(B)' un+l] 
.... 

iff <M, T>):: 4>[~, by' d, Aq(S), Aq(y)] 

as was required. 
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2.10 COROLLARY: Every formula ~(x) of Lt with only individual variables 

free is equivalent to a Boolean combination of tppf•s. 

PROOF: This follows immediately by a standard compactness argument. See 

for instance the proofs of the various preservation theorems in [CKJ, 

section 5.2 and especially Lemma 3.2.1 of [CK]. 

2.11 DEFINITION: (See III 1~8). Let <M, T> be a topological module, 

A cM , be M • Let p := t(b, A) where t(b, A) ::= {~(x, a)j~(x, y) e Lt, 
... ...... ..... 
a e A, <M, T> ~ ~[b, a] }. 

Then p+ ::= t+(b, A) ::= {~(x, a) e Pl~(x, y} tppf} 

p- ::= t-(b, A) ::= {~ ~(x, a) e Pl~(x, y) tppf} 
+ ±.... + -p- ::= t (b, A) ::= p Up 

2.12 COROLLARY: (Notation as in 2.11). (i) + uniquely determines p 

and conversely. 

(ii) ± p 1- p 

2.13 DEFINITION: (Recall (1.17), (1.18) for * L , etc.) Let 

* * 

p 
' 

L • = L U {R~ e L I~ a tppf of L} cL 
1 

. Define ~·~ r:·~ T·~ IS:• by analogy 

* * * * with ~ ' E ' T , IS: . 

* * 2.14 COROLLARY: (i) If ~ e Lt is a tppf, then ~ e L' and ~ = ~· 

is a ppf of L1 
• 

(ii) L' is a language for modules (III 1.1). 

* (iii) Every formula of L is equivalent to a formula of L1
, in particular 

to a Boolean combination of ppf•s of L1 
• 

(iv) Up to equivalence, • defines a bijection from the formulas of Lt 

to the formulas of L1 
• 
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(v) Theorem 1.18(ii}-(ix) holds for • in place of * • 

PROOF: (i) is obvious. (ii) follows from (2.4) and (2.5) taking a suffi­

ciently saturated extension (thus in any topological module, a tppf with 

only individual variables free defines a subgroup}. (iii) follows from 

(2.10) and (1.18(ii}). (iv) and (v) are then immediate. 

2.15 COROLLARY: (See Ill 1.11} 

(i) Every topological module is stable. 

(ii) <M, T> is tt iff there is no infinite descending sequence of 

subgroups of M definable by tppf's. 

(iii) <M, T> is ss iff there is no infinite descending sequence of 

subgroups of M , each of infinite index in its predecessor, definable by 

ttpf's. 

2.16 REMARKS: Thus the results of Chapter III apply to topological modules 

via the correspondence between Lt and L' • As well, the results (1.22) 

and (1.22') apply to topological modules. Furthermore, this correspondence 

provides an opportunity for investigating by model-theoretic means the 

interaction between the algebraic structure of a topological module and 

its topology. 

For example, consider one of the standard topological groups: the 

circle groups C = !VZ • The first order structure is tt and, following 
oo , (c) the results of Chapter III, is decomposed uniquely as & P pr·ime Z(p ) e <D • 

The unique copies of each Z(p
00

) are rigidly fixed in C and dense in the 

topology of C • Thus if the topological group C is written as a direct 

sum, C = A @ B with A, B closed, either A or B must contain the 

copy of Z(2
00

) , say, and by density is then al1 of C • Thus the ordinary 
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decomposition theory shows that the circle group is topogically indecom­

posable. 

By the Lt-analogue of (Ill, 4.2), C has a unique decomposition as 

a direct sum of indecomposable modules, all of these concepts being taken 

in the sense of Lt structures (weak models) rather than topologically. 

What is this decomposition and how does it relate to the first-order decom­

position and the topology? Since C is compact, the following results 

answer this question. 

2.17 REMARKS: The following facts about convergence in topological spaces 

can be found in Chapters 2 and 3 of Kelley's text [Ke]. Kelley presents 

these facts in terms of convergence via nets; I find it more convenient here 

to treat convergence via filters, for which see [Ke, 2, Problem L]. 

Let F be a filter of subsets of a topological space X • F converges 

to c e X , lim(F) = c , iff every open neighbourhood of c is in F • 

If Cc X , F is in C iff for all A e F , An C ; ~ • The following 

hold: 

(i) f: X+ V is continuous iff for all filters F , lim(F) = c in X 

implies that lim(f[FJ) = f(c) in V • 

(ii) C, c X is closed iff for all F in C , lim(F) = c implies c e C • 

(iii) X is Hausdorff iff for all F , lim(F) = c and lim(F) = c• 

implies c = c• • 

(iv) . X is compact iff every ultrafilter converges to some point of X • 

2.18 DEFINITION: Let ~(x) be a tppf of Lt with only individual 

variables free. Let ~0 (x, y, Y) be the open matrix of ~ • Let !(x) 
~ ~ -~ ....l!.. A....Jio. -:t...A 

be (3y)(VV) 0~0 , let ~(x) be (VV) 0 (3y)~0 , and let ~(x) be (3y)~0 , 
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A 

where <Po is obtained from <Po by replacing every conjunct "t e yn , t 

some term of L , by "t = 011 
• 

2.19 LEMMA: (Notation as in 2.18) 

(i) 11tPo ~ t~J 1 11 iff l=t (Vx}(t~J0 -+- l)J1) is a preorder on the set of tppf's 
...... 

<P(x) of Lt with the same free variables as <P and open matrix <Po • <P 

is the least element (strongest element) of this order and ~ is the 

greatest element (weakest element). In particular l=t (Vx)[!_-+- 1jJ A 1jJ -+- 4)] • 

< i i ) t= t <v x> [ ~ -+- <~>] • 

PROOF: Obvious. 

2.20 THEOREM: Let T be a complete Lt theory of Hausdorff topological 
.... 

modules with a {topologically) compact model. Then for every tppf <P(x) of Lt 

T l=t (Vx)[~ + ~] • 

Thus T has complete elimination of set quantifiers from formulas with only 

individual variables free. 

PROOF: The final comment follows by (2.19) and (2.10). 

* Let <M, ~> be a compact model of T , ~ = ~ • ~ is a formula of 

the form (VY) 0(3y) /\j <Pj(x, y, Y) where each <Pj is an atomic formula 

of Lt , hence of one of the following forms: 
..... .... 

(a) tj(x, y) = 0 
1 ...... ...... k -+- + (b) R(tj(x, y), ••• , tj(x, y)) 

(c) tj{x, y) e Y , some Y in Y 

where the t's are terms of L and R is a relation symbol of L • 
...... 

Let ~0 = {U e ~10 e U} , a neighbourhood basis around 0. Fix a e M , 
~-11. ~ .-.. -t..~~ -t.. 

a::x , and assume that <M,~> 1= {VY) 0(3y)/\j <Pj(a, y, Y) . Suppose y::n 
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and consider the compact space M" . For each U e TO , U::Y, let 
~ n I 1\ (..... .... ...... ) B0 ::={be M <M, T> F j~j a, b, u } • By assumption each Bu is non-

.... ~ 

empty. Since the v•s appear only positively in each tppf ~j , U c U' 

(componentwise) implies that Buc Bu• • By the definition of To , if 
..... o -'-1 .... ~ .... 1 . .... 
U , U e TO and U = U n U (componentW1Se) then U e TQ and by the 

preceding remark, Bu c Bna n B~l • Thus 8 = {BuiU e TO} is a filter 
u u 

base in M0 
• 

Therefore 8 may be extended to an ultrafilter U over the compact 

space M" , and U converges to a unique limit b since M is Hausdorff. 

For each term t(x, y) occurring in the ~j·s , {{t(a, c) lee C}!C e U} 

is a filter converging to t(a, b) by the continuity of terms. If ~j is 

of form (a), then tj(a, b) = 0 by continuity; if ~j is of form (b), 
1( .... k .... .... then R(tj a, b), ••• , tj(a, b)) holds since R is closed; and if ~j 

is ·· of form (c) then t j (a, b) = 0 by convergence, si nee for each 
.....\oo ...._ ...:lit.. _. ...a.. A ....Jar. u e To , {tj(a, c) lee Bol: cu u. Thus b witnesses that <M, T> F ~[a] • 

2.21 REMARKS: Let T be a complete Lt-theory of Hausdorff topological 

modules with a compact model <M, T> and let T0 be the ordinary theory 

of M ·in L • Then the stabjlity theory of T is essentially the same 

as the stability theory of T0 
• 

Theorem 2.20 thus can be regarded as a strong reduction theorem in the 

style of (1.18) and (2.14). In particular it says that every topologically 

definable subset of a compact Hausdorff topological module is already first 

order definable (in the sense of Lt and L respectively). 

Theorem 2.20 can be generalized somewhat to arbitrary topological 

structures <M, T> with continuous functions, closed relations, and at 
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least one constant symbol. A tppf is defined as before, but with the 

universal set quantifiers restricted to a constant term of Lt • If 

<M, T> is compact Hausdorff, T is the Lt theory of <M, T> and $(x) 

is a tppf as before, T ~t {Vx)[$~ $] . Of course the second part of 

(2.20) depends on the tpp-elimination of quantifiers (2.10}. A stronger 

statement along these lines seems unlikely by the present methods since 

the proof depends heavily on the form of tppf's. 

A generalization in a different direction might be possible. It 

follows from [FZ, II, 2.9, 2.10] that the Lt theory of the topological 

group of the reals has complete elimination of quantifiers (Flum and Ziegler 

suggest a proof by a saturated model method). !t is locally compact and 

complete. Here I mean completeness in the sense of complete uniform 

spaces, see [Ke, Ch. 6]. Thus m is very close to be·ing compact. 

PROBLEM: Does theorem 2.20 hold when T has a locally compact complete 

model? The problem with applying the current proof occurs at the crucial 

point of showing that B may be extended to a convergent filter. 

I conjecture that the answer to the problem is in the affirmative. 
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V. EXTENSIONS OF DEISSLER 1S RANK WITH APPLICATIONS TO MODULES 

V 0. INTRODUCTION 

In [DJ, R. Deissler introduced a "minimality rank 11 which I denote by 

"rk" here. This rank provides an ordinal measure on the difficulty of 

defining a given element b in a structure M: if A, cM·, rk(b, A, M) = 0 

iff b is definable in M by a formula with parameters from A • Roughly 

speaking, in the general case rk(b, A, M) measures how hard we have to 

work at adding new parameters to A from definable sets in order to be 

able to define b . "rk" is called a "minimality rankn because of the 

following: M is a minimal model of the complete theory T = Th(M) iff 

rk(b, ~' M) < oo for every b e M . Deissler's rank was studied further 

by R. Woodrow and J. Knight [WK]. 

The central concept underlying Deissler•s rank is that of a definable 

set. In section 1 I introduce the idea of a context for definability 

~(x) • A set B is ~-definable over A if for some 
..... ...... ..... 

~(x, v) e ~(x) and a e A , B = ~[M, a) • For Deissler•s rank, ~ is 

the set of all formulas; for rk+ used in the study of modules, ~+ is the 

set of all ppf•s. Associated with each ~ is a relation . ~ between 

structures which says that ~-definitions are preserved. In section 1 I 

develop the basic properties of these two concepts and give a list of 

examples. 

Associated with each context for definability ~(x) is a Deissler­

type rank rk~ , although for rk~ to have all the nice properties of 

Deissler•s rk I must impose additional restrictions on ~(x) • With these 

restrictions I obtain: M is minimal among all structures for the same 

language, ordered by . ~ , iff rk~ (b, (6, M) < oo for every b e M • In 
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particular, if E is an injective module over a Noetherian ring and AcE 

then E is the injective envelope of A iff rk+ (b, A, E) < oo for all 

b e E • Section 2 develops these ideas. 

In section 3 I introduce the concept of an analysis of rk~ ; this is 

a tree structure which records the steps taken in the recursive computation 

of rk~(b, A, M) • In attempting to provide estimates of rk~(b, A, M) , 

such tree structures are often easier to deal with than the original defini­

tion, although all the arguments using analyses could in practice be converted 

to inductive arguments which appeal directly to the definition of rk~ • 

I prove several elementary lemmas on rk~ and on analyses, and prove a 

simple rank inequality (3.9) which turns out to be quite useful in estimating 

upper bounds. 

In section 4 I begin to concentrate more on modules and I establish 

1 t . h' b t k d rk+ ,·n modules. some re a 1ons 1ps e ween r an I also prove a theorem 

relating the Lascar rank U to rk: If M is the minimal model of a tt 

theory T , then for any b e M , rk(b, A, M) :i w • (U(b, A) + 1) , and 

as a consequence I give a substantial generalization of a result of Deissler's 

stated but not proved in [DJ, and answer a question posed about this result, 

namely the relation between rk(M) and ~ . 

Section 5 is devoted to the study of rk+ in injective modules over 

a commutative Noetherian ring A • If E is an indecomposable injective, 

E = E(A/P) for P a prime ideal of A , then the rk+ of E over A/P · 

is 1 or 2, and rk+ of E(K) over {A/P)(K) is bounded by w for any 

cardinal K • Finally, if P is a set of prime ideals of A, I define 

the Krull dimension p of P , and show that for A some direct sum 
( etp) 

$ PeP(A/P) and E the injective envelope of A , then 

rk+(b, A, E) < wp(P) for all b e E . 
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V 1. A GENERAL CONTEXT FOR THE STUDY OF DEFINABLE SETS 

1.0 DEFINITION: Let L be a fixed first order language. A context for 
..... 

definability in L is a set ~ :=: ~{x) of formulas ~(x, v) of L with 
..... 

the one distinguished variable 11 X11 and 11 V 11 an arbitrary string of 

parameter variables (it is understood that 11 X11 is distinct from any 

parameter variables or bound variables appearing in ~) and satisfying: 

(i) ~ is closed under the arbitrary renaming of parameter variables; 

(ii) 
..... 

~ contains all formulas 11 X = t(v) 11 where t is some term of L 

(iii) If ~(x, u, v) e ~ and ~(x, w) e ~ then 

(3y)[~(X, y, V) A'l/J(y, w)] e ~ (where y is SOme variable not OCCUrring 

in ~' ~ ). The formula resulting from the application of (iii) is denoted 
............ 

by ~o~(x, v, w) for reasons which will be made clear below. 

1.1 DEFINITION: Let L, ~(x) be as in (1.0), let M be an L-structure, 

1 et A, C. c: M , c e M • 

(i) C is ~-definable over A in M iff for some ~(x, v) e ~ , 

I e A , C = ~[M, i) . 
(ii) c is ~-algebraic of degree n < w over A 'in M iff for some 

C , ICI = n , c.e C , C is ~-definable over A in M and n is the 

least cardinal for which such a C exists. 

(iii) c is ~-definable over A in M iff c is ~-algebraic of degree 

1 over A in M , i.e. iff {c} is ~-definable over A in M • 

(iv) A~ ::= {c e Mic is ~-definable over A in M} • 

(v) ~(A) ::= {~(x, i) l~(x, v) e ~ 'V:: a eA} . 

1.2 REMARKS: (Continue the notation of 1.0, 1.1). 

(i) In the phrase ~~~-definable over A in M11 
, I suppress 11M11 when 
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the context makes clear what M is, or when a specific M is irrelevant; 

and I suppress "A" when A = 9S • 

(ii) Note that neither M nor~ are necessarily ~-definable over A • 

(iii) Rule (ii) of definition 1.0 implies that any element of M computable 

from A by a term of L is ~-definable over A • This rule provides a 

bare minimum of definable sets: I do not even require that sets definable 

by a predicate of L be ~-definable (that is, sets {m e MIM ~ R[m]}). 

(iv) Rule (iii) may be extended by a simple induction to the following 

rule: 

1.0(iii'): If ~(x, Uo, ••• , un-1' v) et and for i < n ' ~;(X, W;) e ~' 

then ~o<~i>i<n(x, ;, WO' ••. , wn-1) e ~ where ~0 <~> ::= (3yo, ••• , Yn-1) 

[~(x, Yo' ••• , Yn-1' v) A/\i<n~i(yi, wi)]. 

(v) The rule (iii') essentially says that the composition of ~-definitions 

over A is again a ~-definition over A • For instance, suppose that ~ 

• 11 - f( .... ) " 1s x- u0, ••• , un_1, v and for i < n , ~-
1 

..... 
is "x = g.(w.) 11 

1 1 
where 

f, g are function symbols of L , 

llx = f(go(wo}, ••• , 9n-1(wn-1}' v)ll 

then ~o<*i> is equivalent to 

When the ~ 1 ·s do not have unique 

solutions, we must take a more liberal definition of the word 11 composition" 

in this remark. 

(vii) Another way of expressing a consequence of rule (iii') is the follow­

ing: suppose c0, ••• , cn_1 are ~-definable over A and C is ~-defin­

able over A U {c0, .•• , cn_11 . Then C is ~-definable over A. 

(viii) It is often useful to consider additional conditions on ~ beyond 

those of definition 1.0. In particular, closure under conjunctions and 

closure under existential quantification of parameter variables are natural 

conditions. 
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1.3 DEFINITION: Let M, N be L-structures, M a substructure of N , and 
..... 

~(x) a context for definability in L • M<~ N iff for all ~(x, v) e ~ 

and m, n e M , 
-'- .... 

M t= ~[m, n] <+ N t=q) [m, n] • 

I say that M is a ~-elementary substructure of N • 

1.4 PROPOSITION: 

(i) ~<~M 

(ii) Mo <~ M1 and M1 ~ M2 implies M0 <~ M2 
(iii} Mo <~ Mz , M1 <~ M2 and M0 c M1 imply that Ma <~ M1 
(iv) M<~ N , A cM , ~(x) e ~(A} imply that ~[M] = ~[N] rl t4 • 

PROOF: All obvious. 

1.5 DEFINITION: Let ~(x) be a context for definablity in L • ~ is 

T-V if.<~ satisfies a Tarski-Vaught type criterion: for an L-structure 

N and M c N , M is a ~-elementary substructure of N under the opera­

tions and relations induced from N iff for all ~(x) e ~(M) , 

N ~ (3x)~(x) => for some m e M , N F ~[m] • 

1.6 REMARKS: If L has no relation symbols, it suffices in definition 

1.3 to assume that M c N . The same applies if ~ contains all the atomic 
6 

formulas of L • If M, N are as in (l.S)and satisfy the condition of the 

Tarski-Vaught criterion, then definition l.O(ii) ensures that M is closed 

under the operations of L • 

1.7 DEFINITION: (Examples of ~'s) 

(i) ~0 is the least set of formulas satisfying definition 1.0. 
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(ii) ~1 is the least set of formulas containing all the atomic formulas 

a(x, v) of L and satisfying the conditions of definition 1.0. 

(iii) ~+ is the set of all formulas of L logically equivalent to a 

positive primitive formula of L • 

{iv) ~P · is the set of all formulas of L logically equi~alent to a 

primitive formula of L (primitive formulas are defined like positive 

primitive formulas but allowing negated atomic formulas to appear). 

(v) ~3 is the set of all formulas of L logically equivalent to an 

existential formula of L • 

(vi) ~L is the set of all formulas of L • 

1.8 LEMMA: 

(i) ~0 . c: ~l c: ~+ c: ~P. c: ~3 . c: ~L and there is a language L in which 

all the inclusions are strict. 

(ii) ~0 , ~1 , ~+, ~P, ~3 , ~L are all contexts for definability in L • 

PROOF: Obvious. Note that it is possible in (i) to have some equalities. 

1.9 REMARKS: (Meanings of some of the ~·s and . ~·s) 

(i) c is ~0-definable.over A in M iff c is computable from A 

in M by some term of L • This follows from (1.2(iii), (iv)), which 

establish from the definition of ~O that ~0 contains only formulas 
...... 

logically equivalent to "x = t(v)" for some term t of L • There are 

no other ~O definable subsets over A in M • M. < 0 N iff M is a 
. ~ 

substructure of N • 

(ii) ~1 contains, in addition to the atomic formulas x = t(;) of L , 
. - ...... ...... atomic formulas s(x, v) = t(x, v) and R(x, v) for s, t terms of L 
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and R a predicate symbol of L • Thus in ~1 , sets of solutions to equa­

tions and relations are definable sets, and there is no general simple 

characterization, independent of L , of when an element is ~ 1 -definable. 

Repeated application of rule (l.O(iv) may yield very complicated definable 

sets. 

(iii) ~+ is naturally applicable to theories of modules by the Baur-Monk 

elimination of quantifiers (III 1.6). ~+ will be the major example studied 

in this chapter, with some quite specific calculations in section 5. As 

observed in Chapter III, the ~+-definable subsets of a module M are cosets 

of a ~+-definable subgroup or empty. In this context, M -< + N iff 
~ 

M. -<ppf N iff M is a pure submodule of N. 

In a more general context, recall the following definition (e.g. [ES, 

7.1]}: M is algebraically closed in N iff M is a substructure of N 

and every finite set of equations over M which has a solution in M has 

a solution in M • Thus in general, M -< + N iff M is algebraically 
> ~ 

closed in N • 

(iv) Recall the following definition (e.g. [ES, 7.2]}: M is existentially 

closed in N iff M is a substructure of ,N and every finite system of 

equations and inequations over M which has a solution N has a solution 

in M • It is easy to see that M is existentially closed in its extension 

N iff any existential sentence over M true in N is true in M (whence 

the name). Thus M -< 3 N iff M-< N iff M is existentially closed 
~ : ~p 

in N • 

(v) An element or set is ~L definable iff it is first order definable 

in the usua 1 sense. M-< L N i ff M -< N • 
. ~ 



c 

-179-

1.10 PROPOSITION: If L has only function and constant symbols then ~O 

is T-V. ~+, ~P, ~3 , ~L are all T-V. 

REMARK: The situation for ~ 1 is problematic and ~+ may or may not be 

T-V depending on L • 

PROOF: For ~O by the remarks (1.9(i)} if M. c N , a eM , then ~(x, a) 
~ 

is either inconsistent or has a unique solution t(a) for some term t of 

L • M is the underlying set of a substructure of N iff all such solutions 

lie in M (since L has no relation symbols). Thus < 0 satisfies a T-V 
~ 

condition. 

For ~+, ~P, and ~3 a proof like the usual proof for< L ( = <) 
. ~ 

can be given (see [CK 3.1.2]). The important point is that each of these 

is obtained (up to logical equivalence) by closing a certain set of open 

formulas under existential quantification. 
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V 2. GENERALIZED DEISSLER RANKS 

2.0 DEFINITION: (After Deissler [D, 1.1]). Let M be an L-structure, 

b e M, A, cM, ~ a context for definability in L • 

(i) rk~{b, A, M) = 0 iff b is ~-definable over A in M. 

(ii) For ~ > 0 , rk+{b, A, M) = ~ iff ~ is the least ~rdina1 a such 

that for some ~(x) e ~(A) 

rk~{b, A U {c}, M) <a • 

(iii) If rkt(b, A, M) 1 ~ 

, ~[M] ~ ~ and for every c e ~[M] , 

t for all ordinals ~ , then rk (b, A, M) 

2.1 LEMMA: Let M, L, b, A, ~ be as in {2.0). 

(i) A. c B. cM~ rk~(b, A, M) ~ rk~(b, B, M) 

(ii) M<~ N => rk~{b, A, M) ~ rk~(b, A, N) 

(iii) rk~(b, A, M) = rk~(b, A~, M) 

(iv) Let ~ be a context for definability in L, ~. c ~ 
~ ~ Then rk (b, A, M) ~ rk (b, A, M) 

= 00 • 

PROOF: (i), (ii), (iv) are similar and easy, so I prove only (i) in detail: 

By induction on a I show that for all b, A. c B. cM , 

(*)rk~(b, A, M) =a * rk~(b, B, M) ~a. The main point is that 

~(A) c ~(B) • Thus (*) holds for a = 0 . Now assume that (*) holds for 

all b, all ~ A, B, A c B, cM for all a < a • Suppose rk (b, A, M) = a • 

Then there is ~(x) e ~(A), c:. ~(B) , ~[M] ~ ~ and for every c e ~[M], 

rk~(b, A U {c}, M) = a <a for some S (depending on c). By the induc­

tion hypothesis, rk~(b, B U {c}, M) ~ S • Hence, since ~ e ~(B) , 
~ rk (b, B, M) ~ a • 

(ii) By induction on a show that for all b , all A cM , 

rk~(b, A, N) =a~ rk~(b, A, M)~ a and use (1.4(iv)). 
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(iii) Immediate by rule (iii) of definition 1.0 (see remark 1.2(vii)). 

(iv) By induction on a show that for all b , all A cM , 
~ ~ rk (b, A, M) = a => rk (b, A, M) ~ a • 

2.2 NOTATION: Let * be one of 0, +, p, 3. Then 
* ~* ~L . 

rk (b, A, M) : := rk (b, A, M) . rk(b, A, M) : := rk (b, A, M) is 

Deissler•s rank. I call rk+ positive Deissler rank, rkp primitive 

Deissler rank, and rk3 existential Deissler rank. 

2.3 LEMMA: If rk~(b, A, M) > 0 then 

rk~(b, A, M)= inf sup (rk~(b, A.U {c}, M) + 1) • 
<j>e~(A) ce<j>[~1] 
<I>[MJ~Iii 

PROOF: Recall that for X a set of ordinals, inf X is the least element 

of X and sup X is the least ordinal a such that for all x e X , 

x ~ a . In particular, sup 9i = 0 • 

The lemma is immediate from the definition. 

2.4 DEFINITION: 

(i) rk~(b, M) ::= rk~(b, \ii, M) 

(ii) rk~(M/A) ::= sup{rk~(b, A, M)+ 1lb eM} 

(iii) rk~(M) ::= rk~(M/!ii) • 

2.5 PROPOSITION: (See [0, 1.3]). rk~(b, A, M) = oo ~ 

=> (V<P(x) e ~(A))(3c e M){[<!>[M] ~ !ii => F <!>[c]] & rk~(b, A U {c}, M) = oo} • 

PROOF: Supose not. Then there is <l>(x) e ~(A) , <!>[M] ~ 0 , such that 

for each c e <I>[MJ , rk~(b, A U {c}, M) < oo. Then by (2.3), 

rk~(b, A, M) ~ sup{rk~(b, A U {c}, M) + lie e <!>[M]} < oo • 
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2.6 THEOREM: (See [D, 1.4]). Suppose ~ is T-V. Then rk~(b, A, M} < ~ 

i ff for a 11 M • , A c M • "\ M :+- b e M • . 

PROOF: The proof is essentially the same as that given by Deissler. 

(=>) Suppose rk~(b, A, M) < ~ • By induction on a<~ I show that 

( *) for a 11 M • , A cM • "\ M , for a 11 C cM • , 

rk~(b, AUC, M) = a => b e M' . 

(Then (=>) follows by taking C = ~ .} 

(a = 0): Then b is defined in M by some 4>(x) e ~(A U C) , A UC cM' 

Since M~ (3x)~(x) and "\ is T-V , there is me M' , M F ~[m] . But 

~ defines b , i.e. b =m , be M' . 

{a> 0) Suppose(*) is verified for all 8 <a and we are given M', C 

as described and rk~(b, A UC, M)= a. Then there is a formula 

~{x) e ~(A U C), ~[~1] t- ~ and for each d e ~[M] , rk~(b, A U C U {d}, M) < a. 

But M' "\M and "\ is T-V , so ~[M'] t- ~ , that is, there is d e M' 

with rk~(b, A UC U {d}, M) <a. Therefore by the induction hypothesis 

(*} , b e M • • 

(+): Suppose rk~(b, A, M)=~. I construct M' , A cM' l> M so 

that b ;. M~ • 

Let C = {cala < K} be new distinct constant symbols, K = ILl + !AI • 

Let L • := L U C , and give expressions like ~(C U A) their obvious inter­

pretation. Let <~ > < enumerate ~(C UA} so that the new constants a a K 

of ~a are contained in {c81s <a} • I find interpretations of the c8 
in M (also denoted by c8 ) such that rk~(b, A U {c8is <a}, M) = ~ 

and <M, c13>6.;;a I= (3x)~a(x)-+ ~a(ca). Once given {c13 js< a} satisfying 

this property, the new constants of ~a are among those already interpreted. 

Since rk~{b, A U{c13 js <a}, M) = ~ , by (2.5) there is d eM such that 
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4>a[M] ~liS implies that M F 4>a[d] and rk<P(b, A U{c8!s < a}U {d}, M) =oo. 

So I interpret ca by d • 

CLAIM: let M' be the structure induced on {cala < K} by their inter­

pretations in M • Then A cM' <<PM and b ~ M' • 

Since <cp satisfies a T-V criterion, the first part of the claim 

holds because the interpretations of the ca were chosen to witness all 

the conditions of the criterion. Now b ~ M' because if b = ca , then 

rk<P(b, A U {c8 !s::;; a}, M) = 0 since "x = V11 e <P • But by construction, 
<P rk (b, A U {c

8
1s sa}, M) = oo • 

2.7 COROLLARY: let M0 cM. 

(i) rk<P(M/M0) < oo iff M is a minimal member of the class of extensions 

of M0 ordered by ~ • 

(ii) (Theories of modules) Let {0} denote the trivial module (i.e. 

every sort is trivial}. Then rk+(M/{0}} < oo iff M= {0} • 

(iii) (Theories of modules) Among the compact extensions M of a module 

M0, rk+(M/M0) < oo implies that M is a compact hull of M0 • 

(iv} (Theories of modules over a Noetherian ring) Among the injective 

extensions M of a module M0 , rk+(M/M0) < oo iff M is the injective 

envelope of M0 • 

(v) (Theories of modules) Suppose M is tt, M ~M0 • Then 

rk+(M/M0) < oo iff M is a compact hull of M0 • 

(vi) Among the existentially closed extensions M of a structure M0 , 

rk3(M/M0) < oo iff M is an existential closure of M0 • 

REMARK: For elementary facts about compact hulls beyond those given in 

Chapter III, consult [Z, Section 3]. In particular, if M0 cM , M 
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compact, then the compact hull of M0 in M exists and satisfies (III, 

3.5(i)). The hull is denoted HM(M0) , M0c HM(M0)-<ppf M. 

PROOF: {i) (=+-) Suppose M is not minimal. Then there is M', M0c W -<~M, 

M' ; M • Let b e M \ M' • By the theorem rk~(b, M
0

, M) = oo • Hence 

rk~ (MtM
0

) = oo 

(<=) If M is minimal, be M, then the only M' satisfying 

M0 cM • -< ~ M is M i tse 1 f. Hence b e M • and by the theorem 

rk~(b, M0, M) < oo • Hence rk~(M/M0 ) < oo • 

(ii) The trivial module is a pure submodule of every module. 

( i i i) Suppose M is a compact extension of M0 • Then M0 c HM{M0)-< ppf M. 

If M is not a compact hull of M0 , then M; HM(M0) and by (i), 
+ rk (M/M0) = oo • 

(iv) Since the underlying ring is Noetherian, M injective and 

M'-<ppf M implies that M' is injective. Thus if M is injective, 

M0 c M , then HM(M
0

) is the injective envelope of M0 , i.e. a minimal 

injective extension of M0 • Thus (*) follows immediately and (::;>) follows 

by (;; i). 

(v) and (vi) are similar to (iv). For (v} use that M tt and M' <ppf M 

implies that M' is tt. For (vi) use that (for arbitrary languages) M 

existentially closed and M'-< M implies that M' ois existentially 
.p3 

closed [Es, 7.7]. 

2.8 REMARKS: (i) Although (2.7(iv), (v)) are statements abour rk+ in 

modules parallel to (i), the converse of (iii) is false in general. For 

suppose M0 is any module which is not compact. The pure hull of M0 
is that compact hull of M in which M is purely embedded. (The pure 
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hull of M is HN(M0) where N is a I L I+ -saturated elementary extension 

of M0 .) Since M0 is not compact, M :f M0 • Since M0 is pure in M , 
+ rk (M/M0) = oo • 

(ii) Note by an example of Eklof and Sabbagh [ES, Appendix], (vi) does 

not hold for algebraically closed structures, even with rk3 • {(i) taken 

together with (1.9(iii)) shows that the analogue of (vi) with algebraically 

closed structures and rk+ fails). 

* (iii) Recall the theories TA of Chapter II. Let A be any coherent 

* but not Noetherian ring. Let M0 ~TA as in (II 1.13(i)), 

M0 = ED(E(A/I)(~)II e I(A)). Then M is the existential closure of the 

module A::=$ ((A/I)(~)II e I(A)) but M is not injective. Thus 

rk3(M0/A) < oo but since by (II 1.13(iii)) M0 ~ E(M0) = E(A) , even 

rk(E(M0)/A) = oo , not to mention rk+(E(M0)/A) • 

(iv) Of course, Deissler•s theorem also follows [0, 1.4{i)]: M is a 

minimal model of Th(M) iff rk(M) < oo • 

2.9 EXAMPLES: Recall the examples of Baldwin and Lachlan {I,l.6). Reread­

ing part (i) we see that it is established there that rk(M) = 3 (where M 

was the prime model of. the theory discussed): Let a eM . Up to equiva-

lence the only consistent formula over - is "x = x" • Thus 

rk(a, -' M) 1 0 • Let b be some solution of 11 X = x" in M different 

from a • The only new formulas over {b} (up to equivalence) are "x = b" 

and "x :f b" • Thus rk(a, {b}, M) 1 0 and so rk(a, -' M) > 1 • Let c 

be some solution of 11 X :f b11 
• It was shown in (I.,l.6(i)) that every 

element of M is definable from two distinct elements of M • Thus 

rk(a, {b, c}, M) = 0 and rk(a, -' M) = 2 , and in fact rkP(a, -' M) = 2 • 
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It is also relatively easy to check that in part (ii), rk(N) = 4 . 

(The elements of the fibres of N have rk 3 • One way of showing that 

b e ea has rk 3 is to define a in two steps as above, pick out an 

arbitrary c e ea by the formula R(a, x) and then use the definable 

isomorphism T(a, c, x) from e to ea and the fact that, in defining 

a , we have accumulated enough parameters to make every element of C 

definable.) 
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V 3. RANK ANALYSES AND SOME SIMPLE RANK CALCULATIONS 

3.0 DEFINITION: An analysis of rk~(b, A, M) is a labelled rooted tree 

<T, <,A> of the following sort: 

(i) For each node t eT , the label A(t) is a pair <~, C> where 

c CM and ~ e ~(C) is such that ~[M] ~ g) . 

(; i) If t is the root of T , A(t) = <~, A> for some ~ . 
(iii) For each t e T ' if t is a leaf of T and A(t) = <~' C> ' 

then b is defined by ~ over c in M • 

(iv) For each t e T ' if t is not a leaf of T and A( t) = <~, C> 

then the successors of t are in 1-1 correspondence with ~[M] , the second 

component of the labels ranging over the sets C U{m} , me ~[M] • 

(v) The tree is well founded, i.e. every branch is finite. 

11 rank (T) 11 denotes the usual foundation rank for well-founded trees. 

Sometimes I suppress the labelling function A and refer to each node by 

its label, as if each label corresponded to a unique node. Although this 

is in fact false no harm is done as long as we keep in mind what we are 

doing. 

3.1 LEMMA: (i) If rk~(b, A, M) < oo , an analysis of it exists, say 
. . ~ 

<T, <,A> , w1th rank (T) = rk (b, A, M) • 

(ii) If <T, <, A> is an analysis of rk~(b, A, M) then rk~(b, A, M) < oo 

and in fact rk~(b, A, M) ~ rank(T) • 

PROOF: (i) I show by induction on aeOn that (*) for all C, A cc CM , 

if rk~(b, C, M) =a then an analysis <T, <,A> with rank(T) =a exists. 

Then (i) follows by taking C = A • If a = 0 then b is definable over 

C in M by some formula ~(x) e ~(C) • Let T:= {O} , <:=g) , 
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A(O) := <~, C> • Then <T, <,A> is the required tree. 

Suppose a> 0 and{*) holds for all a< a. Suppose A cc CM 

and rk41 (b, C, M) = a • Then for some ~(x) e 41(C) , ~[M] 'f ~ and for 

every d e ~[M] , rk41 (b, C U {d}, M) <a , and furthermore 

a = sup rk~{b, C U {d}, M) • By the induction hypothesi·s there are trees 
de~[M] 

<Td' <d' Ad> (d e ~[M]) such that rank {Td) = rk41 (b, C U {d}, M> for 

each d e ~[M] . Without loss of generality these trees are disjoint. 

Let <T, <,A> be the tree with root~' A(~) = <$, C> , the subtrees 

succeeding the root exactly the trees Td (d e ~[M]) , and <, A extending 

the various <d' Ad's . 

(ii) This follows by an easy induction which I will not give here: By 

induction on a e On show that (*) for all C, A cC cM , if <T, <, A> 

is an analysis of rk41 (b, C, M) with rank (T) =a then rk41 (b, C, M) ~ a . 

3.2 COROLLARY: rk41(b, A, M) = inf {rank(T) I <T, <, A> is an analysis of 
41 rk {b, A, M)} • 

3.3 DEFINITION: An analysis as in (3.1(i)) is called an accurate analysis 
41 of rk (b, A, M) • 

3.4 PROPOSITION: Let M be a structure for L , A CM. Suppose 41(x) 

is a context for definability in L such that for each ~(x, v) e 41 , 

there is tP(x, u, v) e 41 such that M I= ('ilx, u, v}[i~J(x, u, v) +-+ 

(~(x, v) A x 'f u)] • Let b e M • If b is 41-algebraic of degree n 

over A in M , then rk41 (b, A, M) < n • 

PROOF: By induction on n , 1 ~ n < w , I show that for all C, A cC cM , 

if b is ~-algebraic of degree n over C in M, then rk~(b, C, M) < n 

The proposition then follows by taking A = C • 
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If b is ~-algebraic of degree 1 over C in M , then b is 

~-definable over C in M , hence rk~(b, C, M) = 0 • 

If the statement is true for all m < n , and b is ~-algebraic of 

degree n , then there is ~{x) e ~(C) , I~[MJI = n , and M~ ~[b] . 

For each c e ~[M] \ {b} consider the formula w(x, c) given by the 

hypothesis of the proposition, so w[M, c) = w[M] '{c} • Thus b is 

~-algebraic of degree ~ n - 1 over C U {c} , hence by the induction 

hypothesis, rk~(b, C U {c}, M) < n - 1 . But c ranges over all solutions 

) . ~ ) of ~(x e ~(C) , thus by (2.3) rk (b, C, M < n • 

3.5 LEMMA: (Strengthening formulas) Suppose <T, <,A> is an analysis 

of rk~(b, A, M) , t eT , A(t) = <~, C> , and ~· e ~(C) , ~'[M] ; ~ , 

M t= (Vx)[~' + ;] • Define a new tree <T', <',A'> as follows: Let T' 

be obtained fr~~ T by deleting all subtrees above t whose initial node 

t' satisfies A(t') = <~', C U{c}> where c e ~[M]'~'[MJ. Let 

<' = <t T', and let A1 = At(T' '{t}) U<t, <~', C>>. 

Then <T', <',A'> is an analysis of rk~(b, A, M) and 

rank{T') ~ rank{T) • 

PROOF: Obvious. 

3.6 COROLLARY: Suppose M is atomic over A , more precisely, for every 

c, A cc_e:M and every be M, t(b, C) is isolated. Suppose 

rk{b, A, M) < oo • Then without loss of generality every formula in an 

analysis of rk(b, A, M) is complete in Th(M) , in particular there is 

an accurate analysis as described. 

3.7 DEFINITION: Let ~ be a finite sequence of ordinals, ~ e n On . 
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Then V ~ ("join ~~~) is inf{En ~oir I if a permutation of n} • Thus V ~ 

is the least possible sum formed by adding the components of ~ in any 

order. 

3.8 REMARK*: In the following starred (*) articles I suppress parts of 

the notation to improve readability: ~ is a context for definability in 

L and M is an L structure, and for rk~(b, A, M) I write rk(b, A) • 

* 3.9 PROPOSITION : 

(i) rk(b, A)~ rk(b, A U{c
1
.ji < n}) +V.< rk(c., A) 

1 n 1 

(ii) rk(b, A)~ rk(b, A U{c
1
.ji < n}) + L:. rk(c 1 ., A U{c.lj < n- 1- i}) 1<n n- -1 J 

REMARKS: Of course (ii) is the sharper statement but the main application 

will be where we know rk(ci' A) for each i < n. 

PROOF: Claim: For any c eM, rk(b, A)::;; rk(b, A U{c}} + rk(c, A) • 

Proof of Claim: Let T0 be an accurate analysis of rk(b, A U{c}) and 

let T1 be an accurate analysis of rk(c, A) . Create a new tree T by 

attaching copies of T0 to the leaves of Ti as follows: Each leaf of 

T1 is labelled by some <<P, 0> where <P(x) e ~(D) and <P defines c • 

Replace this leaf by a copy of T0 modified by replacing each label 

<w(x, c), D'> of T0 by the label <(3y)[w(x, y) A <P(y)J, o U (D'' {c} )> • 

The formula of this label is in ~(0 U (D' '{c})) by rule (iii) of (1.0) 

and has exactly the same solutions in M as w(x, c) • Thus it is easy to 

see that the resulting tree T is an analysis of rk{b, A) , and clearly 

rank(T) = rank(T0) + rank(T 1) = rk(b, A U {c}) + rk(c, A) • 

Now (ii) follows easily by induction on n < w . The case n = 1 is 

given by the claim. If (ii) holds for n- 1 and we are given {c;li < n} 
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then (*)rk(b, A)~ rk(b, A U{c;li < n- 1}) + Ei<n-1 rk(cn_2_1, 

A U{cjlj < n- 2- i}) , by the claim rk(b, A U {ci \i < n- 1}) ~ 

rk(b, A U{c; \i < n}) + rk(cn_1, AU {c;li < n- 1}) , and replacing 

this in the right hand side of (*) I am done. 

(i} follows immediately since 

rk(cn_1_1, A U {cj lj < n- 1- i}} ~ rk(cn_1_1, A) by (2.1(1)), and 

clearly I can arrange {c; li < n} in order so that Ei<n rk(c1, A) is 

as small as poss·ible. 

3.10 COROLLARY*: Let A cM , b, c0, ••• , cn_1 eM • Then 

be (A U {c0, ••• , c0_ 1 })~ implies that 

(i) rk{b, A) ~ Vi<n rk(c1, A) • 

(ii) rk(b, A)~ Ei<n rk(cn_1_1, A U {cjlj < n- 1- i}) 

3.11 COROLLARY*: (Suppose also the hypotheses of proposition 3.4). 

If b is ~-algebraic of degree m over A U {cili < n} then 

(i) rk(b, A) ~m+ V. rk(c., A) 
1<n 1 

(ii) rk(b, A) ~m+ Ei<n rk(cn_1_i' A U {cjlj < n- 1- i}) 

* ....... ...... <P 3.12 COROLLARY : Let A CM , b, c, d e M , and suppose b e {c, d} , 

c e {b, ch<P • Then rk(b, A U {d)) = rk(c, A U {d}) • 

PROOF: rk(b, A U{d}) ~ rk(b, A U{c, d}) + rk(c, A U(d)) by the theorem. 

But since b e {c, d}~ , the first term on the right is 0. Similarly 

rk(c, A U{d}) ~ rk(b, A U(d}). 

REMARK: In the context of modules, a simple and useful form of 3.12 is: 

3.12 1 COROLLARY: Let M be a module, Ac M, b, c eM. Then 

rk+(b, A U{b + c}, M) = rk+(c, AU {b + c}, M) . 
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V 4. RELATIONS BETWEEN U-RANK AND rk; BETWEEN rk AND rk+ IN MODULES 

4.0 LEMMA: Let T be a complete tt theory, MP T , A c B cM , M 

minimal over A , p e S(B) • Then there is k e w such that if I cM 

is an independent set of realizations of p over B , then III < k. 

PROOF: Note that M is also minimal over B , so wlog I assume that 

B = A • Since T is tt and M is minimal over A , there is no infinite 

set of indiscernibles over A in M and M is prime over A (0, l.lO(iii), 

(ii)). Hence M is homogeneous over A • Furthermore, since T is tt, 

p has finite multiplicity d < w • Thus there are d strong types over 

A extending p and any independent set of realizations of p over A 

can be partitioned into at most d sets of indiscernibles in these strong 

types. I claim that if p1 and p2 are two strong types over A extend­

ing p and 11, I2 are maximal independent sets of realizations of p1, p2 
respectively in M then 11 11 = II 21 = i , some t < w . It then follows 

that k = d•t + 1 suffices. (For details on strong types see [Sh, III 2]). 

That both 11 and r2 are finite follows from the second remark above. 

So suppose !I11 ~ 11 21 = t > 0 , let I2 = {b~ li < t} , and let 

{bili < t} cr1 . By homogeneity there is a e AutA(M) with a{b6) = b6 • 

Then a[I 1J is an independent set in the strong type p2 , and so 

<a(b!)>. n =A <a(b~)>. n • Again by homogeneity there is S e AutA(M) 
1 l<h 1 l<N 

such that Soa (bi) = b~ for i < t , and so Soa [I 1J is an independent 

set in the strong type p2 extending 12 • But r2 was maximal, so 

IIll = II21 = t . 

4.1 THEOREM: (Recall Lascar's rank U , (0, 1.9)) Let T be a complete 

tt theory and assume the prime model M of T is minimal. Then: 
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rk(M) ~ sup{w(U(b, ~) + 1)lb eM} • 

In fact, for any be M , A cM , rk(b, A, M) < w(U(b, A) + 1) • 

PROOF: The first statement is an immediate consequence of the second. I 

prove by induction on aeOn that for all A CM , if U(b, A) =a then 

rk(b, A, M) < w(a + 1) • 

If U(b, A) = 0 , then a is algebraic of degree n over A for 

some n < w , and by (3.4) rk(b, A, M) < n < w = w(O + 1) • 

Now assume that the claim is proved for all B cM and all S <a , , 

and that U(b, A) = a • Construct by recursion on its levels a tree 

<T, <,A> satisfying (i), (ii) and (iv) of the definition (3.0) of an 

analysis of rk(b, A, M) and such that for each t e T , A(t) = <~, C> 

where ~ isolates t(b, C) and t is a leaf of T iff t(b, C) forks 

over A • This constitutes a complete set of instructions for building T , 

and the construction is possible since b e M , and M is prime, hence 
. 

atomi~over all Cc M • Let k < w be determined by lemma (4.0) so 

that if I CM is an independent set of elements equivalent to b over 

A , then III < k • I claim that <T, <, A> as constructed has at most k 

levels, i.e. every branch of T has length~ k • Clearly every branch 

of T consists of elements equivalent to b over A by the choice of the 

formulas ~ , so it is enough to show independence. Suppose that 

(ti)i~n eT , ti on level i , ti+l a successor of t 1 • Then there are 

{c;l1 ~ i ~ n} in M such that for c1 = {cjll ~ j ~ i} (i ~ n) and 

A(ti) =<~;'A uc1> with ~i isolating t(b, A U Ci) , then ci+l 

satisfies ~· and bJ.,c. (i < n) • Note that by the construction 
1 A 1 

bf Cn if t
0 

is .a leaf. Then by the choice of the ci 's , ci+l1 Ci 
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(i < n) so C 1 is independent. Thus by (4.0) n - 1 < k , and so each n-
branch of T has length ~ k . 

Thus each branch of T terminates with a node t , A(t) = <~, C> and 

t(b, C) forks over A • Thus U(b, C) = 8 < a for some S , and by the 

induction hypothesis rk{b, C, M) < w(B + 1) ~ wa . For each such t , let 

<Tt' <t' At> be an accurate analysis (3.0(i)) of rk(b, C, M) , and replace 

the leaf t by Tt so that Tt becomes a subtree of T • Naming the root 

of Tt by t again, rank(t) = rk(b, C, M) ~ wa . After replacing all 

leaves of T in this manner, and calling the resulting tree T' , it is 

clear that T' is an analysis of rk(b, A, M) and rank(T'} ~ wa + k < w(a + 1). 

4.2 COROLLARY: 

(i} Let T,M beasinthetheorem. Then rk(M)~w·(~+l). 

(ii) Suppose in addition that T is countable and ~1-categorical not 

~-categorical. Then rk(M) < w2 . 

PROOF: Recall that aT is the least ordinal greater than or equal to the 

Morley rank of p for all types p ; hence in particular U(b, ~) ~aT for 

all b e M since Lascar's rank U is the smallest rank. Thus by the theorem 

rk(M) ~ w•(aT + 1) • A well-known theorem of Baldwin [B] states that for 

~1-categorical not ~-categorical T , aT < w . So in this case rk(M) < w2 • 

4.3 REMARKS: Deissler states (4.2(ii)) in his article [DJ without proof. 

He then asks if for ~-categorical not ~-categorical T there is any 

relation between rk(M) and aT . Part (i) of the corollary directly 

answers this question and considerably generalizes the result of Deissler. 

Of course, by the theorem I can replace aT in (4.2(i)) by a~ defined 

in the same way as ~ but with Lascar•s rank U . Note that in (4.1, 
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4.2(i)) I place no restriction on ITI • 

In (4.4~ 4.5) I give two examples relating to this est·imate of rk • 

The first example is of a theory T, prime model M , and bn eM such 

that U(bn' -} = n (n e w} . In each case, rk(bn' -' M) ~ 1 • The second 

example gives ~-categorical not ~-categorical Tn with all types p 

of U-rank 0 or 1, but the prime model Mn has rk(Mn) = n + 2 • 

4.4 EXAMPLE: Let M0 be the prime model of the theory of existentially 

closed abelian groups (i.e. take A= Z in Chapter II). Let 

N := <M0 ~ ~ , <0, 1>, <m, O>>meM and T = Th(N) • T is tt and N is 
0 

the minimal model of T • From Chapter II it is clear that N realizes 

types of arbitrarily large U-rank < w , for instance U(<O, 1/2n>, -) = n • 

I claim that for any b e N, rk(b, -' N) ~ 1 

Let b e N , so b = <m0, c/d> where m0 e M0 and c, d e l , d r 0 , 

c, d relatively prime. Since all elements <m0, 0> are constants of the 

language, wlog m0 = 0 • If c = 0 , then b is the definable element 

<0, 0> • Otherwise t(b, -) is isolated by the formula 11 dX = c•<O, 1> 11 

which has solutions b' = <m, c/d> where m e M0 is such that dm = 0 • 

Given any such b' , b is defined by the formula x = b1 
- <m, 0> • Thus 

rk(b, ~' N) ~ 1 • 

Thus U-rank can be large while rk remains small. 

4.5 EXAMPLE: For results about stable theories of lattices, refer to the 

work of K. W. Smith [Sm 1, Sm 2]. The example I present is quite simple 

and the facts stated about it are fairly obvious. For detailed proofs, 

the reader will have to refer to [Sm 2, Section 6]. (In Smith 1s terminology 

the examples I present are all 11 type 3 t'\-categorical lattices in S 11 and 
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so they are not ~-categorical (Corollary 6.10)). 

I define a family of lattices (Ln)n<w • L3 is pictured in figure 

{4.5a). An element like b which has a unique predecessor and a unique 

successor is called a dead end in Smith•s terminology. The elements denoted 

by open circles form an infinite fence. Ln is the four level lattice with 

an infinite fence such that every element on level 2 is covered by exactly 

n dead ends on level 3. Tn is the complete theory of Ln • 

The theories Tn are clearly ~-categorical not ~-categorical. In 

fact Ln is the minimal model of Tn and the elementary extensions of Ln 

are formed by adding new copies of the infinite fence with its associated 

dead ends between the 0 and 1 of Ln • The types of Tn have a very 

simple structure: the realized types are the types of 0 and 1, the other 

1-types over ~ are strongly regular and are the type of an element on level 

2, the type of a non-dead-end on level 3, and the type of a dead-end on 

level 3. These types all have U-rank 1, and so every 1-type over ~ of 

Tn has U-rank ~ 1 • 

It is easy to check that 0, 1 have rk 0 and that the elements on 

level 2 and the non-dead-ends of level 3 have rk 2 . I will only sketch 

a proof that the dead ends on level 3 have rk n + 1 , leaving the details 

to the reader. In figure {4.5b) I list the general form of the formulas 

appearing in an analysis of rk(b, ~, Ln) • 
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4.5b FIGURE: (how to construct an analysis of rk(b, ~, Ln) ). 

level of tree 

0 

1 

n - 1 levels 

OR 

n levels 

formula, general solution 

"x is a dead end on level 3" 

(solutions c, ••• ) 

"x is a dead end on level 3 accessible by a fence 

of length k from C11 

(two groups of solutions, 

one to the "left" of c , the other to the 
11 right" of c • Call one such d .) 

(If b, d are in the same family of solutions) 

"x is a dead end on level 3 covering the same 

point as d11 

(If b, d are in different families of solutions) 
11 X is a dead end on level 3, accessible by a 

fence of length k from c , not covering the 

same point as d" 

In the two possibilities for the last (n- 1) or n steps, we need 

this many steps because we must find b among the n different (and 

indistinguishable) dead ends covering the same point that b covers. 
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+ I wish to establish a relationship between rk and rk 

for indecomposable tt modules. Recall that all tt modules are compact 

(III 1.16) and recall the concept of compact hull (Ill 3.5(i), V 2.7). I 

will need two additional results from Ziegler's in-depth study of the theory 

of compact hulls, namely [Z, lemma 3.7] which I take as the definition of 

small and [Z, corollary 3.10]. 

4.7 DEFINITION: [Z, 3.7] 

Let M be a module, A, ec M. B is small over A in M iff 

t~ (b, A) t-t(b, A) for every finite b e B • 

4.8 LEMMA: [Z, 3.10] Let M be compact. B is a compact hull of A 

in M iff B is small over A in M , compact, and pure in M • 

4.9 COROLLARY: Let M be a tt module, A C::M , b e M , M a compact 

hull of A • Then t(b, A) is isolated by a ppf. 

PROOF: Since M is tt, t~ (b, A) is equivalent to a single formula by 

the characterization of tt modules (Ill 1.11). 

REMARK_: This is also proposition 5.5 of [Pr 1]. 

4.10 THEOREM: Let M be a tt module, A cM , M a compact hull of A , 

b e M • Then 

(i) + rk (b, A, M} = rk{b, A, M) • 

(ii) if in addition, M is indecomposable associated with the sr type 
(~ ) 

(p, ~) of Th(M 0 ) (see III 3.10) and A =~[M] , then 

rk+(b, A, M) ~ rk(b, ~, M) ~ sup{rk+(b, {a}, M) !O 1 a e A} + 1 • 

(iii) if A is a commutative Noetherian ring, .A = A/P for some prime 
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ideal P of A and M = E(A) , then 

rk+(M/A) ~ rk(M/~) ~ rk+(M/A) + 1 . 

REMARK: All the ranks mentioned are< oo by (2.7(v)). 

PROOF: (i) By (2.1(iv)) rk(b, A, M) ~ rk+(b, A, M) • Let (T, <,A) 

be an accurate analysis of rk(b, A, M) • Clearly <M, a> A is the prime ae 
model of its complete theory so by (3.6) wlog for every t e T , 

A(t) = <et>, C> with cp a complete formula over C • Since A cC cM , 

M is also a compact hull of C so M is small over C and by (4.9) 

wlog cp is in fact a ppf. Thus <T, <,A> is also an analysis of 

rk+(b, A, M) and so rk+(b, A, M) ~ rk(b, A, M) • 

(ii) The first inequality is immediate by (i) and (2.1(i)). If a is 

any non-zero solution of ~ in M then M is the hull of {a} in M 

since M is indecomposable. Construct an analysis of rk(b, ~' M) as 

follows: the root of the tree is labelled by <~(x) A x ~ 0, ~> ; the 

subtree succeeding the root and labelled with a solution a at its root 

is an accurate analysis of rk+(b, {a}, M) • The resulting tree has rank 
+ sup{rk (b, {a}, M) I 0 ~ a e A} + 1 as required. 

(iii) In (ii) take ~(x) to be "Ann x = P" which can be done by (II, 3.7). 

Then any a ~ 0 realizing ~(x) generates A as a submodule of M , so 

the second inequality of (ii) becomes rk(b, M) ~ rk+(b, A, M) + 1 • Then 

(iii) is immediate. 

4.11 LEMMA: Let A be a left Noetherian ring and L the language for 
* ..... left A-modules. Let cp(v) be a ppf of L . Then there is cp (v) , a 

conjunction of equations of L , such that for all injective left A-modules 
..... * E, E I= ( Vv) [ cp ~ cp ] • 
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REMARK: This well-known but I have not found it stated explicitly anywhere. 

The following simple proof is based on part of the proof of a theorem of 

Eklof and Sabbagh [ES, Theorem 3.12]. 

* PROOF: I define <P by recursion on the quantifier depth of <P • So suppose 

<P(v) :=: (3y)/)<n(AjY + pj(v ) = 0) where each Pj is some term of L 

where y does not appear. Since A is left Noetherian, the kernel of 

the homomorphism An~ A: <aj>j<n ~ Ej<najAj is finitely generated. Let 

the generators be <o1>i<k , where si = <o}>j<n e An • Then by [ES, lerrana 

3.2] (See (II, l.l(iii)c), the criterion for consistency in injective 

modules) (\fv}[(3y)0i<n(AjY + pj(v) = O) +~-1\<k Ej<noJpj(v) = OJ holds in 

all injective left A-modules. 

4.12 REMARKS: As a consequence, when studying rk+ for injective modules 

over a Noetherian ring, I may restrict my attention to formulas which are 

conjunctions of equations. 

Of course, by the results of Eklof and Sabbagh [ESJ we know that 

every formula is equivalent to a Boolean combination of equations. (4.11) 

gives a more precise result for ppf's. 
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V 5. rk+ IN INJECTIVE MODULES OVER A COMMUTATIVE NOETHERIAN RING 

5.0 ASSUMPTIONS: Throughout this section, A is a fixed commutative 

Noetherian ring and all modules are unitary modules over A • I study rk+ 

for injective A-modules. By the decomposition theorem of Matlis (II 4.2) 

any injective E may be written as E(M) where M is a d~rect sum of 

cyclic modules A/P, P some prime ideal of A • Thus a reasonable under­

standing of the complexity of injective envelopes may be obtained through 

estimates of rk+(E/M) where E, M are as above. Recall that by (2.7(ii)) 
+ (ap) 

if E ' {0} then rk (E/{0}) = eo • If M = e PeP (A/P) then 

E(M) = e PeP E(A/P)(ap} , so this study progresses through several natural 

stages: indecomposables, powers of indecomposables, arbitrary injectives. 

By (4.12) every ppf I consider in analyzing rk+ will be taken to be a 

conjunction of equations. 

As well as the results about injective modules and injective envelopes 

quoted in Chapter II, I will need some more detailed results of Matlis [Ma] 

(5.1, 5.2, 5.7). 

For elementary results on primary ideals, consult Northcott [N, Section 

1. 5' 1. 9]. 

5.1 LEMMA: (i), (ii): [Ma, 3.2(2)]) Let P be a prime ideal of A , 

E = E(A/P) • Then: 

(i) Q is an irreducible P-primary ideal of A iff for some 0 ' x e E , 

ann(x) = Q . 

(ii) Let A e A' P • Then there is unique division by A in E • 

(iii) If Ae P '{0} , division by A is defined and not unique. 

REMARKS: The proof is easy, for which see Matlis. For (iii), note that 
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AX = 0 has many solutions when 0 ':fA e P (e.g., 1-1/P , any ll- P ). 

See also (Ill 4.5) and the related material for my model-theoretic approach 

to (i}. 

5.2 LEMMA: [Ma, 3.8(1)] Let P be a prime ideal of A, E = E(A/P}, 

y, xl' ••• , xn e E • Then nj ann(xj) c: ann(y) iff there are A e A' P 

and 1-lp ••• , 1-ln eA such that AY= 2:~= 1 1-liXi • 

5.3 COROLLARY: Let P, A, E be as in (5.2), x, ye E • Then 

ann(x) = ann(y} iff x and y are definable in terms of each other by 

an equation. 

PROOF: ( <=) is immediate. For ( :9), by the 1 emma for some A e A' P 

and 1-1 eA , AX = 1-IY and by (5.1(ii)), x is the unique solution of 

AV = 1-IY in E • 

REMARKS: (5.2} arises as a corollary to some of the deepest results of 

Matlis• paper. The corollary (5.3) apparently states a much simpler fact; 

the question arises whether or not a more elementary proof can be found. 

5.4 THEOREM: Let E be an indecomposable injective A-module, so 

E = E(A) , A = A/P, P some prime ideal of A • Then rk+(E/A) ~ 2 . 

+ PROOF: Let b e E • It suffices to prove that rk (b, A, E) ~ 1 • By 

(4.9), t(b, A) is isolated by a ppf <t>(x) eA • Let b1 e <t>[E] • Then 

ann(b) = ann(b') , so by (5.3), b is definable from b1 
• Hence 

+ rk (b, A, E) ~ 1 • 

5.5 EXAMPLE: Suppose that A is Noetherian domain, so that {0} is a 
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prime ideal. Then E(A) = K, the quotient field of A [Ma]. It is 

easy to see that every element of K is definable over A , hence 

rk+(K/A) = 1 • 

5.6 EXAMPLE: Let A= l , P = ((p)) any non-zero prime ideal. Then 

E(Z/P) is the Prufer group Z(p00
) • Let E = Z(p00

} and A = Z/P . 

Represent E in the usual way as the set of all fractions 0 ~ m/p" < 1 

with addition modulo 1 (hence A= {0, 1/p, ••• , (p - 1)/p}) • Consider 

any element b = m/p" • b is pp-definable over A iff b e A by (4.12) 

and (5.1). Thus every b represented in lowest form as m/pn with n ~ 2 

has rk+ ~ 1 • So by the theorem, rk+{E/A) = 2 • 

5.7 THEOREM: The Matlis Hierarchy [Ma, 3.4]. Let P be a prime ideal 

of A, E ::= E(A/P) • Define A. ::= {x e EIPix = 0} • Then: 
1 

(i) A; is a submodule of E, A;. cAi+1' E = U;<w A; 

(ii) The set of non-zero elements of Ai+1/Ai is the set of elements of 

E/A; with annihilator P • In other words, for x e E' A;, Px CA; iff 

(A.x e A; ~ A. e P) iff x e Ai+1 • 

(iii) Let K be the quotient field of A/P . Then Ai+l/A; is a vector 

space over K and A1 = K . 

REMARKS: The proof is quite easy and as I need to refer to some of the 

details in the later work, I include it essentially as given by Matlis. 

PROOF: (i) Since A is commutative, each A; is a submodule of E and 

A; cAi+1 • If x e E , x; 0 then ann(x) is a P-primary ideal (5.1) 

and so since A is Noetherian, Pi cann(x) for some i , thus x eA; • 

(ii) Let x e E' A; • If Px eA; then Pi(Px) = 0 , that is, 



-205-

i+l - '+1 . e X - 0 or X e Ai+l • If X e Ai+l ' then P1 X= 0 or P1 (Px) = 0 ' 

that is, Px c:A1 • Furthermore, if A- P , ann(Ax) = ann(x) by {5.1) 

so AX • A; • Finally, if A. e P , then AX e A; • 

{iii) Define the operation of K on Ai+l/Ai as follows: For k e K, 

k = (a/P) .;. (A/P) where A ~ P , a, A e A • Let k(x/Ai) ·: := ay/A; where 

y is the unique solution of AY = x • It is straightforward that this 

operation is well defined and makes Ai+l/A; a vector space over K • 

Since A0 = {0} , A1 is then a vector space over K • Choose 

0 ~ x e A1 and define g: K~ A1 : k ~ kx • g is an embedding. Let 

z e A1 , z ~ 0 . Since E is an essential extension of A1 , x and z 

satisfy a non-trivial equation ax = Bz ~ 0 • Since x, z e A1 , 

ax = sz 'f 0 implies that a, Be A' P by part (ii). Thus 

g((a/P) 7 (B/P)) = z by the definition of the action of K on A1 , and 

so g is an isomorphism. 

REMARK: The careful reader may wonder why I don't simply quote (5.2) to 

prove the latter part of (iii). These results are taken out of their 

logical order in Matlis' paper, and in fact (5.7) is one of the prerequi­

sites for (5.2). 

5.8 COROLLARY: Let P, A, E, A; be as in the theorem. Consider E(K) 

for some finite or infinite cardinal K. Define A 
1
• ::= {x e E(K)IP1x = 0}. 

K, 

Then: 

(i) AK,l. is a submodule of E(K) A . = (A.)(K) A . c:A '+l, 
' K,1 1 ' K,l K,l 

and E(K) - A 
- Ui<w K,i • 

(ii) For x e E(K) '- A . , Px c: A . iff (Ax e A . ~ A e P) iff 
K,l . K,l K,l 

x e AK, i+l • 
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(iii) Let Q be an ideal of A (which can be written as an intersection 

of ~ K irreducible ideals if K is finite). Then Q is a P-primary 

ideal iff for some 0 ~ x e E(K) , ann(x) = Q • 

PROOF: (i) and (ii) are immediate consequences of the theorem and the defini-

tions. Since A is Noetherian, every ideal is the intersection of finitely 

many irreducible ideals, in particular a P-pPimary ideal is the intersection 

of finitely many irreducible P-prirnary ideals, so (iii) follows from (5.1(i)) 

and the fact that ann( <xj> j<K) =n j<K ann(xj) • 

5.9 THEOREM: Let P, A , E, A; be as in (5.7). Then: 

(i) If E = A1 then + rk (E/A) = 1 

(; i) If E ~ A1 then + rk (E/A) = 2 • 

By (5.4) these are all the possibilities. Examples (5.5) and (5.6) illus-

trate the two cases. 

PROOF: (i) If E = A1 then since A1 = K, the quotient field. of A/P , 

every element of A1 is definable from A/P: if x e A1 then AX e A/P 

for some A e A ' P • 

\ii) By (5.l(ii), (iii)) no element of E not in A1 is definable from 

A/P • 

5.10 THEOREM: Let P be a prime ideal of A , K a finite or infinite 

cardinal, E := E(A/P)(K),B := (A/P)(K) (so that E = E(B)), let B; be 

A 
1
. as defined in (5.8), and let k be the minimal number of generators 

K, 

of P , say P = ((A j I j < k}) • 

(i) If a e Bn+1' Bn , then 

rk + (a, B, E) ~ { n n 
k - 1 
k - 1 

(k = 1) 

(k > 1} 
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PROOF: (ii) follows immediately from (i). 

(i) By induction on n ~ 0 I show that a e Bn+l implies that 

(*) k+( B E) < ~n-l ki r a, , "" L..; =O • Let a = <a.>.< with a. = 0 almost 
1 1 K 1 

everywhere. 

If n = 0 , then a e B1 and so for each non-zero component a; of 

a , ann(a;) = P = ann(l/P) ; hence by (5.3) there is ll; eA 'P such 

that 0 i ll;a; e A/P • Let ll := rri<K ll; • ll is well defined since a; = 0 

almost everywhere, and ll ~ P since P is prime. Thus 0 i lla e B and 
+ a is the unique solution in E of llX - (l.la) = 0 • Thus rk (a, B, E) = 0 • 

Notice that for n = 0 , the right hand side of (*) is also 0. 

Now since any b e B1 is definable over B by the previous paragraph, 

rk+(a, B, E) = rk+(a, B1, E) by (2.1(iii)) for any a e E • So I proceed 

to prove (*) with B replaced by a1 • 

Assume now that the statement is proved for n - 1 and that 

a e Bn+l" Bn • By (5.8(ii)) Pa. can , so in particular for each j < k , 

bj ::= Aja e Bn • Let $(x, b) ::=1\j<k(Ajx + bj = 0) , a ppf over Bn. 

Suppose c e E , E F $[c, b] . Then E F [a - c, 0] , and since 

((Aj)) = P , P(a - c) = 0 , hence a - c e B1 • Thus a is definable over 

B1 U{c} for every solution c of <P and so rk+(a, B1 U{bjlj < k}, E):;; 1. 

Hence by (3.9{i)), rk+(a, B1, E):;; 1 +\/ j<k rk+(bj, B1, E) • 

But bj e Bn for all j < k and so by the induction hypothesis, 

+(b ) < n-2 ki h V · · d rk j' B1, E = i:i=O < w , sot e 1s JUSt i: an : 

+( ) ( n-2 i) n-1 ki • rk a, B1, E :;; 1 + k i:i=O k = i:i=O 

(i) follows immediately. 
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5.11 COROLLARY: For any a e E , there is an accurate analysis <T, ~'A> 

of rk+(a, B, E) with rank (T) < w and for every t e T , A(t) = <~, C> 

with ~ a conjunction of equations which isolates the type of some element 

over C , in particular ~ decides the annihilator I of its solutions by 

conjuncts ~;X = 0 with ((~i}) = I • 

PROOF: Apply (3.5), (4.9) and (4.11) to an accurate analysis of rk+(a, B, E). 

The resulting analysis is necessarily also accurate by (3.5), has rank< w 

by the theorem, and satisfies the other conditions by (4.9} and (4.11}. 

5.12 COROLLARY: If E = B1 , rk+(E/B) = 1 • (Notation as in (5.10), 

compare (5. 9) • } 

5.13 EXAMPLE: In certain special cases, different techniques can lead to 

more precise estimates of rk+(E/B) • Consider again Z{p
00

) as in {5.6) 

and look at E = (Z(p00)}k , 1 ~ k < NQ , and take other notation as in 

(5.10). Then s1 = B =(z;~k, and in general Bn consists of those vectors 

whose components can be written with denominator pn • I claim that 

rk+(E/B) ~ k + 2 • 

Note that for any d, C, {d} U C c Bn+1 '- Bn , t(d, B U C) decides 

whether or not {d} U C is linearly independent over Bn • ({d} U C is 

1 inearly independent over Bn iff for all 
0 

j < w , (dj)i<j c {d} U C 

with d0 = d , a 11 (A.) . . c Z , L:. • A. d. e B imp 1 i es that A. d. e B 
1 1 <J 1 <J 1 1 n 1 1 n 

for all i < j • Now x e Bn iff p"x = 0 .) Also, t{d, B U C) deter-

mines the level of d: {pn+lx = 0) A (pnx ~ 0) e t(d, B U C) iff 

de Bn+l" Bn • Therefore by {4.9) if {d} U Cc Bn+l" Bn is linearly 

independent over Bn , there is a ppf ~(x) over B U C which implies 

"x e Bn+1' Bn and {x} U C is linearly independent over Bn 11
• 
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Now {xiji < j}c Bn+l'- Bn is linearly independent over Bn iff 

{xi/Bnli < j} is linearly independent in the vector space Bn+l/Bn • 

(Here Bn+l/Bn is clearly isomorphic to (Z/P)k , the k-dimensional vector 

space over the p-element field), and so any such set has cardinality ~ k , 

and if {xili < k} csn+l is linearly independent over Bn·, then it 

generates Bn+l as a submodule of E • 

Now it is clear how to construct by recursion on the levels an analysis 
+ <T, <, .A> of rk (a, B, E) (a e Bn+l' Bn) with rank(T) = k + 1 • Let 

the label of the root be <~0 (x), B> where ~O is a ppf over B implying 

that x e Bn+1" Bn • The induction hypothesis will be that for each 

t e T , .A( t) ~ <~(x), B U C> where C c Bn+l' Bn is 1 inearly independent 

over Bn • If IC! < k then the ppf ~ is chosen so as to imply that 

x e Bn+l' Bn and {x} UC is linearly independent over Bn; if !Cl= k 

then ~ is chosen so as to define a • This all works by the remarks of 

the preceding two paragraphs. 

5.14 CONJECTURE: 

or rk+(E/B) = w • 

+ (Notation of (5.10)). If K ~N 0 then rk (E/B) = 1 

This s~ems reasonable, since if E"' B1 r 9J. and K ~N 0 , there are 

arbitrarily large finite linearly independent sets. Thus there is no 

reason to expect the calculation of rk+ to be much easier than the method 

indicated in the proof of (5.10). 

5.15 NOTATION: I introduce the following notation and conventions for 

the subsequent definition and theorem. 

A as always is a commutative Noetherian ring. P is a set of prime 
(a ) 

ideals of A , (aP)PeP is a family of cardinals, Ap ::= (A/P) P , 
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(a ) ~ (ap) 
Ep : := E(Ap) :: E(A/P) p ~ A : := $PeP Ap , E : := E(A) = e PePE(A/P) . 

The module E together with the various submodules just defined are 

regarded as being fixed once and for all. 

Let b e E • Then b = <b(P, i}>p P . , that is, b(P, i) is 
e ,1<ap 

the component of b in the i-th copy of Ep • b~P will mean one of two 

things, depending on the context: 

(a) that element b I ::: <b! > • 
1 1<ap 

of Ep satisfying bi = b(P, i) for 

al 1 i < ap • 

(b) the image of the element described in (a) under the inclusion of Ep 

in E • 

5.16 DEFINITION: For each P e P let p(P) be the least ordinal > p(Q) 

for all Q e P , Q? P • Let p(P) be the least ordinal > p{P) for all 

P e P • 

5.17 REMARKS: For maximal members P of P , p(P) = 0 • For P a chain 

(necessarily finite since A is Noetherian), p(P) is the length of the 

chain. If P is the set of all prime ideals of A , then for P e P , 

p(P) is the Krull dimension·of P and p(P) is the Krull dimension of 

A • For many more facts about Krull dimension, I refer the reader to the 

monograph of Gordon and Robson [GR]. 

5.18 THEOREM: rk+(E/A) ~ wp(P) . 

PROOF: First note the following facts about ordinal addition: if 

0 < n, m < w and a < w0n, S < w0rn , then a + S < w0(n + m - 1} • In 

particular, for each ordinal 8 , w0 is closed under addition. 

I must show that for any b e E , rk+(b, A, E) < wp(P} . Since b 
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may be written as a finite sum b = Ei<n (b~Qi) for some Qi e P t by 

the first paragraph and (3.11) it is enough to establish that 

rk+(bt A, E) < wp(P) for each b satisfying b = b~P for some P e P • 

I prove by induction on 8 < p(P) : 

(A): For any PeP , p(P) = o , for any beE , b = b~P ., 
+ o+l rk (b, A, E) < w • 

Let <T0, <0, Ao> be an (accurate) analysis of rk+(b~P, Ap, Ep) as 

described in {5.11). Let T', <' be copies of T0, <0 respectively and 

for t e T0 with copy t• eT' , define A'(t') ::= <~', C'> where 

A0(t) = <~, C> by renaming the parameters of ~ and the elements of C 

according to the inclusion of Ep in E , then letting c• = C U A • 

(Remark: I preserve a formal distinction between the elements of Ep (of 

the form <e.>. ) and the elements of E (of the form 
1 l<ap 

<e{Q, i)>Q P . ) even though Ep. c E because I have to deal with rank e ,l<aQ 

analyses in Ep and in E at the same time.) 

The result T' is not necessarily an analysis of rk+ in E ; in 

fact it is possible that a formula ~· appearing as a label in T' has 

solutions d in E with d~Q 1 0 for some Q different from P . Such 

a solution will not appear in the label of a successor of the node where 

~· occurs. Thus additional subtrees must be added to T' to turn it into 

an analysis of rk+(b, A, E) • I do this, keeping track of the ranks, by 

recursion on the rank n < w of the nodes of T0 • I do not complicate 

notation any further by using an index to denote the successive modifed 

versions of T' : they are all called T' • 

So by recursion on n < w I fix up T' so that: 
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(B): For every node t of T0 , rank t < n , the subtree 
+ Tf. = {s eT' Is~ t'} is an analysis of rk (b, C, E) where 

A.'(t') = <1/J, C> and furthermore rank (t') < w0 (rank (t) + 1) • 

Note that this is vacuous for n = 0 • 

Now I need: 

(C): CLAIM: If t e T0 , A.'(t') = <~', C> , and c e E , E P ~[c] , 

c tQ 'f 0 , Q e P , then P c: Q • 

PROOF: Recall that ann(c~Q) is Q-primary (5.8(iii)) and that if I is 

P-primary, J is Q-primary, J =>I, then Q =>P. (I again refer the 

reader to [N]). By the choices made in (5.11), ~· asserts that ann(c) 

contains a P-primary ideal. But ann(ct-Q) =>ann(c) . Hence Q =>P. 

(Note that ~ is a complete formula in Th(Ep) and decides ann(ctQ) 

in that theory. But ~· is not necessarily a complete formula in Th(E) 

and so I need the specific form of ~ guaranteed by (5.11) to obtain the 

claim.) 

If o = 0 , then P is a maximal in P • By the claim, for each 

t e T0 , A.(t) = <~, C> , the solutions of ~· in E satisfy c = crP , 

that is, they are the solutions of ~ in Ep , lifted to E by the 

inclusion of Ep in E • Thus T' is an analysis of rk+(b, A, E) and 

rank(T') < w = wO+l • 

Now assume that (A) holds for all Q e P with p(Q) < o , p(P) = o , 

b = b~P , and that T0, T' are as described above. Assume that (B) holds 

for n and that t0 e r0 , rank(t0) = n , with A.(t0) = <~, C> , so 

A.'(t0•) = <~', C'>. Every solution d of ~· in E satisfies 

(i) d~P is a solution of ~ in Ep • 
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(ii) d~Q ; 0 , Q ; P 9> Q ~ P and hence p(Q) < p(P) = o (by 

claim (C)). 

(iii) &tQ ; 0 for at most finitely many Q ; P , say for (Qi)i<m • 

When m;;; 1 , d is a 11 new 11 solution of 4>' , that is, one not obtained 

from a solution of 4> • Thus I must add to T' a subtree which is an 

analysis of rk+(b, C' u {d}, E) as a successor of t0 . By (3.9): 

(D): rk+(b, C' U{d}, E):;;; rk+(b, c• U{d} U{d~Qi I i <m}, E) 

+V i<m rk+(dtQp c• U{d}, E) • 

Now, on the r.h.s. of (D), 

rk+(b, C' U{d} u {d~Qi I i <m}, E) ~ rk+{b, c· U{d~P}, E) because d~P 

is definable from {d} U{d~Qi I i <m} (d~P = d- L::i<m d~Q;) , and 

rk+{d~Qi' C' U{d}, E):;;; rk+{d~Qi, A, E) because A c:C' U{d}. Thus: 

rk+(b, c• U{d}, E)~ rk+(b, c• U{d~P}, E) +V i<m rk+(d~Qi' A, E) • 

Now d~P is a solution of 4> , so c• U{dtP} is the set label of some 

node ti of T' , ti being the copy of t 1 an immediate successor of 

t0 in T0 • Thus rank(t1) = n - 1 and by the induction hypothesis on 

n , rank(ti) < w0(rank(t1) + 1) ~ w0n • Furthermore, by (ii) above, 

p(Qi) < p(P) for each i <m and so by the induction hypothesis on 6 , 

for each i <m rk+(dtQ;, A, E) < w0 • Thus by the comments on'ordinal 

arithmetic and the i nequa 1 i ty above, rk + ( b, C' U {d}, E) < u}n • 

Let Td be an analysis of rk+{b, C' U{d}, E) with rank(Td) < w0n , 

and add this to T' as the successor of t0 corresponding to the solution 

d of 4>' • Note that this does not change any subtrees of T' which are 

rooted on a node t• of T' with rank(t) < n (in T0 ). Thus the 

validity of (B) is preserved for such nodes t' • 
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Now the rank of t0 is the least ordinal greater than the ranks of 

all the successors of t' ; thus, after all Td , d e $'[E] have been 

added, rank{t0) ~ w0n < w0(n + 1) as was to be proved for {B). Note 

that by the remarks in the last paragraph, rank(t0) is not changed at any 

subsequent stage of the construction. 

Now, applying (B) to the node at the root of T' , 

rk+(b, A, E) < w0 (rk+(b~P, Ap' EP) + 1) < wo+l , establishing (A). 

5.19 THEOREM: Let A be commutative Noetherian, P, Q sets of prime 

ideals of A such that if P e P and 0 e Q then P ~ 0 • Fix sequences 
(a ) 

of cardinals <aplP e P> and <SolO e Q>. Let M0 ::= $PeP(A/P) P 
( s } 

and NO : := $ OeQ(A/0) 0 • Let M : := E{M0) , N : := E(N0) • Let 

A ::= M0 $ N0 , E ::= E(A} =MeN, let beN • Then: 
+ + rk {b, N0, N} = rk (<0, b>, A, E) 

PROOF: Let T be an accurate analysis of rk+(<O, b>, A, E} , 

T = <T0, <, A> • Define an analysis T' = <T0, <, A'> by the following: 

if t e T0 , A(t) = <$(x, <c, d>), B> , B ~A , then 

A1 (t) =<$(X, d), (B n (0 e N))~N> , that is, A'(t) is the restriction 

of A(t) to N • T' is clearly an analysis, so rk+(b, N0, N) ~ 
+ rank(T'} = rank{T) = rk (<0, b>, A, E) . 

+ Now let T be an accurate analysis of rk (b, N0, N) • By (3.5, 4.9) 

every formula occurring in a label of T can be taken to be complete; 

hence each formula decides the annihilator I of its solutions in N • 

So without loss of generality each formula of T contains explicitly 

conjuncts {~;X= O~i < n} with {~; Ji < n} generating I • Let $(x, c) 
be such a formula. Then $(x, <o:-G>) is a ppf (over some B, A c B c E) 
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and any solution of it in E has the form <d, a> with a a solution 

of ~(x, c) in N and ann{d) ~ I • However, since I is the annihilator 

of an element of N , I is the intersection of Q-primary ideals, Q e Q • 

As well, ann{d} is the intersection of P-primary ideals, P e P , or 

ann(d) = A • But the first alternative is impossible, since then P ~ Q 

for some P e P , Q e Q , contradicting the assumption on P and Q . 

Thus ann{d) =A , i.e. 
~ 

d = 0 • As a result, the solutions of ~(x, <0, c>) 

in E are exactly of the form <0, a> where a is a solution of ~(x, c) 
in N. Supose T =<To, <, A> and define T1 =<To, <, A1 > by the 

following: if t e T0 , A(t) = <~(x, c), B> where B ~ N0 , then 
____._ 

A1 (t) = <~(x, <0, c>), A U ({0} e B)>. Clearly T1 is an analysis of 
+ + + rk (<0, b>, A, E) so rk (<0, b>, A, E) ~ rank(T') = rank(T) = rk (b, N0, N) • 

5.20 REMARKS: Corresponding to theorem (5.18) there should be examples 

showing that the upper bound may be attained. Theorem (5.19) is possibly 

a useful tool in studying examples, because it identfies cases when adding 
+ new direct summands to a module does not change the rk of old elements. 

However, the problem of calculating exact ranks (or even lower bounds 

for rk+ ) is a much more difficult problem than that of finding upper 

bounds. The difference in difficulty is a very fundamental one: to obtain 
+ an upper bound on rk it is enough to check an existential quantifier 

(there exists a formula ~(x) verifying that rk+(---) :sa ) whereas for 

lower bounds one must verify a universal quantifier (no formula ~(x) esta­

blishes that rk+(---) ~a). What is needed then to provide estimates of 

lower bounds for rk+ are some new general properties of rk+ which would 

simplify this kind of checking. 
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It seems to me to be likely that the upper bound of theorem (5.18) 

can be attained. In particular the rings constructed by Gordon and Robson 

[GR, Section 9] should provide such examples. These rings are commutative 

Noetherian unique factorization domains with large Krull dimension; because 

they satisfy strong properties and are given explicitly, it should be easier 

to work with their injective modules than with arbitrary ones. Consequently, 

I make the following: 

5.21 CONJECTURE: Let A = F{G} be the commutative Noetherian ring con­

structed in [GR, Section 9] with Krull dimension a, P the set of prime 
(~ ) 

ideals of A , A = e PeP(A/P) ··'0 , E = E(A) • Then rk+(E/A) = wa. • 

Given the difficulties of calculating rk+ exactly, it might be more 

reasonable to first attempt to show 

5.21 a: rk+(E/A) Ei: wa , or even rk+(E/A) Ei: a • 

I have some very fragmentary results along these lines (A, prime 

ideals Q c: P , b e E(A/P) e E(A/Q) = E such that rk+(b, A, E) = 2) but 

the result is too special and the proof too involved to include here. 

Essentially it is a proof by exhaustion checking every possible formula 

~ to show that ~ does not establish that rk+(b, A, E) = 1 • The proof 

also requires some very technical results from the theory of injective 

modules beyond those considered here. 

For a published example of how difficult it may be to calculate rk 

exactly, I refer the reader to the article of Woodrow and Knight [WK]. 

Their example is of quite a different sort than those considered here, and 

an affirmative resolution of conjecture (5.21} would augment the examples 

of Deissler, Woodrow and Knight by examples which are much more natural and 

familiar. 
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