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ABSTRACT 

This thesis is an analysis of convergence results on Fourier series. Convergence 

of Fourier series is studied in two ways in this thesis. The first way is in the 

context of Banach spaces, where the set of functions is restricted to a certain 

Banach space. Then the problem is in determining whether the Fourier series of a 

function can be represented as an element of that Banach space. The second way 

is in the context of pointwise convergence. Here, the problem is in determining 

what conditions need to be placed on an arbitrary function for its Fourier series to 

converge at a point. 
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ABRÉGÉ 

Cette thèse est une analyse de résultats de convergence sur les séries de 

Fourier. On a deux façons d'étudier les séries de Fourier. La première façon est 

dans le contexte des espaces de Banach, où l'ensemble de fonctions est limité à 

un certain espace de Banach. Alors le problème est en déterminant si la série de 

Fourier d'une fonction peut être représentée comme un élément de cet espace de 

Banach. La deuxième façon est dans le contexte de convergence simple. Ici, le 

problème est en déterminant quelle conditions doivent être placées sur une fonction 

arbitraire pour que sa série de Fourier converge à un point. 
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CHAPTER 1 
Introduction 

This thesis is a survey of results concerning the summability and convergence 

of Fourier series. Specifically, the Fourier series of 27r-periodic complex-valued 

functions will be examined. Note that summability is studied in the technical sense 

of summability kernels with the focus only on one particular summability kernel 

known as the Fejér kernel. In this case, summability is also referred to as Cesàro 

summability and corresponds to the study of the Cesàro sums of Fourier series. 

This is as opposed to the usual idea of convergence which corresponds to the study 

of the partial sums of Fourier series. Furthermore, the concepts of convergence and 

summability are related by the fact that the Cesàro sums are just the averages of 

the partial sums. 

Here, summability and convergence will be explored in two contexts. The first 

context is in norm and the second context is pointwise. These will be explained 

further dawn. In bath contexts, the problem of summability is much simpler than 

the problem of convergence. In fact, many of the results, that we would like to 

hold for convergence but do not, actually do hold for summability. 

Chapter 2 is a review of background information that will be needed later 

in the thesis. The tapies include subjects from Functional Analysis, Riemann 

integration, and Measure Theory. 
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Chapter 3 is an analysis of summability and convergence in norm of Fourier 

series. In this chapter, a special class of Banach spaces of functions called homo

geneous Banach spaces is introduced. These Banach spaces will be the primary 

spaces of functions that will be used throughout the text. Then the Fourier series 

of a function is defined as well as the n-th partial and Cesàro sums of Fourier 

series. The n-th partial sums are used for the convergence of Fourier series and the 

n-th Cesàro sums are used for the summability of Fourier series. Now, let B be 

a homogeneous Banach space and f E B. It can subsequently be shawn that the 

n-th partial and Cesàro sums of the Fourier series of f belong to B. Summability 

in norm is concerned with showing that the sequence of Cesàro sums converges 

in B and convergence in norm is concerned with showing that the sequence of 

partial sums converges in B. Then the rest of the chapter deals mainly with what 

conditions need to be placed on f and B for summability and convergence in norm 

to occur. 

Chapter 4 is an analysis of pointwise summability and convergence of Fourier 

series. Unlike the previous chapter where everything was in the setting of Banach 

spaces, this chapter deals with the usual concepts of summability and convergence. 

Pointwise summability is concerned with showing that the sequence of Cesàro 

sums converges at a point and pointwise convergence is concerned with showing 

that the sequence of partial sums converges at a point. This chapter deals mainly 

with what conditions need to be placed on a function f for its Fourier series to be 

convergent or summable at a point. 

2 



Chapter 5 is about a test, created by Boris Korenblum, for pointwise con-

vergence that generalizes the Dirichlet-Jordan and Dini-Lipschitz pointwise 

convergence tests. This test involves Korenblum's theory of 1\:-entropy, which will 

also be presented in this chapter. 

Before preceding to the next chapter, two theorems about the pointwise 

convergence of Fourier series will be stated. These two theorems are the results 

of greatest importance in this entire subject area. Unfortunately, these theorems 

are beyond the scope of this thesis and will not be discussed in further detail. The 

following theorems are from (Katznelson, 2004, P. 80) and (Edwards, 1979, P. 

170). All the notation will be introduced in Chapter 3. 

Theorem 1.0.1 (Carleson). If fE L2 (1I'), then lim Sn(f)(t) = f(t) m-a.e. 
n->oo 

Theorem 1.0.2 (Carleson-Hunt). If f E LP('JI'), where 1 < p < oo, then 

lim Sn(f)(t) = f(t) m-a.e. 
n->oo 

3 



CHAPTER 2 
Preliminaries 

2.1 Banach Spaces and Functional Analysis 

This section is a review of sorne definitions and results in Functional Analysis 

from (Folland, 1999). In this section, let Z = ~ or <C. 

Definition 2.1.1. Let X be a vector space over Z. A norm on X is a function 

X~ [0, oo), x t-t llxll, xE X s.t.: 

(i) llxll = 0 ~ x= 0, where 0 is the zero vector in X. 

(ii) Vx EX V>.. E Z, ll>..xll = l>..lllxll 

(iii) V x, y E X, llx +Y li ::; llxll + IIYII 
(X, Il Il) is called a normed vector space over Z. 

Note. X is also a metric space, where d(x, y) = llx- Yll is called the metric induced 

by Il Il or the norm metric. For any normed vector space (X, Il 11), the norm is 

uniformly continuous because V x, y E X, Ill xli - IIYIII ::; llx- Y li = d(x, y) and so 

if O(E) = E, then d(x,y) < O(E)::::} lllxii-IIYIII < E. ===? If lim Xn =x in X, then 
n->oo 

lim llxnll = llxll· 
n->oo 

Definition 2.1.2. If (X, Il Il) is complete w.r.t. the norm metric, then it is called a 

Banach space. 

Theorem 2.1.1. (X, Il Il) is a Banach space ~ every absolutely convergent 

series converges in X. (l::~=l llxnll < oo::::} :lx EX, lim 112::::~= 1 Xk- xli= 0.) 
n->oo 

4 
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Definition 2.1.3. Let (X, /1 /la) and (Y, /1 /lb) be normed vector spaces over Z. 

T: X-> Y is linear iff V>.. E Z Vx1, x2 E X, T(>..x1 + x2) = >..T(x1) + T(x2). T is 

bounded if ::leE [0, oo) Vx EX, IIT(x)/lb ~ cllxlla· 

Definition 2.1.4. Let T: (X, Il lia)-> (Y, Il lib) be a bounded linear operator. 

IIT(.r)llb . 
IITIIop = sup Il Il = sup IIT(x)llb = mf{c E [O,oo)IVx EX, IIT(x)llb ~ cllxlla}· 

xEX X a xEX 
x~O llxlla=l 

Note. T: (X, lilla)-> (Y, Il lib) is bounded iff IITIIop < oo. 

Theorem 2.1.2. Let L(X, Y) = {T: X -> YI Tisa bounded linear operator.}. 

Then L(X, Y) is a normed vector space over Z. If (Y, Il lib) is a Banach space, then 

L(X, Y) is a Banach space. 

Notation. Let X* = L(X, Z) be the set of bounded linear functionals, which is a 

Banach space by the previous theorem since Z is complete. X* is called the dual 

of X. If (X, Il lia) = (Y, Il lib), then let L(X) = L(X, X). 

Theorem 2.1.3 (Principle of Uniform Boundedness). Let (X, Il lia) be 

a Banach space and (Y, Il lib) be a normed vector spate over Z. Let F be a 

family of bounded linear transformations from X to Y. Suppose that for each 

xE X, {IIT(x)llb: TE F} is bounded. Then {IITIIop: TE F} is bounded. 

2.2 Riemann Integration of Vector-Valued Functions 

In this section, let Z = lR or C and note that [a, b] is always a finite closed 

interv~l in lR. 

2.2.1 Riemann-Stieltjes Integrais 

Before the Riemann integration of vector-valued functions is discussed in the 

next subsection, a review of sorne of the theory of Riemann-Stieltjes integrais will 
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be presented from (Labute, 2003) and (Bartle & Sherbert, 2000). This is because 

the main results here can be generalized in the next subsection. Note that in this 

subsection all functions are Z-valued. 

Definition 2.2.1. A partition of the closed interval [a, b] is a subset P = {xi}J=D 

of [a, b] , where n E N, x 0 = a, Xn = b, and Vj s.t. 1 ::; j ::; n, Xj-1 < Xj· The 

norm of a partition Pis IIPII = m~x /j,xj, where /j,xj = Xj- Xj-1· If P and Q are 
1:SJ'Sn 

partitions of [a, b], then P is finer than Q if Q Ç P. Note that if P is finer than Q, 

then IIPII ::; IIQII· A tagged partition of [a, b] is a pair (P, t), where P = {xi}J=O 

is a partition of [a, b] and t = {ti}}=1 with Xj-1 ::; ti ::; Xj is called a tag. If 

( P, t), ( Q, s) are tagged of partitions of [a, b], th en ( P, t) is fin er th an ( Q, s), i.e. 

(P, t) > (Q, s), if Pis finer than Q. 

Definition 2.2.2. Let f and a be functions defined on [a, b]. If (P, t) is a tagged 

partition, then the Riemann-Stieltjes sum off w.r.t. a for the tagged partition 

Now, Riemann-Stieltjes integrability will be defined in two ways. 

Definition 2.2.3. f is Riemann-Stieltjes integrable w.r.t. a, denoted by 

fE R(a, a, b), if :JL \:fE> 0 :J(Q, s) \:f(P, t) > (Q, s), IS(P, t, f, a)- LI < E. 

Definition 2.2.4. f is strictly Riemann-Stieltjes integrable w.r.t. a, denoted by 

fE R*(a, a, b), if :JL VE > 038 > 0 \:f(P, t), IIPII < 8 =? IS(P, t, f, a)- LI < E. 

Remark. In bath cases, L is unique and is called the Riemann-Stieltjes integral of 

f w.r.t. a. Lis denoted by J: f(x) da(x). 

It is easy to show that the second definition implies the first. When a(x) = x, 

the two definitions agree and then f is called Riemann integrable, which is denoted 
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by f E R( a, b). The second definition is the one that will be generalized in the next 

subsection. 

Theorem 2.2.1 (Cauchy Criterion). fE R*(a, a, b) ~ 

Ve > 0 :36 > 0 V(P, t), (P', t'), IIPII, IIP'II < 6 =? IS(P, t, J, a)- S(P', t', J, a)l < E. 

Proof (=?) Let fE R*(a, a, b), J: f(x) da( x)= L, andE> O. Then, 
f_ 

:36 > 0 V(P, t), IIPII < 6 =? IS(P, t, f, a)- LI < 2 and so 

V(P, t), (P', t'), IIPII, IIP'II < 8 ===> IS(P, t, f, a) - S(P', t', f, a)l :::; 

IS(P, t, J, a)- LI+ IL- S(P', t', J, a)l < 2 (~) < E. 

:. Ve > 0 :36 > 0 V(P, t), (P', t'), IIPII, IIP'II < 6 ===> 

IS(P, t, f, a)- S(P', t', f, a)l < E 

(<==) By induction, a sequence oftagged partitions {(Pn,tn)}~=l can be defined as 

follows: Vn E N, (Pn+b tn+l) > (Pn, tn), 
1 . 

36n > 0 V(P, t), IIPII < 6n =? IS(P, t, J, a) - S(Pn, tn, f, a)l < -, and 
n 

IIPnll < 6n. 

Let n E N. Then Vj ~ n, (Pj, tj) > (Pn, tn) =? IIPill ::=; IIPnll < 6n =? 

1 
IS(Pj, tj, J, a)- S(Pn, tn, f, a)l < -. 

n 

Let E > 0 and nE N be s.t. ~ < ~· Then Vi, j ~ n, 

(Pi, ti), (Pj, tj) > (Pn, tn) ===> IS(Pj, tj, f, a)- S(Pi, ti, f, a)l 

::S IS(Pj, tj, J, a)- S(Pn, tn, J, a)l + IS(Pn, tn, J, a)- S(Pi, ti, J, a)l 

<2(~)<2(~)=E. 
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==* {S(Pn, tn, j, a)}~=l is a Cauchy sequence in Z. Since Z is complete, the 

sequence {S(Pn, tn, j, a)}~=l converges in Z to a limit L. Since 
1 

Vn E N Vj ~ n, IS(Pj, ti, f, a)- S(Pn, tn, f, a)l < -, then by letting j ___. oo, 
n 

1 
Vn EN, IS(Pn, tn, J, a)- LI = IL- S(Pn, tn, f, a)J ~ -. 

n 

1 E 
Now let E > 0 and nE N be s.t. - < -. Let (P, t) be s.t. IIPII < 15 = 15n 

n 2 
1 

==* IS(P, t, f, a)- S(Pn, tn, f, a)l < -. ==* IS(P, t, f, a)- LI 
n 

~ IS(P, t, J, a)- S(Pn, tn, J, a)l + IS(Pn, tn, J, a)- LI < 2 ( ~) < E. 

:. 3L VE > 0 315 > 0 V(P, t), IIPII < 15 => IS(P, t, j, a)- LI < E. 

==* fE R*(a, a, b) and 1b J(x) da( x) = L. 

Note. The second part of the proof depends only on the completeness of Z. 

Theorem 2.2.2 (Integration by Parts). If f E R(g, a, b), then g E R(J, a, b) 

and J: f(x) dg(x) = f(b)g(b)- f(a)g(a)- J: g(x) dj(x). 

Theorem 2.2.3. Let a be a function on [a, b] with a continuous derivative a' 

and f be a bounded function on [a, b]. If g(x) = f(x)a'(x) and g E R(a, b), then 

fE R(a, a, b) and J: f(x) da(x) = J: f(x)a'(x) dx. 

2.2.2 Riemann Integration of Vector-Valued Functions 

This section is a review of the main results from (Katznelson, 2004, P. 295-

296). In this section, let (B, Il liB) be a Banach space over Z and F: [a, b] ___. B. 

The following is a description of how the Riemann integral can be defined for 

8 
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B-valued functions. The same notation can be used from the previous subsection 

like (tagged) partitions, etc. 

Definition 2.2.5. If (P, t) is a tagged partition given as above, then the Rie

mann sum off for the tagged partition (P, t) is S(P, t, F) = 'L-7=1 6.xiF(ti) = 

"L-7=1 (xi+l- Xj)F(tj)· 

Note. Unlike the previous section where the Riemann-Stieltjes sum is a number, 

S(P, t, F) is a vector, i.e. S(P, t, F) E B. 

Definition 2.2.6. Fis Riemann integrable, denoted by FE R(a, b), if 

3L E B \fE> 0 3<:5 > 0 \f(P, t), IIPII < <:5 =? IIS(P, t, F)- Llls < E. Lis unique and is 

called the Riemann integral of F. L is denoted by J: F (x) dx. 

Note. While the Riemann integral of a Z-valued function is an element of Z, the 

Riemann integral of a B-valued function is actually an element of B. Also when 

B = Z, the definition of the Riemann integral in the last subsection coïncides with 

the definition in this subsection. Also, the Cauchy Criterion still holds with the 

exact same proof except that the absolute value signs are replaced by Il Ils and the 

completeness of (B, Il Ils) is used instead of the completeness of Z. 

Theorem 2.2.4 (Cauchy Criterion). FE R(a, b) -<====? 

\fE> 0 3<:5 > 0 \f(P, t), (P', t'), IIPII, IIP'II < <:5 =? IIS(P, t, F)- S(P', t', F)lls < E. 

Remark. Let F be continuons, i.e. \fx E [a, b] \fE> 0 3<:5x(E) > 0 s.t. IY- xl < <:5x(E) 

=? IIF(y) - F(x)lls < E. Note that since [a, b] is compact and F: [a, b] --7 Bis 

continuons, then F: [a, b] --7 B is uniformly continuons, 

i.e. VE > 0 3<:5(E) > 0 s.t. IY- xl< J(E) ==? IIF(y)- F(x)lls < E. 

Corollary 2.2.5. If Fis continuons, then FE R(a, b). 
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Proof. The Cauchy Criterion will be used to show that F E R(a, b). Let E > O. 

Since Fis uniformly continuous, then 36 = 6(E) > 0 s.t. jy- xl < 6(E) ::::? 
E 

IIF(y) - F(x) Ils < 
2

(b _a)" Let (P, t) and (P', t') satisfy li Pli, IIP'II < 6. Let (Q, s) 

be a tagged partition of [a, b], where Q = PU P' and sis any tag for Q. Note that 

(Q, s) > (P, t) and that (Q, s) > (P', t'). 

Now consider IIS(Q, s, F)- S(P, t, F)lls- Let Q = {xJ}J=O' P = {YJ}~0 and so 

S(Q, s, F) = E?=1 6.xJF(sJ)· Since (Q, s) > (P, t), then S(P, t, F) can be written 

as S(P, t, F) = E?=1 6.xJF(uj) for a tag u except that now it may not be true that 

Xj-l :::; Uj :::; Xj. However, it is true that \::1 1 :::; j :::; n 3k s.t. 1 :::; k :::; m and 

n n 

===? IIS(Q, s, F)- S(P, t, F)lls = L t:lxjF(sj)- L t:lxJF(uj) 
j=l j=l B 

n n 

= L t:lxJ(F(sJ)- F(uJ)) :::; L llt:lxJ(F(sJ)- F(uj))ils 
j=l B j=l 

~ t, llx;IIF(s;)- F(u;)IIB < t,llx1 c(b ~a)) ~ c(b ~a)) (t, llx;) 
= (2(b ~a)) (xn- xo) = (2(b ~a)) (b-a)=~-

E 
Similarly, IIS(Q, s, F)- S(P', t', F)lls < 2· Thus, IIS(P, t, F)- S(P', t', F)lls 

:::; IIS(P, t, F)- S(Q, s, F)lls + IIS(Q, s, F)- S(P', t', F)lls < 2 (~) = E. 

:. \:fE> 0 36 > 0 \::!(?, t), (P', t'), li Pli, IIP'II < 6::::? IIS(P, t, F)- S(P', t', F)lls < E 

10 



By the Cauchy Criterion, FE R(a, b). 0 

Note. Define H: [a,b]---> [O,oo) by H(x) = I!F(x)lls· His continuous because it 

is a composition of the continuous functions F: [a, b] --->Band Il Ils : B---> [0, oo). 

Here are the main properties of the Riemann integral. 

Theorem 2.2.6. Let F, GE R(a, b) and c1, c2 E Z. Then, 

1) J:(clF(x) + c2G(x)) dx = c1 J: F(x) dx + c2 J: G(x) dx 

2) Vc E (a, b), J: F(x) dx = J: F(x) dx + J: F(x) dx 

3) IIJ: F(x) dxlls ~ J: IIF(x)lls dx 

Remark. In 3), the integral on the RHS is the Riemann integral of the real-valued 

function H(x) = I!F(x)lls· 

Proposition 2.2. 7. Let F be continuous and k: [a, b] ---> Z be continuous. Define 

G: [a, b] ---> B by G(x) = k(x)F(x). Then Gis continuous and GE R(a, b). 

Proof. k(x) and H(x) as described above are continuous on [a, b]. ::::? They are 

both bounded, i.e. ::lM> 0 s.t. Vx E [a, b], lk(x)l, H(x) ~M. 

[G(y)- G(x)] = k(y)F(y)- k(x)F(x) = k(y)[F(y)- F(x)] + [k(y)- k(x)]F(x) 

=::::? IIG(y)- G(x)lls = llk(y)[F(y)- F(x)] + [k(y)- k(x)]F(x)lls 

~ lk(y)II!F(y)- F(x)lls + lk(y)- k(x)II!F(x)lls 

~.lk(y)IIIF(y)- F(x)lls + H(x) lk(y)- k(x)l 

~ M[ljF(y)- F(x)lls + lk(y)- k(x)l] 

11 



Let E > O. Since F and k are continuous, :35x(E) > 0 s.t. /Y- x/ < 5x(E) =} 

E 
1/F(y)- F(x)/1 8 , /k(y)- k(x)/ < 

2
M. By the previous inequality, if [y- x/< c5x(E), 

then 1/G(y)- G(x)/1 8 < E. 

:. Vx E [a, b] VE > 0 :lc5x(E) > 0 s.t. /y- x[ < c5x(E) =} 1/G(y)- G(x)I/B < E 

Bence, Gis continuous and by Corollary 2.2.5, GE R(a, b). D 

2.3 Measure Theory 

This section is a short review of Measure Theory from (Folland, 1999). In this 

section, (X, 911, J-l) is a measure space, where X is a set, 911 is a O"-algebra on X, 

and J-l is a measure on 911. 

2.3.1 The Riemann Integral and The Lebesgue Integral 

Here, (X, 911, J-t) =(ffi., BR, m), where mis Lebesgue measure. 

Note. The following convention will be made for the remainder of the text. Unless 

otherwise stated, two functions f and 9 defined on ffi. are said to be equal if they 

are equal m-a.e. . 

In the following theorem, (X, 911, J-t) 

interval I in ffi. and W =ffi. or C. 

( 1, BR n 1, m) for any fini te closed 

Theorem 2.3.1. 1) If f: 1 --> W is a bounded Riemann integrable function, 

then f E V(I, BR nI, m) and JI f dm = JI f(x) dx, where the LHS of the 

equality is the Lebesgue integral off w.r.t. m over I and the RHS of the 

equality is the Riemann integral off over I. 

2) If f: I --> W is a bounded function, then f is Riemann integrable iff the set 

N = {x E I/ fis not continuous at x.} is a m-null set, i.e. fis continuous 

m-a.e. 
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Remark. Due to this theorem, no distinction will be made between the Riemann 

and Lebesgue integrais of Riemann integrable functions. In particular, if f is a 

bounded continuous function on 1, th en f is Riemann integrable on 1 and so by 

the Theorem, the Riemann and Lebesgue integrais off agree. 

Notation. Let f: lR ---t W be measurable. For simplicity, J j(t) dm(t) will be 

denoted by J f(t) dt. Let A E Bill. and XA be the indicator function of A, which is 

measurable. Let a, b E lR and a S b. Let g1, g2 E {X(a,b), X[a,b), X(a,b], X[a,b]}. Th en 

jg1 = fg2 m-a.e. because {xE lR: fgl # fg2} Ç {a,b} and m({a,b}) =O. 

fgl = fg2 m-a.e. ===* j f(t)gi(t)dt = jf(t)g2(t)dt 

Let g E {X(a,b), X[a,b), X(a,b], X[a,bj} and define J: f(x) dx = J f(x)g(x) dx and 

Jba f(x) dx = - J: f(x) dx. Note that when a= b, J: J(x) dx = Jba J(x) dx =O. 

Note. If 1 is any fini te interval in JR, th en 

Definition 2.3.1. f: lR ---t W is locally integrable if f is measurable and f 

is integrable over any compact set. Let Lloc(JR) be the set of locally integrable 

functions. 

Note. Let f E L1
1 (JR) and A E Bill. be s.t. Ais bounded in JR. Then 3N E N s.t. oc 

A Ç [-N, N]. Since [-N, N] is compact, then JA lf(x)l dx S J~N IJ(x)l dx < oo. 

Thus, f is integrable over any bounded set in BJ!I.. Also, by the argument used 

here, if f: lR ---t W is measurable, then to show f E Lloc(JR), it is enough to show 

that f is integrable over any finite interval since any compact subset A of lR is 

closed and bounded and so 3N EN s.t. A Ç [-N, N]. 
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The following proposition just states that certain properties of the Riemann 

integral still hold for the Lebesgue integral over finite intervals. 

Proposition 2.3.2. Let fE Lloc(IR) and a, bER 

1) Vc E IR, J: J(x) dx = J: J(x) dx + fcb J(x) dx. 

2) Vc E IR, J: f(x) dx = J:~~ J(x + c) dx 

3) Vc E IR, J: f(x) dx = fcc~ba f(c- x) dx 

Note. By the previous note, if f E L1
1 (IR), then Va E { -1, 1} Vc E IR, oc 

gE L1
1 (IR), where g: IR----. W is given by g(x) = f(ax + c). This is because if f oc 

is integrable over any finite interval, then g is integrable over any finite interval by 

Proposition 2.3.2. (2-3). 

Remark. The only hypothesis that is needed for Proposition 2.3.2.(2-3) is 

fX[a,b] E U(IR, BJR., m), which is equivalent to fE U([a, b], BJR. n [a, b], m). Also, note 

that [a, b] could be replaced by (a, b), [a, b), or (a, b]. 
1 1x+h 

Theorem 2.3.3. If fE L1
1 (IR), then lim -h lf(t)- f(x)l dt= 0 m-a.e. 
OC h-->O+ 2 x-h 

1 1x+h 
Corollary 2.3.4. If fE L1

1 (IR), then lim -h j(t) dt= J(x) m-a.e .. 
OC h-->O+ 2 x-h 

Definition 2.3.2. If fE L1
1 (IR), then the Lebesgue set off is oc 

Lf = {xE IR llim 2_ 1x+h IJ(t)- J(x)l dt= 0 }· By the theorem, m(Lj) = 0, 
h-->0+ 2h x-h · 

where Lj is the complement of Lf. 

Corollary 2.3.5. If f E L1
1 (IR), then oc 

lim .!_ t 1 (f(x + t) + f(x- t)) - f(x)l dt= 0 m-a.e. 
h--+o+ h }0 2 
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Proof Let xE Lt. 

foh 1 ( f (x + t) ; f (x - t)) - f (x) 1 dt 

= foh 1 ( f (x + t; - f (x)) + ( f (x - t; - f (x)) 1 dt 

~ foh [1 f(x + t;- f(x) 1 + 1 f(x- t;- f(x) IJ dt 

= foh 1 f(x + t;- f(x) 1 dt+ foh 1 f(x- t;- f(x) 1 dt 

= ~ [1h IJ(x + t)- f(x)l dt+ 1h IJ(x- t)- f(x)l dt] 

= ~ [1x+h IJ(t)- J(x)l dt+ lx lf(t)- f(x)l dt] [by Proposition 2.3.2] 
2 x x-h 
11x+h 

= - lf(t)- f(x)! dt 
2 x-h 

==:::} Ü ~ _!. t 1 ( J (X + t) + J (X - t) ) - J (X) 1 dt ~ _]:__ 1x+h 1 J ( t) - J (X) 1 dt 
h Jo 2 2h x-h 

1 1x+h 
Since lim '----! lf(t)- f(x)l dt= 0, then h--o+ 2 L x-h 

li rn _!. t 1 ( f (x + t) + f (x - t) ) - f (x) 1 dt = 0. h-+O+ h }0 2 

Let S = {x E IR 1 hl~W+ ~ 1h 1 ( f (x + t) ; f (x - t) ) - f (x) 1 = 0 } . 

Then, h~W+ ~ foh 1 ( J(x + t); f(x- t)) - J(x) 1 dt= 0 m-a.e., 

i.e. m(Sc) = 0, because Lt Ç S ==:::} sc Ç Lj and m(Lj) =O. 0 

Remark. If f is continuous at x E IR, then the limits in the previous theorem and 

corollary hold at x. In particular, if f is continuous, then the limits hold 'ix E R 

If f is continuous on a fini te closed interval I, th en the uniform continuity of f on 

I implies that the limits hold uniformly for x E I. 

15 



2.3.2 Functions of Bounded Variation 

In the next two subsections, Z = lR or C and [a, b] is always a finite closed 

interval in lR. In this subsection, the notation from Section 2.2.1 will be used. 

Definition 2.3.3. Let a: [a, b] --. Z. Given a partition P of [a, b], define 

A(P) = ~?=l J~ajl· ais said to be of bounded variation on. [a, b], denoted 

a E BV([a, b]), if sup A(P) < oo, where the supremum is taken over all partitions 
p 

P of [a, b]. If a E BV([a, b]), then Va([a, b]) = sup A(P) is called the total variation 
p 

of a on [a, b]. 

Remark. It is easy to show that if a is of bounded variation on [a, b], then a is 

bounded on [a, b]. 

Theorem 2.3.6. (i) a E BV([a, b]) ~ ~[a], ~[a] E BV([a, b]) 

(ii) a E BV([a, b]) ===? V x E [a, b], F(x-) = lim F(y) and F(x+) = lim F(y) 
y->x- y->x+ 

exist. 

(iii) a E BV([a, b]) ===> {xE [a, b]J fis not continuous at x.} is countable and so 

it is an m-null set. 

(iv) a E BV([a, b]) ===> a is differentiable m-a.e .. 

Proposition 2.3. 7. If a E BV([a, b]), f E R(a, a, b), and fis bounded by Mon 

[a, b], then IJ: f(x) da( x) 1 ::; MVa([a, b]). 

2.3.3 Absolutely Continuous Functions 

Definition 2.3A. A function F: lR --. Z is absolutely continuous if VE > 0 

3b'(c) > 0 s.t. for any finite set of disjoint intervals {(aj, bi)}.f=1 satisfying 

~?=1 m((aj, bi)) = ~?=1 (bj- aj) < b'(c), ~?=1 JF(bj)- F(ai)l < E. A function 
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F: [a, b] ____, Z is absolutely continuous on [a, b] if the above condition holds except 

that the disjoint intervals all lie in [a, b]. 

Remark. It follows from the definition (let n = 1) that if F is absolutely contin

uous, then F is uniformly continuous. It also follows that if F is differentiable 

everywhere and F' is bounded, then F is absolutely continuous. 

Theorem 2.3.8. If Fis absolutely continuous on [a, b], then FE BV([a, b]). 

Theorem 2.3.9 (The Fundamental Theorem of Calculus for Lebesgue 

Integrais). If -oo <a< b < oo and F: [a, b] ____, Z, then TFAE: 

1) Fis absolutely continuous on [a, b]. 

2) F(x)- F(a) = J: f(t) dt for sorne fE U([a, b], BR n [a, b], m). 

3) Fis differentiable m-a.e. on [a, b], F' E L1([a, b], BR n [a, b], m), and 

F(x)- F(a) = J: F'(t) dt 

Note. It can be shown th at F' = f m-a.e. in the ab ove theorem. 

Theorem 2.3.10 (Integration by Parts). If F and Gare absolutely continuous 

on [a, b], then J: F(x)G'(x) dx = F(b)G(b)- F(a)G(a)- J: G(x)F'(x) dx. 

2.4 Miscellaneous Results in Real and Complex Analysis 

Notation. N0 =NU {0} 

Definition 2.4.1. The signum function sgn: lR ____, lR is defined by 

-1, if x< 0 

sgn(x) = 0, if x= 0. 

1, if x > 0 
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2.4.1 Big 0 and Little o Notation 

Definition 2.4.2. Let g: N ~ C. 

O(g(n)) = {!: N ~ q::Jc ~ 0 and no EN s.t. Vn ~no, lf(n)l ::::; c!g(n)l} 

o(g(n)) = {1: N ~ C IJ~~ ~~~? = 0} 
Note. 1) f(n) = O(g(n)) means f(n) E O(g(n)). 

2) Since the behaviour as n ~ oo is considered, it is sometimes written 

f(n) = O(g(n)) or f(n) = o(g(n)) as n ~ oo. 

3) Also, note that similar definitions can be made if f is a function defined on 

~. where the behaviour as x ~ a is examined for sorne fixed a E ~ or f is a 

function defined on Z, where the behaviour as ln! ~ oo is examined. 

4) It is easy to show that o(g(n)) Ç O(g(n)). 

2.4.2 Trigonometrie Functions 

{ 

( -1)k, 
Let xE~ and k E Z. Then sgn(sin(x)) = 

0, 

if xE (k7r, (k + 1)7r) 

if x= k1r 

{ 

( -1)k, 
This implies if c > 0, then sgn(sin(cx)) = 

0, 

"f (k1r (k + 1)11") 1 x E -, ...;.__...;.__ 
c c 

k1r 
if x=-

c 

VuE [o, ~], ~u::::; sin(u)::::; u ===* VuE [0,1r], ; ::::; sin(~)::::;~ 

2 sin ( ~) 2 sin ( ~) 
===*-::::; u ::::;1=*-< u ::::;1 

11" - 11" -
2 2 

18 



u (u) (11) 1r Vu E [0, 1r], 0 :::; ; :::; sin 2 ====> 0 :::; esc 2 :::; -:;;, 

. . (u) sm -
Note that the ab ove i~ oka y at u = 0 bec a use lim u 2 = 1. 

u-->0 _ 

2 

sin ( ~u) -sin(~) sin(~) 
Also, Vu E [0, 1r], u = u -u 

2 2 2 

sin(~) 
u 

. 2 2 Jr 
This implies VuE [-1r, 1r],- :::; :::; 1 and 1:::; <-

Jr u 
sin(~) - 2' 

2 

1 

sin u 1 sin u 
VuE IR, 1 sin ul :::; lui ====> -- :::; 1; Note that at u = 0, lim -- = 1. 

U u-->0 U 

VuE [ 0, ~] , tan(u) ~ u ====> VuE [0, 1r], tan(~) ~ ~ ====> 0:::; cot (~) :::; ~ 
====> VuE [-1r,1r], lcot (~) 1:::; l~l 
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CHAPTER 3 
Summability and Convergence in Norm of Fourier Series on 'II' 

This chapter is a review of the main results from Chapters 1 and 2 of 

(Katznelson, 2004). 

3.1 The Spaces LP('II') and C('II') 

Consider the following equivalence relation : 

Example 3.1.1. Let X =IR and define xRy if x- y is an integer multiple of 21r, 

i.e. x- y= 2k7r, where k E Z. 

Let 'II'= X/ R = {[x] :xE IR} be the set of equivalence classes. 

Vx E IR, [x]= {y E IR: yRx} = {x+2k1r: k E Z}. Let cE IR and I = [c,c+27r). 

Then 'II' = {[x] : x E I} and all of these elements are distinct because each distinct 

x E I corresponds to a unique element [x] of 'II'. Since [c] = [c + 21r], then by 

replacing [c] with [c + 21r], it follows that 'II' is in bijective correspondence with any 

half-open interval of length 27r. 

Notation. Let Z be a set. Then f: 'II'---+ Z means that f: IR ---+ Z is 27r-periodic. In 

addition, if Z = C, then it is also assumed that f is measurable. 

There are two important measure spaces that will be considered throughout 
m 

the rest of the text. The first is the measure space (IR, BJR, >.), where À= 
2

7r and m 

is Lebesgue measure. Using the same notation from Section 2.3.1, J f(t) d>.(t) = 

1 J 1 J . - f(t) dm(t) = - f(t) dt. The second and maybe more important measure 
211" 211" 
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space is (!, BJR nI,>.), where I is a fixed interval of length 27r. I is usually [-1r, 1r] 
1 

or [0, 21r] where at most one of the endpoints might be removed. Since - is a 
27r 

positive constant, then \:;/ 1 :::; p :::; oo, V(I, BJR nI, m) = V(I, BJR nI,>.) except 
1 

that now \:;/ 1 :::; p < oo, IIJIIP = L~ ilf(x)IP dx r. Note that when p = oo, the 

oo-norms corresponding tom and>. are the,same. 

The following proposition states that the Lebesgue integral afa 21r-periodic 

function over an interval of length 21r is independent of which interval of length 21r 

is chosen. 

Proposition 3.1.1. Let f: 1!' --t <C be s.t. f E U([-1r, 1r], BR n [-1r, 1r], m). 

Then, f E Lloc(ffi.) and Va E { -1, 1} Vc E ffi., J:_1r f(x) dx = J:~1r1r f(x) dx = 

J:.1r f(ax- c) dx. 

Note. In the hypothesis of the proposition, [-1r, 1r] could have been replaced with 

any (not necessarily closed) interval I of length 27r and the proposition would 

still hold. Also, the only hypothesis that was needed for the second part of the 

proposition is th at f: 1!' --t <C and f E L1
1 (ffi.). Also, (J: 1!' --t <C and f E L1

1 (ffi.)) oc oc 

==? fE U([-1r,1r],BJRn [-1r,1r],m). 

Now the V('li') spaces will be defined. 

Definition 3.1.1. L1 (1I') = { f: 11' --t <C 1 fE Lloc(ffi.)} 

V 1 < p < oo, V('li') = {f: 1!' --t <C jiJIP E Lloc(ffi.)} 

V'0 (1!') = {!: 1!' --t <Cl J E L00 (I, BR nI,>.)}, where I is any half-open interval 

of length 21r. 

Proposition 3.1.2. \:;/ 1 :::; p :::; oo, V('li') can be identified with LP(I, BJR nI,>.), 

where I is any half-open interval of length 21r. 
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Proof. First, it will be shown that if f E LP('JI'), then f E LP(I, BJR n I, À). 

JE V('JI') ~ IJIP E Lf
0

c(IR) ~ IJIP E L1(I, BJRni, À) ~ fE LP(I, BJRni, À) 

Now, it will be shown that if f E LP(I, BJR nI, À), then f E V('JI'). 

If f E LP(I, BJR nI, À), then extend f periodically to the rest of R Then, 

f: 'JI'__.. C. If p = oo, then it is clear that f E LP('JI'). Let p < oo. Since f: 'JI' __.. C, 

then jJjP :'JI'__.. C. 

fE LP(I, BJR nI, À) ~ ifjP E L1(I, BJR nI, À) = L1(I, BJR nI, m) 

By Proposition 3.1.1, IJIP E L1
1 (IR) and so f E V('JI'). oc 

Remark. This identification makes V 1 ::; p ::; oo, V('JI') into a Banach space 

because LP(I, BJR nI, À) is a Banach space, where the corresponding norm is 
1 

given by if p < oo, IIJIIP = [ 2~ ilf(x)IP dx] "P and if p = oo, the oo-norm on 

L00 (I, BJR nI, À). 

Note. The first part of the the proof of the previous proposition still holds if I is 

any interval of length 2n. 

· Corollary 3.1.3. V 1 ::; p::; oo, V('JI') is a Banach space. 

By the previous proposition, the following alternative definition could have 

been made for LP('JI'). 

D 

Definition 3.1.2. V 1 ::; p::; oo, let V('JI') = {f: 'JI'__.. Cj f E V(I, BJR nI, À)} 

Notation. The notation is for the following theorem. Let 1 < p < oo and q = _]!__l 
p-

l 1 
so that - +- = 1. When p = 1, let q = oo and when p = oo, let q = 1. In both 

p q 
1 1 1 

cases, it is agreed that - = 0 and - + - = 1. 
00 p q 
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Using the identification between LP(1f) and LP(I, BR n /, .-\), then by (Folland, 

1999, P. 182, Theorem 6.2) and (Folland, 1999, P: 184, Theorem 6.8.(a)) with 

(X, 9J1, f-L) = (I, BR nI,.-\), the following holds. 

Theorem 3.1.4 (Holder's Inequality). Let 1 ::; p, q, r::; oo be s.t. ~ + ~ = ~. If 
p q r 

fE LP(1f) and gE U(1f), then fg E U(1f) and llfgllr::; IIJIIPII9IIq· 
Note. When q = oo, then r = p and by the corollary, f E V(1f) and g E L00 (1f) 

===> fg E V(1f) and llfgllp :S: IIJIIPII9IIoo· 
Corollary 3.1.5. Let 1 ::; r < p ::; oo. Then V f E V(1f), f E U(1f), i.e. 

V(1f) Ç U(1f) and llfllr :S: llfllp· 

Proof. Let g = XR = 1. Then V 1 ::; q ::; oo, g E U(1f) and JJgJJq = 1. By the 

previous corollary, the result holds. The only thing that needs to be checked is 
1 1 1 

if V 1 ::; r < p ::; oo :Jq ~ 1 s.t. - + - = -. Note that 1 ::; r < oo. By the 
p q r 

comments before Definition 3.1.2, if r = 1, then q exists. If r > 1, then divide 

1 1 1 1 1 1 (q) . 
both sides of p + q = -:;: by -:;: to get (~) + (;) = 1. Then -:;: ex1sts and 

(;) ~ 1 =} q = (;) r exists and q ~ r ~ 1, i.e. q ~ 1. 
1 1 1 

Thus, V 1 ::; r < p ::; oo :Jq ~ 1 s.t. - + - = -. 0 
p q r 

In particular, when r = 1 or p = oo, the following hold: 

Corollary 3.1.6. V 1 < p ::; oo, LP(1f) Ç L1(1f) and V f E LP(1f), llflh ::; llfllp· 

V 1 ::; r < oo, L00 (1f) Ç U(1f) and V fE L00 (1f), llfllr :S: llflloo· 
Definition 3.1.3. Let C('II') = {f: 1f--+ <C 1 f is continuous. }. 

The following proposition lists sorne important properties of C(1f). 
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Proposition 3.1.7. (i) Define Il lloo : C('li') -t [0, oo) by llflloo = sup IJ(t)l. 

(C('li'), Il lloo) is a Banach space. 

(ii) V 1 ~ p ~ oo, C('li') Ç LP('li') 

(iii) Furthermore, if p < oo, then C('li') is dense in LP('li'), 

i.e. V fE LP('li') VE > 0 3g E C('li') s.t. Il!- giiP < E. 

tElR 

Remark. It can be shown that on C('li'), the oo-norm corresponding to L00 ('li') is 

equal to the oo-norm in the first part of the proposition; 

Note. (i) V f E C('li'), llflloo = sup lf(t)l = sup lf(t)l, where J is any interval of 
tElR tEJ 

length 2n, because f is 2n-periodic. 

(ii) If f: lR -t C is a 2n-periodic function, then to show f E C('li'), it is enough to 

show th at f is continuous on any interval J of length 2n. 

By the previous corollary and proposition, the following holds. 

Corollary 3.1.8. V 1 < p < oo, C('li') Ç L00 ('li') Ç LP('li') Ç U('li') 

Note. Due to this corollary, it will now be assumed that all fun ct ions belong to 

U('li'). 

Notation. The following notation will be used for convenience. 

V f E L1('li'), let J f(t) dt= 1 f(t) dt= 12

1[ f(x) dx = 1 f(x) dx, 

where I is any interval of length 2n by Proposition 3.1.1. 

Corollary 3.1.9. Vf E L1('li') Va E {-1, 1} Vc E JR, gE L1('li'), where g: '['-tC is 

given by g(t) = f(at- c) and J f(t) dt= J f(at- c) dt. 

Proof. Fix a and c. By the note after Proposition 2.3.2, g E L1
1 (JR) and also g is oc 

2n-periodic because f is 2n-periodic. Thercforc, g: Y ---. C and g E Lfoc (JR), i.e. 
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g E L1(1l'). By Proposition 3.1.1, J f(t) dt = J::n J(x) dx = J::n J(ax- c) dx = 

JJ(at-c)dt. D 

Remark. For a= 1, the corollary is called the translation invariance property of 1l'. 

3.2 Fourier Series 

Definition 3.2.1. A trigonometrie polynomial is a function P: 1l'---+ C of the form 

P(t) = 2.:.:=-N aneint, where N E N0 and an E C. The degree of P, deg(P), is the 

largest NE No s.t. la-NI+ laNI =1 O. 

Re mark. Since eit = cos t + i sint, then any trigonometrie polynomial can be 

expressed as a finite sum of sine and eosine terms and vice-versa. 

N N 

P(t) = L aneint = ~ + L (en cos( nt)+ bn sin( nt)) 
n=-N n=l 

where V 0 ::; n ::; 

(cn+bni) 
a_n = 2 . 

Note. It is easy to show that if T is the set of trigonometrie polynomials, then 

T Ç C(1l'). 

The following proposition is easy to prove by elementary calculus. 

Proposition 3.2.1. \ln E Z, _I_ J eint dt= 8n 0 , where 8n 0 = {
0

' if n=f. 
0 

27f , , 
1, if n = 0 

Remark. It follows from the proposition, that if P E T, then the coefficients an 

of P can be computed by the formula an = _I_ J P(t)e-int dt. This motivates the 
2n 

definition of the Fourier coefficients, which will be defined shortly. 
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Definition 3.2.2. A trigonometrie series is an expression of the form 

00 00 

S"' L aneint = ~ + L(cn cos( nt)+ bn sin( nt)) 
n=-oo n=l 

where Vn E Z, an E C and Vn E No, bn, Cn are defined as above. (Note that 

here it is not necessarily true that the series converges and that it may even 

diverge for all values of t.) The conjugate trigonometrie series of S is § 

"'
00

_ -i sgn(n)a eint. L..Jn--oo n 

Definition 3.2.3. Let f E L 1(1I'). Then Vn E Z, the n-th Fourier coefficient off 

is j ( n) = _..!._ J f ( t) e -int dt and the Fourier series of f is the trigonometrie series 
27r 

S[f] "' l:r;=-oo ](n)eint and S[f](t) will denote the Fourier series off at the fixed 

value t E R The conjugate Fourier series of f is the conjugate trigonometrie series 

of S[f] given by S[f] "'2:~=-oo -i sgn(n)](n)eint. 

'Note. 

S[f] "' co;!) + f(cn(J) cos( nt)+ bn(J) sin( nt)) where Vn E No and Vm EN, 
n=l 

A A 1! (eint+e-int) 1! en(!)= J( -n) + J(n) = ; f(t) 
2 

dt= ; f(t) cos( nt) dt 

and bm(J) = ]( -m) .- ](m) = .!. 1 f(t) (eimt- _e-imt) dt= .!. 1 f(t) sin( mt) dt. 
2 1r 2z 1r 

{en(J)}~=O and {bn(J)}~=l are also referred to as the Fourier coefficients off. 

Remark. The conjugate Fourier series will not be referred to again until near 

the end of the chapter, where it has an important role in the section concerning 

convergence in norm of Fourier series. 
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The following theorem is a list of sorne of the important properties of the 

Fourier coefficients such as linearity. 

Theorem 3.2.2. Let j, gE V('II') and a E <C. Then 

- A 1) (af + g)(n) = af(n) + g(n) 

2) If J is the complex conjugate of j, then f(n) = ]( -n) 

3) Vr E JR, let fr(t) = j(t- r). Then W(n) = ](n)e-inr. 

4) lf(n)l ::; llfll1 

Corollary 3.2.3. If {fj}~0 Ç V('II') and ~im fj =Jo in L1(1I'), 
J-+00 

i.e. ~im llfi- folh = 0, then ~im Jj(n) = fo(n) uniformly inn. 
J-+00 J-+00 

Proof. The proof follows from the last part of the previous theorem because 
A A • ------

lfj(n)- fo(n)l = lUi- fo)(n)l ::; llfi- folh· 

Theorem 3.2.4. Let f E V('II') be s.t. J j(t) dt = O. Define F: 1!' ---> <C by 
A ](n) 

F(y) = J~ f(x) dx. Then FE C('II') and Vn E Z s.t. n =1 0, F(n) = -.-. 
zn 

Proof. By Proposition 2.3.2.(1), F(y + 21r) = J~+21r f(x) dx = J~ f(x) dx + 

j,Y+2
1r j(x) dx = F(y) + f j(t) dt = F(y) + 0 = F(y) and so Fis 21r-periodic. 

y . . 

By the note after Proposition 3.1.2, f E L1(1I') ==} L1([0, 21r], BIR n [0, 21r], m). 

By Theorem 2.3.9, F is absolutely continuous on [0, 21r] which implies that F is 

continuous on [0, 21r]. By the note after Proposition 3.1.7, F E C('II') because F 

is a 27r-periodic function which is continuous on [0, 27r]. Also, by Theorem 2.3.9, 
-inx 

F' = f m-a.e on [0, 27r]. Let n E Z be s.t. n =1 0 and G(x) = _e -.-. Gis 
· -zn 

absolutely continuous because Gis differentiable everywhere and G'(x) = e-inx 

is bounded in absolute value by 1. Also, G E C('II'). Now, by Integration by 
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Parts, 27rF(n) = J F(t)e-int dt = J
0
2

1r F(x)e-inx dx = J
0
2

1r F(x)G'(x) dx = 

F(27r)G(27r) - F(O)G(O) - f0
2

1r G(x)F'(x) dx. Since F and Gare 27r-periodic 

functions, then FG is also a 27r-periodic function and F(27r)G(27r) - F(O)G(O) =O. 

1
2

1r G(x)F'(x) dx = 12
1r e-i.nx f(x) dx = - 1-. 12

7r f(x)e-inx dx 
o o -~n -~n o 

= -
1
-. j f(t)e-int dt= -

1
-. (27r ](n)) = -27rf~n) 

-~n -~n ~n 

===> 21rF(n) = 21rj~n) ===> F(n) = j~n) 
~n 2n 

Theorem 3.2.5. Let J,g E U('Ir). Define h: 1r-----* C by 

h(t) = ~ J f,.(t)g(T) dT= ~ J j(t- T)g(T) dT. 
27r 27r 

Then his well-defined m-a.e., h E L1(1r), llhll1 ~ llfll1ll9ll1, and Vn E Z, 

h(n) = ](n)g(n). 

Definition 3.2.4. The function h from the previous theorem is called the 

0 

convolution off and gand is denoted by f * g. By the previous theorem, Vn E Z, - ~ (! * g)(n) = J(n)g(n). 

The next theorem is a list of sorne of the properties of the convolution operator. 

Theorem 3.2.6. Let J, g, hE L1(1r) and a E C. Then 

1) f *(ag+ h) =a(!* g) + f * h and (af + g) * h =a(!* h) + g * h 

2) f * g = g * f 
3) (! * g) * h = f * (g * h) 
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4) If f E C(1I') or g E C(1!'), then (! * g)(t) is well-defined Vt E IR and 

(! * g) E C(1!'). 

Lemma 3.2.7. Let fE U(1!') and cj>(t) = eint, where nEZ. 

Then ( 4> *!) (t) = j( n)eint. 
N 

Corollary 3.2.8. If f E Ll(1I') and P E T, where P(t) "' a eint then LJ n ' 
n=-N 

N ~ 

(P * J)(t) = L anf(n)eint. 
n=-N 

3.3 Summability in Norm 

Following (Katznelson, 2004, P. 14, Definition 1.2.10), a useful class of Banach 

spaces called homogeneous Banach spaces on 1!' will now be introduced. 

Definition 3.3.1. A Banach space (B, Il liB) is called a homogeneous Banach 

space on 1!' if B is a subspace of U(1!') satisfying V f E B, 

(H-1) llflll ~ llfiiB 
(H-2) 'riT E IR, fr E Band llfriiB = llfiiB· 
(H-3) The function cj>: 1!' --tB given by cj>(T) =fris continuous, i.e. 

'r!To E IR, lim llfr -fra liB = 0. 
T--+To 

Remark. (H-2) is referred to as translation invariance and (H-3) is referred to as 

the continuity of the translation. 

Note. If (H-2) is true, then to show (H-3) is true, it is enough to show (H-3) is true 

when To = 0 because by (H-2), llfr- froiiB = llf(r-r0)- fllE· 
Lemma 3.3.1. C(1I') is a homogeneous Banach space on 1!'. 

Proof. By Proposition 3.1.7, C(1I') is a Banach space and C(1I') is a subspace of 

U(1!'). By Corollary 3.1.6, (H-1) holds. (H-2) holds because if f E C(1I'), then 
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fr E C('ll') and llfrlloo = sup lfr(t)l = sup lf(t- T)l = sup lf(t)l = 
tE[0,27T] tE[0,27T] .tE[-r,-r+27T] 

llflloo· Thus, only (H-3) needs to be proven. By the preyious note, it is enough 

to show if f E 0(11'), then lim llfr- Jlloo = 0, i.e. Vc > 0 :JO'(c) > 0 s.t. 
T-+0 

ITI < c5(c) ==> llfr - flloo < E. Let t E [0, 21r] and T E [-21f, 21r]. Then 

(t-T) E [-27r, 47r]. fis uniformly continuous on [-27r, 47r] because fis continuous 

on [-27r,47r] and [-27r,47r] is compact. Let E > O. Then :J 0 < 5(c) < 21r s.t. 
t . 

'Vx, y E [-27r, 47r], IY- xl < c5(c) ==> lf(y) - f(x)l < 2· If ITI < c5(c), then 
t 

'Vt E [0, 21r], l(t-T) -tl = !-Tl = ITI < c5(c) ==> lfr(t)- f(t)l = lf(t-T)- f(t)l < 2 
t 

and llfr- flloo = sup lfr(t)- f(t)l :S- < E. 
tE[0;21r] 2 

:. 'VE > 0 :lc5(c) > 0 s.t. !ri< 5(c) ==> llfr- flloo < E 

Therefore, (H-3) holds and by all of the above, 0(1!') is a homogeneous Banach 

space on 1!'. 

Theorem 3.3.2. V 1 :S p < oo, LP('ll') is a homogeneous Banach space on 1!'. 

Proof. By Corollary 3.1.3, LP('ll') is a Banach space. By Corollary 3.1.6, LP('ll') 

is a subspace of L1(1I') and (H-1) holds. By Corollary 3.1.9 and noting that 

f E LP('ll') ~ IJIP E U('ll'), (H-2) holds. Thus, only (H-3) needs to be proven. 

By the previous note, it is enough to show if f E LP('ll'), then lim llfr- JIIP = 0, 
T-+0 

i.e. 'VE > 0 :J5(c) > 0 s.t. ITI < c5(c) ==> llfr- JIIP < E. 

D 

t 
Let E > O. By Proposition 3.1.7, :Jg E 0(1!') s.t. IIJ- giiP < 3· By the previous 

lemma, :Jc5(c) > 0 s.t. ITI < c5(c) ==> llgr- glloo < ~· By Corollary 3.1.6, if 

30 



Ur- J) =Ur- 9r) +(gr- g) + (g- J) 

~ IIJr- Jllp ~ IIJr- 9rllp + ll9r- Yllp + 119- Jllp 

= IIJ- Yllp + ll9r- Yllp + IIJ- 9llp [by H-2] 
E ( E) E 2E 

= ll9r- 9IIP + 2llf- 9IIP < 3 + 2 3 = 3 + 3 = E. 

:. VE > 0 :38(E) > 0 s.t. ITI < 8(E) ~ llfr- fllp < E 

Therefore, (H-3) holds and by all of the above, LP('II') is a homogeneous 

Banach space on 1I'. 

Note. It can be shown that L00 ('ll') is not a homogeneous Banach space on 'II'. 

Remark. An important homogeneous Banach space on 1I' is L1 ('II') because all 

functions are assumed to be in L1(1I'). Another important homogeneous Banach 

space on 1I' is C('II'). This is because if a certain property needs to be proven 

for LP('II'), where p < oo, then sometimes, the property can first be proven for 

C('II') and then the fact that C('II') is dense in V('II') can be used to show that the 

property holds for V('II'). This argument was used for the proof of (H-3) in the 

previous theorem. 

Definition 3.3.2. A summability kernel is a sequence { kn}~=O Ç C('II') satisfy-

ing: 

(S-1) Vn E No, ~ J kn(t) dt= 1 
27f 

(S-2) :3K > 0 Vn E No, llknll1 ~ K 

1
2n-J 

(S-3) V 0 < 8 < 1r, lim lkn(t)l dt= 0 
n->oo J 
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Remark. A positive summability kernel is one s.t. 'ï/n E N0 , kn :2': O. Note that for a 

positive summability kernel, (S-1) '* (S-2). Also, 0 < 6 < 1r ~ 0 < 6 < 27r- 6. 

The theory from Section 2.2.2 will be used now. The following theorem is 

from (Katznelson, 2004, P. 10-11, Lemma 1.2.2). 

Theorem 3.3.3. Let B be a Banach space, cp:']['-+ B be continuous, and {kn}~=O 

be a summability kernel. Then lim _..!.._ J kn(T)rjJ(T) dT= rjJ(O) in B. 
n->oo 21f 

Proof. It must be shawn that lim Il_!_ J kn(T)rjJ(T) dT- cp(O) Il =O. 
n->oo 21f B 

Let 0 < 5 < 1r. By (S-1), 

[ 2~ J kn(T)cp(T) dT- cp(O)] = [ 2~ J kn(T)cp(T) dT- ( 2~ J kn(T) dT) cp(O)] 

= [ 2~ J kn(T)(cp(T) -cp(O))dT] = [2~ 1:1r-li kn(T)(cp(T) -cp(O))dT] 

[ 
1 l{j ] [ 1 {27r-li ] 

= 
2

7r -li kn(T)(cp(T)- cp(O)) dT + 
2

7r lo kn(T)(cp(T)- cp(O)) dT 

:==} 11 2~ J kn(T)cp(T)dT- cp(O)t ~ 

11 2~ 1: kn(T)(rjJ(T)- r:/J(O)) dTt + 11 2~ 12

1r-li kn(T)(rjJ(T)- cp(O)) dTt 
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By Theorem 2.2.6.(3), 

Define H: 1' _, [O,oo) by H(T) = II1J(T)IIs- H E C(1') because it is a 

composition of the continuous functions 1J: 1' _,Band Il Ils: B _, [0, oo). 

===* His bounded, i.e. 3M > 0 s.t. \;fT E JR, H(T) = 1!1J(T)I!s::; M. 

===* \fT E JR, 1!1J(T) -1J(O)I!s::; II1J(T)I!s + 1!1J(O)I!s::; 2M 

Let E > O. 1J is continuous at T = O. 
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E E 
===> :35 > 0 s.t. ITI ~ 5 ==> 11</>(T)- </>(O)IIs <- ==> sup 11</>(t)- </>(O)IIs ·~ -. 

2K lti:S<S 2K 

1
21T-8 

By (S-3), lim lkn(t)l dt= 0 ===> 
n-+oo 8 

3N EN \:fn 2: N, 11Z1T-
8

Ikn(t)1 dtl = 1Z1T-
8

Ikn(t)l dt< ;~. 

Alloftheabove ===> ~~ 2~/kn(T)</>(T)dT-</>(O)liB <E. 

:. \:fE> 0 3N EN \:fn 2: N, ~~ 2~ J kn(T)</>(T) dT- </>(O)t < E 

Renee, lim ll_.!._fkn(T)</>(T)dT-</>(0)11 =0. D 
n-+oo 27r B 

Note. (i) lt can be shown that the integral in the theorem is independent of 

which interval of length 27r is chosen as the interval of integration so that the 

integral is well-defined. 

(ii) Let k E C('ll') and </>be as in the theorem. Define F: 'JI'~ B by 
1 

F(T) = -k(T)</>(T). By Proposition 2.2.7, Fis continuous and Riemann 
27r 

integrable because </>: 'JI' ~ B is continuous and _.!_ k E C ('JI'). This shows 
27r 

that the Riemann integral in the theorem exists. 

Remark. From now on, Bis a homogeneous Banach space on 11'. 

Note. Let F: 'JI' ~ B be Riemann integrable and S(P, t, F) be the Riemann 

sum ofF for the tagged partition (P, t), where Pis a partition of an interval 

of length 27r. By Definition 2.2.6, J F(T) dT is the unique element of B which 

satisfies \:fE > 0 :35 > 0 \:f(P, t), IIPII < 5 ==> IIS(P, t, F)- J F(T) dT lis < E. Since 

iiS(P, t, F)- f F(T) dTII 1 :::;; iiS(P, t, F)- f F(T) dTiis' then 
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Vé > 0 3J > 0 V(P, t), //Pl/ < J =? //S(P, t, F)- J F(r) dr// 1 < é. Thus, F 

is Riemann integrable in U ('II') and since the Riemann integral of F in U (11') is 

unique, then the Riemann integral of F in B is the same as the Riemann integral 

ofF in U('ll'). 

Remark. Here, the presentation of homogeneous Banach spaces on 1l' differs from 

that in (Katznelson, 2004). In (Katznelson, 2004), the following corollary and 

theo rems are proven only wh en B = U (11'). Th en homogeneous Banach spaces on 

1l' are defined. Finally, Theorem 3.3.3, the first part of the proof of the following 

theorem, and the case when B = U('ll') are used to prove the general case. The 

following corollary corresponds to (Katznelson, 2004, P. 11, Theorem 1.2.3), the 

following lemma and theorem correspond to (Katznelson, 2004, P. 11-12, Lemma 

1.2.4), and Theorem 3.3.7 corresponds to (Katznelson, 2004, P. 15-16, Theorem 

1.2.11). 

In the previous theorem, let <P be as in (H-3) of Definition 3.3.1 and note that 

<P(O) = f. Then, 

Corollary 3.3.4. If f E B and { kn}~=O is a summability kernel, 

then lim _!_ J kn(r)f,. dr= fin B. 
n->oo 27r 

In the next lemma, let B = C('ll'). 

Lemma 3.3.5. If k, fE C('ll'), then _!_ j k(r)I,. dr= k * f. 
27r 

Proof. Define F: 1l' ~ C('ll') by F(r) = _!_k(r)</J(r) = _!_k(r)f,.. By the note (ii) 
27r 27r 

after the previous theorem, F is continuous and Riemann integrable. Note that 

J F(r) dr= 2~ J k(r)f,. dr and that by Theorem 3.2.6.(2), 
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J[F(T)](x) dT= 2~ J k(T)fr(x) dT= (J * k)(x) = (k * J)(x). 

1 J . Thus, to show that - k(T)fr dT= k * j, 1t must be shown that 
21!' 

Vx E JR., [f F(T) dT] (x)= f[F(T)](x) dT. 

By Definition 2.2.6, 

VE > 0 3<5 > 0 V(P, t), li Pli < c5 => IIS(P, t, F)- J F(T) dTIIoo < E. Fix x E R 

Since I[S(P, t, F)](x)- [f F(T) dT] (x)l ~ IIS(P, t, F) -J F(T) dTIIoo' then 

VE > 0 3<5 > 0 V(P, t), IIPII < c5 => I[S(P, t, F)](x)- [f F(T) dT] (x)l < E. 

Let jX(T) = f(x - T). Since f E 0(1'), then jX E 0(1'). Define 

1 
G: 1' -t C by G(T) = -k(T)jX(T). G E C(1') because k,jX E C(1'). 

21!' 
1 1 

Also, [F(T)](x) = 
2
1l'k(T)fr(x) = 

2
1l'k(T)jX(T) = G(T). Let P = {TJ}J=O• 

where n E N. By Definition 2.2.5, S(P, t, F) = "L-7=1 (TJ+1 - TJ)F(tj) and 

[S(P, t, F)](x) = ["L-7=1 (TJ+1- TJ)F(tJ)](x) = "L-7=1 (TJ+1- TJ)[F(tJ)](x) = 

"L-7=1 (Tj+1- Tj)G(tj) = S(P, t, G). 

~ VE>03c5>0V(P,t),IIPII <<5=> IS(P,t,G)- [j F(T)dT] (x)l <E 

By Corollary 2.2.5, Gis Riemann integrable because G E C(1') and by 

Definition 2.2.6, the uniqueness of J G(T) dT ~ J G(T) dT = [f F(T) dT] (x). 

Since J G(T) dT= f[F(T)](x) dT, then [f F(T) dT] (x)= f[F(T)](x) dT. 

Therefore, Vx E JR., [f F(T) dT] (x)= f[F(T)](x) dT. 

Renee, __!__ J k(T)fr dT= k * f. 
21!' 

Theorem 3.3.6. If k E C(1') and f E B, then __!__ J k(T)fr dT= k * f in B. 
21!' 
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Proof. Let cp be as in (H-3) and F be as in the note (ii) after the previous theo

rem. Then, J F(T) dT = 2~ J k(T)fr dT. By the note before Corollary 3.3.4, the 

Riemann integral of F in B is the same as the Riemann integral of F in U ('Il') and 

this implies the following. If it is shawn that _..!._ J k(T)fr dT= k *fin U('ll'), then 
21!' 

_..!._ J k(T)fr dT= k *fin B. Therefore, the theorem only needs to be proven when 
21!' 
B = L 1 (1l'). 

Let E >O. By Proposition 3.1.7, ::l9 E C('ll') s.t. Il!- 9111 < 2llkll: + 1 . By the 

previous lemma, 2~ J k(T)9r dT= k * 9· 

[ 2~ J k(T)frdT- (k*j)] = 

[ 2~ J k(T)frdT- 2~ J k(T)9rdT] + [(k * 9)- (k * !)] 

= [ 2~ J k(T)(j- 9)r dT] + [k * (9- j)J 

By Theorem 2.2.6.(3) and (H-2), 

11 2~ j k(T)(f- 9)r dTII
1 
~ 2~ j llk(T)(f- 9)rll1 dT= 2~ j lk(T)I liU- 9)rll1 dT 

= 2~ J lk(T)IIIf- 9111 dT= (2~ J lk(T)I dT) Il!- 9111 = llklhllf- 9111· 
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.. ~ 

By Theorem 3.2.5, llk * (g- !)Ill:::; llkll1llg- fll1 = llklhllf- 9111· 

====? 11 2~ 1 k(T)fr dT- (k * nlll S 2llklhllf- 9lh < 2llklll ( 211kll: + 1) 

( 
2llklll ) 

= 2llklll + 1 E < E 

:.VE>Ü, OS 11 2~/ k(T)frdT-(k*f)lll <E 

Renee, 112~ 1 k(T)fr dT- (k * nlll = 0 and 2~ 1 k(T)fr dT= k *fin L
1
(1r). 

Note. It follows from the theorem that if k E C('Ir) and f E B, then (k * J) E B. 

Also, by Theorem 2.2.6.(3) and (H-2), 

llk *fllE= 11 2~ 1 k(T)fr dTt S 2~ 1 llk(T)friiB dT= 2~ 1 lk(T)IIIfriiB dT 

= 2~ 1 lk(T)III!IIB dT= (2~ 1 ik(T)I dT) IIJIIB = llklllii!IIB· 

By Corollary 3.3.4 and Theorem 3.3.6, the following holds. 

Theorem 3.3.7. If fE Band {kn}~=O is a summability kernel, 

then lim (kn * J) =fin B. 
n->oo 

Remark. The only summability kernel that will be considered here is the Fejér 

kernel. For more examples of summability kernels, see (Katznelson, 2004, P. 16-

D 

17). Before the Fejér kernel is defined, the Dirichlet kernel will be defined because, 

even though the Dirichlet kernel is not a summability kernel, the Fejér kernel is 

derived from the Dirichlet kernel. 

Definition 3.3.3. \in E N0 , the n-th partial sum of S[f] is Sn(!), where 

Sn(J)(t) = L-}=-n ](j)eijt. 
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Note. By the remark after Definition 3.2.1 and the note after Definition 3.2.3, 

Sn(f)(t) = co;!) + t(ci(f) cos(jt) +bi(!) sin(jt)). 
j=l 

Remark. Recall from the note after Definition 3.2.1 that T is the set of trigono

metrie polynomials. Let P E T be as in Definition 3.2.1. By the remark after 

Proposition 3.2.1, 'ïln E Z, P(n) =an. This implies that 'ïln E N0 s.t. n ~ deg(P), 

Sn(P) = P and so S[P] =P. 

Definition 3.3.4. The Dirichlet kernel is the sequence { Dn}~=O Ç C('JI') given by 

Dn(t) = 2:7=-n eiit. By Corollary 3.2.8, Sn(!) = (Dn * !). 

The following proposition lists sorne properties of the Dirichlet kernel. 
n 

Proposition 3.3.8. (i) Dn(t) = 1 + 2 L cos(jt) 
j=l 

(ii) Dn is an even function. 

(iii) 
. ((2n+1)t) sm 

2 
sin G) , if t ~ [0[ 

2n+ 1, if t E [0] 

( 
2k7r 2(k + 1)7r) 

(iv) 'ïlk E Z, sgn(Dn(t)) is nonzero and constant on , 
2 

. 
2n + 1 n + 1 

?roof (i) It follows from the remark after Definition 3.2.1. 

(ii) This follows from (i) because the eosine function is an even function. 
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(iii) If t E [0], then Dn(t) = Dn(O) = 2n + 1. Now assume t 1:- [0], which implies 

that (eit- 1) i- O. 

2i 

. ((2n + 1)t) sm 
2 

(iv) By (iii), if t i- ( 2 
) br, where k E Z, then sgn(Dn(t)) is nonzero and 

2n+ 1 

sgn(Dn(t)) = sgn (sin(~)) sgn (sin ( (
2
n; 

1
)t)). By Section 2.4.2, 

( (t)) {(-1)k, 
sgn sm 2" = 

0, 

if xE (2k7r, 2(k + 1)1r) 

if x= 2k1f 

and 

{ 

k • ( 2k1f 2(k + 1)1f) 

(
. ((2n+1)t)) (-

1
)' lfx E 2n+1' 2n+1 sgn sm = ' ' 

2 2k1f 
0, if x= 2n + 1 

, where k E Z. 

This implies that the result holds because sgn (sin ( ~)) and 

( (
(2n + 1)t)) ( 2k7r 2(k + 1)7r) · sgn sin are constant on , , where k E Z. 

2 2n + 1 2n + 1 
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D 

Note. By the remark after Proposition 3.2.1, the Dirichlet kernel satisfies (S-1). 

However, the Dirichlet kernel is not a summability kernel because it can be shown 

that (S-2) and (S-3) are not satisfied. (In the next chapter, it will be shown that 

(S-2) is not satisfied and more specifically, lim JIDnlh = oo.) This is the reason 
n->oo 

why the problem of convergence for Fourier series is very difficult compared to the 

problem of summability. 

The motivation for summability cornes from the following lemma which is 

proven in (Korner, 1988, P. 4). 

Lemma 3.3.9. Let { sn}~=O Ç C. Define the sequence of arithmetic means { an}~=D 
1 n 

by O"n = -- """'Sn. 
n+1L..,; j=O 

(i) If lim Sn = s, then lim O"n = s. 
n--400 n~oo 

(ii) There exist sequences {sn}~=D s.t. lim Sn does not exist but lim O"n exists. 
n~oo n~oo 

Definition 3.3.5. 'tinE N0 , the n-th Cesàro sum of S[f] is an(!), 
1 n 

where O"n(j) = --L Sn(!). 
n + 1 i=D 

Remark. By the first part of the lemma, if lim Sn(J)(t) exists, 
n->oo 

then lim O"n(j)(t) = lim Sn(J)(t). 
n--400 n--400 

Note. By Theorem 3.2.6.(1), O"n(j) = _2_
1 

'2:7=o Sn(!) = _2_
1 

'2:7=0 (Dn * f) = 
n+ n+ 

( n : l '2:7=0 Dn) * f · 
Definition 3.3.6. The Fejér kernel is the sequence { Kn}~=D Ç C('JI'), where 

Kn = -
1

- '2:1~_0 Dn- 1t is easy to see that Kn(t) -
1

- '2:1~_0 Dj(t) 
n+1 - n+1 -
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""n ( ljl ) · ·t wj=-n 1- n + 
1 

etJ . Since Œn(f) = (Kn * !), then by Corollary 3.2.8, 

Œn(f)(t) = (Kn * f)(t) = 2:7=-n ( 1- nl~l1) Î(j)eijt. 

The following lemma is used to show that the Fejér kernel is a summability 

kernel. 

Lemma 3.3.10. 

_ 1 [sin c n ~ 1 )t) ]
2 

n + 1 . ( t) , if t rf. [0] 
sm -

2 

n+ 1, if t E [0] 

Proof. The proof will not be shown because it is very long even though it is 

simple. For a proof, see (Katznelson, 2004, P. 12-13) or (Korner, 1988, P. 6-7). 0 

Proposition .3.3.11. The Fejér kernel is a positive summability kernel. 

Proof. By the lemma, \:ln E N0 , Kn ~ O. By the remark after Proposition 3.2.1, 

(S-1) is satisfied. By the remark after Definition 3.3.2, (S-2) is satisfied. Thus, 

it is only necessary to show (S-3). Let 0 < 8 < 1r and t E [8, 21r - 8]. Then, 

~ E [~, 1r- ~]. First, lettE [8, 1r]. Then ~ E [~, ~]. Since sin(x) is increasing on 

[o, ~]and VuE [0,1r], sin(~)~;, then sin(~)~ sin(~)~~· 
Now, let t E [1r, 21r- 8]. Since sin(x) = sin(1r- x), then ~ E [~, 1r- ~], 

( 1r - ~) E [ ~, ~] and sin ( ~) = sin ( 1r - ~) ~ ~. 
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===? Vt E [8, 21f - 8], sin(~) 2:: ~ > 0 and IKn(t)l = Kn(t) 

n: 1 ['in ~~n(1;)t) r ~ n: 1 [,in (Dr~ n: 1 G)' 

1
2
1!"-0 12

1!"-0 1 (1f)2 - 21f- 28 (1f)2- 2(7r- 8) (1f)2 
===? IKn(t)l dt~ -- ~ dt- ~ - ~ 

8 8 n+1 u n+1 u n+1 u 

Since 0 ~ 12

n-o IKn(t)l dt~ 2(1r- c5) (;)
2 

and lim 2(1r- c5) (;)
2 

= 0, then 
0 n + 1 u n-->oo n + 1 u 

1
21!"-0 

lim IKn(t) 1 dt= O. 
n-->oo 0 

1
21!"-0 

.'. V 0 < 8 < 7r, li rn 1 K n ( t) 1 dt = 0 
n-->oo 0 

Renee, (S-3) holds and so the Fejér kernel is a positive summability kernel. 

By applying Theorem 3.3.7 with the Fejér kernel yields 

Corollary 3.3.12. If fE B, then lim Œn(j) =fin B. 
n-->oo 

0 

1 
Note. Since Œn(j) = -- L:Jn:_0 Sn(!), it follows that if S[f] converges in B, then n+ 1 -

the limit must be f. 

Remark. Due to the corollary, it is said that B admits summability in norm and 

that S[f] is summable in norm to f. 

The following corollary corresponds to (Katznelson, 2004, P. 16, Theorem 

1.2.12). 

Corollary 3.3.13. T nB is dense in B. 
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Proof By the note after Theorem 3.3.6, if f E B, then O"n(j) = (Kn *!) E Band 

by Definition 3.3.6, Œn(j) E T, which implies that Œn(J) E T nB. Then the result 

follows from the previous corollary. 

Remark. If B = C(1') or LP(1'), where p < oo, then by the note after Definition 

3.2.1 and Corollary 3.1.8, T nB= T. Thus, T is dense in B. 

The following corollary and theorems correspond resp. to (Katznelson, 

2004, P. 16, Corollary 1.2.12), (Katznelson, 2004, P. 13, Theorem 1.2.7), and 

(Katznelson, 2004, P. 13, Theorem 1.2.8). 

The next corollary follows from Corollary 3.3.12 with B = C(1'). 

D 

Corollary 3.3.14 (Weierstrass Approximation Theorem). Every continuous 

2?T-periodic function can be approximated uniformly by trigonometrie polynomials. 

Theorem 3.3.15 (Uniqueness Theorem). If fE Band Vn E Z, Î(n) = 0, then 

f = 0 in B. 

Proof Since \:ln E No, O"n(j) = 0 and lim O"n(j) = f in B, then f = 0 in B. D 
n->oo 

Remark. The previous theorem is equivalent to the following: 

If f,g E Band Vn E Z, Î(n) = g(n), then f =gin B. 

Theorem 3.3.16 (Riemann-Lebesgue lemma). If fE U(1'), 

then lim Î(n) =O. 
lnl->oo 

Proof Let B = U (1') and E > O. By the remark after Corollary 3.3.13, 3P E T 

s.t. Il!- Pll1 < E. If lnl > deg(P), then P(n) = 0 and by Theorem 3.2.2.(1), 

A A A ------- A ------

J(n) = f(n)- P(n) = (!- P)(n). Then, IJ(n)l = I(J- P)(n)l ~ Il!- Plh < E. 
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Let N = (deg(P) + 1). Renee, VE > 0 3N E N V ln! 2: N, IÎ(n)l < E and so 

lim Î(n) =O. 
lnl-+oo 

The following remark is from (Katznelson, 2004, P. 14). 

Remark. Let C be a compact set in U (T) and E > O. Then there exists a 

subset {Pj}.f=1 Ç T s.t. Vf E C 3 1 :::; j :::; N satisfying Il!- Pjlh < E. If 

ln! > max1~j~N deg(Pj), then V f E C, IÎ(n)l < E. Thus, the Riemann-Lebesgue 

lemma holds uniformly on compact subsets of U (T). 

3.4 Boundedness of the Fourier Coefficients 

0 

Remark. By the note after Definition 3.2.3, if Vn EN, Î(n) = - Î( -n), then S[f] is 

a sine series and if Vn EN, Î(n) = Î( -n), then S[f] is a eosine series. 

The following lemma is a simple application of the Monotone Convergence 

Theorem in Measure Theory. 

Lemma 3.4.1. Given {an,j}~j=l s.t. Vn,j E N, an,j E [0, oo] and an,j :S an+I,j, 
00 00 

then lim "" an,j = "" lim an,j. 
n--+oo ~ ~ n--+oo 

j=l j=l 

Remark. The following theorem uses Fejér's Theorem, which will be stated and 

proven in Section 4.1. 

Theorem 3.4.2. If f E U(T) and \:fn E N, Î(n) 

f= Î(n) < oo. 
n=l n 

- Î( -n) > 0, then 

Proof. W.L.O.G. Î(O) = 0 [Otherwise, replace f by g, where g(t) = j(t) - Î(O). 

By Theorem 3.2.2.(1) and the remark after Definition 3.3.3, g(O) = 0 and 

\:fn E Z\{0}, g(n) = Î(n).] Then J f(t) dt = 21fÎ(O) = O. Define F: '][' ---+ C 
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by F(y) = J~ j(x) dx. By Theorem 3.2.4, F E C(1') and Vn E Z s.t. n =J 0, 

F(n) = Î~n). 
~n 

Vn EN, F( -n) = ~( -n) = - Î~n) = Î~n) = F(n) 
z(-n) -m m 

By Fejér's Theorem, lim O"n(F)(O) = F(O) = 0 because F is continuous at y= O. 
n->oo 

O"n(F)(o) = t (1- __UL) F(j) = t (1- __UL) F(IJI) 
. n+1 . n+1 
J=-n J=-n 

= F(O) + 2 t (1- _J_· ) F(j) = F(O) + 2 t (1- _J_· ) (Î~~)) 
. n + 1 . n + 1 ~J 
J=l J=l 

= F(O) + ~ t (1- -1
-· ) (Î(!)) 

~. n+1 J 
J=l 

. [A 2 n ( j )(Î(j))] ===? hm F(O) + -:- L 1 - -- · -. = 0 
n->oo ~ . n + 1 J 

J=l 

===? lim t (1- _J_· ) (Î(!)) = -F(O)i = F(?) 
n->oo . n + 1 J 2 2~ 

J=l 

Define { an,j }~j=l as follows. 

ifn < j 

if n 2:: j 
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I t is easy to see th at { an,j} ~j=l satisfies the conditions of the previous lemma. By 
00 00 

the lemma, lim L an,j = L lim an,j. 
n-+oo n-+oo 

j=l j=l 

oo n ( . )(](")) oo oo (](')) 
lim ""' an,j = lim ""' 1 - _J_ -?- and ""' lim an,j = ""' -1-

n->oo ~ n->oo ~ n + 1 J ~ n->oo ~ J 
j=l j=l j=l j=l 

~ f (1(!)) = lim ~ (1- _j ) (!(!)) = F(?) < oo 
. J n->oo ~ n + 1 J 2t 
J=l J=l 

D 

00 00 

Corollary 3.4.3. If \in EN, an> 0 and 2::: (an)= oo, then 2: ansin(nt) is not 
n=l n n=l 

a Fourier series. Renee there exist trigonometrie series with coefficients tending to 

0 which are not Fourier series. 

Loo sin( nt) . L sgn(n) . . . . , 
Remark. By the corollary, = -t l l e•nt Is not a Founer senes. 

logn 2log n 
n=2 lnl~2 

Definition 3.4.1. F: 1' ---+ <C is absolutely continuous if 3J E L1(1') s.t. 

J f(t) dt = 0 and F(y) = F(O) + J~ f(x) dx. Let AC(1') be the set of absolutely 

continuous functions. 

Note. By the argument used in the proof of Theorem 3.2.4, AC(1') Ç C(1'). Also, 

it can be shawn that F E AC(1') iff F is absolutely continuous on an interval of 

length 27r. 

Theorem 3.4.4. If FE AC(1'), then F(n) ~ o ( ~) as lnl ---+ oo. 

Prooj. F E AC(1') ==> 3f E U(1') s.t. f f(t) dt= 0 and F(y) = F(O) + f~ f(x) dx. 

By the remark after Definition 3.3.3, Theorem 3.2.2.(1), and Theorem 3.2.4, 
A ](n) 

\inEZ s.t. nf 0, F(n) = -. -. By the Riemann-Lebesgue Lemma, 
A ·m 

lim nF(n) = lim J(~) = ~ lim /(n) = 0 and the result holds. 0 
lnl->oo lnl->oo t 't lnl->oo 
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The following remark is from (Katznelson, 2004, P. 26). 

Remark. If f is k-times differentiable and J(k-1) E AC('li'), then by repeated 

application of the previous theorem, ](n) = o(n-k) as lnl ~ oo. Moreover, if 

0::; j ::; k, then ](n) = (in)i (fol(n)) and so l](n)l ::; lnl-illf(j) III. 

Theorem 3.4.5. If f is k-times differentiable and J(k-1) E AC('li'), then 
A IIJ(j)ll1 A IIJ(j)lh 

lf(n)l ::; m~n l 
1

. . If fis infinitely differentiable, then lf(n)l ::; ~in l 
1

. . 
O:SJ:Sk n J J2:0 n J 

The notation from Section 2.3.2 will be used for the following definitions. The 

following definition is from (Edwards, 1979, P. 33). 

Definition 3.4.2. f: '][' ~ <C is of bounded variation if V(J) = sup A(P) < oo, 
p 

where the supremum is taken over all partitions P of intervals of length 21r. Let 

BV ('li') be the set of functions of bounded variation. 

Note. f E BV('li') =} f E BV(I) for any interval I of length 21!". Also, according 

to (Edwards, 1979, P. 16, 33), it can be shawn that if f: 'li' ~ <C is of bounded 

variation on sorne interval of length 21r, th en f is of bounded variation on all 

intervals of length 21r, f E BV ('li'), and for any interval I of length 21r, Vf (!) = 

V(J). 

Thus, BV('li') could be defined alternatively as follows: 

Definition 3.4.3. BV('li') = {! : 'li' ~ <C If E BV(I)}, where I is any interval of 

length 211". 

Proposition 3.4.6. BV('li') Ç UXJ('li') and so BV('li') Ç L1(1I'). 

Proof. f E BV('li') ==} f E BV([O, 21r]) By the remark after Definition 2.3.3, 

fis bounded on [0, 27r]. Since f is 21r-periodic, then fis bounded on lR. Then 
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f E Vl0(1') because f is bounded. Renee, BV(1') Ç L00 (1') and by Corollary 3.1.6, 

the last part holds. 

Remark. By Theorem 2.3.8 and the notes after Definitions 3.4.1 and 3.4.2, 

AC(1') ç BV(1'). 
A V(f) 

Theorem 3.4.7. If fE BV(1'), then \:fn E Z\{0}, if(n)l :S -
1

-

1

. 
2n n 

Proof. 

}(n) = ~ J j(t)e-int dt = ~ {
2

1r j(t)e-intdt 
27!" 27!" J 0 

f E BV(1') =? f E BV([O, 2n]); By Theorem 2.3.6.(iii), f is continuous m-a.e. 

on [0, 2n] because f E BV([O, 2n]). Since e-int is continuous on [0, 2n], then 

f(t)e-int is continuous m-a.e. on [0, 2n]. j(t)e-int is bounded on [0, 2n] because 

e-int is bounded and f is bounded by the proof of the previous proposition. By 

Theorem 2.3.1, j(t)e-int is Riemann integrable and the Lebesgue integral in the 

above equality is a Riemann integral. 
e-int . 

a(t) = -.- is a function with a continuous derivative a'(t) = e-mt and f is 
-~n 

bounded on [0, 2n]. By Theorem 2.2.3, fE R(a, a, b) and 

1 127r 1 127r 1 127r }(n) = - j(t)e-int dt= -
2 

j(t)a'(t) dt= -
2 

f(t) da(t). 
27l" 0 7l" 0 7l" 0 

By Integration by Parts, a E R(f, a, b) and 

r~ r~ Jo j(t) da(t) = j(2n)a(2n)- f(O)a(O) -Jo a(t) dj(t). 

49 

0 



Since f and a are 27r-periodic functions , then [f(27r)a(27r)- f(O)a(O)] = 0 and so 

1
271" 1271" 1 1271" 

f(t) da(t) = - a(t) dj(t) = ; e-int dj(t). 
0 0 tn 0 

==} ](n) = - j(t) da(t) = -. e-int df(t) 1 1271" 1 1271" 
27r 0 27rm 0 

By Proposition 2.3.7 and noting that e-int is bounded by 1 & VJ([O, 27r]) =V(!), 

l](n)l = 1-1-. 1271" e-int df(t)l = _1_11271" e-int df(t)l ~ _1_(V(J)) = V(!). 
27rm 0 27rlnl 0 27rlnl 27rlnl 

~ V(!) 
:. Vn E Z\{0}, lf(n)l ~ - 1 l 27r n 

Definition 3.4.4. For f E C('ll'), the modulus of continuity off is w(J, h) = 

sup llf(t + TJ)- f(t) lloo and for f E U('ll'), the integral modulus of continuity of 
11719 
fis O(J,·h) = sup llf(t + TJ)- f(t)III· By (H-1) with B = C('ll'), V f E C('ll'), 

11719 n(J, h) ~ w(J, h). 

~ 1 ( 7r) Proposition 3.4.8. Vn E Z\{0}, lf(n)l ~ 2n J, ~ 

Proof. By Corollary 3.1.9, 

](n) = 2_ J f(t)e-int dt= 2_ J f (t + ~) e-in(t+~) dt 
27r 27r n 

= _2_jf (t+ ~) e-intdt 
21r n · 

==} ](n) = ](n); ](n) = -~ [2~ J (! (t + ;) - J(t)) e-int dt] 

==} l](n)l ~ ~III (t + ;) - f(t) Ill ~ ~n (!, 1:1) 
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3.5 Fourier series of Functions in L2 (1I') 

The main results concerning Fourier series of L2 (1I') functions in this section 

are just corollaries of sorne theorems in the theory of Hilbert spaces. Thus, a 

review of Hilbert spaces will be presented before the main result. 

3.5.1 Hilbert Spaces 

All the results in this section are from (Katznelson, 2004, P. 29-31) and 

(Folland, 1999, P. 171-177). 

Definition 3.5.1. A complex vector space V is called an inner product space if 

there is a complex-valued function (·, ·) on V x V that satisfies the following four 

conditions for all x, y, z E V and a E <C : 

(i) (x, x) 2 0 with equality <=> x =O. 

(ii) (x+ y, z) = (x, z) +(y, z) 

(iii) (ax, y) = a(x, y) 

(iv) (x, y) = (y, x) 

Note. An inner product space Vis also a normed vector space where the norm 
1 

induced by the inner product is given by li xli = (x, x) 2 . 

Definition 3.5.2. An inner product space V is called a Hilbert space if (V, Il Il) is 

a Banach space. 

Remark. For the rest of this subsection, V is always a Hilbert space. 

Definition 3.5.3. Let x, y E V and X Ç V. x is orthogonal toy if (x, y) =O. y is 

orthogonal to X if y is orthogonal to every element of X. X is called orthogonal if 

any two distinct vectors in X are orthogonal to each other. An orthogonal set X is 

called an orthonormal system if Vx EX, (x, x) = 1. 
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Lemma 3.5.1. If { </>n};';'=1 is a finite orthonormal system and { an};';'=1 Ç C, then 

112:::=1 an<f>nW = 2:::=l1anl 2
· 

Corollary 3.5.2. If { </>n}~=l is an orthonormal system and { anf~=l Ç C is s.t. 

l::~=l lanl 2 < oo, then the series l::~=l an<f>n converges in V. 

Lemma 3.5.3. If { </>n};';'=1 is a fini te orthonormal system, x E V, and { an};';'=1 Ç C 

is defined by an= (x, <l>n), then 0:::; llx- L::=l an<f>nw = llxll 2
- L::=l lanl 2

• 

Corollary 3.5.4 (Bessel's Inequality). Let {<l>a}aEA be an orthonormal system, 

x E V and Va E A, aa = (x, <l>a). Then l::aEA laal 2 
:::; llxll 2 and the set 

{a E A : aa -1- 0} is countable. 

Definition 3.5.4. A complete orthonormal system is an orthonormal system with 

the condition that the only vector orthogonal to it is Ô. 

Theorem 3.5.5. If { <l>a}aEA is an orthonormal system, then TFAE: 

1) {</>a}aEA is complete. 

2) Vx E V, llxll 2 = l::aEA l(x, <l>aW 

3) Vx E V, x = L:aEA (x, <l>a)<l>a, where the sum on the right has only countably 

many nonzero terms and converges in the norm topology no matter how 

these terms are ordered. 

Lemma 3.5.6 (Parseval). Let { <l>a}aEA be a complete orthonormal system and 

X, y E V. Then (x, y) = l::aEA (x, </>a) (</>a, Y)· 

Note. By Bessel's Inequality, the sum in the above lemma is a countable sum 

because the sets {a E A : (x, <Pa) -1- 0}, {a E A : (</>a, y) -1- 0} are countable. 
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3.5.2 The Hilbert Space L 2 ('][') 

Now let V = L2(T). It is easy to show that L2 ('][') is a Hilbert space where the 

inner product is given by (!, g) = 2_ J f(t)g(t) dt and the norm induced by the 
27r 

inner product is the 2-norm. 

Proposition 3.5. 7. { eint}~=-oo is a complete orthonormal system. 

Proof. {eïnt}~=-oo is an orthonormal system because by Proposition 3.2.1, 

Vm n E z (eimt eint) = 2_ J eimteint dt = 2_ J ei(m-n)t dt = <5 = <5 ' ' ' 21r 21r (m-n),O m,n· 

Let f E L2 (T) and assume that Vn E Z, (!, eint) = O. 

(!, eint) = 2_ J f(t)eint dt= 2_ J J(t)e-int dt= ](n) 
27r 27r 

Thus, Vn E Z, ](n) = O. By the Uniqueness Theorem with B = L2(T), f = 0 

in L2 
(']['). Therefore, the only vector orthogonal to the set { eïnt} ~-oo is the zero 

vector. Renee, { eint}~=-oo is a complete orthonormal system. 

Now the main results from the Hilbert space section can be applied to L2(T) 

with the complete orthonormal system { eint}~=-oo· 

Remark. Let f E L2 (T). By the proof of the proposition, Vn E Z, (!, eïnt) = ](n). 

n oo 

===? 'in E No, Sn(!) = L (!, eint)eijt and S[f] rv L (!, eint)eint 
j=-n n=-oo 

The following theorem is from (Katznelson, 2004, P. 32, Theorem 1.5.5). 

Theorem 3.5.8. Let fE L2 (T). Then, 

1) f lf(nW = 2~ j IJ(t)l2 dt 
n=-(X) 
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2) lim Sn(!) = f in L2 (1r) 
n->oo 

3) For any square summable sequence { an}~=-oo of complex numbers, that is, 

s.t. E:=-oo ianl 2 < oo, there exists a unique f E L2 (1r) s.t. an = ](n). 

4) Let j, gE L2(1r). Then 2~ J f(t)g(t) dt= f ](n)g(n). 
n=-cx::> 

3.6 Convergence in Norm 

Definition 3.6.1. Let f E B. S[f] converges in norm to f if lim Sn(!) = f in B. 
n->oo 

B admits convergence in norm if Vf E B, S[f] converges in norm to f. 

By Theorem 3.2.6.(1) and the note after Theorem 3.3.6, the following proposi

tion holds. 

Proposition 3.6.1. Let k E C('lr). Define K: B ---+ B by K(f) = k * f. Then 

K E L(B) and I!KIIap :S l!klh· 
Notation. When k = Dn, K is denoted by Sn and Sn(!)= (Dn * f) =Sn(!). 

The following theorem is from (Katznelson, 2004, P. 68, Theorem 2.1.1) and 

the proof is basically reproduced as in the book. 

Theorem 3.6.2. B admits convergence in norm ~ {IISnllop}~=O is bounded, 

i.e. :3K > 0 Vn É No VJ E B, IISn(f)IIB :s; KIIJIIB· 

Proof. (=*) Vf E B, lim Sn(!)= fin B. ==* lim IISn(f)IIB = llfiiB ==* 
n-+oo n--+oo 

{IISn(f)IIB}~=O is bounded in R By the Principle of Uniform Boundedness, 

{Sn}~=o Ç L(B) and Vf E B, {i!Sn(f)i!B}~=o is bounded in lR ==* 

{I!Snllap}~=o is bounded. 

( <=) Let fE BandE> O. By Corollary 3.3.13, ::JP ET nB s.t. 
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E !If- PliE < K + 
1

. Let N = deg(P) and n ~ N. Then Sn(P) = P and 

[Sn(!)- f] = [(Sn(!)- Sn(P)] + [P- f] = [S~(J- P)] + [P- f] 

====> IISn(J)- fllE :S IISn(J- P)IIE + IIP- fllE :S KIIJ- PliE+ IIP- fllE 

=Kil!- PliE+ Il!- PliE= (K + 1) Il!- PliE < E. 

:. VE > 0 3N EN \:fn ~ N, IISn(J)- fllE < E 

====> \:fj E B, lim IISn(J)- fllE = 0, i.e. S[f] converges in norm to f. 
n-+oo 

Renee, B admits convergence in norm. 

D 

The following notation will be used from (Katznelson, 2004, P. 68). 

Notation. \:fn E No, let Ln = IIDnlh· {Ln}~=O are called the Lebesgue constants. 

In the next chapter, it will be shawn that lim Ln = oo like a constant multiple of 
n-+oo 

logn. 

Note. By the previous proposition, \:fn E No, IISnllop :S Ln. 

Suppose 3N E No \:fn ~ N, IISnllop ~ Ln. Then \:fn ~ N, IISnllop = Ln and 

{IISnllop}~=O is not bounded because lim Ln = oo. By the previous theorem, 
n-+oo 

B does not admit convergence in norm. Renee, to show that B does not admit 

convergence in norm, it is enough to show that 3N E No \:fn ~ N, IISnllop ~Ln. 

The following proposition and theorem are stated and proven informally on 

(Katznelson, 2004, P. 68-69). The proof of the proposition is basically reproduced 

as in the book. 

Proposition 3.6.3. L1 (11') does not admit convergence in norm. 
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Proof. By the note, it is enough to show that 3N E No \ln 2: N, IISnllop 2: Ln. 

Fix n E N0 • Since the Fejér kernel is a positive summability kernel, then by 

(S-1), \IN E No, IIKNih = 1. By Theorem 3.2.6.(2), Sn(KN) = Dn * KN = 

KN * Dn = O"N(Dn). By Definition 2.1.4, V N E No, IISnllop 2: IISn(KN )Ill = 

IIŒN(Dn)lll· By Corollary 3.3.12 with B = U(1'), lim aN(Dn) = Dn in L1(1'). 
N->oo 

==> lim IIŒN(Dn)lll = IIDnlll =Ln ==> IISnllop 2: Ln. 
N->oo 

Theorem 3.6.4. C(1') does not admit convergence in norm. 

As the proof is long, a quick summary of the proof will be presented first 

which is basically the proof presented on (Katznelson, 2004, P. 69). 

Summary. A sequence { 1/Jn}~=l Ç C(1') can be constructed s.t. 111/Jnlloo = 1 and 

1/Jn(t) = sgn(Dn(t)) except in small intervals around the _points of discontinuity of 

sgn( Dn ( t)). If the sum of the lengths of these intervals is less than _:__, th en 
2n 

Since E > 0 is arbitrary, then IISnllop 2: Ln. Thus, \ln E No, IISnllop 2: Ln. 

0 

Remark. The proof here contains all the details that were omitted in (Katznelson, 

2004) like the construction of the sequence { 1/Jn}~=l· The proof is based on a 

careful examination of sgn(Dn(t)), which was suggested by Professor Klemes. 

Proof. By the note, it is enough to show that Vn E N, IISnllop 2: Ln. Fix n E N. 

The proof will be split up into four parts. 

(i) Define c/Jn: IR ---> C by c/Jn(t) = sgn(Dn(t)). c/Jn is a simple function because 

c/Jn(IR) = { -1, 0, 1}. c/Jn is measurable because, by Proposition 3.3.8, 
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r/J:;; 1 
( { -1}), cp:;; 1 ( {1}) E BJR as they are each countable unions of intervals 

and r/J:;; 1 
( {0}) E BJR because it is a countable set. rPn is an even 21r-periodic 

function because Dn is an even 27r-periodic function. (Therefore, rPn: '[' ~ <C 

and rPn is an even function.) ==} rPn only needs to be examined on [0, 1r]. By 
1 

Proposition 3.3.8.(iii) and the proof of Proposition 3.3.8.(iv), rPn(O) = 1 and 

Vx E (0,1r], rPn(t) = sgn (sin ((
2
n; 

1)t)) as sgn (sin(~))= 1. 

21r (2n+1)o: 
Let o: = and note th at = 1r. 

2n+ 1 2 

1, if t E [0, o:) 

0, if t = ka, where 1 :s; k :s; n 
rPn(t) = 

( -1)k, if tE (ka, (k + 1)o:), where 1 :s; k :s; n- 1 

( -1) n, if t E (no:, 7r] 

This implies that the points of discontinuity of rPn on [0, 1r] are {ka }k=I· 

(ii) Let E > O. Let Eo > 0 be suffi.ciently small. Eo will be chosen later. 
n 

Let A= U [ka:- Eo, ka+ Eo] and 
k=l 

n-1 
B = [0, o:- Eo] U U [ka:+ Eo, (k + 1)o:- Eo] U [no:+ Eo, 1r]. 

k=l 

The union in each of A and B is assumed to be disjoint and A U B = [0, 1r]. 

Now 'l/Jn E C('ll') will be defined as follows. 'l/Jn will be an even 21r-periodic 

function so that it only needs to be defined on [0, 1r]. 'l/Jn(t) = rPn(t) on Band 

is extended linearly on A. 

57 



1, if t E [0, a - Eo] 

( -1)k 
--(t- ka), if tE [ka- Eo, ka+ t:0], where 1 ~ k ~ n. 

Eo 

'1/Jn(t) = ( -1)k, if tE [ka+ Eo, (k + 1)a- Eo], 

where 1 ~ k ~ n - 1. 

( -l)n, if tE [na+ Eo, 1r] 

From the above, '1/Jn is continuous on [0, 1r]. Since '1/Jn is an even function, then 

'1/Jn is continuous on [-1r, 1r]. By the note after Proposition 3.1.7, '1/Jn E C('lr) 

because '1/Jn is a 21r-periodic function which is continuous on [-1r, 1r]. 

(iii) Let Cn = '1/Jn- <Pn· <Pn E L00 (1l') because </Jn is bounded. By Corollary 3.1.8, 

'1/Jn E C ('li') =====:> '1/Jn E L 00 ('li'). Th en Cn E L 00 ('li') because '1/Jn, </Jn E L 00 ('li'). Cn 

is an even function because <Pn and '1/Jn are even functions. On B, Cn = 0 and 

on A, lcnl ~ 1. 

By Definition 2.1.4, 11'1/Jnlloo = 1 =====> IISnllop ~ I!Sn('I/Jn)lloo ~ !Sn('l/Jn)(O)I. 

'1/Jn = </Jn + Cn =====:> Sn('l/Jn)(O) = Sn(</Jn)(O) + Sn(cn)(O) 

=====> ISn('l/Jn)(O)! ~ ISn(<Pn)(O)I-ISn(cn)(O)I 

because Dn is an even function. Since <Pn(t) = sgn(Dn(t)), then Dn<Pn = IDnl 

and Sn(<Pn)(O) = __!:_ J IDn(t)l dt= Ln =====> ISn(<Pn)(O)I = Sn(<Pn)(O) =Ln. 
21f 

By the above argument with <Pn replaced by en, 

then Sn(cn)(O) = _.!_ J Dn(t)cn(t) dt. 
21f 
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Dncn is an even function because Dn and Cn are even functions. 

1 J 1 17r ====? Sn(cn)(O) = 
2

11' Dn(t)en(t) dt~ 
2

11' -n Dn(t)cn(t) dt 

= 2~ [21n Dn(t)en(t) dt] =~lan Dn(t)cn(t) dt 

Note that IDn(t)l = ji::7=-n eijtj :S 2::::7=-n leijtl = 2::::7=-n 1 = 2n + 1. 

DnCn = 0 on B, IDnCnl = IDnllcnl :S IDnl :S 2n + 1 on A, and 

m(A) = 2::::~= 1 m([ka- Eo, ka+ Eo]) = 2::::~= 1 2Eo = 2nEo. 

ISn(Cn)(O)I = ~~ 11T Dn(t)cn(t) dt'=~~ i Dn(t)cn(t) dt' 

:::; .!. r IDn(t)en(t)i dt:::;.!. r (2n + 1) dt= (
2
n + 1) m(A) 

11'}A 11'}A 11' 

( 
2n + 1) ( 2 ) 4nE0 

= 11' (2m0 ) = ; (2mo) = ----;----

(iv) Now the conditions on Eo will be chosen. 

The first condition is that 0 < (a- Eo), i.e. Eo < a. The second condition 

is that [ka+ Eo] < [(k + 1)a- Eo], i.e. Eo < ~- The third condition is that 

(na+ Eo) < 11', i.e. Eo < (11'- na) = ~ which is the same as the second 

condition. These conditions imply that the union in each of A and B is 

d . · · t Th l t d' · . · h 4nEo · aE ISJom . e as con Itwn 1s t at -- < E, 1.e. Eo < -
4 

. 
a n 

Now, assume 0 < Eo <min(:=, aE). Then all the conditions hold. 
2 4n 

4nE0 ISn(Cn)(O)I :S - < E and ISn('l/'n)(O)I ~Ln -ISn(cn)(O)I >Ln- E 
a 

IISnllop ~ ISn('l/'n)(O)I >Ln- E 
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Since E > 0 is arbitrary, then IISnllap ~Ln. 

Renee, \:ln EN, IISnllop ~Ln. 

The following lemma is a generalization of Corollary 3.2.3. 

Lemma 3.6.5. If Fm fJ =fin B, then Fm ]j(n) = ](n) uniformly inn. 
J--+00 J--+00. 

Proof By (H-1), Vj E No, llfJ - fll1 :::; .llfJ - flin· .Then, Fm fJ = jin B 
J--+00 

==? ~im fJ =fin L1(1I'). By Corollary 3.2.3, the result holds. 
J--+00 

Although C(1I') does not admit convergence in norm, there is a simple case 

when S[f] does converge in norm to f in C(1I'). The following proposition corre

sponds to (Korner, 1988, P. 32-33, Theorems 1.9.1-1.9.2). Due to the assumption 

that two functions f and g are equal if they are equal m-a.e., the additional hy-

pothesis in (Korner, 1988, P. 32, Theorem 1.9.1) that f E C(1I') is removed. The 

proof is reproduced as in the book except that the Theory of Banach spaces is 

applied instead of the Weierstrass M test in (Korner, 1988). 

Proposition 3.6.6. Let f E U(1I') be s.t. E~=-oo if(n)i < oo. Then f E C(1I') 

and S[f] converges in norm to f in C(1I'). 

Proof. \:ln E No, let Sn= "L;=-n iJ(j)l. By Theorem 3.2.6.(4), 

Sn(!) = (Dn * J) E C(1I') because Dn E C(1!') and f E Ll(1I'). 

Let m, n E N0 be s.t. m ~ n. Then, Vt E IR, 

ISm(J)(t)- Sn(J)(t)i = 
n+l~IJI~m 
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l"' 

Since { sn}~=O converges, then { sn}~=O is a Cauchy sequence. This implies that 

{Sn(J)}~=O is a Cauchy sequence in C('ll'). Since C('ll') is a Banach space, then g = --~im SJ(J) exists in C('ll'). By the previous lemma, g(n) = fim SJ(J)(n) uniformly 
J->00 . J->00 

inn. Since Vj 2:: ln!, SJf)(n) = ](n), then '<:ln E Z, g(n) = ~im SJf)(n) = ](n). 
J-+00 

Thus, Vn E Z, g(n) = ](n). By the Uniqueness Theorem with B = L1 (1l'), g =fin 

L1(1l'). ====? llg- Jlh = 0 ====? g = f m-a.e. ====? g = f. 

Renee, f E C('ll') and S[f] converges in norm to f in C('ll'). 

The following remark corresponds to (Korner, 1988, P. 34, Theorem 1.9.6) 

Remark. By the remark after Theorem 3.4.4, if f is twice differentiable and 

J' E AC('ll'), then ](n) = O(n-2
) as lnl ___. oo which implies 2::~=-oo !f(n)! < oo. 

0 

By the proposition, S[f] converges in norm to f in C('ll'). A special case is when f 

is twice continuously differentiable. 

As on (Katznelson, 2004, P. 69, Definition 2.1.4), the following definitions are 

made. 

Definition 3.6.2. Let J E L1(1l'). If ::Jg E U('ll') s.t. S[g] = S[f], i.e. '<:ln E Z, 

g(n) = -i sgn(n)](n), then gis called the conjugate function off and is denoted 

by ]. B admits conjugation if V f E B, j exists in B. 

The following theorem is stated and proved on (Katznelson, 2004, P. 70, 

Theorem 2.1.4). 

Theorem 3.6. 7. Assume V f E B '<:ln E Z, eint f E B and l!eint flin = !!flin· Then, 

B admits conjugation iff B admits convergence in norm. 

The following theorem is from (Katznelson, 2004, P. 71, Theorem 2.1.5). 

Theorem 3.6.8. If 1 < p < oo, then LP('Jl') admits convergence in norm. 
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Remark. Only an outline of the proof will be presented. The detailed proof 

involves a whole lot of theory in the subject of conjugation, which cannot be 

discussed here due to the constraints of this paper. 

Proof. It is easy to see that LP(1r) satisfies the assumption of the previous theo

rem. In (Katznelson, 2004, Chapter 3), it is shown that LP(1r) admits conjugation. 

By the previous theorem, LP('][') admits convergence in norm. D 

Note. The case p = 2 is just Theorem 3.5.8.(2). 
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CHAPTER 4 
Pointwise Summability and Convergence of Fourier Series on 1l' 

4.1 Pointwise Summability of 5[!] 

Definition 4.1.1. S[f](t) is summable tosE C if lim crn(J)(t) =s. 

Lemma 4.1.1. (i) Kn is an even function. 

(ii) \::1 0 < 8 < 1r, lim ( sup Kn(t)) =O. 
n--->oo tE[8,2n-8] 

Prooj. (i) By the remark after Definition 3.2.1, 

n---+-oo · 

Kn(t) ~ 1 + 2 t, ( 1- n: 
1

) cos(jt). Thcn the result follows bccausc the 

eosine function is an even function. 

(ii) By the proof of Proposition 3.3.11, 0 s ( sup Kn(t)) s n +1 
1 
(ir and 

tE[o,2n-6] 

then the result follows because ;~~ [ n: 1 (ir] =O. 

0 

The following theorem is from (Katznelson, 2004, P. 19-20, Theorem 1.3.1). 

The proof is essentially the same as in the book. 

Theorem 4.1.2 (Fejér). Let fE U(1l'). 

1) Let t0 E IR and assume that lim [f ( to + h) + f ( to - h)] exists. Th en, 
h---tO+ 

. . [f(to + h) + f(to- h)] . . . . hm crn(J)(t0 ) = hm . In partiCular, 1f to 1s a pomt 
n--->oo h---tO+ 2 

of continuity of j, then lim crn(J)(to) = j(to). 
n--->oo 
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2) If every point of a closed interval 1 is a point of continuity for f, then 

an(f)(t) converges to f(t) uniformly on 1. 

3) Let f be real-valued and mo, M E IR.. If f ;:::: mo m-a.e., then an(!) ;:::: mo. 

Similarly, if f ~ M m-a.e., then an(!) ~ M. 

Proof. 1) Let 0 < 8 < 1f, E > 0, and /(t0 ) = lim [f(to + h) + f(to- h)]. 
h--o+ 2 

By Theorem 3.2.6.(2), 

By the argument used in Theorem 3.3.3 with </J(T) and </J(O) replaced by 

f(to- T) and /(ta) resp., 

v [ 1 [
8 

v ] [an(f)(to)- f(to)] = 
2

1f }_
8 

Kn(T)(f(to- T)- f(to)) dT 

[ 
1 r21r-8 ] 

+ 
2

1f }
8 

Kn(T)(f(to- T)- /(ta)) dT . 

v Il 1
8 

v l ==> ian(f)(to)- f(to)l ~ - Kn(T)(f(to- T)- f(to)) dT 
21f -8 

1

1 r21r-8 l · 

+ 
2

1f }
8 

Kn(T)(f(to- T)- /(to)) dT 
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~·. 

I

l {27r-g 1 

2
7r }g Kn(T)(f(to- T)- J(to)) dT 

1 {27r-li 

:S 
2

7r }li IKn(T)(f(to- T)- f(to))l dT 

1 127r-li 
=- Kn(T)If(to- T)- J(to)l dT 

27r li 

:S - sup Kn(t) lf(to- T)- J(to)l dT 1 127r-li ( ) 

21r li tE[Ii,21r-li] 

= sup Kn(t) - lf(to- T)- J(to)l dT ( ) 

1 127r-li 

tE[g,21r-li] 21r li 

:S ( sup Kn(t)) 2_ {
2

1r lf(to- T)- f(to)l dT 
tE[Ii,21r-li] 21r Jo 

= ( sup Kn(t)) 2_ J lf(to- T)- J(to)l dT 
tE[Ii,21r-li] 21r 

= ( sup Kn(t)) 2_ J lf(T)- f(to)l dT [by Corollary 3.1.9.] 
tE[Ii,27r-li] 21r 

= llf- f(to)lll ( sup Kn(t)) :S (llflh + llf(to)lll) ( sup Kn(t)) 
tE [li,21r-li] tE [li,21r-li] 

= (11!111 + lf(to)l) .( sup Kn(t)) [because J(to) is a constant.] 
tE[Ii,21r-li] 

1 11i v By Proposition 2.3.2.(1), - Kn(T)(f(to- T)- f(to)) dT= 
27r -li 

1 10 1 11i -· Kn(T)(f(to- T)- f(to)) dT+- Kn(T)(f(to- T)- J(to)) dT. 
27r -li 27r 0 . 
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By Proposition 2.3.2.(3), _..!.._ 1° Kn(T)(j(t0 - T)- ](t0 )) dT 
27r -li 

1 1/j 1 1/j = -
2 

Kn( -T)(j(to + T)- ](to)) dT=- Kn(T)(j(to + T)- ](to)) dT, 
7r 0 27r 0 

where the last equality follows from Lemma 4.1.1.(i). 

L~t 9t
0
(T) = [ ( J(to + T); J(to- T))- ](to)]. Then 

Since Kn is an even function, then ..!.. r Kn(T) dT= _..!.._ [2111" Kn(T) dT] = 
7r Jo 27r o 

1 111" - Kn(T) dT= 1, where the last equality is by (S-1). 
27r -11" 
By the argument used at the beginning of the proof, 

fv(t ) - l' [ f ( to + h) + f ( to - h)] l' ( ) - 0 0 - lill ~ lill 9to T -
h->O+ 2 r->0+ 

E ( ) E E ===? 3<5 > 0 s.t. 0 < T < <5::::} l9t0 (T)I <- ===? sup l9to(t)i ::; -
3 

< -
2 3 tE(O,li] 
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By Lemma 4.1.1.(ii), lim ( sup Kn(t)) = 0 ===> 3N EN Vn;::: N, 
n->oo tE[8,21r-8] 

sup Kn(t) = ( sup Kn(t)) < Ev . 
tE[8,21r-8) tE[8,21r-8). 2[(11flh + lf(to)l) + 1] 

All of the above ===> IO"n(j)(to)- /(to)l < E. 

:. VE > 0 3N EN Vn;::: N, IO"n(f)(to)- /(to)l < E 

Renee, lim O"n(j)(to) = /(to). 
n->oo 

2) Assume f is continuous on I. Then Vt 0 E I, /(t 0 ) = f(t 0 ). f is uniformly 

continuous on I because f is continuous on I and I is compact. Let E >O. 

E 
===> 38 > 0 Vx,y E I, lx- YI< 8' :::::> IJ(x)- f(y)l < 2 ===> 

V 0 < T < 8 Vto E I, l(to ± T)- toi = ITI = T < 8 ===> 

l9ta(T)I = 1 ( f(to + T); f(ta- T)) - f(ta)l 

= 1 (!(ta+ T)- f(ta)); (!(ta- T)- f(ta)) 1 

< (lf(ta+T)-f(ta)l+lf(ta-T)-:-f(ta)l) < 2E =E 

- 2 . 2 

:. VE > 0 38 > 0 Vta E IV 0 < T < 8, l9t0 (T)I < E 

Renee, lim 9t0 (T) = 0 uniformly in ta E I and this implies that 8 in (1) 
T->a+ 

can be chosen independently of ta E I. Also, f is continuous on I :::::> f is 

bounded on I by sorne M >O. Since (llflh + 1/(ta)l) = (llflh + lf(ta)l) :S 

(llflh + M), then (llflh + 1/(ta)l) can be replaced by (llflh + M) in (1). 

By all of the above, lim O"n(j)(ta) = f(ta) uniformly in ta E I. 
n->oo 
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3) 

, i.e. CJn(J)(t) ~ mo because f ~ mo m-a.e. and Kn ~ O. By a similar 

argument, CJn(J)(t) ::::; M. 

Note. The proof of Theorem 4.1.2.(1) can be modified so that Theorem 4.1.2.(1) 

still holds even if lim [f(to + h) + j(to - h)] = ±oo. 
h->0+ 

Lemma 4.1.3. Vt E [0, 1r], Kn(t) ::::; min (n + 1, ( 7r

2 
) 2) 

n + 1 t 

Proof. By the proof of Lemma 4.1.1.(1) and Lemma 3.3.10, 

D 

Kn(t) = 1 + 2 t (1- _J_· ) cos(jt) ::::; 1 + 2 t (1- _J_· ) = Kn(O) = n + 1. 
i=l n + 1 i=l n + 1 

. . (t) t 1 [sin((2n;1)t)l2 
Smce Vt E [0, 1r], sm - ~ - ~ 0, then Kn(t) = -- ( ) 

2 1r n+1 . t 
sm -

2 

:ô n : 1 [sin ( D r :ô n : 1 G )' = ( n :'1) t' 

Renee, Vt E [0, 1r], Kn(t) ::::; min ( n + 1, (n :
2

1)t2). D 
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I · h h F · ' ' d' · Jv( ) 1. [ J (ta + h) + J (ta - h)] t 1s easy to s ow t at eJer s con It10n, ta = 1m , 
h->a+ 2 

11h implies lim -h l9ta ( T) 1 dT = O. By Corollary 2.3.5, this new condition holds for 
h->a+ a 

m-a.a. ta E ~ with /(ta) = f(ta). 

The following theorem is from (Katznelson, 2004, P. 21, Theorem 1.3.2). The 

proof is the same as in the book except that the proofs of 

lim [.!_ r Kn(T)g(T) dT] = 0 and lim [.!_ fan Kn(T)g(T) dT] = 0 are given here 
n->oo 7r Jan n->oo 7r } ~ 

in full detail. The elements of the proof of lim [.!_ fan Kn(T)g(T) dT] = 0 arose in 
n->oo 7r}.!. 

n 

a discussion with Professor Klemes. 

Theorem 4.1.4 (Lebesgue). Let f E U('ll'), ta E ~' ](ta) E C, and 

g(T) = [ ( f(ta + T); f(ta- T)) -](ta)]. If hl!_,~+~ 1h lg(T)i dT = 0, then 

lim Œn(J)(ta) =](ta). In particular, lim Œn(J)(t) = f(t) m-a.e. 
n~oo n~oo 

Proof. By the argument used in Theorem 4.1.2.(1) with 6 = 1r, 

Now, let bn = n-~. By Proposition 2.3.2.(1), 

To show that lim Œn(J)(ta) =](ta), it is enough to show that as n---+ oo each 
n->oo 

of the three integrals on the RHS of the previous equation tend to O. 
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First, it will be shown that lim [.!. r Kn(T)g(T) dT] =o. 
n-->oo 7r } lin 

Now, it will be shown that lim [.!_ {~ Kn(T)g(T) dT] =O. 
n-->oo 7r Jo 

Let cl>(h) = foh lg(T)I dT. By Theorem 2.3.9, cl> is absolutely continuous on [0, 1r] 

because gE U(1') ~ gE L1
1 (ffi.) ~ gE U([O, 1r], BJR n [0, 1r], m). oc 
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Since lirn (n + 1) = !_ and ( lirn <I>(h) = 0 ===? lirn [n<I> (!_)] = o) , 
n-+oo n1r 7r h-+O+ h n-+oo n 

then J~~ Cnn: 1) [n<I> (~)])=O. 
1 

:. 0 ~ ~fon Kn(T)g(T) dT ~ (n n: 
1

) [n<I> (~)] 

Since lirn ((n + 1) [n<I> (!_)]) = 0, then lirn [!_ {~ Kn(T)g(T) dT] =O. 
n-+oo n7r n n-+oo 7r lo 

Now, it is only necessary to show that lirn [!_ {8

n Kn(T)g(T) dT] =O. 
n-+oo 7r } .! 

n 

118n ( 7['2 ) 7r 18n lg(T)I 
~- ( 

1
) 2 lg(T)I dT [by Lernrna 4.1.3.] = -- --2- dT 

1r .! n+ T n+1 .! T 
n n 

Let h(T) = ~· Then h'(T) =-
2
3 

.. Va E (0,1r), his absolutely continuous 
T T 

on [a, 1r] because on [a, 1r], h is differentiable and h' is bounded. Also, by Theorern 

2.3.9, <I>' = 191 m-a:e on [a, 1r]. By Integration by Parts, 

{
8
n lg(:)l dT= {

8
n h(T)<l>'(T) dT= [h(T)<l>(T)]I8

:.!- {

8
n <l>(T)h'(T) dT 

}.! T }.! 7' n }.! n n n 

[
<l>(T)] 18n 18n <l>(T) d <I>(Jn) 18n <I>(T) d = -- + 2 -- T < -- + 2 -- T. 

T2 r=l. 1. T3 - Jn 2 1. T3 n n n 
118n 7r 18n lg(T)I 

===? - Kn(T)g(T) dT ~ -- --
2
- dT 

1r 1. n+1 1. T 
n n 
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. <f>(h) <l>(h) E 
Let E > O. hm -h- = 0 ===? :J() > 0 V 0 < h < l5, -h- < -

h~o+ , 3~ 

lim l5n = 0 ::::} :lN E N Vn ~ N, l5n < l5 ===? V 0 < T :S l5n < l5, </;( T) < ....:_ 
~oo T ~ 

1 
Also, 0 < l5n ::; n. 

===? -~ [<I>(l5n)] < -~ (....:_) (_!_) < (-n ) (~) <~and 
n + 1 l5n 2 n + 1 3~ l5n - n + 1 3 3 

2~ (in <f>(T) ( 2~ ·) ( E ) fdn 1 ( 2~ ) ( E ) [ 1] ldn 
n + 1 } 1. --:;:3 dT < n + 1 3~ } 1. T 2 dT = n + 1 3~ --:;. r=l. 

n n n 

- (~) (....:_) n -l5-l < (~) (....:_) n _ (-n ) (2E) < 2E 
- n + 1 3~ ( n ) n + 1 3~ - n + 1 3 . 3 

===} ~ {dn Kn(T)g(T) dT < ~ + 2E = E 
~11. 3 3 

n 

.". VE > 0 :JN EN Vn ~ N, ~ ~dn Kn(T)g(T) dT < E 

Renee, lim [~ {
6

n Kn(T)g(T) dT] =O. 
n~oo ~} 1. 

n 

By all of the above, lim r7n(f)(to) = ](to). 
n~oo 

The following corollary is from (Katznelson, 2004, P. 20, Corollary 1.3.1). 

D 

Corollary 4.1.5. If f E L1('lr) and S[f] converges on a set E of positive measure, 

then S[f] = f m-a.e. onE. In particular, if S[f] converges to 0 m-a.e., then f = 0 

and all the Fourier coefficients must vanish. 

4.2 Pointwise Divergence of S[f] 

The following theorem is from (Katznelson, 2004, P. 72-73, Theorem 2.2.1). 

Two proofs will be presented which are basically reproduced as in the book. 
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The first proof uses the Principle of Uniform Boundedness to show that f exists 

without giving an example of such a f. The second proof is the construction 

of a concrete example. Both proofs will use the proof of Theorem 3.6.4. Here, 

B = C('li'). 

Theorem 4.2.1. 3f E C('li') s.t. S[f] diverges at a point. 

Proof 1. Define \:ln E No, En: C('li') -t CC by En(!) = [Sn(J)](O) = Sn(J)(O). En is 

linear because Sn is linear. En is bounded because Sn is bounded since V fE C('li'), 

JEn(J)j :::; JJSn(J)JJoo :::; Ln JJJJioo· Thus, En E C('li')* and JJEnJJop :::; Ln. Now, let 

nE N andE> O. By Definition 2.1.4, JJEnJJop ~ JEn(V;n)J = JSn(V;n)(O)j > Ln- E 

because V;n E C('li') and JJV;nlloo = 1. Since E > 0 is arbitrary, then JJEnllop ~ Ln 

and so JJEnllop = Ln. Therefore, C('Ir) is a Banach space, {En}~=O Ç C('li')* 

and {JJEnllop}~=O is not bounded. By the Principle of Uniform Boundedness, 

3f E C('li') s.t. {JEn(J)j}~=O = {JSn(J)(O)j}~=O is not bounded. Since the sequence 

{JSn(J)(O)j}~=O is not bounded, lim Sn(J)(O) does not exist. Renee, S[f] diverges 
n->oo 

unboundedly when t =O. D 

Proof 2. In the proof of Theorem 3.6.4, let E = ~n. Then 3{ V;n}~=l Ç C('li') s.t. 

~ ~n . 
IIV;nlloo = 1 and ISn(V;n)(O)j > 2 > w· Let Pn = (}n2(V;n) = (Kn2 * V;n) which 

is a trigonometrie polynomial of degree n2
. By the note after Theorem 3.3.6 and 

(S-1), JIPnlloo:::; JJKn2JJ1JJV;nJJoo = 1 · 1 = 1. By Theorem 3.2.2.(4) and (H-1), \:lj E Z, 
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~~(j)l ~ 111/Jnlh ~ 111/Jnlloo = 1. 

V Iii~ n, [~(j)- lfn(j)J = ~(j)- (1- n2l: 1) ~(j) = C): 1) ~(j) 

===} Sn(1/Jn)(t)- Sn(Pn)(t) = .t [~(j)- lfn(j)] eijt = .t ( n21: 
1

) ~(j)eijt 
J=-n . J=-n 

= ISn(.Pn)(t)- Sn(Pn)(t)l S J;n ()~ 1) :f;.(j)eijt 

S ; tY n 2l~ 1 ) :;j;;. (j) eijt 1 ~ ;tn ( n 2l~ 1 ) l :;j;;. (j) l 

< "'""'_J_- --"'""' 1"1- --"'""'.- -- n n+ n 1 "1 1 n 2 n ( 2 ) ( ( 1)) 
- j~n n2 + 1 - n2 + 1 j~n J - n2 + 1 f;:{ J - n2 + 1 2 

= n(n + 1) < n(n + 1) = ( 1 + .!.) < 2 
n 2 + 1 - n 2 n -

Since Sn(Pn)(O) = Sn(1/Jn)(O)- [Sn(1/Jn)(O)- Sn(Pn)(O)], 
logn 

then ISn(Pn)(O)I ~ ISn(1/Jn)(O)I-ISn(1/Jn)(O)- Sn(Pn)(O)I > lO- 2. 

Let Àn = 23n and f(t) = f p,xJ;nt). Since Àn EN, then 
n=l n 

P-Xn (Ànt) E C('II') and IIP-Xn (Ànt) lloo = IIP-Xn lloo ~ 1. By Theorem 2.1.1, f E C('II') 

because 

. t, IIPÀn~;ntt ~ t, IIPÀn~;tJIIoo ,S t, ~2 ~ ~
2 

< OO. 

Now it will be shown that S[f] diverges at t = 0 by showing that it diverges 

unboundedly when t = O. p,xi(Àjt) is a trigonometrie polynomial of degree 

.X/ because p,xi(Àjt) = 2:::: li>:;(m)ei,\imt. This implies S_xn2(p,xJÀnt))(O) = 
lmiSÀj 2 

S,xn(P,xJ(O). Also, .Xi2 <.X/= Ài+l < .Xi+12· 
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= ts,.' (f)(o) 1 21 s,. (~~J (o) 1- ~ p,j;o) + J~l ~;o) 

Note that IPÀi (0) 1 :::; I!PÀi !loo :::; 1 and 1,o;: (0) 1 :::; I!PÀi lh :::; I!PÀi !loo :::; 1. 

1 

SÀn (pÀJ(O) 1 = ISÀJpÀJ(O)I > 2_ (log Àn _ 2) = 2_ (3n log 2 _ 2) 
n 2 n2 n2 10 n 2 10 

= (3nlog2 _ _.3_) and ~ pÀj(O) + ~ ,o;:(o) 
10n2 n2 ~ P ~ P j=1 j=n+1 

:::; ~ PÀj.;o) + f ,o;:_;o) :::; ~ IPÀj.;o)l + f l,o;:_;o)l 
j=1 J j=n+1 J j=1 J j=n+1 J 

n-1 l oo l oo l 71"2 

:::;I:-=2+ 2: -=2<2:-=2=6 
j=1 J j=n+1 J j=1 J 

( 
2 n

2
) (3nlog2 ) where n 2: 2 because \ln 2: 2, 2 + - :::; 3. Since lim 

2 
- 3 = oo, 

n 6 n--+oo lOn 

then lim ISÀ 2(f)(O)I = oo. ===} {ISÀ 2(f)(O)I}~=1 is not bounded. ===} n--+oo n . n 

{ISn(f)(O)I}~=O is not bounded. Renee, S[f] diverges unboundedly when t =O. 0 

The following remark is from (Katznelson, 2004, P. 73). 

Lm Pn(Ànt) ~ Pn(Ànt) 
Remark. From the second proof, Vm E N, f ( t) = 

2 
+ ~ 2 . 

· n n n=1 n=m+l 
The first term on the RHS is a trigonometrie polynomial and so does not affect the 
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convergence of S[f]. The second term on the RHS is periodic with period 
2

7r since 
Àm 

Vk 2:: m, Àm divides Àk. This implies {Sn(J)(t)}~=O is not bounded when t = ~1rj, 
m 

where j, m E N. To obtain divergence at every rational multiple of 2n, redefine 

Pn}~=l by Àn = n!23
n. 

4.3 The Modified Dirichlet Kernel 

Lemma 4.3.1. Let k E C('Ir) be an even function that satisfies ~ 1 k(T) dT= 1, 
27r 

f E U('Ir), K(J) = (k * j), and t E R Let f3t(T) = [ j(t + T); f(t- T)] and 

cPt( T) = [f3t( T) - j(t)] = [ ( j(t + T); j(t- T)) - j(t) J. Then, 

(i) K(J)(t) = ~lf(t±T)k(T)dT = ~jf3t(T)k(T)dT. 
27r 27r 

(ii) [K(j)(t)- j(t)] = ~ jlf(t ± T)- j(t)]k(T) dT = ~ J cPt(T)k(T) dT = 
27r 27r 

1171" - cPt(T)k(T) dT. 
7r 0 

Proof. (i) By Theorem 3.2.6.(2), K(j)(t) = (J * k)(t) = ~ 1 j(t- T)k(T) dT. 
. 27r 

Since k is even, then by Corollary 3.1.9, K(J)(t) = ~ 1 j(t + T)k( -T) dT= 
2n 

~ J f(t + T)k(T) dT. By taking the average of the previous two equalities, it 
27r 

follows that K(J)(t) = ~ jf3t(T)k(T) dT. 
27r 

(ii) Since j(t) = j(t) ( 2~ J k(T) dT) = 2~ J j(t)k(T) dT, then by subtract

ing this equation from the equation in (i), the first two equalities in (ii) 

hold. Since <Pt and k are even functions, then <Ptk is an even function and 

[K(j)(t) - j(t)] = ~ 171" cPt(T)k(T) dT = ~ (2 r cPt(T)k(T) dT) 
2n -71" 2n }0 

1171" - cPt(T)k(T) dT. 
7r 0 
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,--.-, 
' 

Note. The Dirichlet (Fejér) kernel satisfies the hypotheses of the lemma and then 

K(J) =Sn(!) (an(!) resp.). 

Following (Zygmund, 1977, P. 50), the modified Dirichlet kernel and the 

modified n-th partial sums of S[f] will be presented. 

Definition 4.3.1. The modified Dirichlet kernel is the sequence {D~}~=l Ç C('II') 

given by D~(t) = Dn(t) - cos(nt) and \:ln E N, the modified n-tli. partial sum of 

S[f] is S~(J) = (D~ * J). 

Proposition 4.3.2. (i) D~ is an even function. 

(ii) 

{

cot (~)sin( nt), if t tf. [0] 
D~(t) = 

2n, if tE [0] 

2 
(iii) 't/t E IR, JD~(t)J ::; 2n and 't/t E [-1!", 1l"], JD~(t)J ::; ftT 

(iv) 2~ j D~(T) dT= 1 

Proof. (i) D~ is an even function because Dn and cos(nt) are even functions. 
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(ii) If t E [0], then D~(t) = D~(O) = Dn(O)- cos(O) = (2n + 1)- 1 = 2n. Now 

assume t ~· [0]. 

. ((2n + 1)t) sm 

By Proposition 3.3.8.(iii), Dn(t) ~ . (!) 
sm -

2 

. . ((2n+1)t) ( t) (t) (t) Smce sm 
2 

=sin nt+ 2 =cos( nt) sin 2 +cos 2 sin( nt), 

then Dn(t) ~ cos(nl) + ( :: m) sin( nt) ~cos( nt)+ cotG) sin( nt). 

===? D~(t) = Dn(t) -cos( nt)= cot (~)sin( nt) 

n 

(iii) By Proposition 3.3.8.(i), Dn(t) = 1 + 2 2:: cos(jt) which implies D~(t) = 
j=l 

n-1 n-1 
1 + 2 2:: cos(jt) +cos( nt). Then ID~(t)l :::; 1 + 2 2:: 1 cos(jt)l + 1 cos(nt)l :::; 

j=l j=l 

·1 + 2 ï~ 1 + 1 = 2n. Since Vt E [-1r, 1r], Jcot (~) 1 :::; l~l and 1 sin(nt)l :::; 1, 

then ID~(t)l = Jcot (~) sin(nt)l = Jcot (~) 11 sin(nt)l:::; l~l· 

( 
eint + e-int) 

(iv) Let Pn(t) = cos(nt) = 
2 

. By Theorem 3.2.2.(1) and the remark 

after Definition 3.3.3,·D~ = [Dn- Pn] ===? 2~ J D~(T) dT = ~(0) = 

Dn(O)- Pn(O) = 1- 0 = 1. 

0 

Note. By the proposition, the modified Dirichlet kernel satisfies the hypotheses of 

the previous lemma and then K(J) = S~(J). 

Theorem 4.3.3. Vf E U('JI'), lim IISn(J)- S~(J)IIoo = 0 
n->oo 
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Pro of. 

By Theorem 3.2.6.(1), D~ = [Dn- Pn] ==? S~(J) = (D~ * J) = (Dn * J)- (Pn * !). 

f( -n)e-int + f(n)eint 
By Corollary 3.2.8, (Pn * J)(t) = 

2 
and (Dn * J) =Sn(!). 

==* S~(!)(t) ~ s.(/)(t)- [Î( -n)e-•n~ + Î(n)e'•'] 

==* [S.(/)(t) _ S~(/)(t)] ~ [ Î( -n)e-•·~ + Î(n)e'•' l· 
===? ISn(J)(t)- S~(J)(t)l :=:; f( -n)e-in~ + f(n)eint :=:; If( -n)l2+ lf(n)l 

===? 0 :=:; IISn(J)- S~(J)IIoo = sup ISn(J)(t)- S~(J)(t)l :=:; If( -n)l
2
+ lf(n)l 

. tElR 

By the Riemann-Lebesgue Lemma, lim [lf(-n)l + lf(n)ll =O. 
n-->oo 2 

===? lim IISn(J)- S~(J)IIoo = 0 
n-->oo 

Remark. By the theorem, [Sn(!) - S~(J)] converges uniformly to O. This implies 

that to show lim Sn(J)(t) = j(t), it is enough to show that lim S~(J)(t) = f(t) 
n-+oo n-+oo 

and that if the second limit holds uniformly, then so does the first. This idea will 

be used in the rest of this chapter. As will be seen later, many results can be 

obtained from this minor substitution. 

Except for the last section, the rest of this chapter is concerned with results 

on the pointwise convergence of Fourier series. 
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4.4 Dini's Test and the Principle of Localization 

Two different versions of Dini 's Test will be presented. Although they appear 

distinct, they are actually equivalent. The first version is (Zygmund, 1977, P. 52, 

Theorem 6.1). Unlike in (Zygmund, 1977), a formai proof will be given. 

Lemma 4.4.1. If fE L1(1I'), then lim en(!)= lim bn(f) =O. 
n--:-~-oo n----1-oo 

Proof. By the note after Definition 3.2.3, en(!) = Î( -n) + ](n) and bn(f) = 
Î( -n)- Î(n) 

. . By the Riemann-Lebesgue Lemma, the the result follows. 0 
2 

Note. By the remark after the Riemann-Lebesgue Lemma, the above lemma holds 

uniformly on compact subsets of L1 (1I'). 

Theorem 4.4.2 (Dini's Test : Version 1). Let f E L1 (1I') and t E JR. If 

11r l~t(T)I cot (~) dT < oo, then J~IIJo Sn(f)(t) = f(t). 

Proof. By Lemma 4.3.l.(ii), [S~(f)(t)- f(t)] = 2~ J 1>t(T)D~(T) dT. By Proposi

tion 4.3.2.(ii), VT ~ [0], D~(T) = cot (~) sin(nT). Since [0] is an m-null set, then 

1 J [S~(f)(t)- f(t)] = 
2

1f 1>t(T) cot (~)sin( nT) dT. 

Define h: 1I' ____, C by h(T) = 1>t(T)cot (~). [Note that on the m-null set [0], 

h(T) = 0 because 1>t(T) = 0 and that h: 1I' ____, C because his a product of 21f-

periodic measurable functions.] h is an odd function because <Pt is an even function 

~nd cot (~) is an odd function. This implies that \hl is an even function. 
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Then [S~(J)(t) - j(t)] = 2_ 1 h(T) sin( nT) dT = bn(h). By the previous 
2K 2 

lemma, lim bn(h) = 0 which implies lim S~(J)(t) = j(t). 
n-+oo n--+oo 

Renee, lim Sn(J)(t) = f(t). 
n-+oo 

The second version is (Katznelson, 2004, P. 7 4-75, Lemma 2.3 and Theorem 

2.5). Unlike the proof of the lemma in (Katznelson, 2004), it is shown here that 

Il f~t) 11
1 

< oo and h E L1('f), where Il j~t) 11
1 

will be defined shortly and his as 

in the following lemma. Also, unlike in (Katznelson, 2004), a formai proof will be 

given for the theorem. 

D 

. . 11 

1 j(t) 1 Notatzon. In the followmg lemma and theorems, _
1 

-t- dt < oo means that the 

. lj(t)l . . (j(t)) mtegral of -t- over an mterval around 0 1s bounded. Although -t- ~ U ('f) 

as g(t) = t is not a 2K-periodic function, the following notation will be used for 

convenience.ll f~t) 11
1 

= 2~ 1: t j~t) 1 dt 

Lemma 4.4.3. Let f E U('f). If 11 

1 j(t) 1 dt< oo, then lim Sn(J)(O) =O. 
-1 t n-+oo 

Proof. 1: 1 f~t) 1 dt< oo ===::> 3c E (0, K] s.t. 1: 1 f~t) 1 dt,< oo 

1 1 1 
Let c :S ltl :S K, so that ; :S TtT :S -;· 

===? 2_ 1 1 f(t) 1 dt= 2_ 1 if(t)i dt< 2_ 1 if(t)i dt 
2K . c:Siti:S11" t 2K c:Siti:S11" !tl - 2K c:Siti:S11" C 

= ~ (2_ 1 if(t)i dt) :S ~ (2_ 111" if(t)i dt) = ~ (-21 1 if(t)l dt) 
C 2K c:Siti:S11" C 2K -11" C K 

= ll!lh < 00 

c 

===? Il f ( t) Il = 2_ 111" 1 f ( t) 1 dt = 2_ le 1 f ( t) 1 dt + 2_ 1 1 f ( t) 1 dt < 00 
t l 2K -11" t 2K -c t 2K c:Sitl::011" t 
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Define h: 1!' ---tC by h(t) = j(t)cot (~). [Note that on the m-null set [0], h 

can be redefined so that it is well-defined on all of lR and that h: 1!' ---t C because h 

is a product of 27r-periodic measurable functions.] 

VtE [-1f,1f],lcot(~)l ~ l~l 
====} Vt E [-7r,7r], lh(t)l = lf(t)llcot (~) 1 ~ lf(t)l C~1 ) = 2~f~t) 1 

====} li hill=~ J lh(t)l dt=~ 111" lh(t)l dt~ 211 j(t) Il < 00 ====} hE L 1(1l') 
21f 21f -71" t 1 

By the proof of Proposition 4.3.2.(ii), Vt rf. [0], Dn(t) =cos( nt)+ cot (~)sin( nt) 

and f(t)Dn(t) = f(t) cos( nt)+ h(t) sin( nt). By Lemma 4.3.l.(i), Sn(J)(O) = 

~ J f(t)Dn(t) dt= ~ J f(t) cos( nt) dt+~ J h(t) sin( nt) dt= cn(J) + bn(h). 
21f 21f 21f 2 

By the previous lemma, lim en(!) = lim bn(h) = 0 ====} lim Sn(J)(O) =O. 0 
n--+-oo n--+-oo n---+oo 

Theorem 4.4.4 (Dini's Test : Version 2). Let f E L1(1!') and t0 E lR. 

If 11 

lf(t + to)- j(to) 1 dt< oo, then lim Sn(J)(to) = f(to). 
-1 t n->oo 

Proof. Define g: 1!' ---t C by g(t) = f(t + to) - j(to). Then, g E U(1!') and 

1
1 

1 g(t) 1 dt < oo. By the previous lemma, lim Sn(g)(O) = O. By Lemma 4.3.1, 
-1 t n->oo 

Vn E No, Sn(g)(O) = [Sn(J)(to) - j(to)]. This implies lim [Sn(J)(to)- f(to)] = 0 
n->oo 

which implies lim Sn(J)(to) == j(to). 
n->oo 

The following remark from (Zygmund, 1977, P. 52) briefly explains why the 

two versions of Dini's Test are equivalent. 
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[

cot (~) l · 
Remark. Since ~~ ~ 2 ~ 1, then the integral in the first version can be 

replaced by 2 (" l4>t(T)I dT and consequently it can be shown that the two versions Jo T 

are equivalent. 

The following lemma is stated and proved on (Zygmund, 1977, P. 52-53, 

Lemma 6.3). 

Lemma 4.4.5. Let f E U('II'), g E U 0 (1I'). Then the Fourier coefficients of the 

function h(T) = f(t + T)g(T) tend to 0 as lnl ~ oo uniformly in t. 

Theorem 4.4.6 (Principle of Localization). Let f E U('II'). If f vanishes in 

an open interval I, then Sn(J)(t) converges to 0 fort E I and the convergence is 

uniform on closed subsets of I. 

Remark. Two proofs of the uniform convergence will be presented. The first proof 

is from (Katznelson, 2004, P. 75, Theorem 2.4). This proof was worked out in 

detail in many discussions with Professor Klemes. The proof differs from the proof 

in (Katznelson, 2004) as follows. Here, it is shown that Vt0 E I, lim Sn(J)(t0 ) =O. 
n-->oo 

In (Katznelson, 2004), f(t- to) should be replaced by f(t + to), which is done 

here. The continuity of <I> and w is shown here which is the justification for the 

compactness of <I>(Io) and w(Io). 

Proof 1. Let t0 E I. Since I is an open interval, :3r > 0 s.t. (to-r, to + r) Ç I. 

Then Vt E ( -r, r), f(t + t0 ) = 0 and so 1: 1 f(t 7 to) 1 dt= 0 < oo. By Dini's Test, 

lim Sn(J)(to) =O. Therefore, Vto E I, lim Sn(J)(to) =O. 
n---+-oo n---+-oo 

Now, let ! 0 be a closed subinterval of I. By (H-3) with B = U('II'), 
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cp: 'JI' -. P ('JI') is continuons. ==? <I>: "][' -. L1 ('JI') is continuo us where 

<!>(ta) = <I>to = 9( -ta), i.e. <I>t0 (t) = f(-t 0 )(t) = f(t +ta). <I>: la __. L 1 ('JI') is 

continuons because la Ç R <I>(Ia) = { <I>t0 ha Ela is compact because la is compact 

and <I>: la -. L1 ('JI') is continuons. 

Vta Ela, define Wt0 : 'JI'-. C by Wt0 (t) = <I>t0 (t) cot (~). By the above, with 

ta Ela and ras given, 1: 1 <I>t~(t) 1 dt= 0 < oo. By the proof of Lemma 4.4.3 with 

J = <I>t0 , 'l'ta E P('JI'). Define w: la__. P('JI') by w(ta) ='l'ta· 

Suppose it is shawn that W: la -. L1 ('JI') is continuons. 'l' (la) = {'lltohoEio is 

compact because la is compact and w: la -. L1 ('JI') is continuons. By Lemma 

4.3.1 and the proof of Lemma 4.4.3, Vta E la, Sn(!) (ta) = Sn(<I>t0 )(0) = 

cn(<I>to) + bn(Wto). By the note after Lemma 4.4.1, <I>(Ia) and 'l'(Ia) are compact 
2 

==? lim cn(<I>t0 ) = lim bn(Wt0 ) = 0 uniformly for ta Ela. ==? lim Sn(J)(ta) = 0 
n-4-00 n~oo n-4-00 

uniformly for ta Ela. Renée, lim Sn(J)(t) = 0 uniformly on la. 
n->oo 

Th us, it is enough to show W: la -. U ('JI') is continuons. Let l = ( c, d) 
min(d- b, a-c, n) 

and la = [a,b], where c < a< b < d. Let r = 
2 

. Then, 

n min(d-b,a-c) . 
0 < r ~ 2 < 7f and r ~ 

2 
< mm(d- b, a-c). Let ta E la. Then 

c =a- (a-c) <a-r~ ta+ r ~ b + r < b +(d-b) = d, i.e. c <ta- r <ta+ r < d 

and so (ta- r, ta+ r) Ç (c, d) = l. Therefore, Vta E la Vt E ( -r, r), <I>t0 (t) = O. 

Now, let ta, sa E la and g = [<I>t0 - <I>s0 ]. Vt E ( -r, r), g(t) = [<I>t0 (t) - <I>s0 (t)] = 0 

and ['l'ta (t) - W 80 (t)] = g(t) cot ( ~) 
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By the proof of Lèmma 4.4.3 with f and c replaced by 9 and r, 

11
9(t) Il - 2_ lr 19(t) 1 dt+ 2_ 1 lg(t) 1 dt- 0 + 2_ 1 19(t) 1 dt 

t 1 - 27r -r t ' 27r rs;Jtls;7f t - 27r r:::=;Jtls;7f t ' 

= 2_ 1 1 g(t) 1 dt 5: llQfu_ 
21f rs;ltls;7f t r 

By the proof of Lemma 4.4.3 with j, c, and h replaced by 9, r, and [Wt0 - W 80 ], 

IIWto - Wso 1!1 '5: 211 9~t) Ill '5: ~1191/1 = ~II<I>to - <I>so 1/1, 

i.e. ll\lt(to)- w(so)lll = IIWto- Wsolll 5: ~II<I>to- <I>solh = ~II<I>(to)- <I>(so)l/1. 
r r 

Therefore, Vto, So E Io, llw(to)- w(so)lll 5: ~II<I>(to)- <I>(so)llb which implies that 
r 

W : !0 --t L1 (1I') is continuous because <I>: I 0 --t L1 (1I') is continuous. 

Renee, W: I 0 --t L1 (1I') is continuous and the theorem holds. D 

The second proof is from (Zygmund, 1977, P. 52-53, Theorem 6.3). The proof 

is essentially the same as in (Zygmund, 1977). 

Proof 2. Let 10 be as above. By the first proof, ::Jr E (0,1r) Vt0 E 10 \;ft E (-r,r), 

f(t 0+t) =O. By Lemma 4.3.l.(i) and the argument used in the proof of Dini's Test 

(Version 1), S~(J)(t0 ) = 2_ j f(t 0 + t)D~(t) dt= 2_ j f(t 0 + t) cot (!)sin( nt) dt. 
21f 21f 2 

Define 9: [-1r,1r] --t <C by 9(t) = 0 on (-r,r) and 9(t) = cot (~)if 
r 5: ltl 5:· 1r. Extend 9 27r-periodically so that 9: 1l' --t <C. 9 is bounded because on 

( -r·, r), 191 = 0 and if r 5: ltl 5: 1r, then l9(t)l 5: l~l 5: ~- This implies 9 E L00 (1l'). 
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Let h(t) = j(t0 + t)g(t). Then S~(J)(t0 ) = 2~ J j(t0 + t) cot ( ~) sin( nt) dt 

1 111" ( t ) 1 111" = -
2 

f(to + t) cot -
2 

sin( nt) dt= - j(t0 + t)g(t) sin( nt) dt 
7r -1!" 27r -1!" 

1 17r · 1 J bn ( h) = - h(t) sm( nt) dt= - h(t) sin( nt) dt= --. 
27r -1!" 27r 2 

By the previous lemma, lim bn(h) = 0 uniformly for t0 E ! 0 . ==? 
n-+oo 

lim S~(J)(to) = 0 uniformly for to E Io. Renee, lim Sn(J)(t) = 0 uniformly 
n-+oo n-+oo 

on Io. 0 

The following remark is from (Katznelson, 2004, P. 75). 

Remark. The Principle of Localization can be restated as follows: Let j, g E U ('II') 

and assume that j(t) = g(t) in sorne neighbourhood of a point ta. Then S[f](to) 

and S[g](t0 ) are either both convergent and to the same limit or both divergent 

and in the same mann er. 

The following definition is from (Zygmund, 1977, P. 42). 

Definition 4.4.1. Let f E U('JI') and I be a closed interval. Then the function 

w: [O,oo) -4 [O,oo] defined by w(6) = w(J,6) = sup lf(x2)- f(xi)i is called the 
Xl,XzE[ 

lxz-xll~8 

modulus of continuity off on !. f is continuous on I iff lim w( 6) =O. 
8-+0+ 

Remark. If f E C('II') and I is an interval of length 27r, then the modulus of 

continuity of f on I is the same as the modulus of continuity of f as defined in 

Definition 3.4.4. 
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~·· 

The following theorem is from (Zygmund, 1977, P. 54, Theorem 6.8). The 

proof is basically the same as in (Zygmund, 1977) except for the following differ

ences. Unlike in (Zygmund, 1977), the proof that IPI ::; ~ {
8 

Ç(t) dt is presented 
7r Jo t 

1.
8 lf(x + t) - f(x) 1 

here. The part of the proof where it is shown that dt ::; 
to t 

f
8 

IJ(b + t)- J(b)l dt was provided by Professor Klemes. Also, here it is shown in 
Jo t 
detail th at lim Q = 0 uniformly for x E I. 

n--+oo 

Theorem 4.4. 7. Let f E L 1 ('II'). Let f be continuous on a closed interval I and w 

be the modulus of continuity off on J. 

Let I = [a, b] and Ç(t) = w(t) + IJ(a)- f(a-t)l + IJ(b+t)- J(b)l. If r Ç(t) dt< oo, . Jo t 
then lim Sn(J)(x) = f(x) uniformly for x E J. 

n--+oo 

Proof Let E >O. By Lemma 4.3.1.(ii), 

1 J 1 l'Ir [S~(J)(x)- f(x)] =- [f(x+t)- f(x)]D~(t) dt= -
2 

[f(x+t)- f(x)]D~(t) dt. 
27r 7r -'Ir 

Let 5 E (0, n] be arbitrary. Then [S~(J)(x) - f(x)] = P + Q, where 

1 18 1 1 P = - [f(x + t)- J(x)]D~(t) dt and Q = - [f(x + t)- J(x)]D~(t) dt. 
27r -8 27r 8:Siti:S7r 

2 
By Proposition 4.3.2.(iii), \:ft E ( -5, 5), ID~(t)i ::; m· 

1 18 1 18 ~ IPI::;- l[f(x + t)- J(x)]D~(t)l dt= -
2 

IJ(x + t)- J(x)IID~(t)l dt 
27r -8 7r -8 

< ~ 18 lf(x + t)- f(t)l dt. 
- 7r -8 ltl 

F . t "d 18 IJ(x + t)- J(t)l dt -18 lf(x + t)- f(t)l dt 
IfS , COnSl er 

1 1 
- . 

0 t 0 t 
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Fix xE I and let t0 be s.t. x+ t0 =b. Then t0 = (b- x) ~ 0 and x= b- t0 . If 

t E [0, to], then If( x+ t)- f(x)l ~ w(t) and if t E [t0 , 8], then If( x+ t)- f(x)l ~ 

lf(x+t)- J(b) 1 + IJ(b)- J(x)l ~ IJ(x+t)- J(b)l +w(t) = lf(b+ (t-to))- J(b)l +w(t). 

===> f!i IJ(x + t)- J(x)l dt= {ta IJ(x + t)- J(x)l dt+ 1/i IJ(x + t)- J(x)l dt 
Jo t Jo t ta t 

1
ta w(t) d 1/i IJ(b + (t- to))- J(b)l + w(t) d < - t+ . t 

- 0 t ta t 

= {
8 

w(t) dt+ 18 
lf(b + (t- to))- J(b)l dt 

Jo t ta t · 

1
8 

1 f ( b + ( t - to)) - f ( b) 1 

By Proposition 2.3.2.(2), dt 
ta t 

= rli-ta IJ(b + t)- f(b)l dt< {li-ta IJ(b + t)- f(b)l dt< f(j IJ(b + t)- J(b)l dt. 
Jo t + to - Jo t - Jo t 

1
8 

lf(x + t)- f(x)l d 18 
w(t) d 18 

lf(b + t)- f(b)l d 
===? t< - t+ t 

0 t -0 t 0 t 

= f(j w(t) + lf(b + t)- J(b)l dt < f(j f.(t) dt 
Jo t -Jo t 

. f(j lf(x + t) - f(t) 1 dt= flj lf(x + t) - f(t) 1 dt < f(j Ç(t) dt 
· · Jo ltl Jo t - Jo t 

1° IJ(x + t) - f(t) 1 {
8 Ç(t) 

By a similar argument, _
8 

ltl dt~ Jo -· t- dt. 

===? 1/i lf(x + t)- f(t)l dt= 1° lf(x + t)- f(t)l dt+ {
8 

lf(x + t)- f(t)l dt 
-8 ltl -8 ltl Jo ltl 

~ 2 rlj Ç(t) dt ===> IPI ~ ~ r(j Ç(t) dt 
Jo t ~ Jo t 
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Since r Ç(t) dt < oo, then o E (0, n] can be chosen sufficiently small so that 
la t 

IPI ::::; ~ {
6 

Ç(t) dt < ~ and this is independent of x E I. 
7r la t 2 . 

Define g: [-n,n] -+ C by g(t) = 0 on (-o,5) and g(t) = cot (~)on 
[-n,n]\(-o,o). Extend g 2n-periodically so that g: 'II'-+ C. gis bounded because 

2 2 
on ( -o, 5), lgl = 0 and on [-n, n]\( -o, o), lg(t)l $ ftT :S J· This implies gE L00 (1I') 

and by Corollary 3.1.6, gE L1 (1I'). 

Q = _2_ { [f(x + t) - J(x)]D~(t) dt 
2n 18S.It1S_,rr 

= _2_ r [f(x + t) - J(x)] cot (!) sin(nt) dt 
2n 16S.Itl5.7r 2 

1 17r 1 J = - [f(x + t)- J(x)]g(t) sin( nt) dt= - [j(x + t)- f(x)]g(t) sin( nt) dt 
21!" -'Tr 21!" 

= 2~ j f(x + t)g(t) sin(nt) dt- J(x) ( 2~ j g(t) sin(nt) dt) 

. ) ( ) ·(bn(h) - J(x)bn(g)) . . Let h(t) = J(x + t g t . Then Q = 
2 

. Smce fIS 

continuous on!, then fis bounded and so ::lM > 0 s.t. IJ(x)l :S M. This implies 

0 < IQI < lbn(h)l + IJ(x)l lbn(g)l < lbn(h)l + Mlbn(g)l B th · 1 .:...._:.......:...:. _ __:___;_..:....:.. y e prevwus emma 
- - 2 - 2 

and Lemma 4.4.1, lim [lbn(h)l + Mlbn(g)IJ = 0 uniformly for xE J. This implies 
n-+oo 2 

lim Q = 0 uniformly for x E J. 
n--->oo 

€ 
==* ::IN E N Vx E I Vn 2: N, !QI < "2 

==* IS~(J)(x)- f(x)l = IP +QI$ !Pl+ IQI :S 2 (~) = E 

:. VE > 0 ::IN EN Vx E 1 Vn 2: N, IS~(J)(x)- f(x)l < E 

Therefore, lim S~(f)(x) = f(x) uniformly for xE I. 
n--->oo 
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Hence, lim Sn(J)(x) = f(x) uniformly for xE I. 
n-+oo 

0 

4.5 Dirichlet-Jordan Test 

The following theorem is from (Katznelson, 2004, P. 73-74, Theorem 2.2.2). 

The proof here differs from the one in (Katznelson, 2004) as follows. The following 

lemmas are used implicitly in the proof of the theorem and are not stated or 

proved in (Katznelson, 2004). Here, it is shown in detail that for e > 1 sufficiently 

close to 1, 

[en]+ 
1 ~ (1- ljl ) }(j)eijt can be made as small as possible and 

[en] - n ~ [en] + 1 
n<IJI:S[cn] 

[
[en] + 1 n + 1 ] . 

r!~~ [en]- nO'[cnj(J)(t)- [en]- nO'n(J)(t) = O'(J)(t). Also, a full explanat10n 

is given on why Sn(J)(t) converges uniformly on sorne set if O'n(J)(t) converges 

uniformly on that same set. 

Notation. For the next lemmas and theorem only, let \;/x E IR, [x] denote the 

greatest integer less than or equal to x. Note that x- 1 ~ [x] ~ x. 

Lemma 4.5.1. Let e E IR ande> O. Then lim [en] = e. 
n-+oo n 

Proof. 

. 1 [en] 1 [en] 
'ïln EN, en- 1 ~ [en]~ en::::;.. e-- ~- ~ e::::;.. -- ~ -- e ~ 0 

n n n n 

1 

[en] 1 1 ::::} 0 ~ ----:;;- - e ~ :;;: 

Since lim .!. = 0, then lim [en] = e. 
n-+oo n n->oo n 

Remark. In the lemma, let e > 1. Then 3N EN \;ln 2: N, [en] 2: en- 1 > n. 
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Lemma 4.5.2. Let e E ffi. ande> 1. Then 3N EN 'in;:::: N, 

Sn(f)(t) + [en]+ 1 ""' (1- !JI ) Î(j)eijt 
[en] - n ~ [en] + 1 

n<lil::;[cn] 

[en]+ 1 n + 1 
= [ ] O"[cnj(f)(t)- [ ] Œn(f)(t). en-n en-n 

Proof. Let N be as in the remark and n;:::: N. Then ([en]- n) >O. 

[en]+ 1 n + 1 
RHS = [ ] o-[cnJU)(t)- [ ] o-n(f)(t) en-n en-n 

= [en]+ 1 ~ ( 1 _ ljl ) Î(j)eiit _ n + 1 ~ ( 1 _ Jfl_) Î(j)eiit 
[en] - n . ~ [en]+ 1 [en]- n .~ n + 1 

Jo=-[cn] J=-n 

= ~ ([en]+ 1 -ljl) Î(j)eijt _ ~ (n + 1 -ljl) Î(j)éit 
. ~ [en] - n .~ [en]- n 
J=-[cn] J=-n 

= ~ ([en]+ 1 -ljl) ](j)eijt + ""' ([en]+ 1 -ljl) Î(j)eijt 
~ [en]-n ~ [en]-n 
j=-n n<lil::;[cn] 

_ t (n + 1 -ljl) Î(j)eiit 
i=-n [en]- n 

= ~ ([en] - n) Î(j)eijt + 1 ""' ([en] + 1 - IJI)Î(j)eijt 
~ [en]-n [en]-n ~ 
j=-n n<ljl::;[cn] 

= ~ Î(j)eiit + [en]+ 1 ""' ( 1 _ ljl ) Î(j)eiit 
~ [en] - n ~ [en] + 1 · j=-n n<ljl::;[cn] 

= Sn(f)(t) + [en] + 
1 

""' (1 - ljl ) Î(j)eijt = LHS. 
[en] - n ~ [en] + 1 

n<lil::;[cn] 

Theorem 4.5.3. Let f E U(1r) and assume that Î(n) = 0 ( ~) as lnl ____, oo. 

Then Sn(f)(t) and o-n(f)(t) converge for the same values of t and to the same 

limit. Also, if o-n(f)(t) converges uniformly on sorne set, then so does Sn(f)(t). 

91 

0 



Proof By the remark after Definition 3.3.5, if lim Sn(f)(t) exists, 
n->oo 

then lim r7n(f)(t) = lim Sn(f)(t). Now assume lim r7n(f)(t) exists. 
n-+oo n-+oo n-+oo 

Let r7 = r7(f)(t) = lim r7n(f)(t). 
n->oo 

}(n) = 0 (~) as lnl ___. oo::::? 3M > 0 3no EN Vlnl 2: no, l}(n)l :S ~ 

Let nE N ande E IR, where e > 1. By the previous lemma, 3N EN \in 2: N, 

[en]+ 1 n+ 1 
Sn(f)(t) = [ ] C7[enj(f)(t)- [ ] C7n(f)(t) en-n en-n 

[en]+ 1 L (1 _ Iii ) }(j)eiJt. 
[en] - n [en] + 1 

n<IJI~[en] 

Let N0 = max(n0 , N) and n 2: N0 . 

L (1 - [e~t~1)J(j)eijt::; L 1(1 - [e~t~1)J(j)eijtl 
n<lil~[en] n<lil~[en] 

= 2:: (1- ljl ) lf(j)l :s 2:: (1- ljl ) ~ 
n<lil~[cn] [en] + 1 n<IJI~[en] [en] + 1 IJ 1 

= M L (1 - li 1 ) 2_ = 2M L (1 - j ) ~ 
n<lil~[cn] [en] + 1 Iii n<j~(en] [en]+ 1 j 

[en] ( j ) 1 [en] ( n + 1 ) 1 
= 2M """ 1 - -; < 2M L 1 - -: 

. ~ [en] + 1 J - . [en] + 1 n 
J=n+l J=n+l 

= ([en]- n) 2M ~ .!_ = ([en]- n) 2M([en]- n) 
[en] + 1 . ~ n [en] + 1 n 

J=n+l 

< ([en]- n) 2M(en- n) = ([en]- n) 2Mn(e- 1) = ([en]- n) 2M(e _ 1) 
- [en] + 1 n [en] + 1 n [en] + 1 
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[en]+ 1 L (1 _ IJI ) Î(j)eijt 
[en] - n [en] + 1 

n<lji:S:[cn) 

= ([en]+ 1) "' (1 _ IJI ) Î(j)eijt 
[en] - n L..J [en] + 1 

n<lji:S:[cn) 

~ (f~~? ~ ~) G~:~ ~ 7) 2M(e -1) = 2M(e -1) 

E 
Let E >O. Choose e > 1 s.t 2M(e- 1) < 2. Then, 'in 2: N0 , 

[en] + 1 "' ( 1 _ IJI ) f~(y')eijt < 2M( 1) E 

[en] - n L..J [en] + 1 - e - < 2 · 
n<lji:S:[cn) 

[en] 1 1 
[en] + 1 - + - e n + 1 1 + - 1 

lim = lim n n = -- and lim = lim n 
n->oo [en] - n n->oo [en] _ 

1 
e- 1 n->oo [en] - n n->oo [en] _ 

1 
e- 1 

n n 

lim CTn(j)(t) = CJ ==? lim CT[cnJ(J)(t) = CJ 
n---+oo n---+oo 

. [[en]+ 1 n + 1 ] 
==? hm [ ] CT[cnJ(J)(t)- [ ] CTn(j)(t) 

n->oo en - n en - n 

= (e~1)CJ- (e~1)CJ= (~=~)CJ=CJ 
==? 3m EN 'in 2: m, 1 u~~? ~ ~ CT[cnJU)(t)- [e:t_1 

n CTn(j)(t)] -(JI < ~ 
Let M0 = max{ No, m} and n 2: Mo. 

( [
[en]+ 1 n + 1 ] ) 

[Sn(J)(t)- CJ] = [en] _ n CT[cnJ(J)(t)- [en]- n CTn(j)(t) - CJ 

[en] + 1 "' ( 1 _ IJI ) Î(j)eijt 
[en] - n ~ [en] + 1 

n<lji:S:[cn) 
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~ !SnU)(t)- (JI< 1 (t~:j ~ ~ O"[cnJU)(t)- [C:t-1n O"nU)(t)J -(JI 

+ [en] + 1 ""' ( 1 _ Iii ) j(j)eijt < 2 (_:) = E 
[en]- n L.J [en]+ 1 2 

n<jji-:;[cn] . 

:. 'ïiE > 0 ::!Mo EN 'ïln;:::: Mo, !Sn(f)(t)- O"! < E 

Thus, lim Sn(f)(t) = O" = lim O"n(f)(t). Therefore, if lim O"n(f)(t) exists, 
n-+oo n-+oo n-+oo 

then lim Sn(f)(t) = lim O"n(f)(t). Renee, Sn(f)(t) and O"n(f)(t) converge for the 
n-+oo n-+oo 

same values of t and to the same limit. 

Now, assume that O"n(f)(t) converges to O"(j)(t) uniformly on sorne set A. In 

the above, n0 is independent of t and N depends on e which depends only on E. 

This implies that N0 depends only on E. m depends on the rate of convergence of 

lim [fenj + 1 
O"[cnj(f)(t)- [nt 1 

O"n(f)(t)] = O"(j)(t), which only depends on 
n-+oo en - n en - n 

. [en]+ 1 e 
the rates of convergence of lim O"n(f)(t) = O"(j)(t), hm [ ] = --, and 

n-+oo n-+oo en - n e - 1 
. n+ 1 1 . 

hm [ ] = -- because {O"[cnj(f)(t)};:o=l 1s a subsequence of {O"n(f)(t)};:o=I· 
n-+oo en - n e - 1 
The last two rates of convergence depend only on e which depends only on E. The 

rate of convergence of lim O"n(f)(t) = O"(j)(t) depends only ont andE. This 
n-+oo 

implies that m depends only on t and E and that m can be made independent of 

tif the rate of convergence of lim O"n(f)(t) = O"(j)(t) is made independent of 
n-+oo 

t. Since Mo depends on No and m, then M0 can be made independent of t if m 

is made independent of t. Since O"n(f)(t) converges to O"(j)(t) uniformly on A, 

then m can be chosen independently of t and it follows that Sn(J)(t) converges 
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to CJ(j)(t) uniformly on A. Renee, if O"n(j)(t) converges uniformly on A, then 

Sn(!) ( t) converges un~formly on A. 0 

The following corollary is from (Katznelson, 2004, P. 74, Corollary 2.2.2). The 

proof is essentially the same as in the book. 

Corollary 4.5.4 (Dirichlet-Jordan Test). Let f E BV('Il). Then Vt E IR, 

lim Sn(J)(t) = J(t+) + j(t-). In particular, lim Sn(J)(t) = j(t) at every point 
-00 2 -00 

of continuity t. The convergence is uniform on closed intervals of continuity off. 

Proof By Proposition 3.4.6 and Theorem 3.4.7, f E BV('Il) =* f E U('Il) and 

Î(n) = 0 (~) as l.nl ---7 oo. Thus, f satisfies the hypotheses of the previous 

theorem. Let t E IR and I = [t- n, t + n] which is an interval of length 2n that 

contains t. By the note after Definition 3.4.2, f E BV(I). By Theorem 2.3.6.(ii), 

f(t+ ), j(t-) exist and so lim [j(t + h) + j(t- h)] = [j(t+) + j(t- )]. Then the 
h--tO+ 

results follow from Fejér's Theorem and the previous theorem. 

Remark. An alternate proof of the Dirichlet-Jordan Test can be found in (Zyg-

mund, 1977, P. 57-58, Theorem 8.1). 

The following theorem is from (Zygmund, 1977, P. 60, Theorem 8.14). The 

proof is basically the same as in the book. 

0 

Theorem 4.5.5. Let f E Ll('Il) and I be an open interval. If f E BV(I), then 

Vt E /, lim Sn(J)(t) = J(t+) + j(t-). Moreover if fis continuous on I, then the 
n-->oo 2 

convergence is uniform on closed subsets of/. 

Proof. First note that if m(I) 2: 2n, then f E BV('Il) and the Dirichlet-Jordan 

Test can be applied to get the result. Now assume m(J) < 2n. Let J be a 
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closed interval of length 21r s.t. I Ç J. By the Principle of Localization, f can 

be replaced by a function g E V(1r) s.t. g = fon I and g = 0 on J\f. Then 

f E BV(I) ==> g E BV(1r) and the result follows by the Dirichlet-Jordan Test. 0 

4.6 Dini-Lipschitz Test 

The following lemma is stated and proved on (Folland, 1999, P. 89, Corollary 

3.6). 

Lemma 4.6.1. Let (X, 9J1, p,) be a measure space and f E V(X, 9J1, p,). Then 

VE > 0:36 > 0.\:fE E 9J1, p,(E) < 0 ====? IJEfd~-tl < E .. 

Remark. The lemma will be applied when (X, 9J1, p,) = (IR, BJR, À). The hypothesis 

that f E L 1 (IR, BJR, À) can be replaced by the hypothesis f E Lloc(IR) because only 

sets of finite measure are considered. Also, f will be replaced by !JI in the result. 

The following theorem is from (Zygmund, 1977, P. 62, Theorem 10.1). The 

proof is essentially the same as in the book except for the followirig differences. 

Unlike in (Zygmund, 1977), complete details are given in showing the bounds for 

!hl and II2 1. The application of the previous lemma in the proof of the bound for 

II21 was suggested by Professor Klemes. Also in the proof of the bound for II2!, it 

is explained why the bound is o(1) uniformly in every interval where fis bounded. 

Theorem 4.6.2. Let f E V(1r), x E IR, n E N, TJ = ~' and <P = <Px be as in 
n 

Lemma 4.3.1. Then, !S~(J)(x)- f(x)! is majorized by 

.!.1,. !<P(t)- <P(t + TJ)! dt+ TJ 1,. 11>~)1 dt+~ {
2

TI !1>(t)! dt+ o(1), 
1r Tl t Tl t T/ Jo 

where the o(1) term is uniform in every interval where f is bounded. 
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~·· 

Proof. By Lemma 4.3.l.(ii), H(x) = [S~(f)(x) - f(x)J = .!_ f1r <P(t)D~(t) dt. By 
1f Jo 

Proposition 2.3.2.(2), 

117r 111':-TJ H(x) = - </J(t)D~(t) dt= - <jJ(t + TJ)D~(t + TJ) dt. 
1f 0 1f -ry 

H(x) + H(x) 1 17r 1 11':-TJ ===> H(x) = = - <P(t)D~(t) dt+- <P(t + TJ)D~(t + TJ) dt 
2 21f 0 21f -ry ' 

1 [171 

11':-TJ 11': ] = 2 <P(t)D~(t) dt+ <jJ(t)D~(t) dt+ <P(t)D~(t) dt 
1f 0 11 1':-TJ 
1 [171 11':-TJ ] + 

2
1f _71 <P(t + TJ)D~(t + TJ) dt+ 

11 
<P(t + TJ)D~(t + TJ) dt = h + ! 2 + !3 + h 

1 11':-TJ 1 17r where h = - [<P(t)D~(t) + <P(t + TJ)D~(t + TJ)] dt, ! 2 = - <P(t)D~(t) dt, 
21f 11 21f 1':-TJ 

1 171 1 111 h = - <P(t)D~(t) dt, and !4 = - <P(t + TJ)D~(t + TJ) dt. 
21f 0 21f -ry 

By Proposition 4.3.-2.(iii), Vt E IR, ID~(t)l :S 2n. 

1 1r' 1 171 2n 111 
===} II31 :S- I<P(t)D~(t)l dt :S -2 I<P(t)IID~(t)l dt :S -2 I<P(t)l dt 

21f 0 1f 0 1f 0 

1171 11271 =- I<P(t)l dt :S- I<P(t)l dt 
T} 0 T} 0 

1 j'Tl 1 1'271 By Proposition 2.3.2.(2), ! 4 = - <P(t + TJ)D~(t + TJ) dt= -
2 

<P(t)D~(t) dt. 
21f -ry 1f 0 

11271 By the argument used for !3, II41 :S - I<P(t)l dt. 
T} 0 

21271 
===} lhl + II41 :S - I<P(t)l dt 

T} 0 
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Consider !2. Let n 2:: 2. 

By Proposition 4.3.2.(iii), Vt E [0, 1r], ID~(t)l ~ ~· 

=> VtE[1r-17,1r], t;::::(1r-17)= (1r-;) =1r(1-~) 2::~2::1 

and I<P(t)D~(t)l = I<P(t)IID~(t)l ~ I<P(t)l (~) ~ 21</J(t)l 

= 2 1 ( f(x + t); f(x- t)) _ f(x) 1 = 2 1 f(x + t) + !(~- t)- 2f(x) 1 

= lf(x + t) + f(x- t)- 2f(x)l ~ IJ(x + t)l + IJ(x- t)l + 2lf(x)l. 

1 17r 1 17r => II2I ~- I<P(t)D~(t)l dt~- [lf(x + t)l + lf(x- t)l + 2lf(x)l] dt 
21r 7r-17 21r 7r-17 

1 17r 1 17r = 21r 1r-1"/ 1 f (x + t) 1 dt + 21r 7r-17 1 f (x - t) 1 dt+ (:;) 1 f (x) 1 

= __!__ 11r If(~+ t)l dt+ -
2
1 17r lf(x- t) 1 dt+ lf(x) l 

21r 1r-ry 1r 1r-ry n 

1 17r 1 1~7r By Proposition 2.3.2.(2)-(3), - lf(x + t)l dt=- lf(t)l dt 
21r 1r-t7 21r x+1r-ry 

1 17r 1 1X-1r+1"/ 
and - IJ(x- t)l dt= - lf(t)l dt. 

21r 7r-1"/ 21r X-7r 
1 1x+1r 1 1x-7r+t7 IJ(x)l 

=> II21 ~- lf(t)l dt+- lf(t)l dt+--
211" x+7r-ry 21r x-7r n 

By the previous lemma, 

fE L1 (1r) => VE > 0 :3<5 > 0 VE E BIR, >.(E) < <5 => 12~ Llf(t)l dtl < E. 

. 17 1 . 1 
Smce >.((x+ 1r -17, x+ 1r)) =>.((x- 1r, x- 1r + 17)) = - = - and hm - = 0, 

27r 2n n->oo 2n 

then lim - lf(t)l dt = lim - lf(t)l dt = 0 [ 
1 1x+1r ] [ 1 1x-1r+11 ] 

n->oo 21r x+1r-ry n->oo 21r x-1r 

and the convergence is uniform in x. 
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Also, lim If (.T) 1 = O. If f is bounded by a positive constant M in an interval I, 
n->oo n 

lf(x)l M . M 
then 'ix E I, --::::;-and hm - = 0 independently of x. 

n n n->oo n 

Let an(x) = [2..17r IJ(x + t)l dt+ 2..11r IJ(x- t)l dt+ IJ(x)IJ 
21r 7r-7) 27r 7r-7) n 

and bn(x) = - IJ(x + t)l dt+- IJ(x- t)l dt+- . [1 17r 1 17r M] 
21r tr-7) 21r tr-7) n 

Thus, IIzl ::::; an(x) and lim an(x) = 0, i.e. an(x) = o(1). Moreover, if 
n->oo 

f is bounded by a positive constant Min an interval I, then IIzl ::::; bn(x) and 

bn(x) = o(1) uniformly for x E I. Therefore, llzl ::::; o(1), where the o(1) term is 

uniform in every interval where f is bounded. 

Now consider h. Let n 2 2. By Proposition 4.3.2.(ii), Vt E (0, 1r], 

D~(t) = cot (~)sin( nt). Note that Vt E [77, 1r- 77], (t + 77) E [277, 1r] Ç (0, 1r]. 

(
t+77) (t+77) ==? D~(t + 77) = cot -

2
- sin(n(t + 77)) = cot -

2
- sin( nt+ 1r) 

=- cot ( t ~ 77
) sin( nt) and [<P(t)D~(t) + <P(t + 77)D~(t + 77)] 

= [<t>(t) cot (~) sin(nt)- <P(t + 77) cot C ~ 77
) sin(nt)] 

= [ 4>( t) cot ( ~) - 4>( t + 77) cot ( t ~ 77
)] sin( nt) 

( t+77) . [ (t) (t+77)] . = [<P(t)- <P(t + 77)] mt -
2
- sm( nt)+ <P(t) cot '2. - cot -

2
- .. sm(nt) 
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===> l4>(t)D~(t) + 4>(t + TJ)D~(t + TJ)I ::; l4>(t)- 4>(t + TJ)IIcot ( t ~ TJ) !1 sin(nt)l 

+ l4>(t)llcot (~) -cot C~TJ)IIsin(nt)l 

::; l4>(t) -4>(t+TJ)IIcot C~T/)1 + 14>(t)llcot (~) -cot C~T/)1 

As ( t + TJ) E (0, 1r], lcot C ~ TJ) 1 ::; (t ~ TJ) ::; ~· As cot ( ~) is decreasing and 

nonnegative on (0, 1r], lcot ( ~) - cot C ~ TJ) 1 = cot ( ~) - cot C ~ TJ) 

=cos(~) cos(~) _sin(~) cos(~)- sin(~) cos(~) 
(t) . (t+T]) . (t) . (t+TJ) sin 2 sm -

2
- sm 2 sm -

2
-

- sin (!l) esc (!) esc (t+ TJ) < (!l) (~) (-7f ) - 7r

2
TJ < 7f

2
TJ - 2 2 2 - 2 t t + TJ - 2t(t + TJ) - 2t2 . 

===> II1I ::; _2._ 11r-
77

14>(t)D~(t) + 4>(t + TJ)D~(t + TJ)I dt 
27f Tl 

< _2._ 11r-T7 [214>( t) - 4>( t + TJ) 1 + ( 7f2TJ) 14>( t) 1] dt 
- 27f Tl t 2 . t2 

< .!. 11r-T7 l4>(t)- 4>(t + TJ)I dt+ 1fTJ 11r-T7 l4>(t)l dt 
- 7f t . 4 t2 

Tl Tl 

::; ~ 11r l4>(t)- 4>(t + TJ)I dt+ TJ 11r 14>~)1 dt 
7f Tl t Tl t 
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where the o(1) term is uniform in every interval where f is bounded. D 

The following lemma corresponds to (Zygmund, 1977, P. 14, Theorem 8.1). 

Lemma 4.6.3. Let (a, b] be a half-open interval in IR, h, g: (a, b] -4 C be s.t. 

\feE (a, b), h, g E U((c, b), BR n (c, b), m), and g 2: O. Define H, G: (a, b] -4 C by 

H(x) = J: f(t) dt and G(x) = J: g(t) dt. If lim G(x) = oo and h(x) = o(g(x)) as 
x->a+ 

x -4 a+, then H(x) = o(G(x)) as x -4 a+. 

The following theorem is from (Zygmund, 1977, P. 63, Theorem 10.3). Unlike 

in (Zygmund, 1977), a full proof is given here and in particular, it is explained why 

each term in the sum which majorizes IS~(J)(x)- f(x)l from the previous theorem 

converges uniformly to O. 

Theorem 4.6.4 (Dini-Lipschitz Test). Let f E C(1I') and w be the modulus of 

continuity off. lfw(o) = o([logo]-1), i.e. lim w(o)logo = 0, then S[f] converges 
8->0+ . 

in norm to f in C (1I'). 

Proof. By the note after Theorem 3.3.6, S~(J) = (D~ *!) E C(1I') because 

D~, f E C(1I'). By the remark after Theorem 4.3.3, it is enough to show 

lim S~(J) =fin C(1I'), i.e. lim liS~(!)- Jlloo =O. Since 
n---+oo n---+oo 

liS~(!) - flloo = sup IS~(J)(x)- f(x)l, where J is a closed interval of length 
xEJ 

21r, then x can be restricted to J. This implies that it is enough to show that 

lim S~(f)(x) = f(x) uniformly for x E J because convergence in norm in C(1I') is 
n->oo 
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the same as uniform convergence. By the previous theorem, it is enough to show 

that each term in the sum, which majorizes !S~(f)(x)- f(x)!, converges uniformly 

to 0 for xE J. 

f E C('ll') ====} f is bounded ====} The o(1) term is uniform. 

Consider _!_ln I<P(t)- <P(t + 17)1 dt. 
7r Tl t 

I<P(t) _ <P(t + 17) l = 1 ( f(x + ~); f(x- t)) _ ( f(x + t + 17); f(x- t- 17)) 1 

= 1 (! (x + ~) - f (x + t + 17)) ; (! (x - t) - f (x - t - 17)) 1 

~ cf(x + t)- f(x + t + 17)1; lf(x- t)- f(x- t -17)1) ~ 2w;17) = w(17) 

====} _!_ln I<P(t)- <P(t + 17)1 dt~ w(17) ln~ dt= w(17) [log 7r -log 17] 
7r Tl t 7r Tl t 7r 

w(17)log1r w(17)log17 
= 

7r 7r 

:. 0 ~~ln I<P(t)- ~(t + 17)1 dt~ w(17)~og1r __ w..:....:.(17;__);---=og'--'-17 

Since w(5) = o([log5t1), fE C('ll') ====} lim w(5) = 0, and lim 17 = 0, then 
O-+O+ n-+oo 

l. [w(17)log1r w(17)log17] 0 h'h' 1. 1m - = w 1c 1mp 1es 
n-+oo 1f 1f 

1 17r I<P(t)- <P(t + 17)1 . lim - dt = 0 umformly for x E J. 
n-+oo 7r Tl t 
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212'1) 
Consider - lcf>(t)l dt. By the remark after Corollary 2.3.5, fE C('ll') 

T} 0 

11h ~ lim -h lcf>(t)l dt= 0 uniformly for xE J. This implies, as lim TJ = 0, 
h--+O+ 0 n~oo 

212'1) ( 1 12'1) ) lim - lcf>(t)l dt= lim 4 - lcf>(t)l dt = 0 uniformly for xE J. 
n--+oo T} 0 n--+oo 2T} 0 

Finally, consider TJ {"' 14>~)1 dt. Now the previous lemma will be applied with 
}'11 t 

lcf>(t) 1 1 
(a, b] = (0, 1r], h(t) = t2' and g(t) = t 2 . Note that g;:::: O. 

Since f is bounded, then cf> is bounded, say by a positive constant M. 

1
1r 1 [ 1 ] l'Ir ( 1 1 ) 7f - u \fu E (0, 1r], G(u) = 2 dt= -- = --- = -- < oo 

u t t t=u U 7f U1f 

and H(u) = 11r 14>~)1 dt :SM 11r ~dt= MG(u) < oo 
u t u t 

~ \fu E (0, 1r), h, gE L1((u, 1r), BJR n (u, 1r), m) 

It is easy to see that lim G(u) = oo. 
u--+O+ 

fE C('ll') ~ lim lcf>(t)l = 0 and the uniform continuity off on finite closed 
t--+O+ 

intervals implies that lim lcf>(t)l = 0 uniformly for x E J. ~ h(t) = o(g(t)) 
t--+0+ 

uniformly for x E J as t ----> o+. 

Since the hypotheses of the previous lemma are satisfied, then H(t) = o(G(t)) 

as t ____, o+ and by a careful examination of the proof of the previous lemma, 

H(t) = o(G(t)) as t ____, o+ uniformly for xE J. ~ lim HG((u)) = 0 uniformly for 
u--+O+ U 

xE J. 
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~ 
f ' 

. Since HG((u)) = (~) H(u) and lim (7r- u) = 1 independently of x, 
U 1r - U u-->O+ 1r 

then lim [(7r- u) HG((u))] = lim uH(u) = 0 uniformly for xE J. 
u-->0+ 1r U u-->O+ 

Since lim fi= 0, then lim fiH(fl) = lim fi r 14>~)1 dt= 0 uniformly for xE J. 
n-->oo n-->oo n-->oo } 

11 
t 

0 

The following theorem is from (Zygmund, 1977, P. 63, Theorem 10.5). The 

proof is basically reproduced as in the book. 

Theorem 4.6.5. Let f E U('ll'), I be a closed interval, and w be the modulus of 

continuity off on I. If w(S) = o([log&]-1), then lim Sn(J)(x) = f(x) uniformly on 
n-->oo 

I. 

Proof. Since w(S) = o([log&]-1) and lim [log&]-1 = 0, then 
8-->0+ 

lim w(S) = lim (w(o) logb")[log&]-1 =O. This implies that fis continuous on I. 
8-->0+ 8-->0+ 

First note that if m(I) 2: 21r, then the Dini-Lipschitz Test can be applied to 

get the result because its hypotheses are satisfied. Now assume m(I) < 21r. Let 

J be a closed interval of length ·21r s.t. I Ç J. By the Principle of Localization, 

f can be replaced by a function g E C('ll') s.t. g = f on I and g is extended 

linearly on J\f. By the Dini-Lipschitz Test, the result follows because g satisfies 

its hypotheses. 

4. 7 Lebesgue's Test 

The following notation will be used in this section. 
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Notation. Let f E L1('IT'), x E ffi., cp= cpx be as in Lemma 4.3.1. \:fh E [0, oo), let 

<I>(h) = <I>x(h) = J
0
h lcp(t)l dt. By Corollary 2.3.5, lim <I>xh(h) = 0 for m-a.a. xE ffi.. 

h---->0+ 

By the remark after Corollary 2.3.5, if f is continuous on a finite closed interval I, 

Px(h) 
th en lim -- = 0 uniformly for x E I. 

h---->0+ h 

The following theorem is from (Zygmund, 1977, P. 65, Theorem 11.5). The 

proof is basically reproduced as in the book. 

Theorem 4.7.1 (Lebesgue's Test). Let fE U('IT') and xE R If lim <I>(h) = 0 
h---->0+ h 

and lim 111" lcp(t)- cp(t + 7J)I dt= 0, then lim Sn(!)( x)= f(x). The convergence 
n---->oo TJ t n---->oo 

is uniform on any closed interval of continuity of f where the second condition 

holds uniformly. 

Proof. Let I be a closed interval of continuity of f where the second condition 

holds uniformly, i.e. lim 111" lcp(t)- cp(t + 7J)I dt = 0 uniformly for x E !. By the 
n---->oo TJ t 

remark after Theorem 4.3.3, it is enough to show that lim S~(f)(x) = f(x) and 
n---->oo 

that the convergence is uniform on I. By Theorem 4.6.2, it is enough to show that · 

each term in the sum, which majorizes IS~(f)(x) - f(x)l, converges to 0 and that 

the convergence is uniform on I. 

First, note that f is bounded on I because f is continuous on I. This implies 

that the o(l) term is uniform on I . 

. . 117rlcp(t)-cp(t+7})1 . 
By hypothes1s, hm - dt = 0 and the convergence 1s 

n---->oo 1f TJ t . 
uniform on I. 

212
7} (<I>(27J)) <I>(h) . Consider- lcp(t)l dt= 4 -- . Since lim -h- = 0 and lim 27] = 0, 

7] 0 27] h---->0+ n---->oo 

th en lim ~ {
2

TJ 1 cp( t) 1 dt = 0 and, by the statement before the theorem, the 
n---->oo 7] Jo 

convergence is uniform on I. 
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Finally, consider rJ 17r 11>~)1 dt. By Integration by Parts and the exact same 
11 t 

argument used in Theorem 4.1.4 with .!., 5n, and g replaced resp. by 'r}, 1r, and 1>, 
n 

'rJ 17r 11>~)1 dt= 'rJ [ [<P~t)] 17r + 217r <P~) dt] = 'rJ [<!>(:) - <P(;) + 217r <P~) dt] 
11 t t t=11 11 t 7r 'rJ 11 t 

= (<P(7r)) 'rJ- <P(rJ) + 2'r] 17r <P(t) dt 
7r2 'rJ 11 t3 

Since lim rJ = 0, then lim (<!>(:)) rJ = 0 and the convergence is uniform 
n->oo n->oo 7r 

on I because ( <P;:)) is uniformly bounded for x E I as f is bounded on I. 

<P( rJ) 
Also, lim -- = 0 and, by the statement before the theorem, the convergence 

n->oo rJ 

. "f I s· 1· <P(h) 0 d h . "f I 1s um orm on . mee 1m -h- = an t e convergence 1s um orm on , 
h->O+ 

then by the argument used in the proof of the Dini-Lipschitz Test to show that 

. 17r l1>(t)1 . <P(t) . ( 17r <P(t) ) hm 'rJ -
2
- dt = 0 with 11>( t) 1 replaced by -, hm 2'r} -

3
- dt = 0 and 

~00 t t ~00 t 11 11 
the convergence is uniform on I. 

All of this implies lim rJ 17r 11>~) 1 dt = 0 and that the convergence is uniform 
n->oo t 11 

on I. D 

The following remark is from (Zygmund, 1977, P. 66). 

Remark. Although the most important tests for the pointwise convergence of 

Fourier series are Dini's Test, the Dirichlet-Jordan Test, and the Dini-Lipschitz 

Test, it can be shawn that they are all included in Lebesgue's Test. The main dif

ficulty of applying Lebesgue's Test is that the second condition in Lebesgue's Test 

does not correspond to any simple condition on f. Also, while bath conditions of 

Lebesgue's Test are necessary for S[f](x) to be convergent to f(x), only the first 
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condition of Lebesgue's Test is necessary for S[f](x) to be summable to f(x) by 

Lebesgue's Theorem (Theorem 4.1.4). 

The following definition is from (Zygmund, 1977, P. 45). 

Definition 4. 7.1. For f E LP('ll'), where 1 < p < oo, the integral modulus of 

continuity off in LP('ll') is wp(8) = wp(J, 8) = sup IIJ(t + h)- J(t)llp· 
lh1~8 

The following theorem is from (Zygmund, 1977, P. 66, Theorem 11.10). The 

proof is basically reproduced as in the book. 
1 

Theorem 4. 7.2. Let f E LP('ll'), where 1 < p < oo, and x E IR. If wp(o) = o(o'P) 

and lim <I>(h) = 0, then lim Sn(J)(x) = j(x). The convergence is uniform on any 
h--+0+ h n--+oo 

closed interval of continuity of f. 

Proof. By Lebesgue's Test, it is enough to show that the second condition in 

Lebesgue's Test holds uniformly on IR 

From the proof of the Dini-Lipschitz Test, 

1 1 
[<P(t)- <P(t + 77)] = 

2
[J(x + t)- f(x + t + 77)] + 

2
[f(x- t)- f(x- t- 77)]. ===} 

1 1 
II<P(t)- <P(t + 11)llp ~ 2IIJ(x + t)- J(x + t + 77)llp + 2IIJ(x- t)- J(x- t- 77)llp 

By Corollary 3.1.9, llf(x + t)- f(x + t + 77)IIP = llf(x- t)- f(x- t- 77)IIP 

= llf(t + 77)- f(t)llp ~ Wp(71)· ===} II<P(t)- <P(t + 77)llp ~ 2 ( Wp~71)) = Wp(71)· 
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By Holder's Inequality ((Folland, 1999, P. 182, Theorem 6.2)) 

with (X, M, p,) = ([77, 11'], BIR n [77, 11'], m), 
1 1 

1rr lc/l(t)- ~(t + 77)1 dt~ [1rr lc/l(t)- cjl(t + 77W dt] P [1rr t~ dt] q' 

where 1< q= _P_ < oo. 
p-I 

1 1 

[1rr lc/l(t)- cjl(t + 77)JP dt] P = (211')~ [ 2~ 1rr lc/l(t)- cjl(t + 77)JP dt] P 

1 1 

~ (27l')P llc/l(t)- cjl(t + 77)IIP ~ (211')PWp(71) 

[[>tl*~ [ hq _ :Jt·-'l LJ ~ [(q ~ 1) C~;_,- n;_,) l* 
[ 

1 ]~ 1 1 q 
~ (q- 1)77q-l = (q- 1)~77~ = (q- 1)~77~' as p = q- l' 

==? 0 ~ 1rr lc/l(t)- cjl(t + 77 )1 dt~ C (w<71 )) , where C = ( 211')~ 
1

• 

'7 t 71P (q- IF 

Since wp(o) = o(o~) and lim 77 = 0, then lim C (wP\71 )) = 0, which implies 
n--+oo n--+oo '1] p 

lim 1rr 1 cjl( t) - cjl( t + 71 ) 1 dt = 0 uniformly for x E ffi.. 
n-+oo '7 t 

Renee, the second condition in Lebesgue's Test holds uniformly on ffi.. D 

4.8 Lebesgue Constants 

Let { Ln}~=O be the sequence of Lebesgue constants as defined in Section 3.6. 

The following theorem is proved on (Zygmund, 1977, P. 67). The proof is 

essentially reproduced as in the book. 
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Theorem 4.8.1. Vn EN, Ln= 
4

2
Iogn + 0(1); In particular, lim Ln= oo. 

1T n->oo 

Proof. Let nE N. Since Dn is an even function, then IDnl is an even function and 

Ln= I!Dnlll = ~ J IDn(t)l dt=~ r IDn(t)l dt=~ (2 r IDn(t)l dt) 
2?T 2?T } -rr 2?T Jo 

117r = - IDn(t)l dt. 
1T 0 

By Proposition 4.3.2.(ii), Vt E (0, 1r], ID~(t)l = Jsin(nt) cot (~) 1 

= lsin(nt)lcot (~). Since [0] is an m-null set, then ~!arr ID~(t)!dt 

=~!arr 1 sin(nt)l cot (~) dt. =:::;. Ln=~ 1rr 1 sin(nt)l cot (~) dt+ 0(1) 
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On [0,1r], [cot (~)- ~] is bounded, i.e. 3M > 0 \ft E [0,1r], lcot (~)-~~:::;M. 

===? 11 sin(nt)l [cot (~) - n 1 = 1 sin(nt)l,cot (~) - ~~:::; 1 · M = M 

===? ~~ 1~ 1 sin(nt)l cot (~) dt-~ 1~ 1 sin~nt)l dt' 

= ~~ 1~ 1 sin(nt)l [cot (~) - ~] dtl:::; ~ 1~ \1 sin(nt)l [cot (~)- ~] 1 dt 

11~ :::; - M dt= M 
7r 0 

===? [~ 1~ 1 sin(nt)l cot (~) dt-~ 1~ 1 sin~nt)l dt] = 0(1) 

==} ~ r 1 sin(nt)l cot (!) dt=~ r 1 sin(nt)l dt+ 0(1) 
7r Jo 2 1r Jo t 

===? Ln= (~ r 1 sin(nt)l dt+ 0(1)) + 0(1) = ~ r 1 sin(nt)l dt+ 0(1) 
7r Jo t 7r Jo t 
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By Section 2.4.2, Vt E [ 0, ;J , 1 sin(nt)l =sin( nt). 

n-l (k+l)" r 1 sin(nt)l dt= 2:: r n 1 sin(nt)l dt 
Jo t } li" t 

k=O -;;-
(k+l)n • 

Fix 0:::; k:::; n- 1 and consider l:: n 1 sm~nt)l dt. 

(k+l)n " 1 • ( ( k7r)) 1 
n sin nt n sm n t + -

By Proposition 2.3.2.(2), { 1 ( )1 dt= { k7r n dt. 
J li;: t J 0 ( t + ~) 

Vt E [ 0, ;J , lsin ( n (t + k:)) 1 = 1 sin( nt+ k7r)l = 1( -1)k sin(nt)l 

(k+l)n . 1!: • 

1 
· ( ) 1 . ( ) i n 1 sm( nt) 1 d 1 n sm (nt) d = sm nt = sm nt ~ t = ( k ) t 

k7r t 0 t+....!!: 
n n 

~ r 1 sin(nt)l dt= I: r* sin(nt) dt= r* sin(nt) dt+ I: {:;; sin(~t) dt 
Jo t k=O Jo (t + k:) Jo t k=l Jo (t + ;) 

~ f sin~ nt) dt+ f sin( nt) [~ (t + k:) -'] dt 

~,.~ [ 1r J 1 sin (nt) 1 1 sin (nt) 1 vt E 0, - , < 1 ~ < n 
n nt - t -

1:;; sin( nt) d 1:;; 1 sin( nt) 1 d 1:;; d (1f) t < t< n t=n- =7r 
o t -o t -o n 

{';; sin(nt) dt= 0(1) 
Jo t 
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n-1 ( k ) -1 

Let Yn ( t) = ~ t + : . 

n-1 (k ) -1 n-1 n-1 1 
\ft E [o, ~] ,· Yn(t) S ~ : = ~ kn1r = ; ~ k and 

Yn ( t) ~ ~ ( ~ + kn~) -
1 

= ~ [ ( k :
1 

)1r] -
1 

= t ( k:) -
1 

= t kn1r = ; t l 
k=1 k=1 k=2 k=2 k=2 

n 
1 

n-1 
1 

====? vt E [o ~] ~ ""' - < Y. (t) < ~ ""' -'n' 1f~k- n -1f~k 
k=2 k=1 

By (Zygmund, 1977, P. 15), ,!!.,':!, [t. ~ -logn] exists. 

[

n-1 1 l [ n 1 l 
====? ~~ L k - log n and ~~ L k - log n exist. 

k=1 k=2 

[

n-1 1 l [ n 1 l 
====? ~ k -logn = 0(1) and {; k -logn = 0(1) 

n-1 
1 

n 
1 

====? L k = logn + 0(1) and L k = logn + 0(1) 
k=1 k=2 

====? \ft E [o, ~] , ~[log n + 0(1)] S Yn(t) S ~[log n + 0(1)] 
n 7f 7f 

====? \ft E [o, ;] , Yn(t) = ;[logn + 0(1)] 

1
~ 1 Ji 1 1 2 

sin(nt) dt=-- [cos(nt)Jit=o = --[cos1r- cosü] = --(-2) =-
0 n n n n 

- f sin( nt) [~ (t + k:) -Il dt~ f sin(nt)Y.(t) dt 

= 1 ~ sin (nt) (;[log n + 0 ( 1)]) dt = (; [log n + 0 ( 1)]) 1 ~ sin (nt) dt 

= (~[logn + 0(1)J) (~) = ~ logn + ~0(1) = ~ logn + 0(1) 
7f n 7f 7f 7f 
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===:} r 1 sin(nt)l dt= 0(1) + (~ logn + 0(1)) = ~ logn + 0(1) 
Jo t 7r 7r 

===:} Ln=~(~ logn + 0(1)) + 0(1) = 
4

2 logn + ~0(1) + 0(1) 
1f 1f 1f 1f 

4 4 . 
= 2 logn + 0(1) + 0(1) = 2 logn + 0(1) 

1f 1f 

4 . . Ln = 2 log n + 0 ( 1) 
1f 
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CHAPTER 5 
11:-Entropy 

This chapter is a brief summary of the main results from (Korenblum, 1983) 

and (Korenblum, 1985). The purpose of this chapter is to generalize the Dirichlet

Jordan Test so that it includes the Dini-Lipschitz Test by using the notion of 

11:-entropy. 

5.1 11:-Entropy 

Note. Let K be a positive nondecreasing concave function on [0, 1] s.t. 11:(0) = 0 

and 11:(1) = 1. It can be shawn that 11: is continuous on (0, 1] and Vs E [0, 1], 

S :::; 11:( S) :::; 1. 

Definition 5.1.1. Let E = {xi}J=l be a finite subset of an interval of length 

21r, which means E is a partition of an interval of length at most 21r, where 

n E N, V 1 :::; j :::; n- 1, Xj < Xj+l and Xn :::; x1 + 27r. Let {Ij}J=l be the 

complementary intervals of E where V 1 :::; f :::; n ...:__ 1, Ii = (xj, Xj+l) and 

In = (xn, X1 + 21r). Then the 11:-entropy of E is 11:(E) = ~;=l K(>.(Ij)), where 

).. is defined as in Section 3.1. IfE = 0, then 11:(E) is defined to be O. IfE is 

an infinite closed subset of an interval of length 21r, i.e. sup lx- Yi :::; 21r, then 
x,yEE . 

K(E) = sup{11:(E1) : E 1 is a firiite subset of E}. 

The following theorem is a list of sorne of the important properties of 11:-entropy. 

Theorem 5.1.1. (i) K(E) = 1 if lEI = 1, where lEI is the cardinality of E. 

(ii) If 11:(s) -=1 sand lEI > 1, then 11:(E) > 1. 
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(iii) If h:(s) =sand E =!= 0, then h:(E) = 1. 

(iv) If h:(s) = 1, then h:(E) = JEJ. 

(v) IfE=!= 0, then 1 s; h:(E) s; JEJ. 

(vi) F1 ÇP2 =====> h:(FI):::; h:(F2) 

(vii) h:(El U E2) :::; h:(EI) + h:(E2) 

(viii) Vt E JR., h:(E + t) = h:(E) 

Here are three special examples of h:-entropy. 

Example 5.1.1. (i) h:(s) = s(1- log s); The corresponding h:-entropy is called 

the Shannon entropy. 

(ii) h:(s) = s0
, where a E (0, 1); Here, h:-entropy is called the Lipschitz entropy. 

( 
1 )-l 

(iii) h:( s) = 1 - 21og s ; Here, h:-entropy is called the Dini entropy. This ~s 

the most important example. 

5.2 CK 

Definition 5.2.1. Let ~C('ll') be the subset of C('ll') consisting of real-valued 

functions. If f E ~C('ll'), then the h:-norm off is IIJIIK = f~oo h:(Ey[f] n J) dy, 

where Ey [!] = { T E lR. : f ( T) = y} and J is an interval of length 2n. 

Note. (i) By the fact that fis 2n-periodic and by Theorem 5.1.1.(viii), 

h:(Ey[f] n J) is independent of the choice of J. 

(ii) If h:(s) = s, then the_ h:-norm off is denoted by llfllc and 

llfllc = maxj(T)- minj(T). If h:(s) = 1, then the h:-norm off is denoted 
Tg Tg . 

by llfllv and llfllv = V(f), where V(f) is defined as in Section 3.4. By 

Theorem 5.1.1.(v), llfllc S IIJII" S llfllv· 
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Remark. It can be shawn that if K;(O+) > 0, then the K;-norm is equivalent to the 

V-normand if lim K;(s) < oo, then the K;-norm is equivalent to the C-norm. It 
s--+O+ S 

will now be assumed that K;(O+) = 0 and lim K;(s) = oo. 
s--+0+ S 

Definition 5.2.2. Let ~C~ = {! E ~C('ll') : 11!11~ < oo }. 

Note. The following assumption will now be used for the rest of this chapter. Two 

functions J, g E ~C~ are considered to be equal if they differ by a constant, i.e. 

:Je E ffi. s. t. g = f + c. 

The following theorem is from {Korenblum, 1985, P. 538, Corollary 3.6). 

Theorem 5.2.1. With the above assumption, (~C~, Il Il~) is a separable Banach 

space over ffi. and T n ~C~ is dense in ~Cl<. 

Remark. The assumption is needed because V f E ~C('ll'), Il fil~ = 0 iff f is a 

constant function. In (Korenblum, 1983, P. 216), instead of using this assumption, 

the K;-norm off is redefined as 11!11~ = llflloo + 11!11~· Then the above theorem is 

true with Il Il~ replaced by Il Il~· The reason why this convention is not being used 

is because the argument from (Korenblum, 1985) is being used. 

Definition 5.2.3. Let C~ = {! E C('ll') : f =x+ iy, where x, y E ~C~.}. With f 

as given, then the K;-norm off is 11!11~ = sup [ll>.1x- À2YII~ + ll>-2x + À1YII~J! · 
ÀE8B(O,l) 

Remark. It can be shawn that VJ E c~, [!lxii~+ IIYII~J! ::::; 11!11~::::; !lxiii<+ IIYII~· 

The following theorem follows from the previous theorem. 

Theorem 5.2.2. (C~, Il Il~) is a separable Banach space over c and T n cl< is 

dense in C~. 
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5.3 Premeasures and the fi:-Integral 

Definition 5.3.1. Let 'J be the collection of all intervals in R of length at most 

211" with 0 and all one-point sets. All elements of 'J will be called intervals. A 

premeasure is a function f-L: 'J ~ <C satisfying : 

(i) f.-L(0) = J-L(/) = 0 where I is any interval of length 211" 

(ii) Vt E R VI E 'J, f-L(I + t) = f-L(I) 

(iii) Vh, !2 E 'J s.t. /1 n /2 = 0, f-LU1 u /2) = f-L(/1) + f-LU2) 
00 

(iv) If Un}~=1 ç 'J is a decreasing sequence of intervals and n In = 0, then 
n=1 

lim f-L(/n) = O. 
n-->oo 

Note. A premeasure as defined here is not the same as the usual premeasure in 

Measure Theory, as in (Folland, 1999), for example. 

Re mark. Let f-L be a premeasure. Define P,: 'Il' ~ <C by P,( t) = f-L( (0, t]) on (0, 21r] 

.and extend P, periodically. Then P, is right-continuous, Vt E R, p,(t-) exists, and 

Vt E [0], p,(t) = 0, where [0] is the equivalence class of 0 as defined in Section 3.1. 

Definition 5.3.2. The K-variation of a premeasure f-L is 

V 
(

I:7=11f-L(lj)J) h h . k ll .. ar"J-l = s~p t;;(P) , w ere t e supremum 1s ta en over a partitiOns 

P of intervals of length 211" and {Ji}J=l are the complementary intervals of P. 

If Var"J-l < oo, then f-L is called a premeasure of bounded K-variation and P, is 

called a function of bounded ~\;-Variation. Let v" be the set of all premeasures of 

bounded K-variation and RV" be the set of all real-valued premeasures of bounded 

K-variation. 

Note. If p E V", then f-L can be extended to all open and closed sets F which are 

subsets of an interval of length 211" and satisfy t;;(aF) < oo. 
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Theorem 5.3.1. (V~~:, 1/ //) is a Banach space over C and (RV~~:, Il Il) is a Banach 

space over IR, where 'Yf.J, E V~~:, llf-LII = Var~~:f-L· 

Definition 5.3.3. Let f.1, E V~~:. If f E RC~~:, then the K-integral off w.r.t. f.1, 

is f fdf-L = f:oo~f-L(Fy[f] n J)dy, where Fy[f] = {t E IR : f(t) ~y} and 

J is an interval of length 2n. If f E C~~:, then the K-integral off w.r.t. f.1, is 

J f df.J, = J x df.J, + i J y df.J,, where x and y are as in Definition 5.2.3. 

Note. By the fact that fis 2n-periodic and by Definition 5.3.1.(ii), f-L(Fy[f] n J) is 

independent of the choice of J. 

Remark. If f E RC~~:, then { Fy[j]}yElFI. are called the Lebesgue sets off. The 

Lebesgue sets of f have no relation to the Lebesgue set of f which is defined only 

for fE L1
1 (IR). oc 

The following theorem is from (Korenblum, 1985, P. 540, Proposition 4.2). 

Theorem 5.3.2. The K-integral is bilinear in fE C~~: and f.1, E V~~:. If fE RC~~:, then 

If f diLI s: ca;·l') 11/11. and if fE C., then If f diLI s: [ (~)Var,/' ]11/11. 
The following theorem is from (Korenblum, 1985, P. 540, Theorem 5.1). 

Theorem 5.3.3. 1) RV~~: = (RC~~:)*; 

In more detail, Y F E (RC~~:)* 3f.J, E RV~~: s.t. F(J) = J f df.J, and conversely 

every f.1, E RV~~: defines anF E (RC~~:)* by the same formula. Moreover, 

I!FIIop = Va;~~:f-L · 
2) V~~:= (C~~:)*; 

In more detail, 'YF E (C~~:)* 3f.J, E V~~: s.t. F(J) = J f dp, and conversely 

every JL E V~~: defines anF E (C~~:)* by the same formula. Moreover, 

C~) Vax,/' S: IIFII,, S: (~)Var,/' 
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5.4 Generalization of the Dirichlet-Jordan and Dini-Lipschitz Tests 

The motivation for the generalization cornes from the following remark from 

(Korenblum, 1985, P. 527). 

Remark. The hypothesis of the Dirichlet-Jordan Test, f E BV('ll'), is a restrictive 

condition to impose on f to ensure the pointwise convergence of S[f]. This is 

shawn by the Dini-Lipschitz Test because the hypothesis that w(6) = o([logJ]-1), 

where w is the modulus of continuity of j, is a weaker condition. This led to 

the question of whether the Dirichlet-Jordan Test could be generalized so that 

it includes the Dini-Lipschitz Test. This question was answered affirmatively in 

(Korenblum, 1983; Korenblum, 1985). 

Sorne of the notation from Section 2.3.2 will be used here. 

The only !'î;-entropy that will be considered here is the Dini entropy where 

Cd= CK. and Vd = VK.. Also, instead of working with premeasures of bounded Dini-

variation directly, functions of bounded Dini-variation will be focused on. This 

means that if f is a function of bounded Dini-variation, then it will be written 

f E Vd and that the Dini-variation off is Vardf = s~p ( ~f;j), where the 

supremum is taken over all partitions P of intervals of length 27f. 

Note. If f E Vd, then Vardf = VardJ-L, where J-L is a premeasure of bounded 

Dini-variation s.t. P, = f. 

Proposition 5.4.1. (i) BV('ll') Ç Vd and\:;/ fE BV('ll'), Vardf ~ V(f). 

(ii) Vd Ç UlO (1l') and so Vd Ç L 1 (1l'). 
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Proof (i) Let f E BV('JI') and P be a partition of an interval of length 211". By 

Theorem 5.1.1.(v), P # 0 => "'(P) ;:::: 1. 

=> ~~;j :S A(P) :S V(J) ~ Vardf = s~p ( ~~;j) :S V(J) < oo ~ f E Vd 

Renee, BV('JI') Ç Vd and VJ E BV('JI'), Vardf :S V(f). 

(ii) By Corollary 3.1.6, it is enough to show Vd Ç D'0 ('li'). Let f E Vd and 

t E [0, 211"). Let P = {0, t, 27!'} which is a partition of [0, 27!'] satisfying 

2 :S IPI :S 3. By Theorem 5.l.l.(v), "'(P) ::; IPI ::; 3. Then 

lf(t)- f(O)I :S A(P) = "'(P) (~~;j) :S 3Vardf and 

lf(t)l :S IJ(O)I + lf(t)- f(O)I :S IJ(O)I + 3Vardf· 

Thus, Vt E [0, 271'), lf(t)l ::; lf(O)I + 3Vardf· By the identification between 

U 0 ('li') and U 0 ([0, 271'), BJR n [0, 27!'), >.), llflloo ::; IJ(O)I + 3Vardf < 00. 

Renee, f E L 00 ('li') and vd ç L 00 ('li'). 

Note. It shall also be assumed that every f E Vd is normalized so that Vt E ffi., 

j(t) - f(t+) + j(t-) 
- 2 . 

The following remark is from (Korenblum, 1983, P. 217) and (Korenblum, 

1985, P. 549). 

Remark. The proof of the Dirichlet-Jordan Test, like the one in (Zygmund, 1977, 

P. 57-58, Theorem 8.1), is based on the classical C('JI') - BV('JI') duality. The 

generalized test is obtained by using the (Dini-entropy-norm)-(Dini-variation) 

duality, i.e. cd - vd duality. 
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Before the generalized test is presented, the following theorem from (Karen

blum, 1985, P. 551, Theorem 9.2) will be stated because a uniform bound on the 

partial sums of S[f] is given with the only assumption being f E Vd. 
7 

Theorem 5.4.2. If fE vd, then Vn E No, IISnU)IIoo ~ ll!lloo + 2Vardf· 

Definition 5.4.1. Let f E Vd, tE IR, r5 > 0 and gt(r) = [(J(r) - f(t))X(t-o,tH)(r)]. 

f is of vanishing d-variation at t if lim Vardgt = O. If Vt E J, where J is a closed 
o-o+ 

interval of length 21r, f is of vanishing d-variation at t, th en f is of vanishing 

d-variation on 11'. 

The following remarks are from (Korenblum, 1985, P. 551, Remarks 1 and 3). 

Remark. (i) Let f E BV('ll') and t E IR. If f is continuous at t, then f is 

of vanishing d-variation at t. Moreover, if f E C(1I') as well, then f is of 

vanishing d-variation on 1l'. 

(ii) Let fE C(1I') and w be the modulus of continuity off. 

If w(8) = O([log8J-1), then fE Vd and if w(8) = o([log8]-1
), then fis of 

vanishing d-variation on 11'. 

The following theorem is from (Korenblum, 1983, P. 218, Theorem 3) 

and (Korenblum, 1985, P. 552, Theorem 9.3). This is the generalization of the 

Dirichlet-Jordan Test and the Dini-Lipschitz Test. 

Theorem 5.4.3. 1) If fis of vanishing d-variation at t, 

then lim Sn(J)(t) = f(t). n--+oo 
2) If f is of vanishing d-variation on 11', then lim Sn(J)(t) = f(t) uniformly on n--+oo 
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Note. By the previous remarks, it follows that the generalized test includes the 

Dirichlet-Jordan Test and the Dini-Lipschitz Test. 
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CHAPTER 6 
Conclusion 

In conclusion, this thesis was a summary of sorne important results in the 

convergence of Fourier series. Specifically, the Cesàro summability and convergence 

of Fourier series was examined. Here, summability was viewed in connection with 

summability kernels. The only summability kernel that was used in this text was 

the Fejér kernel and in this event, summability was also called Cesàro summability. 

In addition, while convergence of Fourier series was an investigation of the partial 

sums of Fourier series, summability of Fourier series was an investigation of the 

Cesàro sums of Fourier series. 

Before the main subject of Fourier series was discussed, a brief review in 

Chapter 2 was given of tapies that would be needed later on in the text. First, the 

Riemann integral was defined for complex-valued functions and then the definition 

was generalized for vector-valued functions. Next, a short comparison was given of 

the Riemann and Lebesgue integrais. Finally, three significant classes of functions 

were introduced. These classes were locally integrable functions, functions of 

bounded variation, and absolutely continuous functions. 

In Chapter 3, the summability and convergence in norm of Fourier series was 

studied. To begin with, the Banach spaces of functions V('IT'), where 1 ~ p ~ oo, 

and C('IT') were presented. These Banach spaces of functions were the most 

important classes of functions in this text. One reason is that all functions 
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considered here were assumed to be in at least one of these classes. Next, the 

Fourier coefficients and Fourier series were defined. Then homogeneous Banach 

spaces on 1r were introduced. It was soon proven that LP('Ir), where 1 :::; p < oo, 

and C('Ir) belong to this collection of Banach spaces. Following this, the n-th 

partial and Cesàro sums of Fourier series were defined. Subsequently, it was shown 

that all homogeneous Banach spaces on 1[' admit summability in norm. This result 

was probably the most substantial result of this chapter. This result also gave 

rise to two consequential theorems which were the Weierstrass Approximation 

Theorem and the Riemann-Lebesgue lemma. Afterwards, the Banach space L2 (1r) 

was studied in more detail because of the special properties it inherits as a Hilbert 

space. Lastly, convergence in norm was defined and discussed. 

In Chapter 4, the pointwise summability and convergence of Fourier series was 

studied. First, pointwise summability was discussed and in particular, Lebesgue's 

Theorem which states that 'ï/ f E L1 ('Ir), the Fourier series of f is pointwise 

summable to f m-a.e .. Later, an example was given of a continuous function 

whose Fourier series diverges at a point. Finally, the threè most important tests 

for pointwise convergence, Dini's Test, the Dirichlet-Jordan Test, and the Dini

Lipschitz Test, were presented. 

In Chapter 5, a generalization, due to Boris Korenblum, of the Dirichlet

Jordan Test and the Dini-Lipschitz Test was studied. All the results in this 

chapter were presented from the papers of Korenblum, (Korenblum, 1983) and 

(Korenblum, 1985). The Dirichlet-Jordan Test was generalized to give a new 

pointwise convergence test that included the Dini-Lipschitz Test. To obtain 
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the generalized test, first the notion of k:-entropy was introduced. Then the k:

norm and an associated Banach space of functions denoted by Cl<, were defined. 

Thereupon, premeasures and the k:-integral were introduced. At the end, the 

generalized test was stated. 

If I continue my current research, I would investigate the following. Initially, I 

would study Theorem 3.6.8 and its proof in more detail. I would also see if there 

are alternate proofs that do not involve the theory of conjugation. After, I would 

explore the theory of k:-entropy more carefully so that I could understand the proof 

of the generalized test. Ultimately, I would analyze the proofs of the Carleson and 

Carleson-Hunt theorems and see if they could be simplified or generalized. 
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